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Preface

The present book includes extended and revised versions of a set of selected pa-
pers from the Third International Joint Conference on Biomedical Engineering
Systems and Technologies (BIOSTEC 2010), organized by the Institute for Sys-
tems and Technologies of Information Control and Communication (INSTICC),
technically co-sponsored by the IEEE Engineering in Medicine and Biology So-
ciety (EMB), and in cooperation with AAAI, Workflow Management Coalition
(WfMC), ACM SIGART, Universidad Politecnica de Valencia and Centro en
Red en Ingenieŕıa Biomédica (CRIB).

The purpose of the International Joint Conference on Biomedical Engineer-
ing Systems and Technologies is to bring together researchers and practitioners,
including engineers, biologists, health professionals and informatics/computer
scientists, interested in both theoretical advances and applications of informa-
tion systems, artificial intelligence, signal processing, electronics and other engi-
neering tools in knowledge areas related to biology and medicine.

BIOSTEC is composed of four co-located conferences; each specializes in one
of the aforementioned main knowledge areas, namely:

– HEALTHINF (International Conference on Health Informatics) promotes re-
search and development in the application of information and communication
technologies (ICT) to healthcare and medicine in general and to the special-
ized support to persons with special needs in particular. Databases, network-
ing, graphical interfaces, intelligent decision support systems and specialized
programming languages are just a few of the technologies currently used in
medical informatics. Mobility and ubiquity in healthcare systems, standard-
ization of technologies and procedures, certification, privacy are some of the
issues that medical informatics professionals and the ICT industry in general
need to address in order to further promote ICT in healthcare.

– BIODEVICES (International Conference on Biomedical Electronics and De-
vices) focuses on aspects related to electronics and mechanical engineering,
especially equipment and materials inspired by biological systems and/or
addressing biological requirements. Monitoring devices, instrumentation sen-
sors and systems, biorobotics, micro-nanotechnologies and biomaterials are
some of the technologies addressed at this conference.

– BIOSIGNALS (International Conference on Bio-inspired Systems and Signal
Processing) is a forum for those studying and using models and techniques
inspired by or applied to biological systems. A diversity of signal types can
be found in this area, including image, audio and other biological sources
of information. The analysis and use of these signals is a multidisciplinary
area including signal processing, pattern recognition and computational in-
telligence techniques, amongst others.
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– BIOINFORMATICS (International Conference on Bioinformatics) focuses
on the application of computational systems and information technologies to
the field of molecular biology, including for example the use of statistics and
algorithms to understanding biological processes and systems, with emphasis
on new developments in genome bioinformatics and computational biology.

The joint conference, BIOSTEC, received 410 paper submissions from more than
55 countries in all continents. In all, 46 papers were published and presented as
full papers, i.e., completed work (8 pages/30’ oral presentation), 113 papers
reflecting work-in-progress or position papers were accepted for short presenta-
tion, and another 78 contributions were accepted for poster presentation. These
numbers, leading to a “full-paper” acceptance ratio of about 11% and a total
oral paper presentation acceptance ratio close to 39%, show the intention of
preserving a high-quality forum for the next editions of this conference.

The conference included a panel and four invited talks delivered by inter-
nationally distinguished speakers, namely: Peter D. Karp, Rui M. C. Ferreira,
Tony Cass and Vicente Traver.

We must thank the authors, whose research and development efforts are
recorded here. We also thank the keynote speakers for their invaluable contri-
bution and for taking the time to synthesize and prepare their talks. Finally,
special thanks to all the members of the INSTICC team, whose collaboration
was fundamental for the success of this conference.

June 2010 Ana Fred
Joaquim Filipe
Hugo Gamboa
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Personal Health: 
The New Paradigm to Make Sustainable 

the Health Care System 

Vicente Traver and Raquel Faubel 

Instituto de Aplicaciones de las Tecnologías de la Información y Comunicaciones Avanzadas 
(ITACA), Universidad Politécnica de Valencia 

Camino de Vera sn, ed. 8G, 46022 Valencia, Spain 
vtraver@itaca.upv.es 

Abstract. New technologies and innovation are leading a new paradigm in 
health care systems in order to face the growing demand and expectations in 
promoting and maintaining health and in disease prevention, treatment and care. 
ICT could have several applications in health scope (care, management, 
information and training) being an enabler for a personalized health system. 
RFID system, sensors, internet 2.0, electronic health records and ambient 
intelligence are some tools for catalyzing changes in health systems towards 
Personal Health. 

Keywords: Personal health, e-Health, Telemedicine, ICT. 

1    Introduction 

In the last few years, health systems are facing a growing demand and expectations in 
promoting and maintaining health and in disease prevention, treatment and care. In 
order to confront such demand, new routes must be found to provide a greater number 
of complex patient-centered services. Experts indicate that a radical transformation of 
the health services supply process is required [1, 2]. This new approach, called per-
sonal health (pHealth), must be focused on health in a broader sense, not just on the 
treatment, incorporating information and communication technologies (ICT) and 
recognizing the influence of the patient as a service consumer. This implies a shift of 
paradigm in which ICT and patient empowerment will be drivers towards a sustain-
able and patient-centered health systems. Under the personal health, the patient, as a 
consumer of health services, acts more as a client, and therefore demands the corre-
sponding rights and obligations; care task will be focused on promoting and prevent-
ing rather than treatment; finally, disease management will be converted towards a 
holistic concept of health and life management. In this new model, ICT is considered 
a tool towards personalized treatments, sustainable health services, better quality of 
service, closed loop relationship and evidence based medicine. 
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This chapter aims to approach to pHealth and ICT in the healthcare scope. The 
latest contributions in ICT as RFID, sensors, ambient intelligence (AmI), social 
health media - health 2.0- and barriers and initiatives to achieve interoperability 
between different information systems  are  other relevant aspects  of  the applica-
tion of ICT in health that will be held during this chapter. 

1.1   Telemedicine and Health 

Telemedicine was defined by the World Health Organization (WHO) in 1997, as the 
delivery of healthcare services, where distance is a critical factor, by all healthcare 
professionals using information and communication technologies for the exchange of 
valid information for diagnosis, treatment and prevention of diseases and injuries, 
research and evaluation, and for the continuing education of healthcare providers, all in 
the interest of advancing the health of individuals and their communities [3]. 

According to this concept, telemedicine could have several applications in health 
scope. It can be useful to inform the population about health issues, for the training 
and information for healthcare professionals, to support for the continuum of  
care (management) and, finally, in purely assistance processes either for diagnosis, 
treatment and care. 

 

Fig. 1. Telemedicine applications 

e-Health policy in the EU is part of the 'Strategy Europe 2020' with the facing 
goal of achieving in the European Union, in 2010, an economy based on knowl-
edge, competitive and dynamic, with improvements in employment and social co-
hesion. This plan of action includes measures to obtain a more efficient supply of 
services for citizens (e-government, e-health e-learning and e-commerce), interven-
ing authorities, generating demand and promoting the creation of new networks. In 
2006, the European Commission published a new strategy to accelerate the growth 
of the e-health market in Europe, 'Accelerating the Development of the e-health 
Market in Europe' [4] which deals with the elimination of several legal/regulatory 
barriers that restrict the development of the e-health. 
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2   New Paradigm for Health Care Systems 

2.1 Disruptive Innovation 

Disruptive innovation  is  a  combination  of technological advances and new business 
models that has the potential to transform the structure, organization, and performance 
of the healthcare system as a whole. Christensen [5] introduced the theory of  
disruptive innovation asserting that consumers could produce transformations of the 
prevailing business models by purchasing new products and services that were more 
affordable and accessible than those that had been traditionally offered. For the dis-
ruptive innovation, two drivers are needed: technological enablers and a disruptive 
business model that can profitably deliver these routine solutions to customers in 
affordable and convenient ways.  

Technologies drivers for disruptive innovation in healthcare are advances in  
medical knowledge and advances in ICT. The ICT advances not only support the 
development of new techniques and devices. They also facilitate the codification, 
continuous updating, and diffusion of therapies and best-practice care protocols. ICT 
can make feasible the integration of a patient’s health care data to provide real-time 
medical decision support to professional, as well as to patients and their families. ICT 
also enables the collection, integration, and analysis of data on the performance of the 
overall system and supports the use of many advanced systems design, analysis, and 
governance tools and methods to improve system performance.  

Accelerating the development and application of ICT tools and techniques would 
make possible the design, analysis, and governance of new processes and systems 
throughout the health care system [6]. Disruptive innovation, applied to healthcare sys-
tem, implies affordable, simple and network system, comparing with the current health-
care system with complex and high cost alternatives based in an oligarchic system. 

2.2    Chronic Disease Challenge 

Chronic disease management represents one of the greatest challenges for health in 
Europe. Growth rates of the adult population and aging projections in Spain only 
serve to highlight the need to implement comprehensive strategies for changing the 
routines and resources tackling chronic diseases.  In the EU, currently 86% of deaths 
are attributed to chronic illness, accounting for 50-80% of the total expenditure on 
health, as appropriate. Under these conditions, reports the WHO, those health systems 
maintaining their current system of disease management will be facing a large prob-
lem and they cannot keep the current level of service for the growing number of peo-
ple under chronic conditions. 

Considering this challenge and trying to fit health services and needs, the patients’ 
stratification by risk levels allows an adequate adaptation to the populations’ health-
care needs, giving them the most appropriate response. The Kaiser Permanente pyra-
mid [7, 8] has proved to be a very useful method for conceptualizing risk stratified 
groups of patients with long term conditions. The pyramid models long-term condi-
tions by splitting the population into those who can care for themselves, individuals 
who need help to manage their diseases, and people who require more intensive  
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case management. The upper level includes patients who need a more systematic 
follow up due to the complexity of their clinical situation. It implies 3-5 % of the 
population with chronic disease. The second level represents 15-25% of chronic pa-
tients and includes individuals with high risk of the disease progression, requiring 
healthcare delivery management. In the first level, we have the population diagnosed 
with a chronic disease, needing only supportive care to achieve a proper self-
management of the disease. 

 

Fig. 2. Kaiser Permanent Pyramid 

2.3    Personal Health Systems 

Personal health systems assist in the provision of continuous, quality controlled, and 
personalized health services to empowered individuals, regardless of location. In 
2002, WHO defined some key elements for this paradigm shift moving towards to the 
personal health [9] (table 1). 

Table 1. Key Elements for pHealth 

 
1. Identify, score and stratify population  
2. Plan and coordinate care within all health care levels, 

using case management methodology  
3. Specific guidelines and protocols for each disease  
4. Specific educational disease programmes  
5. Integrated Information Systems, allowing a predefined 

Balanced ScoreBoard 
6. Align resources and incentives  
7. Evaluate and improve quality, cost and service 



 Personal Health: The New Paradigm to Make Sustainable the Health Care System 7 

First of all, the population must be identified, scored and stratified according to 
the health risk. For every level, it’s needed to plan and coordinate care, using case 
management methodology. According to the risk level, case management will be 
applied for patients with high complexity, disease management for the high risk 
patients and self-care support for the lower level of chronic patients. Specific guide-
lines and educational programs must be described for each disease. On the other 
hand, the integration of the information system can facilitate the establishment of a 
predefined Balanced Scoreboard. In this entire paradigm shift, resources and incen-
tives must be aligned and it’s fundamental to evaluate all the process trying to in-
corporate a continuous improvement system for quality, cost and service. 

3    Information and Communication Technologies (ICT) 

Some technologies are mature enough to be used extensively, being drivers and 
enablers for the paradigm shift in healthcare. Identification by radio frequency 
(RFID), sensors to measure any physiological parameter in a simpler and more 
reliable way, web 2.0 to facilitate the exchange of information and experience 
between family and/or patients and health professionals, or electronic medical history 
are some ICT that can be key elements for the new personal health system. 

3.1    RFID 

RFID (Radio Frequency Identification) system is a technology that allows detecting 
and identifying an object, previously tagged with a smart label, through the infor-
mation transmitted wirelessly by the tag. A RFID system has two main components. 
Firstly, a tag, that is attached to the object to be identified. It integrates onboard 
memory, an integrated circuit or machine state circuit capable to manipulate and 
store the data and a coupling element to communicate with the reader. It can be 
included sensors or a power supply (active tags). Secondly, a reader, that typically 
contains a control unit to manipulate the information and an antenna to communi-
cate with tags, hence reading or writing their memories. The reader connects with a 
network so it can forward the identity of the tag as well as the information read to a 
centralized system [10]. 

RFID enables unique localization, tracking and management identification of any 
item or living being without contact or direct line of sight. In healthcare it can be 
applied to ensuring right identification of each patient and his corresponding medi-
cal data anywhere in the hospital, guarantying appropriate actions are granted to the 
right persons (drugs administration, surgical procedures,…) regardless the time and 
place, identifying lab samples (blood, urine, exudations, biopsies, etc), verifying 
authenticity and origin of drugs and checking their status and expiry dates while 
they are moved among different departments and sections, etc [11]. Additionally, 
inventory control of medical equipment or theft prevention of devices and medical 
utensils is also susceptible to be accomplished ubiquitously by means of RFID 
technology.  
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3.2   Sensors 

Telemonitoring is a part of telemedicine that includes diagnosis, monitoring, treat-
ment or education of a patient in a remote location. The effective performance of 
telemonitoring programs requires appropriate infrastructure involving technological 
innovation and effective communication systems to facilitate the acquisition, trans-
mission, storage, processing and real-time viewing of data, sounds and images. For 
suppliers, these programs can provide cost savings because they control the evolu-
tion of chronic diseases and ensure the efficient use of health resources while main-
taining the appropriate and quality care for patients. For consumers (patients), 
telemonitoring brings a sense of empowerment in their condition management.  

Telemonitoring platforms are a group of components consisting of a terminal pa-
tient, -which could be several hardware solutions depending on the circumstances 
of use or application- a set of monitoring devices and software applications that 
include secure communications with centralized management system. In the market, 
there are several solutions, each one with its own characteristics. However, all these 
solutions have limitations of integration into broader services architecture as they 
are closed and with proprietary protocols. 

In the coming years, telemonitoring skills will be improved  by increasing diver-
sity and capacity of the sensors (size, transmission capacity, power usage...), im-
provements in images capturing, telecommunications more affordable, increase in 
computing power, improvements in consumption (thermal efficiency, battery 
 life ...). Many companies that have shown their ability in this discipline will be 
involved in this development as Philips Medical Systems, Telehealthcare Viterion, 
Biotronik, Aerotel Medical Systems, Card Guard AG. 

3.3   Internet 2.0 

The new health system is apatient-centered model [12, 13, 14], where the individual 
has greater responsibility on their health, either in lifestyle and in  decision-making 
autonomy (patient empowerment). Empowerment implies a greater demand for 
information -much more relevant for people with chronic diseases- which is in-
creasingly channeled through the Web. 

Patients use the web 2.0 [15], to handle personal medical information (personal 
health records), access to health information and applications, knowledge and in-
formation dissemination, and also as a tool of socialization in virtual communities. 
We must also highlight continued and growing development of alternative devices 
allowing connection to internet as mobile phones or consumer electronics devices: 
MP3, game consoles, televisions… 

However, it is becoming more complex to find relevant and quality contents due 
to the increased availability of health information. Several initiatives are being 
developed in order to avoid the risk of data overload like semi-automatic labeling 
based on semantic technologies, data mining, collaborative filtering and personal-
ized search engines [16, 17]. 
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3.4    Electronic Health Records 

Currently, interoperability between different existing health information systems is a 
great relevance issue and not yet resolved. The most complicated, technically, is to 
achieve semantic interoperability between electronic health records systems (EHR). 
Already in 2008 the European Commission sets interoperability as one of the most 
relevant topics in recommendation COM (2008) 3282. This document provides a set of 
guidelines for the development and deployment of interoperable EHR systems that 
allow cross-border patient data exchange, a goal that, from a down-to-earth point of 
view, could take 20 years to attain. This document was materialized in the EpSOS pro-
ject (Smart Open Services for European Patients) involving 12 European countries: 
Austria, Sweden, Czech Republic, Germany, Denmark, France, Greece, Italy, Nether-
lands, Slovakia, United Kingdom and Spain. EpSOS aims to develop a practical frame-
work for eHealth and ICT infrastructure to guarantee the compatibility of the different 
health records systems. Thereby, health professionals could access electronically - in 
their own language – to the essential health data of a patient from another country and 
pharmacies could dispense prescriptions issued by other EU states. 

Some key points must be taking into account in order to perform interoperability. 
The benefits of sharing patient information must be clear; the reliability of the proc-
esses should be increased to improve security and confidentiality of data; organiza-
tions must rely on those with whom they share information, and information exchange 
should not cause conflicts with business or legal interests of the participants. Many 
agencies are working on the standards specification in order to facilitate interoperabil-
ity. One of these agencies is Continua Health Alliance [18] this non-profit organiza-
tion is based on a coalition of health-related industry that was formed with the aim of 
promoting and fostering interoperability among telemedicine peripheral devices and 
data systems. It comprises specifications for devices to include its own profile, to 
define the data according to ISO / IEEE, to define the integration with health records 
(EHRs), HL7 and XDR profile specification. 

3.5   Ambient Intelligence 

Ambient Intelligence (AmI) [19] suggests a model of interaction between people and 
their surrounded context-sensitive environment responding adaptively to user needs 
and habits. Technologies are embedded in daily life elements and present in the envi-
ronment in a nonintrusive way, invisible but perceptible, accessed via intelligent but 
simple and natural interfaces. Mobile devices (PDAs and third generation phones), 
sensors, in-door localization systems, middleware and embedded computing devices 
on user clothes are some of the devices that can be found in this kind of environment. 
Integration and interoperability between the different devices are essential and neces-
sary to define a common communications protocol. 

4   Conclusions 

Health systems are undergoing a paradigm shift towards personal health and this new 
model requires comprehensive action, integrating all the stakeholders of health sys-
tem. In this new model, ICT are a tool to face up the new challenges in the health 
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scope. This challenge facing Europe and Spain in the coming years is well repre-
sented in the 5 Challenge of the 7th Framework Programme of the European Com-
mission for the 2011-2012: ICT for health, ageing well, inclusion and governance. 
This strategy focuses on the application of ICT for disease prediction, prevention, 
minimally invasive treatments, disease management and support for healthy lifestyles 
as well as technological solutions to prolong independent living and technologies for 
people with disabilities. A new model of healthcare is required; consequently, pHealth 
will happen and the only pending question is when. However, the changes necessary 
for the transformation sought depend not only on technology: are also related to other 
factors such as the introduction of new models of organization, professional roles, 
training plans or new stakeholders in the health system [20]. 
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Abstract. In this work, we present an integrated system for the registration and 
fusion of medical images, named «dIaGnosis». It is often necessary to align 
medical images to illustrate the changes between the data retrieved at different 
times so as to assess the progress of a disease, or to assess the effectiveness of a 
treatment. The proposed system supports the storage, retrieval, distribution and 
presentation of medical images from different modalities, such as CT and MRI, 
in DICOM format. It also supports multiple examinations per patient and uses 
parallel processing threads to perform the processing of the acquired three-
dimensional (3D) images in almost real time. In this paper, the architecture and 
the working environment of the implemented system are presented in detail, 
along with a pilot scenario that demonstrates the system in use. Additionally, 
the registration and fusion algorithms implemented are presented and evaluated, 
along with the image processing techniques used for the enhancement of medi-
cal images. The contribution of the proposed work is multilayered. It provides 
automatic matching methods based on both segmented surfaces and on different 
levels of gray, and it improves the alignment process when there is a relative 
movement and / or distortion of images in the data collected from different  
imaging systems. 

Keywords: Medical systems, Image processing, Registration, Fusion. 

1   Introduction 

Medical imaging is a vital component of diagnostic medicine, and it also has a sig-
nificant role in the areas of surgical planning and radiotherapy [1]. Often, medical 
images acquired in the clinical track are using different imaging technologies.  
Integrating these images, which are often complementary in nature, is a challenging 
problem. The first step in the integration process is bringing the tomographic images 
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into spatial registration, so that the same anatomical regions coincide, a procedure 
referred to as registration [2]. After registration, a fusion step is required in order to 
combine information from different modalities, or from the same modalities at  
different examination periods [3]. 

A prominent example where the fusion of registered images maximizes the avail-
able diagnostic information is tumor diagnosis and radiotherapy treatment. The Mag-
netic Resonance (MR) imaging system, the SPECT medical imaging and the Positron 
Emission Tomography (PET) provide functional information even at very early stages 
of cancerous tumors, but they do not reliably depict the anatomical characteristics of 
the tested organs. On the other hand, tomographic imaging techniques such as Com-
puter Tomography (CT) and magnetic (MR) scanners, the ultrasound and X-rays 
provide anatomical information, but usually determine the existence of a cancer tumor 
only when it is in a later stage compared to the functional techniques. Thus, the com-
bined use of different modalities that offers complementary clinical information is 
much more effective, allowing early diagnosis and accurate identification of a cancer 
tumor and hence the effective planning of the radiotherapy treatment. 

It is often necessary to align medical data to illustrate the changes between the data 
retrieved at different times so as to assess the progress of a disease, or to assess the 
effectiveness of the treatment. In this case the fusion of data is implemented to illus-
trate the changes, as in the measurement of bone support for implants using  
dental radiographs. Moreover, the data registration applies to cases where data from 
anatomical atlases in conjunction with real clinical data and studies on patient popula-
tions are used. 

In this work, a global alignment-fusion system of medical data was developed, 
which was named «dIaGnosis». Comparable software systems for processing and 
visualization of medical data are also implemented by Philips Medical Systems Inc., 
Siemens Medical Systems Inc and others. Medical data in commercial systems are 
represented in DICOM format, which is the prominent medical data protocol. Most 
commercial software provide semi-automatic and automatic registration options, as 
well as possibilities for data fusion after registration alignment, either on sections base 
(2D problem) or on surfaces base (3D problem). The proposed system overbalances 
the existing registration techniques. Specifically, it provides automatic matching 
based on both segmented surfaces and on different levels of gray, while algorithms 
are applied directly to three-dimensional (3D) data. In addition, it allows the applica-
tion of different geometric transformations, including an elastic transformation to 
improve the registration when there is movement and / or distortion in the data collec-
tion of the patient from different imaging systems. Finally, it allows comparison of 
registration accuracy for the different techniques based on specific criteria to quantify 
registration. 

This paper is organized as follows. Section 2 outlines the architecture of the  
system proposed and presents the algorithms used for image preprocessing, registra-
tion and fusion. Section 3 describes the working environment of the implemented 
system. Section 4 presents the baseline scenario where most of the procedures sup-
ported by the system are shown. The efficiency of registration techniques was tested 
during the pilot study on skull patient data collected from CT and MR scanners. 
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2   System Architecture 

In Fig. 1 the overall system architecture is depicted. The system consists of five com-
plementary layers-subsystems, managing the registration and fusion of the medical data, 
as well as the interaction with the final user. According to the proposed architecture, the 
system consists of the following five subsystems.  

 

Fig. 1. The system architecture 

2.1    Data Collection and Data Management Subsystem 

The subsystem of data collection and management allows the storage, retrieval, distribu-
tion and presentation of medical images:  

 Using Magneto-optical instrument, and  

 Data transfer via network from the diagnostic consoles of the CT and MR scanners, 
or a workstation where digital medical data are acquired. 

The medical data collected are a series of sections from the same patient from different 
imaging modalities (CT and MR scanners) and correspond to a specific region of the 
human body. In the pilot version of the system the data correspond to the region of the 
skull as acquired from both CT and MR scanners. 

As mentioned earlier, DICOM format is the prominent international protocol for 
medical data. Thus, the medical data acquired by the scanners are compatible with this 
format. The entry, management and export data are in DICOM format too [4].  

In this subsystem we implemented a function that reads the header of the DICOM 
file (DICOM header) and includes automatically the following technical characteristics 
of the system: the number of sections, the number of pixels per section, a data analysis 
per section (mm/pixel), the interval sections (mm), the number of bits/pixel and the 
patient data (patient code, DATE examination, etc.), if available. 

The basic technical capabilities of the subsystem include:  

 Patient (code) correspondence with the initial data of his/her examination.  
 Multiple examinations per patient (through appropriate code).  
 Data display with multiple horizontal sections in icon size.  
 Data storage after their process (in DICOM or other format) in the hard disk of the 

computer system.  
 Determination of reference data from the user.  
 Ability to support multiple data to align common reference data. 
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2.2   Medical Data Preprocessing Subsystem 

The data preprocessing is an optional step. It applies to data which are characterized by 
high levels of noise and the containment is achieved by using the appropriate filters. So, 
it is usual that before the registration a re-sampling of one or both data sets that have the 
same discretionary analysis is needed. Thus in the subsystem an appropriate technique 
for re-sampling is incorporated [5]. The data pre-processing subsystem includes the 
segmentation technique as developed. In this case, anatomical information is extracted 
from the two data sets (for example the external surfaces of the skull from both CT and 
MR scanners), which is then used to perform the registration. 

Pre-Processing Techniques 
The acquired 3D data may include noise and/or characterized by heterogeneous back-
ground. This noise is undesirable and should be removed, without the loss of signifi-
cant anatomical information contained in images. For noise reduction, suitable filters 
are implemented to improve the quality of images, which are applied on section based 
(two-dimensional problem - 2D) [6].  

Specifically, within the subsystem the following filters have been implemented to 
improve image quality: 

 Mean filter: It is a low-pass filter which reduces high-frequency noise in an image. 

 Median filter: it is another filter for noise containment.  

 Gamma correction: The factor γ determines the function which distributes the 
values of pixels, according to the intensity of brightness of the screen. The factor γ is 
equal to one when there is a linear relationship between pixel values and intensity of 
brightness. Images that appear darker usually require the factor γ have values larger 
than one, while those which appear bright usually require the factor γ have values 
smaller than one. 

 Histogram Equalization filter: it is a commonly used technique for better visualiza-
tion of the diagnostic information of an image. In cases where the biological tissue of 
interest shows rates (different levels of gray), which vary between certain limits in the 
digital image, the visualization of the tissue is significantly enhanced if the function 
which corresponds the values of pixels in the image with brightness in screen changes. 

 Adjust brightness and contrast: It is one of the most basic functions for image edit-
ing. The implementation of this subsystem provides the opportunity to change the 
brightness and contrast of images by the simple linear transformation: 

( ) ( ) byxaIyxI += ,,'  
(1) 

Where I(x,y) is the pixel of the initial image with coordinates (x,y) and I’(x,y) is the 
pixel of the adjusted image. 

Medical Data Segmentation 
This technical requirement is particularly important as it allows the automatic seg-
mentation of the human body structure (s) of the same patient as shown in Fig. 2. 
Within the project, appropriate algorithms were developed and integrated for struc-
tures segmentation using: 
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 Canny edge detector 

 3D region growing operator: According to this method [7], one or more pixels are 
initially used (xi, yi, zi) that are considered as seed points of the region Ri={(xi, yi, zi)}. 
Then, the gray level for each seed-point is compared with the gray level of each of its 
neighboring pixels of the region Ri. The same procedure is repeated for all the 
neighboring pixels of the pixels that belong to Ri. The procedure stops when no more 
pixels can be added to the region Ri. The result of applying the above algorithm is 
homogeneous regions of pixels. Areas consisting of a small number of pixels are 
incorporated into neighboring regions with similar levels of gray.  

     

(a)                                      (b) 

Fig. 2. Example of MRI image segmentation. (a) Original image. (b) External contour using the 
3D region growing operator. 

2.3   Medical Data Alignment Subsystem 

In many cases in the current clinical practice it is desirable to combine information 
provided by two or more imaging modalities or to monitor the development of a 
treatment based on data collected at different times by the same modality. In particu-
lar, when monitoring the development of a treatment, it is very often the imaging 
anatomical structures displayed in two sets of data that have been collected at differ-
ent times to be characterized by geometrical movements, revolutions, etc. It is neces-
sary to find an appropriate geometric transformation, which achieves the spatial  
coincidence of anatomical structures of the two images. This process of finding the 
transformation is called registration.  

The medical data alignment subsystem consists of a set of techniques for 3D regis-
tration of brain data on surface based or using the levels of gray (gray-based). Particu-
lar attention has been given to the design of the automatic registration techniques. 
Alternatively, there is the option of manual registration using appropriate surface 
driving points as selected by the expert. 

Within the design of this subsystem three registration techniques were implemented:  

 Automatic registration based on surfaces,  

 Automatic registration based on gray levels and 

 Manual registration. 
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Surface-Based Registration Technique 
This technique is automatic and based on the spatial matching of segmented anatomi-
cal structures of data from different imaging modalities [8]. 

The basic stages of the automatic method for surfaces registration include:  

 Surface Pre-alignment. The stage of pre-alignment includes the spatial displace-
ment of two triangulated surfaces, so that the centers of mass coincide. Also, a 
transformation of scale in each axis is done separately, based on the voxel sizes of 
the two images [9]. 

 Geometric transformation application. The second phase implements an overall 
geometric transformation. Its parameters are calculated by optimizing a function 
that quantifies the spatial matching of a triangulated surface of the reference image 
(computer tomography - CT) and the modified image (MRI - MRI). Four models 
of geometric transformation in three dimensions are explored and evaluated based 
on the final results of the registration [10]. 

 Matching function definition. The registration can be seen as the optimization of a 
Measure of Match - MOM according to the variables of the selected transforma-
tion. At the case of surfaces matching an appropriate matching function is the aver-
age of the geometric distance between the transformed points of the magnetic 
scanner data and the corresponding closest points of computer scanner data. 

Registration Based on Gray Levels 
This data registration technique is based on the automatic spatial identification of data 
from different imaging systems and is applied on image values directly, without the 
prior requirement for segmenting common anatomical structures [11]. 

Manual Registration 
In the case of the manual registration method, the expert selects points in the respec-
tive sections of the two imaging modalities and the registration of the data is based on 
the selection of a particular geometric transformation [12]. This method has been 
developed so that its performance can be compared to the performance of the pro-
posed automatic registration methods. 

2.4   Medical Data Fusion Subsystem 

Medical data fusions scope is to combine information from different modalities, after 
the application of the medical image registration process. The fusion subsystem is 
designed appropriately to allow the composition of anatomical information from the 
aligned medical data using techniques such as the pseudo-colour scale, logic functions 
for the diverse overlay of image parts on another image and change the degree of 
transparency in the overlay of anatomical structures [13]. 

Fusion Techniques 
Within the proposed system, the following techniques for medical data fusion, were 
developed and applied after registration:  

 Implementation of logical functions for the diverse parts overlay of one image on the 
other. Specifically, after the data registration, the anatomical information derived 
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from data of the CT Scanner overlays on the respective aligned sections of the MR 
scanner in order to fuse the information from the two imaging systems. This process 
is mathematically standardized with the logical operator Exclusive Or (XOR), which 
is implemented as follows: 

( ) ( ) ( )( ) ( ) ( )yxMyxIyxMyxIyxI BA ,,,1,, +−=  (2) 

where ΙΑ and ΙΒ the reference image and the image to align respectively and Μ is 
the mask that has value 1 at the pixels that overlay from both the ΙΒ to the ΙΑ. The 
mask Μ may be the segmented structure of interest of the ΙΒ image that has to be 
visualized from the reference system of ΙΑ, or repeated normalized geometric 
shapes, where the aim is to visually confirm the accuracy of the registration of ΙΒ 
relatively to ΙΑ. 

In the pilot study, information from the CT scanner was isolated and was inserted 
in the aligned data of the magnetic scanner using logic functions (XOR). This fu-
sion method allows the expert – a doctor to assess the accuracy of the registration 
method, while it gives information on the position of the bones from the computer 
tomography in comparison with other soft tissues or tumors, as shown in MR.  

 Ability to change the degree of transparency ‘a’ during the overlay of anatomical 
structures in order to achieve a combination of information and assess the  
quality of the registration result. This technique was implemented on the basis of 
the relationship: 

( ) ( )( ) ( )yxaIayxIyxI BA ,1,, +−=  (3) 

 Fusion of data in 3D is a particularly difficult problem because the extra dimen-
sion makes the data display difficult even without the extra complexity of the 
data fusion. In this work, a simultaneous demonstration of common anatomical 
structures - surfaces before and after the registration is achieved using the pro-
posed representation techniques in the form of VRML. 

 The results are visualized using pseudo-coloring according to the medical system 
used (e.g. red for the visualization of the anatomical structure of the axial scan-
ner and blue for the magnet scanner), to make clear to the expert the relative po-
sition of the two surfaces and the change before and after the registration [14]. 

2.5   Graphical Interface Subsystem 

The graphical interface subsystem is an important part of the developed system, as 
it allows the final user use the necessary functions of the registration software. The 
subsystem was developed having in mind the following requirements:  

 Ease of use and user friendliness, 
 Speed enforcement functions and  
 Reliable performance of the software’s individual applications 
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              (a)         (b) 

Fig. 3. (a) Selection of registration parameters (b) Selection of the fusion parameters and  
implementation of the fusion settings 

The key features of the graphical interface subsystem include:  

 Creation of an appropriate graphical environment: This feature concerns the design 
and development of an appropriate interface that offers: a) easy navigation to the 
software’s menus, b) easy access to medical data and c) a clear definition of the in-
tegrated techniques – algorithms as shown in Fig. 3. 

 Visualization of the medical information: An important feature of the software is 
the ability to visualize data and present the results of the applications and tech-
niques applied in a comprehensible manner. It provides: a) visualization of the 
original medical data, b) visualization of the data processing results, particularly 
the results of automatic registration methods and c) visualization of the fusion of 
information from the registration. In particular it allows simultaneous display of 
relevant medical data (e.g. CT and MR sections) before and after the registration 
and presentation of the fusion results. Quantification of the registration results:  
Beyond the visualization of the registration and fusion results another important 
feature is the presentation of quantitative data. The data are related to registration 
results based on a)specific success criteria and b) on geometrical differences (dis-
placements and rotations) of the data to align from the reference data. 

3   Working Environment 

The user can use the basic components and navigate to the input and output data using 
a tree structure (Fig. 4). The tree structure starts from the node of the project. The 
project is the main component of the system. A project consists of source images, 
processing settings and output images and can be saved and retrieved at will without 
losing the settings of the user. It is the root of the tree that represents, while the inter-
mediate nodes and leaves of the tree represent individual project data or processing 
information. 
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Fig. 4. System information data 

 

Fig. 5. Starting the application 

There are also collection nodes, which group different snapshots of similar in-
formation existing in each project. Each node, depending on the information that 
represents may correspond to a dynamic description, have associated notes, contain 
interfaces presenting information and have properties that are processed by the user 
and others. New nodes can be created by the user and added to the project while 
some existing may be removed. 

In Fig. 5 the general working environment of the application is shown. The 
working environment is dynamic. The user interfaces can be aggregated into tabs, 
to activate the automatic concealment within the window, to match them all  
together and more. The user options are saved by closing the application, and re-
trieved the next time booted. Also some templates of the user interface are created 
and the user can easily select the one he likes. 

The images can be loaded either from an existing list or with the process of  
surveying examination (Fig. 6). 

As the recovery process of the examining image from DICOM files may be 
slow, the system makes the process to use parallel processing threads. During the 
information retrieval the system notifies the user about the status of recovery and 
does not allow access to the node’s data. 
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Fig. 6. Image loading with the process of surveying examination 

4   Pilot Scenario 

In order to have an exhaustive testing of the system a testing scenario was defined. 
This scenario uses all the processes supported. 

Specifically, the system was installed and evaluated by an expert-radiologist on 
the credibility of the operation and performance of the registration techniques.  

Data sets from axial (CT) and magnetic tomography (MRI) from 5 patients from 
Strahlenklinik of the Stadtische Kliniken Offenbach of Germany were used. The 
axial tomography data were the «Reference data», while the magnetic tomography 
data were the «Data to align». 

After any registration technique an overlay - fusion of the CT data on the corre-
sponding sections of the MRI data took place. In this way, the expert assessed opti-
cally the performance of the registration techniques.  

Fig. 7 shows characteristic results of the registration-fusion techniques using 
real medical data. Based on an analysis of these results we came to the following 
conclusions:  

 The performance of the automatic registration techniques is much better com-
pared to the semi-automatic alignment technique. 

 Among the automatic registration techniques based on gray levels, the technique 
of mutual information has better performance compared to the technique using 
the correlation coefficient. 

 The technique of surface registration is worse compared to the technique using 
mutual information and is almost equivalent to the technique using the correlation 
coefficient.  
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(a) (b) 

(c) (d) 

Fig. 7. Registration results using (a) Automatic registration using correlation coefficient  
(b) Automatic surfaces registration (c) Automatic registration using mutual data coefficient  
(d) Semi-automatic registration technique 

4.1   Quantitative Analysis of Registration Results 

The four registration techniques implemented within the proposed system were fur-
ther quantitatively evaluated in terms of accuracy. Towards this direction, five pa-
tients were used forming five pairs of sets, each set consisting of CT and MRI head 
data of the same patient. The accuracy of each registration technique was measured as 
the mean distance of the centers of all the external markers for each data set before 
and after registration (in pixels). The centers of the external markers were obtained 
manually by an experienced radiotherapist. Comparisons on the performance of these 
registration techniques based on this criterion are shown in Table 1. 

From the quantitative result in Table 1 it is shown that all automatic techniques 
were performed better than the semi-automatic technique. Furthermore, the mutual 
information registration technique was outperformed from the other two automatic 
registration techniques. Finally, the surface and the correlation coefficient registration 
techniques were performed equivalently. 

Table 1. Registration Techniques comparison 

Registration Techniques 

Data Sets Automatic Mutual 
Information  

Automatic 
Correlation 
Coefficient  

Automatic– 
Surface 
Registration 

Semi-automatic 
Registration 

Set 1 0.27 ± 0.01 0.59 ± 0.02 0.60 ± 0.03 1.89 ± 0.37 
Set 2 0.28 ± 0.02 0.67 ± 0.03 0.63 ± 0.01 1.87 ± 1.21 
Set 3 0.32 ± 0.01 0.80 ± 0.02 0.49 ± 0.07 1.33 ± 0.07 
Set 4 0.31 ± 0.01 0.61 ± 0.05 0.50 ± 0.01 0.47 ± 0.00 
Set 5 0.29 ± 0.01 0.46 ± 0.02 0.43 ± 0.00 0.53 ± 0.04 
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4.2   Three-Dimensional Display of Anatomic Structures 

An important factor in the process of medical data fusion is the ability of the  
system to visualize the results of the registration. Specifically, the system supports the 
display of the anatomical structures - three-dimensional surfaces - before and after the 
registration. 

The basic method followed to visualize the surface of the CTI and MRI is the 
technique of Surface Rendering. The surface rendering technique is based on the 
surface of interest detection based on gray levels. It constructs a set of polygons that 
is based on neighborly relations between the points forming the surface. The March-
ing Cubes algorithm is more representative of this category and is used in this appli-
cation due to the rapid and realistic organs representation such as the skull. 

Images were visualized as a 3D surface, using a well known surface rendering al-
gorithm called Marching Cubes [15]. The DICOM images that consist of MRI or CT 
sectors, are stored as three-dimensional scalar fields, where scalar values represent 
shades of gray. The algorithm divides the image in imaginary cubes, taking eight 
neighbor locations at a time and then determines the polygons needed to represent the 
part of the iso-surface that passes through this cube. The iso-surface is an area of the 
image with a constant value of gray level (iso-value). 

This basic region is called cube and its tops are equal to 1 if the corresponding 
value of the image gray level is greater than or equal to the iso-value, otherwise 0. 
The model created in this way is called the topology of the cube. All possible topolo-
gies of a cube are 256, as the levels of gray, and in each one of them the iso-surface is 
pre-triangulated. 

In this system, the algorithm was applied to skull binary data from CT and MRI, 
which will occur after the implementation of the pre-processing and segmentation 
algorithms. A result of a three-dimensional skull reconstruction of CT and MRI sec-
tors, using the above algorithm is shown in Fig. 8. 

 
(a)  

(b) 

 
(c) 

 
(d) 

Fig. 8. Three-dimensional skull reconstruction of CT and MRI images 
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Furthermore, an indicative visual result of the overlay of the axial and magnetic 
scanner surfaces is presented using VRML and a surface representation algorithm. 

It may be noted that the pre-aligned skin surfaces are different and the area of the 
axial tomography is external and above the area of the MRI. With the method of sur-
faces registration the registration between two surfaces is enhanced, as shown by the 
alternation of the two colors of the surfaces. 

In Fig. 9 we can see the overlay of the skin surface of the axial tomography (red 
color) on the corresponding surface of the magnetic tomography (blue color) for a 
specific couple using the algorithm for surface representation in VRML format. 

      

Fig. 9. (a) Before registration (b) Registration using the surface registration method 

5   Conclusions 

In this paper we have illustrated our registration-fusion system in detail, described the 
algorithms used and shown the basic scenario of the application’s usage. Diagnosis is 
an integrated environment that facilitates the automatic matching based on both  
segmented surfaces and on different levels of gray and it allows comparison of regis-
tration accuracy for the different techniques based on specific criteria to quantify 
registration. It also improves the registration in case of movement and / or distortion 
in the data collection of the patient from different imaging systems. 

After the implementation of the system, a number of tests were performed for 
evaluating the developed registration techniques both qualitatively and quantitatively 
in order to test the stability and accuracy of the techniques. As for future work, we 
plan to extend our system by developing further fusion and registration techniques. 
Additionally, more tests will be conducted to support the efficiency of the imple-
mented system. 
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Abstract. Cancer survival forecasting may be attempted using models
constructed through predictive techniques of various kinds, including statistical
multivariate regression and machine learning. However, no single such technique
provides the best predictive performance in all cases. We present an automated
meta-learning approach that learns to predict the best performing technique for
each individual patient. The individually selected technique is then used to fore-
cast survival for the given patient. We evaluate the proposed approach over a
database of retrospective records of pancreatic cancer surgical resections.

1 Introduction

Adenocarcinoma of the pancreas is one of the most lethal of all cancers. As a result of
substantial progress in the treatment of this disorder over the past quarter–century, the
five year survival rate has doubled, but is still less than 6%, based on the most recent
(2010) National Cancer Institute data for cancers diagnosed between 1999 and 2006
([1], Table 22.8). Fortunately, there are groups of patients for whom the outlook is sig-
nificantly better. Cancer stage at diagnosis is of particular importance. For example, the
survival rate for localized cancers is fully four times the average. The results of specific
diagnostic tests and individual patient attributes including age also affect prognosis.

1.1 Machine Learning

Machine learning refers to a set of techniques, including decision tree induction, neu-
ral and Bayesian network learning, and support-vector machines, in which a predictive
model is constructed or learned from data in a semi-automated fashion (e.g., [2]). In
supervised learning, which is the sort considered in the present paper, each data in-
stance used for learning (training) consists of two portions: an unlabeled portion, and a
categorical or numerical label known as the class or target attribute that is provided by
human experts. The object of learning is to predict each data instance’s label based on
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c© Springer-Verlag Berlin Heidelberg 2011



30 S. Floyd et al.

the instance’s unlabeled portion. The result of learning is a model that can be used to
make such predictions for new, unlabeled data instances.

Machine learning has been successfully applied to pancreatic cancer detection [3]
and to the analysis of proteomics data in pancreatic cancer [4]. Machine learning tech-
niques have also been shown to provide improved prediction of pancreatic cancer
patient survival and quality of life when used either instead of, or together with, the
traditional technique of logistic regression [5], [6], [7].

The quality of the predictions produced by a given machine learning method varies
across patients. In particular, the method that provides the best predictive model for one
patient will not necessarily be optimal for another patient. The latter fact suggests that
overall predictive performance across all patients could be improved if it were possible
to reliably predict, for each patient, what machine learning method will provide the
best performance for that particular patient. The selected method can then be used to
make predictions for the patient in question. This is the basic idea behind the approach
described in the present paper.1

1.2 Classical Meta-learning

Several meta-learning approaches have been developed in machine learning, includ-
ing bagging, boosting, and stacking (see below). These approaches are also known as
ensemble methods because they aggregate the predictions of a collection of machine
learning models to construct the final predictive model. Ensemble machine learning
methods have previously been applied to cancer [9], [10], [4]. The present paper de-
scribes a new ensemble machine learning approach and its application to prognosis in
pancreatic cancer.

In bagging [11], the models in the ensemble are typically derived by applying the
same machine learning technique (e.g., decision tree induction, or neural network learn-
ing) to several different random samples of the dataset over which learning is to take
place. The bagging prediction is made by a plurality vote taken among the learned mod-
els in the case of categorical classification, and by averaging the models predictions in
the case of a numerical target. In boosting [12], a sequence of models is learned, usu-
ally by the same learning technique, with each model focusing on data instances that
are poorly handled by previous models. The overall boosting prediction is made by
weighted voting among the learned models. Stacking [13] allows the use of different
machine learning techniques to construct the models over which aggregation is to take
place. In this context, the individual models are known as level 0 models. The outputs
of the level 0 models are then viewed as inputs to a second layer of learning, known as
the level 1 model, the output of which is used for prediction.

1.3 Proposed Automated Model Selection Meta-learning Approach

The model selection approach proposed in the present paper is an ensemble meta-
learning approach in that it involves learning a collection of models. Our approach
is more similar to boosting and stacking than to bagging in its use of the full train-
ing dataset to learn the individual models. However, it differs from classical bagging,

1 This paper is based on our previous paper [8].
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boosting, and stacking, and is characterized by, its adoption of a new prediction target.
Rather than aiming to predict the original target, say survival, directly, the goal changes
in our approach to identifying what learned model is best qualified to make the desired
prediction for a given data instance. Once identified, the selected model alone is used
to predict the original target.

1.4 Plan of the Paper

Section 2 describes the pancreatic cancer patient database that was constructed for our
work. Section 3 presents the details of the model selection meta-learning method pro-
posed in the present paper. Section 4 describes the results of an experimental evaluation
of model selection meta-learning over pancreatic cancer clinical data.

2 Pancreatic Cancer Clinical Datasets

A clinical database was assembled containing retrospective records of 60 patients
treated by resection for pancreatic adenocarcinoma at the University of Massachusetts
Memorial Hospital in Worcester. Each patient record is described by 190 fields com-
prising information about preliminary outlook, personal and family medical history,
diagnostic tests, tumor pathology, treatment course, surgical proceedings, and length
of survival. The attributes are divided into three major categories: 111 pre-operative
attributes, 78 peri-operative attributes, and the target attribute. A summary of the cate-
gories of attributes and the number of attributes in each category is presented in Table 1
and Table 2.

2.1 Pre-operative and All-attributes Predictive Attribute Sets

We consider two different subsets of predictive (non-target) attributes, each of which
gives rise to a dataset when the survival attribute is added as a prediction target:

– The subset containing only the 111 pre-operative attributes (yields the
Pre-Operative Dataset).

– The full set of all 189 non-target attributes (yields the All-Attributes Dataset).

2.2 Prediction Target Attribute

The prediction target (or target attribute) of our analysis is survival time, measured
as the number of months between diagnosis and death. All patients considered in the
present study have known dates of death, hence the potential statistical issue of data
censoring on the right [14], that is, prematurely “cut off” data, does not occur.

Survival Discretization. This work views survival prediction as a classification task,
which requires a discrete target attribute. We consider the following three alternative
binnings of the target attribute:

– 9 month split, resulting in 2 target values: less than 9 months (containing 30
patients), and 9 months or more (30 patients).
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Table 1. Pre-operative attributes

Category Number of attributes Description

Patient 6 Biographical, physicians
Presentation 21 Symptoms at diagnosis

History 27 Health history
Serum 8 Lab test results

Imaging 23 Diagnostic image details
Endoscopy 25 Endoscopy details

Preliminary outlook 1 Physician’s pre-surgical evaluation
Total 111

Table 2. Peri-operative attributes

Category Number of attributes Description

Treatment 36 Treatment details
Resection 24 Surgical removal details
Pathology 7 Post-surgical tumor type results

No resection 11 Reasons for tumor non-removal
Total 78

– 6 month split, resulting in 2 target values: less than 6 months (20 patients), and 6
months or more (40 patients).

– 6 and 12 month splits, resulting in 3 target values: less than 6 months (20 patients),
6 to 12 months (20 patients), and over 12 months (20 patients).

2.3 Summary of Datasets Considered

Each dataset considered in our evaluation is determined by a choice of the set of pre-
dictive attributes (see 2.1) together with a choice of discretization of the survival target
attribute (see 2.2). Taking into account the two possible subsets of predictive attributes
and the three possible discretizations of the target attribute, we therefore consider a total
of six distinct datasets in our evaluation.

3 Learning to Predict the Best Performing Model

The present paper proposes a new meta-learning approach that identifies for each data
instance the predictive model that is best suited to handle that instance. We refer to
this approach as model selection meta-learning. The motivation behind our approach
is the fact that different models may make correct predictions for different subsets of
instances. If we could accurately select a correct model for each instance, overall clas-
sification performance would be improved.

3.1 Model Selection Meta-learning for Prediction

The proposed model selection meta-learner approach uses two levels of classifiers to
predict the unknown target class of a set of a previously unseen input instance, as fol-
lows. First, the level 1 model predicts which of the level 0 models is expected to perform
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best on the given instance. The instance is then presented to the selected level 0 model
to make the final prediction for that instance. The prediction process is described in
more detailed pseudocode below. Details of the training process, which must be carried
out before prediction can take place, are described in section 3.2.

Model Selection Meta-learning Prediction Algorithm Pseudocode. It is assumed
below that both levels of the meta-learner have previously been trained (see section 3.2).
For a previously unseen data instance:

1. Run data instance through level 1 model to select which level 0 model to use.
We assume that the learned level 0 models produce class probability distributions
(p1 · · · pk) as their outputs for a given input instance x, with each pj an estimate
of the conditional probability P (target value j|x) that the given instance has tar-
get value j (e.g., the conditional probability of a patient surviving 9 months or
more given the patient’s data). These numerical outputs provide the basis for the
selection of a best model during meta-learning. The selected model is the one
that is expected, based on training data, to output the highest posterior probabil-
ity Pmodel(correct target value for x|x) for the instance x.

2. Run data instance through level 0 model selected by level 1 model to predict the
target value of the instance (e.g., survival time of the patient).

Our model selector meta-learning approach is similar to stacking in that it uses a collec-
tion of level 0 machine learning models followed by a level 1 learner. The key difference
is in the function of the level 1 meta-learner. Stacking’s level 1 classifier combines the
target class probability distributions generated by running the unseen instance through
each of the level 0 models, while our model selector’s level 1 classifier selects which of
the level 0 models is expected to output the highest probability for the correct class of
the given test instance. Despite this fundamental difference with stacking, we will use
the level 0 and level 1 stacking terminology throughout, for convenience.

3.2 Training the Model Selection Metalearner

In section 3.1 we described how the model selection meta-learner is used to predict
the target class of a new instance, assuming that the meta-learner has previously been
trained. We now describe how the training is carried out.

Level 0 Models. We will denote the original input dataset by I0. Individual machine
learning or other predictive techniques may be applied to I0 to construct predictive
models based on details of the learning algorithms for the respective techniques. We
assume that each trained model outputs a probability distribution over the possible tar-
get values. In our case, the input dataset will be one of the pancreatic cancer datasets
described in Section 2. Hence, each level 0 model will be trained to predict the survival
time of patients, given as a probability distribution over the possible survival time val-
ues. For instance, if the 6 and 12 month survival splits are used, then given a patient’s
data, the trained level 0 model will output the probabilities that the patient will survive
less than 6 months, between 6 and 12 months, and more than 12 months.
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Training Procedure. Given choices L0
1 · · ·L0

k and L1 of learning algorithms at levels
0 and 1 respectively, a two-stage approach is used to train the model selection met-
alearner. First, a new dataset I1 is constructed from the original dataset I0 using cross–
validation, by relabeling each training instance with the name of the level 0 technique
L0

i that outputs the highest probability for that instance’s correct target class; this level
0 technique is considered to be the best predictor for that instance. In the second stage,
a level 1 model is constructed by applying the learning algorithm L1 over the new
dataset I1. Finally, level 0 models are constructed over the full dataset I0 following the
respective individual learning algorithms L0

1 · · ·L0
k. Detailed pseudocode follows the

example below.

Example 1. An example to illustrate the construction of the dataset to train the level 1
model is illustrated in Table 3.

Table 3. Generation of the level 1 dataset for model selection

Instance Actual class PANN(+) PNB(+) Model selected

a(1) − .28 .88 ANN
a(2) + .41 .53 NB
a(3) + .99 .88 ANN
a(4) − .97 .89 NB

Each row of Table 3 corresponds to a patient instance from the level 0 dataset I0.
The instance is described by the input attribute vector a(i) in the first column, and
belongs to either the + class or − class as shown in the second column. The third and
fourth columns show the probability rating that the level 0 models, in this case artificial
neural networks (ANN) and Naı̈ve Bayes (NB) respectively, predict for the instance
belonging to the + class. The rightmost column lists the model that most highly rates
the actual class (or, equivalently, least highly rates the incorrect class). For each row,
a new instance is added to the level 1 dataset I1. The new instance contains the input
attribute vector a(i) together with the model selected (rightmost column in Table 3) as
the target class. The resulting level 1 dataset I1 is shown in Table 4.

Table 4. Resulting level 1 dataset I1 based on Table 3

Instance Target class

a(1) ANN
a(2) NB
a(3) ANN
a(4) NB
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Model Selection Meta-learning Training Algorithm Pseudocode

Inputs

– Set I0 of input data instances (in our case, each input instance corresponds to the
data of a pancreatic cancer patient labeled with the patients survival time as a nom-
inal range)

– Set of level 0 machine learning techniques to use, each of which outputs a class
probability distribution

– Level 1 machine learning technique to use
– Integer n (user–selected number of folds in which to split the input dataset)

Output: Trained Level 1 model
(A) Construct a new dataset of training instances I1 (to be used to train the level 1
model) as follows:

1. Initialize I1 as empty.
2. Randomly split I0 into n stratified folds: I0

1, · · · , I0
n.

3. For each fold I0
i, with 1 ≤ i ≤ n:

(a) For each level 0 machine learning technique received as input, train a level 0
model using the machine learning technique and the data instances in the union
of all the n folds except for fold I0

i.
(b) For each data instance d in fold I0

i:
i. Run each level 0 model on d. Each will output a probability distribution of

the target values.
ii. Among the level 0 models, select one with the highest probability for d’s

correct target value. This correct target value is given in the input training
data I0.

iii. Add instance d to I1, replacing its original target value with the identifier
of the level 0 technique selected in the preceding step (see Example 1).

(B) Train the level 1 model using the dataset I1.
(C) Rebuild each level 0 model over all training instances in I0.

4 Evaluation

We present our experimental evaluation of the model selection meta–learning tech-
nique proposed in section 3 over the pancreatic cancer resection datasets described in
section 2.

4.1 Preprocessing and Predictive Techniques Used

Attribute and Feature Selection. We evaluate models built with different machine
learning algorithms using subsets of attributes selected by various feature or attribute
selection techniques. Previous work in pancreatic cancer [4], [6], [7] has shown that
feature selection can improve the prediction performance of classification methods.
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In the current paper we investigate the use of the Gain Ratio, Principal Components
Analysis (PCA), ReliefF, and Support Vector Machines (SVM) for feature selection.
All of these techniques rank order the most important features, allowing the number of
features retained to be prescribed. We experimentally seek the optimal feature selection
approach for a given machine learning algorithm.

Machine Learning Techniques for Level 0 and Level 1 Classifiers. We consider ar-
tificial neural networks (ANN), Bayesian networks (BN), decision trees, naı̈ve Bayes
networks (NB), and support vector machines (SVM). The first three classification meth-
ods above have previously been identified [6] as the most accurate for prediction tasks
over pancreatic cancer datasets closely related to those in the present study among a
wide range of methods. SVM is included in the present work both as an attribute selec-
tion method and as a classification method.

For each dataset, we find the best combination of feature selection and machine
learning algorithm. We use ZeroR (majority class classifier) and logistic regression as
benchmarks against which to compare the performance of the models constructed.

4.2 Experimental Protocol

All experiments reported here were carried out using the Weka machine learning toolkit
[15]. The classification accuracy for all experiments is calculated as the average value
over ten repetitions of 10-fold cross validation, each repetition with a different initial
random seed (for a total of 100 runs of each experiment).

For each of the 6 datasets described in Section 2, we apply the following procedure
systematically:

1. Select the Level 0 Classifiers. We applied each of the machine learning techniques
under consideration with and without feature selection to the dataset and recorded
the resulting accuracy reported by the 10 repetitions of 10-fold cross validation
procedure described above. For each of the machine learning techniques, all of the
feature selection approaches were tested with a varying number of attributes to be
selected. In most cases, feature selection increased the accuracy of the machine
learning methods. Then we selected the top 3 most accurate models among all
models: the ones with and the ones without feature selection.

2. Select the Level 1 Classifier. Once the top 3 performing level 0 models were iden-
tified, we experimentally determined what subset of those 3 top models together
with what level 1 machine learning technique would yield the model-selector meta-
classifier with the highest predictive accuracy. As above, all machine learning tech-
niques with and without feature selection (and allowing the size of the selected at-
tribute set to vary) were considered for level 1 model construction. Note than in this
case, feature selection is applied to the level 1 dataset, not to the original dataset. The
model selector meta-classifier with the highest predictive accuracy is reported.

4.3 Results and Discussion

We discuss the results of our experimental evaluation, focusing on the pre-operative
dataset described by 111 attributes (section 2).



Prediction of Pancreatic Cancer Survival through Automated Selection 37

Fig. 1. Classification performance of Bayesian techniques for different degrees of attribute
selection

Attribute Selection. Fig. 1 illustrates two different behaviors that can occur as the
number of attributes selected is varied. Only pre-operative predictive attributes are used,
with a 6 month survival target split and Support Vector Machine (SVM) attribute selec-
tion. The naı̈ve Bayes (NB) classifier clearly benefits from attribute selection here: its
classification accuracy is higher when trained over a relatively small number of se-
lected attributes. On the other hand, the Bayes Network (BN) classifier performs best
when allowed to operate over a larger set of attributes that has undergone little or no
selection. The different results in the two cases may be explained by the fact that the
naı̈ve Bayes technique, unlike Bayes Networks, is based on the assumption of condi-
tional independence among the non-class attributes given the class. Attribute selection
extracts a smaller set of less-correlated predictive attributes, thus bringing the attribute
set closer to satisfying the conditional independence assumption.

The ROC plots in Fig. 2 compare the classification performance of logistic regres-
sion, logistic regression with suitably tuned Gain Ratio attribute selection (40 attributes
selected), and random prediction of survival time, using only pre-operative predictive
attributes and 6 month survival discretization. The plots provide visual confirmation of
the fact that the improvement in classification performance due to attribute selection is
comparable to the improvement of logistic regression over a purely random prediction
of survival time. The corresponding areas under the ROC curves in Fig. 2 are .50, .60,
and .72.

Pre-Operative Dataset, 9 Month Split. We consider predictive performance when
patient survival is discretized into two classes, splitting at nine months. Survival predic-
tions are based on pre-operative attributes only.
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Fig. 2. Classification performance of logistic regression with and without gain ratio attribute
selection

Table 5 shows the classification accuracies of the best performing combinations of a
classifier and attribute selection technique for a 9 month survival split, together with the
accuracy of the model selection meta-learning approach proposed in the present paper.
Among individual predictive techniques, the highest classification accuracies were ob-
tained using Gain Ratio attribute selection in conjunction with either a logistic regres-
sion classifier (65.5% accuracy) or an SVM classifier (65.5% accuracy), and ReliefF
attribute selection with a Bayesian network classifier (65.3% accuracy). The proposed
model selection meta-learning approach slightly outperforms the best individual level
0 classifier methods. In passing, we note that the model selection meta-classifier also
outperformed the standard meta-learning techniques of bagging, boosting, and stacking.

Pre-Operative Dataset, 6 Month Split. Splitting survival time at 6 months rather than
9 leads to a 2 to 1 class ratio (two-thirds of the patients in this study survived for 6
months or more). This leads to an increase in classification accuracies. Table 6 shows
the top three combinations of machine learning classification and feature selection ob-
tained, and the most accurate level 1 classifier constructed over them. Once again our
model selection meta-learning method outperformed individual predictive techniques
as well as standard meta-learning using bagging, boosting, and stacking.

Pre-Operative Dataset, 6 and 12 Month Splits. Classification performance results for
the three class dataset obtained by splitting the target attribute at both 6 and 12 months
appear in Table 7. The accuracy values are lower in Table 7 than in Table 5 and Table 6
because of the larger number of classes (3 vs. 2). For comparison, randomly guessing
the class would lead to an accuracy of approximately 33.3% for this dataset, as the
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Table 5. Classification accuracy: pre-operative attributes only, nine month split

Machine learning (ML) Technique Attribute selection (AS) No. attributes Accuracy

Best performing ML + AS combinations
Logistic regression GainRatio 70 .655

Support vector machine GainRatio 80 .655
Bayes network ReliefF 100 .653

Best performing model selection meta-learner
Level 1: Naı̈ve Bayes None 111 .673

Level 0: LR, SVM GainRatio

Table 6. Classification accuracy: pre-operative attributes only, six month split

Machine learning (ML) Technique Attribute selection (AS) No. attributes Accuracy

Best performing ML + AS combinations
Logistic regression GainRatio 40 .702

Support vector machine GainRatio 30 .698
Best performing model selection meta-learner

Level 1: Logistic regression PCA 15 .708
Level 0: LR, SVM GainRatio

Table 7. Classification accuracy: pre-operative attributes only, 6 and 12 month splits

Machine learning (ML) Technique Attribute selection (AS) No. attributes Accuracy

Best performing ML + AS combinations
Bayes network ReliefF 20 .527

ANN GainRatio 50 .518
Support vector machine ReliefF 80 .485

Best performing model selection meta-learner
Level 1: Naı̈ve Bayes None 111 .533

Level 0: ANN GainRatio
SVM ReliefF

three classes are equally frequent. Model selection meta-learning once again slightly
outperforms the individual level 0 models.

Pre and Peri-Operative Attributes, 6 Month Split. We discuss here the best model
selection meta-classifier model obtained via the approach presented in this paper for
the All-Attributes dataset with 6 month survival split, as it illustrates several interesting
points. The classification accuracy of this model (75.2%) is significantly greater than
that of logistic regression (61.3%), the most widely accepted statistical method in the
medical community. As in our other experiments, the model selection meta-classifier is
also superior in predictive performance standard meta-learning techniques of bagging
(74.5%), boosting (67%), and stacking (72.5%).
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Table 8. Classification accuracy: pre and peri-operative attributes, 6 month split

PANN(> 6 months) PNB(> 6 months) PActual(> 6 months) Correct model(s)

.28 .88 0 ANN

.12 .61 0 ANN
1.00 .15 0 NB
.05 .92 1 NB
.01 .52 1 NB
.41 .53 1 NB
.01 .15 0 Both
.95 .91 1 Both

1.00 .61 1 Both
.99 .55 1 Both
.93 .90 1 Both
.99 .88 1 Both

1.00 .90 1 Both
1.00 .90 0 Neither
.97 .89 0 Neither
.94 .93 0 Neither

Details of Model Selection. The meta-classifier constructed by our model selector tech-
nique in this particular context combines the models constructed by two top performing
level 0 classifiers: Naı̈ve Bayes (using Gain Ratio feature selection) and Artificial Neu-
ral Networks (using Gain Ratio feature selection also). A C4.5 decision tree (J4.8 in
Weka) coupled with SVM feature selection was used as the level 1 classifier. Next, we
will examine the operation of the combined model in more detail.

Table 8 shows the class probability distributions for a small number of selected in-
stances over each of the two level 0 models. The actual target value is also in the table
along with a label stating which of the two models (or both) predict this value cor-
rectly, or if neither of the models predicts the target value correctly. In 36 out of these
60 instances both models produce the correct classification (31 of which are 6 months
or more, and 5 are less than 6 months). In eight instances neither model produces the
correct prediction (which is less than 6 months for all eight instances). This leaves 16
instances for which picking the right model would lead to making the correct predic-
tion: in 11 of these naı̈ve Bayes is correct (of which 2 are less than 6 months), and in
5 ANN is correct (of which all are less than 6 months). An interesting observation is
that when the artificial neural network and the naı̈ve Bayes model both predict the same
target, the artificial neural network is much more certain of its prediction.

Attributes Selected during Meta-learning. As mentioned above, SVM feature selection
was applied to the level 1 training dataset, reducing the number of attributes from 190
to 70. Remarkably all these 70 selected attributes are pre-operative. We describe below
this set of 70 attributes by categories:

Presentation - Demographic. (3 attributes selected): Patient’s Height, Weight, and
Quality-of-life score (ECOG) at admission.
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Presentation - Initial Symptoms. (18 attributes selected): Abdominal pain, Back pain,
Biliary colic, Clay colored stool, Cholecystitis, Cholangitis, Dysphagia, Fatigue, Indi-
gestion, Jaundice, Nausea, Pruritis, Early Satiety, Vomiting, and Weight Loss.

Presentation - Presumptive Diagnosis. (1 attribute selected): Initial diagnosis (e.g.,
pancreatic tumor, periampullary tumor, etc.).

Medical History - Comorbidities. (3 attributes selected): Heart Failure, Ischemic Heart
Disease, and Respiratory Diseases.

Serum Laboratory Tests. (8 attributes selected): Albumin, Alkaline phosphotase, ALT
(alanine transaminase), AST (aspartate aminotransferase), Bilirubin, Amylase, CA19-9
(carbohydrate antigen 19-9), and CEA (carcinoembryonic antigen).

Diagnostic Imaging - Computed Tomography (CT). (19 attributes selected): Celiac
Artery Involvement, Celiac Nodal Disease, Hepatic Vein Involvement, Inferior Vena
Cava Involvement, Lymph node disease or other nodal disease, Node Omission, Portal
Vein Involvement, Superior Mesenteric Artery Involvement, Superior Mesenteric Vein
Involvement, Tumor Height (cm), Tumor Width (cm), Vascular Omission, and CT Di-
agnosis.

Diagnostic Imaging - Endoscopic UltraSound (EUS). (15 attributes selected): Virtually
the same attributes as for CT, and EUS Diagnosis.

Diagnostic Imaging - Chest X-Rays. (1 attribute): Chest X-Ray Diagnosis.

Diagnostic Imaging - Percutaneous Transhepatic Cholangiography (PTC). (3 attributes
selected): Whether stent was used and what type, and PTC diagnosis.

Learned level 1 model. The level 1 machine learning technique used here is C4.5 de-
cision trees (J4.8 in Weka). The resulting pruned decision tree appears below. Of the
70 attributes, only 6 are used in the pruned tree: 2 initial symptoms (presentation), in-
cluding back pain (which was shown to be an important attribute by the Bayesian Nets
constructed in other of our experiments) and the occurrence of jaundice; 2 results of di-
agnostics imaging tests (CT and EUS); and 2 serum lab tests (Bilirubin and Albumin).

If patient presents Back Pain
if CT shows Node Omission

use Naive Bayes
else

if Bilirubin Serum Lab Test <= 0.9
use Naive Bayes

else use Artificial Neural Net
else (* patient does not present Back Pain *)

if patient presents Jaundice
if EUS shows Vascular Omission

use Naive Bayes



42 S. Floyd et al.

else
if Albumin Serum Lab Test <= 2.4

use Naive Bayes
else use Artificial Neural Net

else use Artificial Neural Net

5 Conclusions

This paper has presented a new approach to combining predictive methods through
automated meta-learning, and an evaluation of this technique for the prediction of pan-
creatic cancer survival using a database of retrospective patient records. The proposed
technique, model selection meta-learning, is based on learning which of several avail-
able predictive methods can be expected to provide the best results for a given input
instance. The motivation for this technique is the fact that different methods sometimes
produce conflicting predictions for the same instance. Thus, a system that reliably iden-
tifies the best predictor for a given instance will achieve better predictive performance
than any of the individual predictors. The experimental evaluation presented in this pa-
per focuses on predicting survival time of pancreatic cancer patients based on attributes
such as demographic information, initial symptoms, and diagnostic test results. Indi-
vidual predictors considered include various machine learning techniques as well as
logistic regression. The evaluation results show that the proposed technique of model
selection meta-learning produces predictions that are better than those of the individ-
ual predictive methods. Also, the proposed technique outperforms the standard meta-
learning techniques of bagging, boosting, and stacking in the experiments conducted for
this paper. Further work is needed to better establish the magnitude of observed perfor-
mance differences, and to determine whether any particular machine learning predictors
are best suited to being combined through the model selection meta-learning technique
introduced in this paper.
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Abstract. In this paper, we present the WOAD architecture, a design-oriented
architecture that allows to build modular and flexible Electronic Patient Record
(EPR) based on the metaphor of Active Document. An Active Document is an
electronic document that users can easily built by aggregating smaller data mod-
ules, called didgets, to mimic their paper-based templates and provide them with
proactive behaviors in support of daily practice. After presenting the basic ele-
ments of WOAD (i.e., datoms, didgets, templates and mechanisms), we summa-
rize the observational studies that inspired the development of ProDoc, our first
WOAD-compliant EPR, and that gave us preliminary user feedbacks for valida-
tion. We then illustrate the core implementation details of the WOAD architec-
ture, as it has been deployed in ProDoc.

Keywords: WOAD, ProDoc, Datoms, Didgets, Electronic patient record.

1 Motivations and Background

In the last five years, our research has focused on the analysis of the Patient Records
(either electronic, i.e., EPR or still paper-based) that were used in a number of hospitals
of our region and on the design of innovative EPRs that could improve user experience,
compliance to hospital and regional healthcare policies, data quality and patient safety.
To gain the necessary knowledge on the EPRs used in the considered settings, and to
get user feedback on what needs these applications met (or failed to met), we undertook
approximately 150 hours of general observations, user shadowing and interviews with
practitioners in five departments of three from the main hospitals in Northern Italy.
In this ethnographic work, we could recognize most of the unintended shortcomings
of ICT reported by other important works (e.g., [1,2]), especially problems related to
workflow inclusion in daily practice and paper persistence. The former issue regarded
alterations in work dynamics and ergonomic shortcomings in EPR interfaces that we of-
ten saw contributing in eliciting bad emotions and frustration in practitioners; the latter
issue regarded the observation that practitioners kept using a sort of parallel paper-based
record for utilitarian reasons, as original and informal data entry that is compiled be-
fore the electronic counterpart and as pocket-size and foldable proxy of the screenshots
of their EPR. In particular, some practitioners we interviewed told us that the precise
structure of their paper-based forms was often the outcome of a long-lasting stratifi-
cation of consolidated work practices, agreements and compromises reached between

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 44–56, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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clinicians and administrative staff, and local conventions conceived for a more effec-
tive and less time-consuming charting. Allegedly, two advantages of traditional forms
over electronic ones are lost with the digitization of paper-based patient records: i) high
flexibility and easiness in customizing and modifying the template of official paper-
based forms; in fact, these forms were usually prints of electronic documents that were
created with regular word processors and that, once intended modifications had been
accepted by the hospital management, could be modified just in seconds; ii) high flexi-
bility in document use, i.e., in being free to use whatever document of the record at need
without being forced to follow any predefined flow of work: in fact, new forms could
be created and adopted in daily practice with no strain and without the need to upset
usual practice, as could likely happen, e.g., when new forms have to be filled in either
to gather new data for clinical research, to comply with new accreditation standards, or
new duties about informed consent.

As first results of this long-term project, we conceived the design-oriented frame-
work, WOAD [3], and developed the first WOAD-compliant application, ProDoc; this
is a prototypical documental application that we customized for the hospital domain
as a highly flexible EPR [4] to address the two requirements above mentioned. In fact,
ProDoc allows practitioners to build, customize and use a graphical interface for data
entry and retrieval that closely resembles the look and feel of their usual paper-based
artifacts so as to mimic the typical interaction with paper forms (see Figure 1). In fact,
what in regular EPRs is usually a set of masks to (and views from) the underlying DB,
in ProDoc it is a set of persistent documents and forms. Therefore, ProDoc allows users
to natively treat and use data in the very terms of the documents they progressively
compile. Moreover, ProDoc embeds user-defined active process maps that allow users
to get access to any part of the documentation out of any rigid workflow while being
aware of the intended flow of activities as it has been defined locally on the basis of
practitioners’ consensus.

In the next section, we summarize the essential elements of WOAD that underlay
the development of ProDoc, i.e., the concept of Active Document, Web of Active Doc-
uments and Mechanism. Then, in Section 3 we discuss in more details the WOAD
architecture, as it has been deployed in ProDoc, and we illustrate a typical user inter-
action scenario using ProDoc. The conclusions summarize the main advantages of the
WOAD framework in the design of EPRs and outline future lines of research.

2 Webs of Active Documents

WOAD is a design-oriented framework grounded on the concept of “active document”
(see Figure 2). Each Active Document (AD) can be seen as composed by a “passive”
part, i.e., a content container with a specific structure, and an “active” part, i.e., some ex-
ecutable code that provides the passive part with context-aware behaviors. In WOAD,
the former part includes the computable definition (i.e., the schema) of modular data
structures that are intended to represent a particular aspect of the reality of interest
and that, accordingly, we call datoms (from ‘documental atoms’); in a single docu-
ment, a single datom is represented by means of a corresponding didget (from ‘doc-
umental widget’) that can be used and reused to build different document templates
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Fig. 1. Screenshot from the ProDoc main panel. The prototype supported also PDFs to allow for
rich visual annotation of documents.

(where only the didgets’ topological arrangement changes) that share the same groups
of data for different purposes and needs. On the other hand, the active part of an AD is
composed by a set of (one or more) executable and modular constructs, which we called
mechanisms; mechanisms are specialized ‘if-then’ statements that are defined over ei-
ther datoms, didgets or their content and that can be executed by a WOAD-compliant
application (like ProDoc) in order to exhibit document-centered behaviors according to
current data.

The seminal idea of an “active documental artifact” was first proposed in [5] to refer
to data structures capable of assuming an active role in mediating information exchange
and coordination among cooperative actors. The most notable research on active docu-
ments is the Placeless Document Project developed at PARC [6]. Placeless documents
are documents that are managed according to their properties, i.e. sort of metadata that
both describe the document’s content and carry the code to implement elementary func-
tionalities of document management (e.g., automatic backup, logging, transmission). In
the WOAD framework, we extend this idea by considering any document and form
that practitioners are supposed to fill in and consult in their daily practice as parts of
an interconnected document system, i.e., what we call a Web of Active Documents,
WoAD. WoADs can be highly customized in different domains and application set-
tings to exhibit active behaviors that support users e.g., in keeping track of the patient’s
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Fig. 2. Relationships between WOAD concepts through an UML entity diagram

illness trajectory, improving the quality of the information exchanged in shift handoffs
and patient handovers, enabling activity- and time-related information retrieval and co-
ordinating collaborative tasks (as e.g., order handling). Accordingly in our case study,
we conceived of any single form, record or document used to enter and retrieve clini-
cal data (e.g., a therapy prescription sheet) as a single AD that is part of the patient’s
WoAD, i.e., the patient record as a whole. In what follows, we consider in some more
details both the passive part of ADs (i.e., datoms, didgets and templates in Section 2.1)
and their active parts (i.e., mechanisms, in Section 2.2).

2.1 Datoms, Didgets and Templates

With reference to Figure 3, in WOAD, each document is composed by: i) a set of did-
gets, each of which is created according to a datom specification and is spatially ar-
ranged in a specific document template (see ‘Template’ in Figure 2); ii) sets of data i.e.,
the document content, that are associated with the didgets contained in the document’s
template (see ‘Content’ in Figure 2).

Datoms are coherent groups of data: at design time, users build them as
well-circumscribed sets of form elements, e.g., input fields, iconic elements, buttons,
that are gathered together because they relate to either the same abstract data type (e.g.,
the patient), the same work activity (e.g., drug prescription), or even the same portion of
a paper-based artifact, e.g., a table in a chart. Datoms can appear in different positions
in one or more documents of a WoAD: when who edits a template puts a datom into
a template, she automatically creates a didget for that template in a specific position,
i.e., a specific entry point (i.e., a small “form” component) where users can fill in data
and where the associated data are displayed every time that users retrieve that specific
document from the record.



48 F. Cabitza and I. Gesso

Fig. 3. A graphical representation of the components of an Active Document

The relationship between a datom and its associated didgets is that between a schema
specification and the actual data structures that will manage the data at interface level
according to that schema. Therefore, a datom specifies what kind of data didgets can
store and how to display them: more precisely (see Figure 3), datoms hold a) a con-
tent model (i.e., data types, constraints, ranges) that also encompasses a set of quality-
oriented functions to check the consistency and completeness of the data inserted in the
didgets; b) a layout model (i.e., how data are displayed by didgets according to local
“default” styles, see d in Figure 3); c) a set of rendering functions, i.e., executable code
that can be interpreted by a client application (e.g., a web browser) to change how the
didget’s elements and data are displayed according to the user’s interaction and context.

When who edits a template creates a didget in a certain position of the document, she
can specify whether the associated group of elements must appear only once in the doc-
ument (and exactly there: a so called “single didget”) or, conversely, if users can repeat
its data pattern within the didget in tight succession (a so called “multiple didget”). This
would allow users to cope with extemporaneous needs for additional room for data that
are not predictable at document design time by creating a sort of multi-row table from
the simple specification of the first row. For instance, a template of the Anamnesis form
can contain a didget to record the examinations previously undertaken by the patient. If
this didget has been defined as “multiple”, whenever a physician needs to record more
than one examination for a patient, she can add to the Anamnesis form how many rows
(i.e., examinations) she needs and all of them will be stored into that didget (as different
content items, see Figure 2). Didgets hold all the data that users feed into them: they
store and time-stamp these data in a permanent memory, manage metadata that allow to
distinguish between (logically) eliminated, provisional and consolidated data and dis-
play these latter data in a last-in-first-out fashion. In this way, users can get access to
the whole history of data imputation for any single didget. As proof of this concept,
in ProDoc we implemented a feature that we informally called “time machine”: in a
collapsable section of the main panel, users could find a graphical timeline conveying
a visual representation of when relevant events occured (e.g., an update in a document,
the availability of a test report). Users could scroll the timeline along the horizontal axis
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by two graduated scales to explore the process history with different time granularity:
a scale reporting monthly intervals allowed for quick shifts upon the time axis, while
the other one was divided in days and hours to allow for more accurate movements.
When a user clicks a point in the timeline, ProDoc gives her access to the documenta-
tion and content that was stored in the patient record at that precise time and exactly
how it looked. That is, even if the templates of the patient record could change over
time (e.g., to comply with a new regional policy that requires to add another checkbox
to all forms for the informed consent procedure, or to apply a different classification
of patients at the triage), the WOAD platform would deal with it easily thanks to the
seamless decoupling at any given time, between clinical content and its topological ar-
rangement in a document, on one hand and, on the other hand, between templates and
the didgets they contain. In inserting the didgets, users can also activate (or de-activate)
the quality checkers that are associated with the corresponding datoms, as well as to
add further elements and areas (i.e., maps, layers) that users can click to get access to
groups of templates and their corresponding documents. This functionality allowed us
to implement workflow support in ProDoc with four levels of increasing flexibility. On
request, ProDoc can display the flow charts of care protocols (the so called clinical path-
ways [7]) that doctors have wanted to associate to a specific patient. Users can navigate
through these active maps (i.e., particular didgets) and, by clicking a specific activity
box, they can “filter” the whole patient record to get direct access to all and only the
documents associated to that activity. Users could then enact the intended prescriptive-
ness of the active care protocol by switching between four interaction modes: α1) full
action allowed: users can browse and edit the whole patient record as a set of web-based
hypertexts and forms; α2) full action allowed with obligation to justify the reason of de-
viation from the intended process; α3) partly bound action, according to flow relations;
α4) full constrained action: charts, records and documents can be accessed only in the
intended order in the pathway (e.g., a critical prescription/administration process).

Designers and users can create the datoms and templates they need by means of
the Active Document Designer (ADD): this application encompasses the Datom Editor
(DE) and the Template Editor (TE), respectively. With the Datom Editor, users can
define new datoms in terms of both their content model (e.g., data fields with their type)
and the layout model, i.e., their visual aspect. In addition, the DE allows users to define
specific styles and rendering procedures (currently defined in JavaScript syntax) that
enable advanced features of text formatting and document rendering. For instance, for a
certain datom, users can define a rendering procedure that displays a balloon containing
some information regarding a specified field (the purpose of these procedures will be
clear after reading Section 2.2).

On the other hand, the Template Editor is an editor intended to enable users to create
document templates through a graphical interface: they can do so by picking up specific
datoms from a palette containing the datoms previously defined with the DE and plac-
ing these datoms in the draft template in a what-you-see-is-what-you-get manner. Once
datoms have been created and put together as didgets of some template, users can begin
use the documents that are built on that template. In fact, a WOAD document is gener-
ated by coupling the document template, which is associated with a set of didgets and
provides the topological information for their displaying, with the content of its didgets
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that is related to the specific document associated to a specific resource, e.g., a patient.
The TE also provides a second palette containing the didgets that have already been
created in the same WoAD. Users can use this palette in order to reuse the same didgets
in different templates. These didgets, which are shared by two or more templates, will
display the same content in the documents that, from those templates, are associated to
the same resource, in a transparent and strictly synchronized manner.

The Active Document Designer is currently a highly prototypical application that we
conceive to allow users create new documents as autonomously as possible according
to their ever-changing needs and local conventions [8]. For instance, doctors could want
to have only one document for each template be associated with a single patient, as in
the case of the Anamnesis form, which reports all the past clinical information through
multiple didgets that allow for multiple rows (see above); conversely, doctors could
also want to associate many documents based on the same template with the same
patient, as in the case of the clinical diary: this is a case where physicians create a
new document every day during the patient’s stay to organize their clinical annotations
in a time-oriented fashion. In both cases, data are recorded as content that is strictly
associated with some didget contained in the templates (see Figure 3). In the former
case (one document for template with multiple didgets for each patient), doctors can
minimize the dispersion of data across different documents and rely on a single “place”
to consult; in the latter case (multiple documents for one template for each patient) they
can have the didgets’ content be partitioned according to some policy (e.g., the stay’s
length) and each partition be associated with a different document so as to organize
the patient record as they were used to in paper-based folders. In either cases, it is
noteworthy that the content of all the documents that are based on the same template
refers to the same data structures, i.e., the didgets that are contained in the template
itself: this guarantees that WOAD-compliant applications can process data as efficiently
as in EPRs based on a traditional DBMS, while allowing a higher flexibility in document
use as stated above. Currently, datoms and corresponding didgets are represented in
XForms1 syntax and stored in the main component of the WOAD architecture: the
Active Document Manager (more details in Section 3). Templates are XML files that
store the description of the cartesian displacement of the specific didgets (referenced by
IDs) that the document contains.

2.2 Mechanisms in the WOAD Framework

As said in Section 2, ADs are coupled to sets of WOAD mechanisms that make them
“active” and proactive with respect to their content. Mechanisms are rules that can be
defined at level of either i) datom structures, if they are conceived to be valid in general
and across the whole WoAD (e.g., syntax checkers, email field validators); ii) didget
structures, i.e., when they refer to didgets that are in one or more specific document
templates; iii) specific didgets for specific patients, e.g., when a doctor wants to acti-
vate either a reminder or a threshold trigger over the body temperature of John Doe
only. In all these cases, mechanisms are activated and triggered according to the did-
gets content. These if-then constructs can be expressed in any rule-based language (for

1 http://www.w3.org/TR/xforms/
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which an interpreter can be integrated to a WOAD architecture) but we also proposed
an abstract denotational language to facilitate their definition by users with little or no
experience in programming (see the WOAD language presented in [3]). Mechanisms
represent conditions over the didgets’ content in their antecedents (or if parts), and
trigger simple actions expressed in their consequents (or then parts) whenever these
conditions are met. Mechanisms’ antecedents can contain conditions defined over one
or more didgets, which are associated with either only one or many templates of the
same WoAD, as well as on basic environmental variables, like system time, current
users, the patient at hand. Mechanisms are triggered by human interaction with docu-
ments: any application behavior for which a programming interface is available can be
associated to the mechanism’s consequent. Accordingly, we classify mechanisms (to
rationalize their design) according to what they do on the document content: we then
distinguish between mechanisms that (i) modify the content, e.g., to edit or correct val-
ues in data fields; (ii) modify content’s attributes and metadata, e.g., timestamps, status
flags, urgency attributes; (iii) act on the content, e.g., print (parts of) it, check its qual-
ity, validate it, consolidate it (e.g., by digital signature); (iv) transmit the content from
one system to another through a communication medium, e.g., by email; (v) route doc-
uments and build flows of work, e.g., by allowing users link documents of the same
WoAD to each other to easily open a document from another, or by allowing users to
open/compile certain (portions of) documents only after that also other (portions of)
documents have been compiled (and corresponding tasks performed); (vi) change the
content’s appearance, e.g., by changing the background color or the font style (in this
case, overwriting the local didgets’ styles). This last kind of mechanisms act by means
of the rendering functions defined at level of didget (see c in Figure 3) and have been
object of our recent research on how to improve the ways users access and use docu-
ment content and on how the content can be displayed to make it more “meaningful”.
In fact, as researchers active in the field of CSCW, we agree with [9] that EPRs should
embed specific functionalities to help practitioners be aware of interdependencies be-
tween their work and the activities of others to get an understanding of the collaborative
context for their own activity. To this aim, in [8] we proposed the concept of Awareness
Promoting Information (API), i.e., any annotation, graphical clue, affordance, textual
style and indication that could make actors aware of something closely related to the
context of reading and writing. The execution of mechanisms can then be seen as a
process of API generation, i.e., an operation by which the affordance and appearance
of documents and their content is modified, and possibly additional information (e.g., a
message) is conveyed to the user in order to make her aware of some condition in the
context of document use.

In order to decline the requirements that physicians explicitly expressed in terms of
mechanisms, we co-defined with some of their key representatives mechanisms that:
could check the correctness of liquid balance values and correct them if necessary (type
iii and i); that could mark some values filled in by nurses during a night shift as provi-
sional until the doctor on duty officially double checks them and signs the form (type
ii); that could allow practitioners correct a datum without eliminating the previous value
for legal concerns (type ii); that could produce official reports printing only parts of the
record’s content (even distributed across different documents) according to values filled
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in in specific fields, e.g., the treatment indication, the kind of procedure (type iii); that
could prevent users from opening an operation record if the informed consent and the
surgery assessment record have not been duly compiled and signed (type v); that could
send a copy of an examination request form to the laboratory as soon as all the nec-
essary fields have been filled in and that could send the discharge letter to the family
doctor once the hospital stay has been officially closed (both of type iv); and lastly, that
would remind practitioners to compile liquid intakes values at regular intervals and that
would check that blood examination requests are compiled within noon and raise due
alerts if this is not the case so that results can be returned by the end of the day (both of
type vi).

3 Interaction with the WOAD Architecture

In this section, we describe the components of the WOAD architecture (see Figure 4),
whose conceptual elements have been presented in [3], and illustrate how these inter-
act when users are involved in the basic operations of reading and writing an active
document, respectively (see Figure 5). We also provide some details about the current
implementation of the WOAD components in ProDoc. For our description, we assume
that a template has been created through the ADD and stored in a component of the
system that we call Template Manager (see below). When a user asks for a certain doc-
ument from a specific patient record e.g., a drug prescription form, through the GUI
of the application (see step 1 in Figure 5), the request is taken by the Layout Engine.
This is a standard component that displays active documents, thus allowing the user to
interact with them and communicate with the application. Currently, the Layout Engine
is any regular Internet browser that supports HTML, CSS and JavaScript full standards.
The Layout Engine forwards the request to the Active Document Manager (see 2 in
Figure 5) which is the main component of any application based on the WOAD archi-
tecture. The Active Document Manager builds the (passive) document (see Section 2.1)
coupling a template with the content related to the document that has been requested by
the user in step 1. In addition, the Active Document Manager provides the data struc-
ture on which the application works on the basis of the mechanisms defined by the user
(see Section 2.2). To these aims, the Active Document Manager is divided into five sub-
components: the Template Manager, the Didget Manager, the Document Builder, the
Mechanism Interpreter and the Markup Tagger. The Template Manager is a component
that gives both to the ADD and the other components of the Active Document Man-
ager shared access to templates. The Didget Manager creates and keeps the didgets of
a WoAD in its working memory and maintains them synchronized with the Document
Data Repository (see Figure 4), which is any component that provides data persistence
features, e.g., a DBMS. Moreover, the Didget Manager gives both to the ADD and the
Document Builder shared access to the datoms’ definitions. In our current implemen-
tation, the Didget Manager is a Java class that both loads the content associated to the
didgets into correspondent sets of objects, and serializes these objects into the Docu-
ment Data Repository. On the other hand, the Document Builder builds an empty form
on the basis of a template and fills in it with the (passive) content associated with the
specific document requested by the user. The current Document Builder is a Java class



Web of Active Documents: An Architecture for Flexible Electronic Patient Records 53

Fig. 4. An UML component diagram of the WOAD architecture underlying the ProDoc
implementation

that creates an XForms form by joining the schemas of the didgets (i.e., the datoms)
contained in the template and associates the didgets’ content with it (see Figure 2). With
reference to Figure 5, the Document Builder retrieves the instance of the requested doc-
ument from its internal memory (step 3), in order to build up it. To perform this retrieval
operation, the Document Builder mantains in its internal memory the document didget
list macrostructure. This is a data structure that contains the whole set of document
instances related to a single resource (e.g., a patient); moreover, for each document
instance, this data structure mantains the references to its associated didgets and the
related didgets’ content. On the basis of the data reported in this document instance, the
Document Builder retrieves i) the datoms referenced from the Didget Manager (steps
4 and 5), ii) the document template from the Template Manager (steps 6 and 7), and
iii) the didgets’ content provided by the Document Data Repository through the Didget
Manager (steps from 8 to 11). This latter operation involves another macrostructure, the
didget content list, that is managed by the Didget Manager and contains the whole set
of didget’s content grouped by didget and related to a single resource. For the sake of
simplicity, we have reported the above steps in a sequential fashion (i.e., from 4 to 11),
but they can all be executed in parallel. Once the operations of retrieval are done, the
Document Builder creates the (passive) document by coupling the document template
with datoms, filling the resulting XForms form with the retrieved contents associated
to the single didgets, and executing a (convenient) set of transform operations in order
to obtain a markup document (e.g., in a XHTML-like2 syntax) that the Layout Engine
can easily render. As soon as the Document Manager gets the document contents, it
interacts with the Mechanism Interpreter (step 13) to execute the WOAD mechanisms
associated with all the didgets included in the document. To this aim, the Mechanism
Interpreter checks the WOAD mechanisms against both the document content and the
document structure provided by the Document Manager (steps from 14 to 17), acti-
vates the mechanisms whose antecedents are satisfied by either the didgets’ content
or the document structure, and then selects those to execute according to a resolution
strategy based on specificity and currentness [10]. The mechanisms’ consequents con-
tain instructions that either modify data or build specific metadata to be associated to

2 www.w3.org/MarkUp/Forms/
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Fig. 5. An UML sequence diagram of the typical user interaction with ProDoc

the document (e.g., metadata that prevent data from being modified or metadata that
change the appearance of certain values). This association metadata-document is per-
formed by the Markup Tagger; this component receives both the (passive part of the)
document that has been created by the Document Builder (step 12), and the metadata
that has been produced by the Mechanism Interpreter (step 18), and then it translates
the metadata either into appropriate rendering attributes (e.g., stylesheet classes) or into
calls to rendering procedures (see c in Figure 3). For instance, if the Mechanisms Inter-
preter has associated a didget text field with the metadata <editable>false</editable>,
the Markup Tagger translates it into the HTML attribute “disabled” so that the Layout
Engine cannot receive user input for that element. In the current implementation, the
Mechanisms Interpreter is based on JBoss Drools3 and mechanisms are translated into
rules that are checked against both the didgets and document objects that are built re-
spectively by the Didget Manager and the Document Builder. The Markup Tagger is a
Java class that embeds JavaScript code into the XForms form in order to call the render-
ing procedures or to modify the style attributes of the XHTML page of the document.
The output of the Markup Tagger is then the active document itself: this presents the
requested content with the layout specified by the corresponding template and displays
additional information according to the metadata. The active document is sent to the
Layout Engine (step 19) which finally displays it to the user (step 20).

3 http://jboss.org/drools/
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On the way round, when a user modifies an active document (step 21 in Figure 5),
the Layout Engine sends the single modifications of the content to the Didget Man-
ager (step 22). As a consequence, the document (i.e., its didgets) will be automatically
re-processed by the Mechanisms Interpreter (step 23) that constantly monitors all the
WoAD didgets. In this way, every data change can be immediately captured and pro-
cessed by the application logic that is formalized in the mechanisms that fit the current
context best. To this aim, the Mechanisms Interpreter directly interacts with the Didget
Manager in order to commit the instructions that update the content (step 24). Finally,
the Didget Manager stores the documents’ updates into the Document Data Repository
for the sake of data persistence (step 25).

4 Conclusions and Future Work

Summarizing, in this paper we have illustrated the concept of Active Document within
the WOAD framework: an AD is composed by reusable and modular “field nuggets”,
called didgets, and it is made active by modular interpretable code, called mechanisms,
that trigger behaviors according to the context. This modularity and the accentuated
separation of information-related and functional needs (addressed by specific didgets
and mechanisms in the passive and active part of a document, respectively) is what
makes a web of interconnected ADs a suitable electronic document platform that can
be reused in different work settings and maintained over time to flexibly address ever
changing users’ needs. To the present moment, the WOAD framework encompasses (i)
a conceptual model that represents the main entities and relationships involved in col-
laborative work mediated by complex document systems; (ii) a denotational language
by which to express reactive mechanisms in an abstract and platform-independent way
(presented in [3]); (iii) a software component architecture (see Figure 4); iv) a set of
prototypical applications designed to facilitate users in building document templates
and active mechanisms.

The first vertical application system to be based on a WOAD architecture is ProDoc:
built as a proof-of-concept and prototypical Electronic Patient Record, it has provided
first feedback from key users and preliminary validation from the field of work, as re-
ported in [4]. In this paper, we have presented the core implementation choices we
undertook for the first deployment of ProDoc, based on JBoss Drools (for the Mech-
anism Interpreter) and an XForms processor (for the Active Document Manager); we
also provided some examples of WOAD mechanisms in the hospital domain to give
evidence of the advantage that a modular and rule-based approach can give over more
traditional approaches that define functionalities at compile-time and then achieve flex-
ibility at run-time through mere configuration facilities.

Users stressed the requirement of being supported in defining and maintaining their
own data structures and associated behaviors without the heavy involvement of ICT
practitioners (mainly to reduce costs and times of intervention). For this reason, our
research agenda aims to build one single application that could integrate user-friendly
functionalities to build active documents also in a visual and intuitive way. Moreover,
we plan to further investigate the design-oriented methodology we first proposed in [11]
to assist IT practitioners in planning and performing digitization programmes of paper-
based patient records in a bottom-up and document-centered fashion. In so doing, we
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aim to contribute in the definition of ICT tools and programmes that could significantly
minimize the impact in the healthcare domain of the main unintended shortcomings that
are currently reported in the specialist literature [2].

Acknowledgements. The first author acknowledges the valuable contributions of Gio-
vanni Zorzato and Stefano Corna for the development of ProDoc and the Mechanism
Interpreter, respectively.
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Abstract. In this work, we introduce a personalization environment for the rep-
resentation and efficient management of multi-version clinical guidelines. The
environment is composed of an XML repository accessed through a personaliza-
tion engine, which uses temporal perspective, patient profile and context informa-
tion to reconstruct a guideline version tailored to a specific use case. In particular,
we apply and extend to clinical guidelines solutions we previously developed for
norm texts in the legal domain, and show how multi-version representation capa-
bilities and personalization query facilities can be added to their management.

Keywords: Clinical guidelines, Document retrieval, Temporal database,
Ontologies, Personalization, Versioning, XML.

1 Introduction

Clinical guidelines are definitions of “best practices” encoding and standardizing clin-
ical procedures for a given disease [18]. The advantages of adopting computer-based
guidelines as a support for improving the work of physicians and optimizing hospital
activities have been acknowledged by many authors and several computer systems have
been developed (see e.g. [8,11]). Clinical guidelines are subject to continuous develop-
ment and revision by committees of expert physicians and health authorities and, thus,
multiple versions coexist as a consequence of the clinical and healthcare activity.

In this paper, we propose to apply to the management of clinical guidelines some
techniques we previously developed for norm documents in the legal domain [13,14],
which present strong similarities. Hence, we will introduce solutions to model and to
provide personalized access to multi-version clinical guidelines, which can be stored
both in textual and in executable format in an XML repository [30]. The XML language
has already been proposed by many authors and adopted in several research projects
(e.g. [3,6,26]) as a suitable means to encode clinical guidelines. Hence, our approach
can be considered as a compatible extension of such proposals, to which we aim at
adding multi-version representation capabilities and personalization query facilities.

To this end, we will describe how a multi-version XML data model and the proto-
type system we developed for e-Government applications can be applied to the rep-
resentation and management of multi-version clinical guidelines. In this way, multiple
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Fig. 1. Personalized access to multi-version guidelines

temporal perspectives, patient profile and context information can be used by an auto-
mated personalization service to build a guideline version tailored to a specific use case
(see Fig. 1).

The paper is organized as follows. In Section 2, temporal and semantic versioning of
clinical guidelines is introduced with reference to advanced application requirements.
Section 3 is devoted to the description of a multidimensional XML data model support-
ing temporal and semantic versioning of guidelines. In Section 4, a prototype system
efficiently implementing the personalization engine sketched in Fig. 1 is briefly de-
scribed. Conclusions and description of future work will finally be found in Section 5.

2 Versioning of Clinical Guidelines

The fast evolution of medical knowledge and the dynamics involved in clinical prac-
tice imply the coexistence of multiple temporal versions of the clinical guideline doc-
uments stored in a repository, since guidelines are continually subject to amendments
and modifications. In fact, it is crucial to reconstruct, borrowing the term from the legal
field, the consolidated version of a guideline as produced by the application of all the
modifications it underwent so far, that is the form in which it currently belongs to the
state-of-the-art of clinical practice and, thus, must be applied to patients today. How-
ever, also past versions are still important, not only for historical reasons: for example,
a physician might be called upon to justify his/her actions for a given patient P at a time
T on the basis of the clinical guideline versions which were valid at time T and appli-
cable to the pathology of patient P. In other words, temporal concerns are important in
the medical domain as they are in the legal domain and, thus, a guideline management
system should be able to retrieve or reconstruct on demand any temporal version of a
given clinical guideline to meet advanced application requirements.

Moreover, another kind of versioning, which we will call semantic versioning, plays
a fundamental role, because clinical guidelines or some of their parts have limited
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applicability with respect, for instance, to the population of patients. In fact, a given
guideline (e.g. involving treatment of heart diseases) may contain different recommen-
dations which are not uniformly applicable to the same classes of patients: one general
therapy may be non applicable to persons who suffer from some metabolic disorders
(e.g. diabetes mellitus) or chronic diseases (e.g. kidney failure) or present some addic-
tion (e.g. cocaine); one first-choice drug may not be given to patients who are already
under treatment with possibly interacting drugs (e.g. anticoagulants), or show genetic
or acquired hypersensitivity or intolerance to some substances (e.g. patients with enzy-
matic defects or documented allergies), and so on. Hence, when dealing with a specific
patient case, a physician may be interested in finding a personalized version of a clinical
guideline, that is a version tailored to the patient’s health state and anamnesis, only con-
taining recommendations which are safely and effectively applicable to his/her personal
case.

In addition to linking guidelines to classes of patients, semantic versioning can also
involve more generic applicability contexts (e.g. hospitals without PET diagnostic
equipment, or selected centers taking part to a clinical trial), which might require the
application of a particular version of the general guideline, which may also no longer be
part of the consolidated state-of-the-art guideline. For instance, consider version v1 of
a clinical guideline G which prescribes a biopsy to confirm a cancer diagnosis but has
been superseded by a new version v2 which introduces a PET scan for the same cancer
diagnosis, making in most cases the biopsy unnecessary. However, in some hospital H
which is not equipped with a PET scanner, the right version of G to be followed is v1, al-
though no longer considered valid by the medical community. Therefore, the applicable
version of the guideline for context H is G(v1), with biopsy as a mandatory diagnostic
means. This example also shows how temporal and limited applicability aspects may
also interplay in the production and management of versions.

2.1 Temporal Versioning

As far as temporal versioning is concerned, several independent time dimensions are in-
volved in the representation and management of clinical guidelines, in particular when
we consider an environment also supporting the guideline authoring and approval pro-
cess. Relevant time dimensions include valid, event, availability, proposal and accep-
tance times [5,27]. Even considering an environment where only approved guidelines
are stored, and retrieved by final users to be consulted or followed, at least two time
dimensions are relevant:

Validity Time. It is the time the guideline is considered in force by the medical com-
munity and, thus, is applied to patients. It has the same semantics of valid time as in
temporal databases [20], since it represents the time the guideline actually belongs
to the state-of-the-art of clinical practice.

Efficacy Time. Borrowing the term from the legal domain, it is the time the guideline
can be applied to a concrete case. It usually corresponds to validity, but it might
be the case that an obsolete, superseded guideline continues to be applicable to a
limited number of cases. While such cases exist, the guideline continues its efficacy
though no longer considered in force.
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Fig. 2. A sample ontology involving a taxonomy of hearth diseases, where each class has a name
and is associated to a (pre-order,post-order) pair

Notice that validity and efficacy time both have the semantics of valid time but repre-
sent different and independent valid time notions. Both are necessary to correctly deal
with cases as the one in the last described example: the guideline version G(v1) for
the applicability context H can still be selected today as its efficacy includes current
time, although its validity does not. Furthermore, in addition to the time dimensions
which model the dynamics of guidelines in the real world, transaction time [20] plays
an important role when automatic management of information through computer sys-
tems is involved and, thus, should never be neglected, since it allows to execute retro- or
pro-active modifications and to keep track of their execution for audit purposes. For ex-
ample, it might be the case that a physician makes a wrong decision in choosing a drug
following the provisions of a guideline retrieved from the system when the returned con-
solidated version is actually out-of-date; the decision is taken while a modified version
of the guideline (e.g. involving the adoption of some more effective and less potentially
dangerous drug) is already available but has not been stored in the information system
yet. Hence, transaction time is needed to ascertain a posteriori that the correct version
was stored retroactively and, thus, the physician acted in good faith.

Temporal versioning along multiple time dimensions can be added to documents
in an XML repository by making temporal the XML encoding [7], that is introducing
timestamps as annotations in the XML document.

2.2 Semantic Versioning

Semantic applicability of multi-version resources can be defined with reference to do-
main ontologies. Ontologies [16,17], which are conceptualizations of a domain into a
machine-understandable format, have recently become quite popular with the advent
of the semantic web [1], where the introduction of common reference ontologies is
necessary to allow information and its interpretation to be shared by both human and
automatic agents.
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Appropriate applicability of clinical guidelines to individual patients can be defined
according to a consensual taxonomy of diseases, like the ICD-10 endorsed by the World
Health Organization [19] or the MeSH Section C maintained by the US National Li-
brary of Medicine [22]. For instance, consider Fig. 2, which depicts a small portion of
a medical ontology representing a classification of principal heart diseases. Notice that,
at this stage of the research, we deal with “tree-like” ontologies defined as class tax-
onomies induced by the IS-A relationship. This will allows us to exploit during query
processing the pre-order and post-order properties of trees in order to enumerate the
nodes and check ancestor-descendant relationships between the classes; such codes are
displayed in the upper left corner of the ontology classes in the Figure, in the form:
(pre-order,post-order). For instance, the class “Myocardial ischemia” has pre-order
“3” which is also its identifier, whereas its post-order is “6”. Before the personaliza-
tion engine can be used to build a guideline version tailored to a specific patient, the
patient must be classified with respect to the disease ontology, on the basis of medical
records by means of a suitable reasoning service [13], or through a profile explicitly
supplied by the physician. Moreover, additional semantic versioning coordinates, refer-
encing specific domain ontologies, can also be considered to model context-dependent
applicability of guidelines.

Hence, in XML resource repositories, reference to ontology concepts (e.g. using
class identifiers like those in Fig. 2) can be added to the resource representation and
storage as a new versioning coordinate. In this way, applicability annotations can be
embedded in the guideline documents to be used by automatic personalization tools.
Obviously, also the annotation of clinical guidelines which defines their semantic ver-
sioning must be effected by medical domain experts, as part of the guideline draft-
ing and approval process itself. Whenever an ontology definition is changed, temporal
versions of the ontology also must be maintained, as the temporal perspectives for nav-
igating the ontology and for searching the guideline repository must be same for con-
sistency reasons. The ontology temporal versioning techniques introduced in [15] can
be used to this purpose.

One of the global effects of versioning is an increase in the number or size of the
documents to be stored, also depending on the fact that different versions of the same
document are stored as separate XML files or are arranged into a single multi-version
XML file, owing to a uniform encoding of variant parts within the document struc-
ture. The latter solution, which is our choice, is often unavoidable in order to keep the
growth of the storage space under control, especially when different versions of the
same document may differ by a few nodes only. Personalization, which has shown to
be a powerful tool to cope with information overload on the internet [25], can also
be particularly effective when used in the management of large XML repositories of
versioned documents [13]. In this case, the adoption of personalization techniques can
prevent in most cases users to have to go through a huge amount of irrelevant infor-
mation to find out the right version(s) of the one of interest and, thus, might help to
make their search faster and more accurate. Hence, personalization based on semantic
versioning may improve the quality of the interaction with the user by further focus-
ing the search on really relevant versions only, which is a desirable feature for clinical
guideline management. For example, one of the acknowledged most relevant obstacles
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in the use and dissemination of guidelines [4] is the need for adapting them to con-
straints in local settings (e.g. concerning available hospital resources and practitioners’
skills). Management of multi-version guidelines with context-based semantic person-
alization might help to overcome this problem [9,28]. Other use cases requiring a sort
of location-based semantic personalization can also be found: for instance, consider a
guideline involving the recommendation of a new drug non yet registered in a given
country, or introducing a new protocol only available in selected medical centers par-
ticipating to an experimental program: the actual contents of the guideline should be
changed according to the place where the guideline is retrieved or executed.

From the above discussion and examples, it is evident that the selection and recon-
struction of the version(s) of interest for a user become a new challenging problem to
support personalization in multi-version guideline retrieval.

3 An XML Data Model for Multi-version Guidelines

In this Section, we introduce a multi-version XML document model supporting multiple
temporal and semantic versioning coordinates. In doing this, we do not refer to a specific
document structure (e.g. defined via a DTD or XML Schema), but we rather introduce
a versioning annotation scheme which can be applied to any generic XML resource.
In particular, it can be easily adapted to available proposals for the XML encoding of
clinical guidelines, including those described in [3,6,26].

We start by formally defining as version a piece of text within a guideline document,
with a common temporal and semantic pertinence. Owing to the definition, a version
can be assigned a timestamp and an applicability annotation to uniquely define its tem-
poral and semantic pertinence. Obviously, different versions of the same object must
differ in their temporal and/or semantic pertinence.

For the sake of simplicity, but without loss of generality, we only consider in the ex-
amples which follow one time dimension (i.e. validity) and one semantic dimension (i.e.
reference to classes in an ontology of diseases like the one in Fig. 2). Let us consider
as running example the clinical guideline fragment in Fig. 3, involving recommenda-
tions for the treatment of unstable angina patients. The figure displays the text organi-
zation, which has a three-level section structure, where section 3.2. has two different
versions, namely 3.2(v1) and 3.2(v2), whereas section 3.2(v1).2 has three different ver-
sions, namely 3.2(v1).2(v1), 3.2(v1).2(v2) and 3.2(v1).2(v3). The multi-version XML
encoding of such guideline fragment is shown in Fig. 4.

In the XML encoding, we use the <version> element to delimit the boundaries of
a version within the document. The <valid> and <applies> elements are then used to
assign the temporal and semantic pertinence, respectively, to the version which contains
them. Validity and applicability properties are inherited by descendant nodes in the
XML tree-structure unless locally redefined with a new version definition. Therefore,
there is no reason to repeat the valid or applies annotation when the pertinence is not
changed from the ancestor version in the XML tree-structure. In general, redefinition
may involve only a subset of the versioning dimensions, while the others dimensions
are inherited.



A Personalization Environment for Multi-version Clinical Guidelines 63

RECOMMENDATIONS
1. IDENTIFICATION OF PATIENTS

WITH RISK OF UNSTABLE ANGINA

...
2. INITIAL EVALUATION AND MANAGEMENT

...
3. EARLY HOSPITAL CARE

3.1. Initial Treatment Strategy
...

3.2. Drug Therapy
3.2(v1). Anti-Ischemic and Analgesic Therapy
3.2(v1).1. Therapy with nitrates

...
3.2(v1).2. Therapy with beta-blockers
3.2(v1).2(v1). ...administration of drug D1...
3.2(v1).2(v2). ...administration of drug D2...
3.2(v1).2(v3). ...administration of drug D3...

...
3.2(v1).3. Therapy with ACE inhibitors

...
3.2(v2). Antiplatelet/Anticoagulant Therapy

...
4. CORONARY REVASCULARIZATION

...
5. LATE HOSPITAL CARE

...

Fig. 3. The structure of a fragment of a sample multi-version clinical guideline

With reference also to Fig. 3, the XML fragment in Fig. 4 shows, within the out-
ermost <recommendations> element, a hierarchical structure based on three levels of
sections. The <recommendations> element is composed of one version, which defines
its global semantic and temporal pertinence, that is applicable to class C3 in the ontol-
ogy in Fig. 2 (patients with myocardial ischemia) and valid from 1980 on. It is made of
several first-level sections (see also Fig. 3), of which only section 3 is evidenced in the
Figure. Such a section, made of only one version to specify applicability to ontology
class C4 (patients with angina pectoris), deals with Early Hospital Care. Its temporal
pertinence is inherited from the container element.

In general, by means of redefinitions we can introduce, for each part of a docu-
ment, complex validity and applicability properties including extensions or restrictions
with respect to ancestors. For instance, the applicability assignment to section 3 which
we just described is a restriction and the attribute to is used to this end. Actually,
the applicability assigned to the version is the intersection of the to value and of the
value inherited by the ancestor version (in this case C4∩C3, which equals C4 since
it is a subclass of C3). The same applies to second-level section 3.2 (entitled “Drug
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...
<recommendations>
<version number="1">

<applies to="C3"/>
<valid from="1980-01-01" to="9999-99-99"/>
...
<section number="3">
<version number="1">

<applies to="C4"/>
<title>Early Hospital Care</title>
...
<section number="2">
<title>Drug Therapy</title>
<version number="1">

<applies to="C5"/>
<title>Anti-ischemic and Analgesic Therapy</title>
...
<section number="2">
<title>Therapy with beta-blockers</title>
<version number="1">

<valid from="1980-01-01" to="1990-12-31"/>
...administration of drug D1...

</version>
<version number="2">

<valid from="1991-01-01" to="1998-12-31"/>
<valid from="2001-01-01" to="2003-12-31"/>

...administration of drug D2...
</version>
<version number="3">

<valid from="1985-01-01" to="9999-99-99"/>
...administration of drug D3...

</version>
...
</section>
...

</version>
<version number="2">

<applies also="C7"/>
<title>Antiplatelet/Anticoagulant Therapy</title>
...

</version>
...
</section>
...

</version>
...
</section>
...

</version>
</recommendations>
...

Fig. 4. An XML fragment showing the multi-version encoding of the guideline in Fig. 3

Therapy”), whose first version (entitled “Anti-ischemic and Analgesic Therapy”) ap-
plies to class C5 (unstable angina), which is also a restriction, whereas the second
version (entitled “Antiplatelet/Anticoagulant Therapy”) is also applicable to class C7
(myocardial infarction), which is an extension indeed. Attribute also is used in this
case, and the applicability assigned to the version is the union of the also value and of
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the value inherited by the ancestor version (class C4∪C7). In other words, the contents
of section 3.2(v2) both apply to angina pectoris and myocardial infarction patients.

The third-level section 3.2(v1).2 entitled “Therapy with Beta-blockers” is made of
several versions, each one dealing with the administration of a specific drug and having
its own temporal pertinence, whereas the (inherited) applicability is the same (namely
C5, unstable angina). In order to derive the validities of the three drugs shown in the
Figure, we assume the recommendations underwent the evolution which follows. Drug
D1 was introduced in 1980 and then replaced by the drug D2 in 1991. However, the
use of drug D2 was suspended from 1999 to 2000, period during which it had been un-
der investigation since suspected of causing adverse reactions. In 2004, due to evidence
of long-term adverse effects, D2 was definitely withdrawn. Drug D3 has been intro-
duced in 1985. Hence, the resulting history of recommended beta-blockers according
to the guideline in Fig. 3 (which will in fact correspond to the answers to a sequence of
snapshot queries issued on the multi-version document) is the following:

− from 1980 to 1984: drug D1
− from 1985 to 1990: drugs D1 and D3
− from 1991 to 1998: drugs D2 and D3
− from 1999 to 2000: drug D3
− from 2001 to 2003: drugs D2 and D3
− from 2004 on: drug D3

As for 3.2(v1).2(v2) in the Figure, versions can be assigned multiple intervals as va-
lidity: this corresponds to adopt temporal elements [10,20], that is disjoint union of
intervals, as timestamps.

3.1 Manipulation and Retrieval Operations

The multi-version XML data model can be equipped with two basic operators for the
management of guideline authoring and maintenance: one devoted to change the textual
content of a guideline portion and the other to allow modifications to the temporal and
semantic pertinence of a given version. The former can be used for deletion of (a part
of) the guideline (abrogation), or the introduction of a new part of the guideline (inte-
gration), or the replacement of (a part of) the guideline (substitution). The latter can be
used to deal with the time/applicability extension or restriction of (part of) the guide-
line. Such operators, in order to preserve the well-formedness of the version structure
and the inheritance semantics, can be defined in a similar way as the ones defined for
multi-temporal norm documents in [14].

Clinical guideline repositories, like the US National Guideline Clearinghouse [23] or
the UK National Library of Guidelines [24], are usually managed by traditional infor-
mation retrieval systems where users are allowed to access their contents by means of
keyword-based queries expressing the subjects they are interested in. Adopting a system
like the one described in [13] that we developed for norm documents, users are offered
the possibility of expressing temporal and semantic specifications for the reconstruction
of a consistent version of the retrieved guideline.

In particular, the queries can contain four types of constraints: temporal, structural,
textual and applicability. Such constraints are completely orthogonal and allow the users
to perform very accurate searches in the XML guideline repository. Let us focus first on
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FOR $a IN guidelines.xml
WHERE textConstr ($a//section/title/text(), ’anticoagulant’)
AND tempConstr (’vTime OVERLAPS PERIOD(’2007-01-01’,’2008-12-31’)’)
AND applConstr (’C5’)
RETURN $a

Fig. 5. An XQuery-equivalent query executable on a clinical guideline personalization system

the applicability constraint. Consider again the ontology in Fig. 2 and guideline frag-
ment in Fig. 4: for the treatment of John Smith, an “infarctuated” patient (i.e. belonging
to class C7), the sample recommendations in Fig. 3 will be selected as pertinent, but
only the second version of Section 3.2 will be actually presented as applicable. Further-
more, the applicability constraint can be combined with the other three ones in order
to fully support a multi-dimensional retrieval. For instance, a physician (or an health
insurance officer) could be interested in all the guidelines ...

• ... which have a section whose title (structural constraint) contains the word anti-
coagulant (textual constraint), ...

• ... which were valid between 2007 and 2008 (temporal constraint), ...
• ... and which are applicable to a patient suffering from unstable angina (applicabil-

ity constraint).

More precisely, the system is able to answer queries having the XQuery [32] FLWR
syntax in Fig. 5, where textConstr, tempConstr, and applConstr are suit-
able functions allowing the specification of the textual, temporal and applicability con-
straints, respectively (the structural constraint is implicit in the XPath expressions used
in the XQuery statement).

4 Prototype Implementation

The personalization engine in Fig. 1, which is capable to execute queries like the one in
Fig. 5, has been implemented as a prototype Multi-version XML Query Processor. The
prototype code is written in Java JDK 1.5 and employs ad-hoc data structures (relying
on embedded “light” DBMS libraries) and algorithms which allow users to reconstruct
on-the-fly the desired personalized version of the XML guideline, satisfying temporal,
structural, textual and applicability constraints, by means of a multi-version extension
of the holistic twig join approach [2]. Guidelines are stored in the XML repository using
an indexing scheme based on multi-version inverted indices, that is an extension with
timestamps and semantic annotations of the indexing solution proposed in [33]. In prac-
tice, the query processing algorithm implements the temporal slice operator proposed
in [21], to which the processing of semantic constraints has been added, without an ap-
preciable overhead. In fact, thanks to the properties of the adopted pre- and post-order
encoding of the ontology classes, applicability constraints can be very efficiently tested
during query processing by means of simple comparisons. A detailed presentation of
the deployed data structures and holistic join techniques, together with a related work
discussion on these topics, can be found in [12].
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As a result, we obtain a high overall query processing efficiency mated with low
memory requirements. In order to evaluate the performance of the prototype, a specific
query benchmark was built and several exploratory experiments were conducted to test
the personalization engine behavior under different workloads. The experiments have
been effected on a Pentium 4 3Ghz Windows XP Professional workstation, equipped
with 1GB RAM and a 160GB EIDE disk with NT file system (NTFS). Test were per-
formed on three XML document collections of increasing size (namely 5,000, 10,000
and 20,000 guidelines, with a total size of 120MB, 240MB and 480MB, respectively).
In all collections the guidelines were synthetically generated by means of a suitable
tool, which is able to produce XML documents compliant to our multi-version model
under different parameter configurations. For each collection, the average, minimum
and maximum document size was 24KB, 2KB and 125KB, respectively. Experiments
were conducted by submitting queries of five different types, mixing in various ways
structural, textual, temporal and applicability constraints.

The system behavior showed a good efficiency in every context, providing a response
time (including query analysis, retrieval of the qualifying guideline parts and recon-
struction of the result) of a few seconds for most of the queries. Moreover, the selec-
tivity of the query predicates does not impair performances, even when large amounts
of documents containing some (typically small) relevant portions have to be retrieved.
The system is able to deliver a fast and reliable performance in all cases, since it prac-
tically avoids the retrieval of useless document parts. For the same reasons, the main
memory requirements of the Multi-version XML Query Processor are quite limited,
less than 5% with respect to an approach like the one adopted in [14], where com-
plete documents are retrieved with a traditional XML engine working on structural and
textual constraints, and then temporal and applicability constraints are applied using a
DOM representation to prune out non-qualifying XML nodes. Notice that this property
is very interesting for a system which is likely to run in a highly concurrent multi-user
environment, since memory requirements are not crucial for performance. The proto-
type system also showed a good scalability behavior in every type of query setting,
as the computing time for the same query always grows linearly with the number of
documents. Full details on performance evaluation can be found in [12,13].

5 Conclusions and Future Work

In this paper, we applied to the representation and management of clinical guidelines
some techniques we previously developed for norm documents in the legal domain
[12,13]. In particular, we introduced solutions to model and to provide personalized ac-
cess to multi-version guidelines, supporting multiple temporal and semantic versioning
coordinates. The proposal involves the definition of a multi-version XML data model
and the implementation of a prototype personalization engine.

Preliminary experimental work on query performance, with repositories of syntectic
XML documents, showed encouraging results. In particular, the personalization engine
proved to be very efficient in a large set of experimental situations and showed excellent
scale-up figures with varying load configurations.

We underline that the very same techniques we presented for personalized access
to multi-version textual guideline documents can also be applied to the enactment of
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workflows implementing multi-version clinical guidelines, provided that workflows are
specified using an XML-based definition language, like BPEL [29] or XPDL [31],
which can be enriched as well with temporal and semantic annotations in order to define
versions [13].

Future work will consider the improvement of the approach to cope with more ad-
vanced application requirements (e.g. relaxing of constraint of tree-like ontologies) and
the completion of the technological infrastructure required to set up the personalization
platform with the design and implementation of auxiliary services (e.g. for automatic
patient classification with respect to the disease ontology). Further work will also in-
clude the assessment of our developed system in a concrete working environment, with
real users and in the presence of a repository of real clinical guidelines.
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Abstract. Apache Camel is an implementation of a messaging framework using 
the enterprise integration patterns advanced by Hohpe and Woolf. This frame-
work allows the `messaging architecture to be configured at run-time, by chang-
ing routing rules which determine the disposition of messages transmitted by the 
system. Our work illustrates an original use of the dynamic routing capability to 
implement health information policy, by putting the routing rules in the hands of 
policy administrators rather than network managers. This paper is an extended 
version of reference [1]. 
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1 Introduction 

This paper deals with information exchange in the context of health care. In particular, 
policy updates that affect the handling of health information can impose costly revision 
to network infrastructure and applications. We propose an approach based on the 
Apache Camel messaging framework, in which routing rules can be updated dynami-
cally. By using dynamic routing rules to implement information policy, rather than 
simply as a network management or administration capability, the messaging infrastruc-
ture becomes responsive to policy changes, without requiring modification to end-user 
applications. 

Section 2 of this paper reviews the background concepts of Message-Oriented Mid-
dleware (MOM), Enterprise Integration Patterns (EIPs), Apache Camel as an EIP im-
plementation, and health information policy. Section 3 discusses the use of medical 
information and policies for dynamic routing of information through a health care in-
formation system, and section 4 provides one dynamic routing scenario tested in a pro-
totype system. 

2 Background 

2.1 Message-Oriented Middleware (MOM) 

Large scale networked applications  are  not  deployed  and used  in isolation, they are 
used with other networked applications and services. Integration raises a number of 
challenges as emphasized by Hohpe and Woolf [2]: 
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1. Network reliability: Distributed computing involves delays and interruptions. In 
comparison to using a single computer the distributed application has a larger set of 
problems to manage. 

2. Networks are slow: Data transfer across networks is significantly slower than local 
method calls. Applications must be designed with slow responses in mind. 

3. Applications are different: Integration solutions need to be able to interface and 
handle data from multiple platforms and data formats. 

4. Change is inevitable: Systems change over time, so how they connect with other 
systems should be able to change to maintain connections. A solution needs to promote 
loose coupling, otherwise a change at one network node may cause a ripple effect of 
required changes to other nodes. 

Historically, the main approaches to networked applications are:  

1. File Transfer: One application writes a file that another application reads. This re-
quires agreement on data format, naming conventions, and on the timing of operations. 

2. Shared Database: Many applications share a common database. This reduces the 
data transfer problem between applications as all data resides on one physical store. 

3. Remote Procedure Invocation: An application exposes an interface to another re-
mote application. Communication is done in real time, in a synchronous manner. 

4. Messaging: An application publishes a message to a common message queue, and 
other applications may read the message at a later time. Communication is asynchro-
nous in nature, using an agreed message format. 

We adopt messaging as the best approach for an infrastructure that to support frequent 
change with loosely coupled client applications. A message oriented middleware 
(MOM) framework provides messaging capabilities for applications and manages mes-
sage transfer, much as a database is provides data services to applications. 

The MOM supports reliable asynchronous application to application communica-
tion, (that is, messages are maintained by the queue). Applications communicate by 
passing data to and from a common queue, such data exchanges constituting "mes-
sages". A sender or producer application writes a message to a queue, while a receiver 
or consumer application receives messages by reading from a queue. The message is 
effectively a data structure or object, and may embed a number of difference concepts 
from simple data to events or command requests. Conventionally, a message has two 
functional components: the header and body. A message header contains information 
related to its origin, its destination, and other information used by the messaging system, 
and usually ignored by the application. The message body is a container for the applica-
tion data payload, generally ignored by the messaging framework. 

2.2 Enterprise Integration Patterns 

A  common collection  of solution patterns related to the messaging approach are  
characterized in [2] as Enterprise Integration Patterns (EIPs). These patterns do not 
directly solve all integration problems, but catalogue solutions to recurring network 
integration problems.  Patterns related to events, channels, services, shared resources, 
documents, and message management are included in the collection. The two most 
important patterns for this work are Content Enricher and Dynamic Router. 
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Fig. 2. Dynamic Router and Content Erichment EIPs in a client/server configuration 

The Dynamic Router EIP is illustrated in figure 1. It routes messages according to 
a rules base which can be configured manually or automatically. Rules may be 
changed dynamically without halting any system operations or services. The router 
makes decisions about where specific messages are to be sent based on the message 
content and the current rules in its rules base. Typically, information included in the 
message header are matched with rules in the rule base to determine the appropriate 
message channel. The message channel itself is effectively a sophisticated queue. 
Since the router is dynamic, the rules can be modified manually or by appropriately 
authenticated software.  In essence, this paper characterizes the rules in the rules base 
as the encoding of information management policies.  

The dynamic router allows the explicit expression of routing policies in a consis-
tent manner, and at a known and configurable point in the overall system. All applica-
tions operate in accordance with the routing rules, since all messaging will be  
performed through a dynamic router. The rules base frees message distribution from 
static preplanning, as routes may be added, modified, or removed at run time. 

The dynamic router includes a rules engine (not shown). The engine is responsible 
for accessing, modifying and storing rules for the router. For example, the rules  



 Dynamic Routing Using Health Information Policy with Apache Camel 73 

 

engine may be directed to modify the rules base by adding or deleting rules, or re-
trieve the currently stored rules for inspection. Messages relating to administration of 
the rules base use a special “control” channel to communicate with the engine. 

The dynamic router is in common use in financial services software and can even 
be seen in e-Health information frameworks. [3] However, the rules base is com-
monly used by network administrators to configure routing to respond to network 
concerns (such as traffic loads) or application issues (such as preferred client/server 
pairings). Using the rules base to encode policies based on considerations from the 
application domain (in this case, health or medicine) suggests putting control of the 
rules base into the hands of an application domain specialist, such as a policy admin-
istrator, rather than in the hands of a network manager. 

Typically, the rules engine will match entries in the rules base against information 
in the message header. If the rules relate to the health domain, then information re-
lated to this domain (which we term the medical context) should appear in the mes-
sage header. (There are approaches to analyzing message payload content, but header 
information, where feasible, is preferred as a conventional and well-structured solu-
tion.) Injecting this additional domain information into the message header is the role 
of the Content Enrichment pattern. 

Figure 2 is a conceptual diagram of the relationship between dynamic routing and 
content enrichment under a client/server configuration. The content enrichment pat-
tern appears as a module in both the client and server environments, where additional 
information in injected into each message before it encounters the dynamic router. 
Since the contextual information appears at the point of origin of each message, this is 
where the content enrichment occurs. (The contextual information is not illustrated on 
the server side enrichment pattern of figure 2, only for the purpose of abbreviation). 
Since the our objective is to de-couple applications from changes to information man-
agement policies, it is important the content enrichment module is independent of the 
application code. Otherwise, introducing new types of policies with new categories of 
rules would require extensive application modification.  

2.3 Apache Camel 

Apache Camel is an integration framework based on the Enterprise Integration Pat-
terns advanced by Hohpe and Woolf [2]. It allows the developer to spend less time 
understanding how each individual application accesses the MOM, and focus on mak-
ing various systems interoperate through a common framework. The framework is the 
"glue" for connecting different network nodes together in a seamless fashion. 

In its simplest conception Apache Camel is a routing engine builder that allows 
developers to define their own routing rules for data, determine which data sources 
are accepted, and determine how to process and transmit data to other destinations. [4] 
Rather than imposing a fixed data format, Camel provides a collection of high-level 
abstractions that allow for simplified interactions with systems using the same API 
(Application Programming Interface) regardless of the protocol or data type the sepa-
rate applications are using. This is critical to connecting a wide variety of applications 
that have different development histories. 
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Fig. 3. Overview of the Camel integration framework from [4]. Reproduced with permission. 

Camel comprises routes, processors, and components, all contained within the 
CamelContext construct. Camel routing engines implement the routes defined using a 
domain-specific language (DSL). Processors are used to transform and/or manipulate 
messages en-route, invoking Enterprise Integration Patterns through DSL directives. 
Components are extension points in Camel used for adding connectivity to other 
software. 

The following Java code constructs a Camel router. It uses the Java Message Ser-
vice (JMS) [5] as the protocol for the MOM (the usual choice for Camel). JMS pro-
motes loose coupling of applications, provides reliable messaging mechanisms, and 
allows for asynchronous communication.  The DSL appears in the form ofs a Java 
package that provides the “from”, “to”, “process” and other DSL directives, as in-
voked in the code sample to define routing behaviour. Other directives provide im-
plementation of the EIPs. 

This router moves messages from JMS queue "A" to JMS queue "B". When a 
message is placed in queue "A" the router detects the event and executes the coded 
action to send the message to JMS queue "B". The context indicating why the mes-
sage was placed in queue "A" or why it is sent to queue "B" is independent of this 
code and the router construction. Using Camel, the underlying details of processing 
and transferring data have been abstracted away. For the purpose of illustration, the 
last ten lines of code simulate messages being placed on queue "A", – since sending 
messages would normally be part of the application logic. The ten "'Test Message: ' + 
i"  messages being sent to queue "A" are routed to queue "B" by Camel, at which 
point a second Camel routing directive listens for newly received message on queue 
"B" to be processed, printing the message content to conform the information transfer. 

In our demonstration system for dynamic routing using health information policy, 
Camel provides the EIP implementation that allows dynamic routing required for 
applying the policy rules. In the previous example, A-B routing was hardcoded for the 
purpose of a simplified illustration of Camel. Our actual demonstration system uses 
the DSL directive invoking the EIP dynamic router. 
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public final class CamelExample { 
 

  private CamelExample() {} 
  public static void main(String args[]) throws Exception 
  { 
 
  // Declare Camel Context 
  CamelContext context = new DefaultCamelContext(); 
 
  // Configure JMS Broker 
  ConnectionFactory connectionFactory =  
    new ActiveMQConnectionFactory( 
          "vm://localhost?broker.persistent=false"); 
 
  // Add JMS Broker to Camel Context 
  context.addComponent("test-jms", 
    JmsComponent.jmsComponentAutoAcknowledge( 
                                 connectionFactory)); 
  
  // Define and add routing rules to Camel Context 
  context.addRoutes(new RouteBuilder() { 
    public void configure() { 
      // Route messages from queue A to queue B 
      from("test-jms:queue:A").to("test-jms:queue:B"); 
      // Setup a listener on queue B that will process 
      // messages. 
      from("test-jms:queue:B").process(new Processor(){ 
         // Print message contents as received 
         public void process(Exchange e) { 
            System.out.println("Received exchange: "  
                                          + e.getIn()); 
         } 
      }); 
    } 
  }); 
 
  // Camel template - for kicking off exchanges 
  ProducerTemplate template = 
      context.createProducerTemplate(); 
  context.start(); 
  // Send 10 messages to queue A,  
  // appending message body text 
  for (int i = 0; i < 10; i++) { 
      template.sendBody("test-jms:queue:A",  
                        "Test Message: " + i); 
  } 
  Thread.sleep(1000); 

    context.stop();  
  }} 
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2.4 Health Information Policy 

Wide adoption  of  health information applications, such as electronic medical records 
and electronic prescription services, is predicated on interoperability of these applica-
tions – the ability to share and exchange health information when appropriate. A com-
mon communication infrastructure for health information applications is therefore 
critical to advancing the benefits of such systems. One example of such an effort is the 
Canadian Health Infoway project [6], a government funded initiative which is defining 
standards for a national infrastructure including a common communication layer, 
called the Health Information Access Level (HIAL). As an information exchange ar-
chitecture, the HIAL solution provides for different applications to share and retrieve 
information stored in health information repositories throughout the system.  

There is a tendency to use simple shared database models to govern the complexity 
of different health information applications: for effective access control, health infor-
mation resides in a secure repository and is accessed by authenticated data retrieval 
requests. Security and access control mechanisms can be layered on top of the informa-
tion access architecture, because the communications model is always a two-party 
client/server configuration. Under such a model, most security concerns can be ad-
dressed by authentication that answers the question: does the party requesting the in-
formation have access permission? 

Policies regarding the distribution, control and management of information are rep-
resented coarsely in such an architecture, by defining or changing access control rights 
for users or groups of users. Security and privacy solutions and services are deployed 
when policies are developed using well established security monikers and solutions, 
such as authentication and identity management. [7] 

With such solutions, policies regarding the handling, management and rights  
regarding the health information of individuals are encoded as information access  
requests within each software application. Procedures for these policies must be im-
plemented as steps coded in the application software, such as accessing an authentica-
tion service, determining the data availability, and making requests to the appropriate 
data source. In response to a policy change, the applications may need to be re-written 
and re-deployed, placing additional cost on health care budgets. 

Policy changes can be frequent, and involve multiple levels or rules and regula-
tions, from legislation, to institutional policy (for example, within a hospital), all the 
way down to individual clinical practices. (see [7], at 46) Consider, for example, the 
case of “reportable” diseases which require notice to a public health authority. The 
obligation to report such diseases typically falls on the primary care physician. (cf. [8]) 
The health information system could assist the physician's obligation, by automatically 
reporting such diagnoses. However, there are variations on regulations, process, and 
responsible authority between jurisdictions that may have to share health information. 
These policies may change or be amended fairly quickly, such as in response to a par-
ticular epidemic threat. If policy or enforcement entail reprogramming of application 
code or circumvention of legacy procedures that are embedded in existing application 
code, then software hinders the implementation of policy changes. 

Policy changes below the legislative level are even more frequent. A particular 
lab or individual may be censured, health service units may be restructured,  
information workflow may be re-organized, institutional analysis procedures may be 
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revised: these all have implications for how information is shared and accessed, which 
we include in our concept of information policy. 

While we are concerned that information policy may be encoded only in terms of a 
data access model, there is also a legacy problem related to embedding data policy at the 
application level. Subsequent re-interpretation of rules or explicit policy changes due to 
administrative decisions, new regulation, new technologies, innovation in health care 
strategies or even court decisions may alter obligations or liability. The ability to re-
spond to policy changes is compromised when the application software targets informa-
tion policy in existence at the time the system was designed. Vendors that design, create 
and/or implement systems have little incentive to design to accommodate future 
changes, particularly if they can look forward to being engaged to overhaul their appli-
cation program each time changes occur. 

3 Implementing Information Policy 

Using the EIPs discussed above, we have designed a prototype system that uses dy-
namic routing to implement information policy at the communications layer of the 
system rather than within the individual application software. By relieving application 
code of the burden of compliance with (changing) information policies, this approach 
addresses two concerns at once: messaging is no longer restricted to the shared data-
base model, and policy revision becomes an exercise in configuring routing rules at the 
communications layer, rather than modifying legacy code in the application software. 

Routing rules are based on policy relating to the content and purpose of the mes-
sages. To apply the EIPs that provide policy-based routing, messages are enriched with 
the medical context. The concept of medical context appears in a variety of applica-
tions, including context-aware computing [9], linking of related medical events [10], 
annotating EHR records with disambiguating context [11], mobile access through user 
and location context [12], adaptive information for telemedicine communications [13], 
and hospital applications such as context aware pill containers or hospital beds [14]. 

Messages enriched with medical context information could be useful for any of 
these specific applications. Simple applications, such as tracking and logging medical 
events and data security forensics, are made possible by the mere presence of the medi-
cal context information in the messages. However, the work described here is restricted 
to the advantages of content enrichment with medical context for the purpose of man-
aging information policy, as an application of the dynamic router EIP. 

3.1 Routing Based on Medical Context 

Figure 4 illustrates a portion of our rules base for the dynamic router EIP under the 
Apache Camel implementation. At present, the routing rules are simple: messages 
typically specify their intended destination, and further routing constraints or destina-
tions may be chosen by the dynamic router, by matching properties of the message 
against the rules base. The matching of rules and distribution of messages to the ap-
propriate queues is provided by the Camel framework; changes to messaging policy 
are handled by changing the rules base. More complex routing schemes are feasible, 
but even this simple scheme allows intricate routing behaviours and basic policy 
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statements to be represented. Messages can be multicast and/or re-directed, so the 
application layer is not restricted to a simple data access model of communication, 
even when using this relatively simple set of routing rules. 

stjohns;Results;dr.farrell.response.queue;tcp://localhost:61616 
stjohns;radiology;radiology;tcp://localhost:61612 
stjohns;microbio;microbio;tcp://localhost:61620 
stjohns;clientreq;Q_RecordRequest;tcp://localhost:61628 
stjohns;ReportD;pub.health;tcp://localhost:61624 
stjohns;Patient_Record;*meddrid;tcp://localhost:61616 

Fig. 4. Some routing rules as they appear in one test of the policy-oriented rules base 

The routing rules supplied to the dynamic router EIP are used to represent infor-
mation policy. These policy directives (implemented as routing rules) are intended to 
operate across applications, and may be related to jurisdiction, treatment, nature of the 
medical event, type of information requested, origin of the request, identity of the 
individuals or organizations involved, intended use of the information, and other 
policy related characteristics of the message. This additional information comprises 
the medical context, injected into message headers by the context enrichment module. 
Some of this information (such as intended use) is implicit due to the particular appli-
cation being used. Under our system, however, messages are not routed according to 
the particular software application, but according to multiple policies that apply re-
gardless of the particular software application in use. 

3.2 Enriching Messages with Medical Context 

The content enrichment EIP (see figure 2) is used to inject medical context informa-
tion to messages, information that may trigger application of a policy rule by the 
dynamic router. Information about the source and destination of the message, and the 
function of the message in terms of data access, updates and requests would already 
be included in conventional message definition; this information does not need to be 
added as part of the medical context. Once a message arrives at the dynamic router for 
delivery, the medical context for that message is matched against the dynamic router's 
set of rules, to find applicable policy rules that indicate how the message should be 
routed. The Camel framework provides the dynamic router and the messaging infra-
structure, so the new elements are the medical content enrichment and the policy-
based routing rules. 

Some of the headers deployed in our current prototype are shown in figure 5. 
When applications access the Camel framework to communicate, the content enricher 
is called to add the medical context headers to the base messages. As a separate code 
package or module, the enricher is accessible to all application programs. 

The JMS messages used by the Camel framework can be viewed as plaintext data 
with a separate header section. The information categories shown in figure 5 can be 
injected by creating a new header section in the JMS message for each desired cate-
gory. A sample message header after injection in our prototype system is shown in 
figure 6. The medical context header becomes a part of each JMS message, and is 
carried and delivered to routers and application code transparently by the JMS  



 Dynamic Routing Using Health Information Policy with Apache Camel 79 

 

infrastructure. As a consequence of this simple mechanism, new information catego-
ries can be trivially added to the system. 

medmsgtype: Control or Default type. Control messages are sent to the router’s 
control channel. 

medcommand: Commands issued to a router. 
medpolicy: A policy in the form of routing rules. 
meddrid: Healthcare provider identification. Used by router to construct a unique 

output queue. 
medptid: Patient identification. 
medwhere: Location of medical event (scoping is currently unstructured). 
medaction: Situational information about medical event. 

Fig. 5. Some categories currently defined to inject medical context information 

{commandId = 7, responseRequired = true, messageId = ID:jamie-
goodyearsmacbook, Local-50300-1240760119906-0:2:1:1:1,  
originalDestination = null, originalTransactionId = null, 
producerId = ID:jamie-goodyears-macbook.local- 50300-
1240760119906-0:2:1:1, destination = queue://Q_Default, 
transactionId = null, expiration = 0, timestamp = 
1240760120317, arrival = 0, brokerInTime = 1240760120318,  
brokerOutTime = 1240760120319, correlationId = null, replyTo = 
null, persistent = true, type = null, priority = 4, groupID = 
null, groupSequence = 0, targetConsumerId = null, compressed = 
false, userID = null, content = null, marshalledProperties = 
org.apache.activemq.util.ByteSequence @f7b44f, dataStructure = 
null, redeliveryCounter = 0, size = 0, properties = 
{medptid=555-555-5555, meddrid=dr.farrell.response.queue, 
medmsgtype= default, medaction=microbio-TBTestReq-sputem-HL7-
2.4, medwhere=stjohns}, readOnlyProperties = true, readOnlyBody 
= true, droppable = false} 

Fig. 6. A JMS message header after injection of medical context information 

The dynamic router and the enriched message do not represent new architectural 
design concepts; in fact, each are “off the shelf” Camel elements based on published 
and well understood EIPs. Extended message headers are common to all electronic 
messaging frameworks, not just JMS and the content enrichment EIP. What makes 
our system different is routing based on medical context  information, where the rout-
ing configuration is typically considered a network administration or management 
task limited to technical considerations, such application, network load, client juris-
diction or data protection. 

Figure 2 illustrates the combination of the dynamic router and message enrich-
ment. The medical context enrichment module must be installed at the client site 
where the message originates, as this is where the context is known; it is effectively 
an add-on to the application.  The dynamic router (which may be remote or local) 
becomes the means for that client to access the communications infrastructure.   
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4 Test Scenario 

Our initial implementation effort is framed as a response to systems that seem re-
stricted to a shared database model. For example, CHIRIS (the Canadian Health 
Infoway Reference Implementation Suite) [15] is intended to simulate the construc-
tion of a cross-jurisdictional electronic health record, but is focused on Admit, Dis-
miss, Transfer (ADT) and EHR viewer applications. Unlike CHIRIS, our design is 
conceived around medical context and messaging rather than data access and modifi-
cation.  Rather than data access or retrieval, we conceive of messages as parts of a 
medical narrative, participating in stories about patient care and governed by the di-
rectives within a dynamic information policy. Polices are understood as rules about 
how to treat the messages that constitute the narrative about the patient's health. 

The following scenario is taken directly from [1] and traces the operation of our 
prototype implementation for a particular use case sequence. Specifically, a physician 
consults with a patient, updates the patient chart, and requisitions a number of lab 
tests, one of which results in diagnosis of a reportable disease. A more formal descrip-
tion of this use case can be found in [16]. The following description tracks the system 
operation in terms of the medical context and dynamic router: we are interested in the 
messaging events, not application software or screen interfaces, but. 

Initially, the physician requests a patient record and receives the relevant record.  
The message transactions are controlled by the router’s rules base. The medical con-
text is injected by the software client into a message to the dynamic router. The 
router, following its rules, will pass the message on to the patient record repository 
(available as a remote service). The repository site injects its medical context and 
returns the record to the router as a response message. The response is routed back to 
the requesting physician. Several rules were involved in this exchange – the absence 
of any rule to pass the messages would have caused the data retrieval to fail. 

In the second portion of the scenario the physician requisitions a chest xray. The 
rules base contains an entry for xrays, so the request is forwarded to a radiology lab. 
After the xray procedure, the results are sent back to the requesting physician as a 
response message with the appropriate medical context injected at the lab site. When 
this response is routed, a policy rule is matched for updating the patient record, so the 
lab results are automatically copied by routing a message to the patient record reposi-
tory as well as the requesting physician. The repository responds by sending a mes-
sage notifying the primary care physician of the patient record update: in this test 
scenario, this is the same physician that ordered the lab in the first place. The physi-
cian receives two notifications; first the lab results, and second notification of the 
patient record update. Rules that provide these notifications begin to show the benefits 
of our proposed architecture: in shared data models, third party notifications occur 
only if the application developers program them into the application, or they are 
specified with human intervention. Our design allows notifications to be routed by a 
simple policy rule change that automatically affects all applications. 

To finish the scenario, the physician requisitions a sputum test. The rules base 
contains an entry for sputum tests, so the request is forwarded to the microbiology 
lab. The lab results are sent back to the requesting physician, and in our system test 
we simulate a positive result for a reportable disease. The reportable disease is in-
jected into the message as part of the medical context at the lab before the results 
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message is sent to the dynamic router for delivery. When the lab message gets to the 
dynamic router, several rules are matched; the physician is sent a copy, the patient 
record will be updated, and the public health authority is notified of the reportable 
disease. The physician will ultimately receive notification of the patient record update 
and an additional notification from public health that they are aware of the test result. 
The notification message from public health is also copied to the patient repository 
according to another routing rule. In this portion of the scenario, the medical context 
information is used multiple times to provide appropriate messaging. Each time a 
message is passed, the rules base was consulted to provide directives to where mes-
sages should be sent, without any programming of the client applications. Instead, the 
policy rules base provides a single consistent source of messaging directives. 

 

Fig. 7. All messages in the scenario are sent through a dynamic router 

5 Conclusions 

Our design requires all client applications and services to inject medical context in-
formation into their messaging. The test of our prototype dynamic router involved the 
simulation of different health system deployments, including the lab and record re-
pository services: these were simulated, not actual field deployed systems. In practice, 
health information applications used at different sites would require a context enrich-
ment module. 

A major thrust of this work is to encode information policy enforcement explicitly 
in the message routing rules, rather than implicitly in the application code. The trans-
lation of information management policy into routing rules requires further work: 
appropriate support tools are needed before manipulation of the routing rules base can 
be directly managed by a policy administrator instead of a network specialist. We 
have demonstrated the first step: routing rules that are based on health information 
policy. 

An ancillary consequence of a message-based approach is the flexibility to depart 
from client/server or shared database model. With the dynamic router possibly redi-
recting or duplicating messages, additional work will be needed for an appropriate 
security model. Issues such as routing conflicts or circularity within routing rules will 
require examination, and new architecture questions arise, such as where to place the 
dynamic router, what type of redundancy is appropriate, and how intelligent the rout-
ing engine needs to be to service the routing rules. 
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The technical effort in implementing the messaging infrastructure for dynamic 
routing based on health information policy is negligible: the Apache Camel frame-
work already provides the necessary EIPs and elements. It is simple matter of recon-
sidering the application of those elements. 
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Abstract. Recent trends in healthcare delivery have led to a shift towards a pa-
tient-centric care model which depends on the evolution of information access 
and tools beyond Electronic Health Record (EHR) systems controlled by 
healthcare providers to Personal Health Record (PHR) systems whose architec-
tures are based on the fundamental assumptions that the complete records are 
centrally stored and that each patient retains authority over access to any  
portion of his/her record. PHRs offer significant potential to stimulate transfor-
mational changes in emergency healthcare delivery since they can provide a 
complete picture of a person’s healthcare record when and where needed. How-
ever, a security issue of prominent importance arises which is concerned with 
the process of granting (revoking) authorization to (from) healthcare profes-
sionals without the patient’s involvement. This paper presents an approach to 
automating the authorization propagation process in PHR systems by means of 
context-aware technology, which is used to regulate user access to data via a 
fine-grained access control mechanism. 

Keywords: Personal health records, Information availability, Access control, 
Emergency, Authorization propagation. 

1 Introduction 

Throughout their lives individuals receive care in different parts of the health care 
system. This results in patient health data being scattered around disparate and geo-
graphically dispersed information systems hosted by different healthcare providers 
[1], [2]. The lack of interoperability among these systems impedes optimal care as it 
leads to unavailability of important information regarding patient health status when 
this is mostly needed (e.g. in case of an emergency). 

Recently there has been a remarkable upsurge in activity surrounding the adoption 
of Personal Health Record (PHR) systems for patients [2]. A PHR is a consumer-
centric approach to making comprehensive electronic medical records (EHRs) avail-
able at any point of care while fully protecting patient privacy [3]. Unlike traditional 
EHRs which are based on the 'fetch and show' model, PHRs’ architectures are based 
on the fundamental assumptions that the complete records are held on a central re-
pository and that each patient retains authority over access to any portion of his/her 
record [3], [4]. Thus an entire class of interoperability is eliminated since the system 
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of storing and retrieving essential patient data is no longer fragmented. Hence, quality 
and safety of patient care is enhanced by providing patients and health professionals 
with relevant and timely information while ensuring protection and confidentiality of 
personal data. 

Providing patients with access to their electronic health records offers great prom-
ise to improve patient health and satisfaction with their care, as well as to improve 
professional and organizational approaches to health care [4]. Although many benefits 
have been identified, there are many questions about best practices for the implemen-
tation of PHR systems [4]. A number of these questions are related to security issues 
arising in PHR systems.  

As any other EHR system, PHR systems require stringent privacy protections to 
prevent unauthorized access or use [5][6][7]. Most PHR platforms currently deployed 
(e.g. Microsoft HealthVault [8], ICW LifeSensor [9]) meet these requirements by 
assigning the patient with the responsibility of granting access to information com-
prising his/her health record while access to important information (e.g. blood type, 
allergies etc) is provided to medical staff in case of an emergency by means of an 
emergency data set. Although this information is valuable while providing first aid to 
the patient, a more comprehensive view of the his/her health data is required by the 
medical staff upon arrival to the emergency department of a hospital. 

This paper deals with the particular security issue arising in PHR systems which is 
concerned with the process of granting (revoking) authorization to (from) healthcare 
professionals without the patient’s involvement. This security issue is particularly 
important in managing emergency cases. To deal with this problem, authorization 
propagation process is automated by means of context-aware technology, which is 
used to regulate user access to data via a fine-grained access control mechanism. The 
latter is a role-based, context-aware access control mechanism that incorporates the 
advantages of broad, role-based permission assignment and administration across 
object types, as in role-based access control (RBAC) [10], and yet provides the flexi-
bility for automatically adjusting access permissions on a patient’s PHR on the occur-
rence of unpredictable events (e.g. emergency case). 

2 Related Work 

During the last few years, there has been a growing interest in the utilization of PHR 
systems as both patients and healthcare organizations realized that their use may en-
tail a number of benefits, such as better access to information, increased patient satis-
faction and continuity of care [2], [4]. However, certain barriers to the integration of 
PHR systems to the clinical practice have been identified, most of them related to 
security issues [2], [4]. In recognition of these barriers, a number of mechanisms have 
been developed in an attempt to address several issues mostly regarding access con-
trol over the health data comprising a PHR [6], [7], [11]. Some of them are concerned 
with the provision of access to important healthcare information in case of an  
emergency. 

In Case of Emergency Personal Health Record (icePHR) [12] and My Personal 
Health Record (myPHR) [13] are applications which, among others, ensure that life 
saving information is available when mostly needed (i.e. in case of an emergency).  
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To this end, they provide patients with the ability to upload important health informa-
tion and then print their own emergency card with information on how to access their 
own unique, secure web page with this emergency information. However, they don’t 
provide mechanisms for ensuring instant availability of a complete copy of a patient’s 
record to the medical staff treating him/her without the patient’s involvement. 

The system architecture proposed in this paper utilizes agent technology in an at-
tempt to automate authorization propagation process in cases that a patient in incapa-
ble of being involved in this process. To this end, a context-aware access control 
mechanism has been developed which is triggered when appropriate in order to derive 
and grant the set of authorizations needed for the treatment of a patient. 

3 Motivating Scenario 

The basic motivation for this research stems from our involvement in a recent project 
concerned with designing and implementing a PHR system for the provision of data 
access at any point of care while fully protecting privacy. This involves providing 
access to the appropriate people, based on patient wishes, but also granting access to 
the patient’s data in cases where his/her involvement in the authorization propagation 
process is not feasible. The stringent security needs of the system, where sensitive 
patient information is used, motivated this work and provided some of the background 
supportive information for developing the prototype presented in this paper. 

Typically, a health district consists of one district general hospital (DGH) and a 
number of peripheral hospitals and health centers. Suppose a healthcare delivery 
situation that takes place within a health district where an individual is transferred to a 
hospital’s emergency department (ED). Upon arrival to the ED, the individual is reg-
istered as an emergency patient and undergoes a brief triage in order for the nature 
and severity of his/her illness to be determined. If his/her illness or injury is consid-
ered to be serious he/she is seen by a physician more rapidly than the patients with 
less severe symptoms or injuries. After initial assessment and treatment, the patient is 
either admitted to the hospital (e.g. to a clinical department or the Intensive Care Unit 
- ICU), stabilized and transferred to another hospital for various reasons, or dis-
charged [14]. 

As many emergency department visits are unplanned and urgent, there is a need to 
ensure that information regarding the longitudinal patient health condition (e.g., prob-
lems, allergies, medications, diagnoses, recent procedures, recent laboratory tests) is 
conveyed to ED physicians automatically upon registration of a patient to an ED. 
Thus, inefficiencies in care, in the form of redundant testing, care delays, and less-
effective treatments prescribed are eliminated and quality of care is enhanced. 

Figure 1 shows an indicative high-level view of the patient flow from the time 
he/she arrives at a hospital’s emergency department to the time he/she is discharged. 
Some of the roles participating in the patient’s treatment are physician, nurse, physi-
cian assistant (PA), nurse practitioner with specialized training in emergency medi-
cine and in house paramedics and other support staff. 
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Fig. 1. Patient Flow 

From an authorization perspective, the following two requirements are of interest here. 

• Data Access - A role holder should be allowed to exercise a dynamically determined 
set of permissions on certain data objects only. For example, a patient’s personal physi-
cian, if authorized by the patient himself, is allowed to read certain parts of his/her 
medical record and to update it. 

• Permission Propagation - Some role holders should receive additional permissions 
on certain data objects in order to effectively treat the patient but these permissions 
should be revoked upon patient discharge. For example, in order to form an appropriate 
care plan, an ED physician should receive the permission to read the complete record of 
a patient but he/she should not be allowed to retain this permission after the patient has 
been discharged.  

The above requirements suggest that certain data access permissions of the medical staff 
participating in a patient’s treatment may change without the patient’s intervention 
depending on the context (e.g. in the case that an individual is registered as an emer-
gency patient). Moreover, contextual information, such as time and location of at-
tempted access, can influence authorization decisions on certain data objects comprising 
a patient’s PHR. This enables a more flexible and precise access control policy specifi-
cation that satisfies the least privilege principle by incorporating the advantages of hav-
ing broad, role-based permissions across data object types, like RBAC, yet enhanced 
with the ability to simultaneously support the following features: (a) predicate-based 
access control, limiting user access to specific data objects, and (b) a permission 
propagation function to specific role holders in certain circumstances. 
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4 System Architecture 

The prototype system described here facilitates access to comprehensive patient in-
formation which is stored in a central repository. In this environment, a robust secu-
rity framework is in place in order to ensure that health information follow patients 
throughout their care in a secure manner and that comprehensive information is made 
available to appropriate people when this is mostly needed (e.g. in case of an emer-
gency) without the patient’s involvement. Figure 2 shows a high-level system archi-
tecture, which is described by a three-tier model, comprising of the terminal station 
used by the medical staff at the department where the patient is being treated (e.g. ED, 
ICU etc), the PHR platform and the application accessing the PHR platform. 

 

Fig. 2. System Architecture 

The first tier is the terminal station used by the medical and nursing staff treating 
the patient. The terminal contains an HTTP(S)-based client, which is the terminal’s 
web browser and provides user interaction with the system. 

The second tier of the system architecture is the platform used for the implementa-
tion of the PHR system. This supports both patients in actively managing their own 
health and the medical staff (e.g. physicians) by ensuring the quick and secure avail-
ability of a patient’s health data such as diagnosis, therapy and prescription data. In 
such a PHR system access authorization is exclusively granted by the owner (patient) 
of the record or by a “gatekeeper” he/she assigns (e.g. a relative) [9]. Different read 
and write permissions can be granted to and be withdrawn from the various users at 
any time through a terminal station. 
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The third tier is the application which is distributed among several hosts residing at 
the DGH and the other healthcare institutions.  The  infrastructure  of this tier consists 
of the following components: 

• PHR Platform SDK: It is used for the simple integration of our application into 
the PHR infrastructure. It provides an Application Programming Interface (API) 
which can be accessed from JSP/Servlet pages.  

• Agent Platform: It is the software used for the implementation of the agents 
which realize the automation of the authorization propagation process in order to 
support healthcare professionals and frontline staff at the point of care by ensuring 
instant availability of the complete copy of a patient’s medical record. 

• Servlet Container: It provides a servlet container that hosts and manages the serv-
lets delivering the system functionality. Essentially these servlets provide a web-based 
front end to the PHR system. 

• Web/Application Server: It provides the hosting environment to the aforemen-
tioned components. 

All web transactions are executed under the Secure Socket Layer (SSL) via HTTPS. 
In addition, security in communication among the agents of the agent platform is 
ensured by setting up a secure, confidential and mutually authenticated, connection 
amongst containers of the agent platform by leveraging TLS/SSL support provided  
by Java [15]. 

5 Security Architecture 

The movement towards PHR systems has created new challenges for the sharing of 
health information in a private and secure manner. In particular, when situations occur 
where access to medical information is required but patients cannot grant permissions 
to the medical staff needing the information for treating them, effort should be put in 
the development and enforcement of a mechanism that automates the authorization 
propagation process while ensuring privacy and security against unauthorized access 
to the data. 

The number, type and sophistication of tools that protect information in PHR envi-
ronments are growing at an ever-increasing rate and provide the opportunity to offer 
health privacy protections beyond those in the paper environment. In many cases, the 
utilization of role-based access controls is considered as an effective means  of limit-
ing access to a patient’s information to only those individuals who need it for the 
patient’s treatment.  

In our prototype system, a dynamic access control mechanism is incorporated 
which is based on the role-based access control (RBAC) paradigm and is context-
aware. As illustrated in Figure 3, this is described by a two-tier model consisted of a 
global access control service, residing on a server at the DGH site, and one local ac-
cess control service, residing at the viewer’s site (i.e. any healthcare organization 
within the health district). Both services use a number of agents for context  
management. 
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Fig. 3. Security Architecture 

The access control mechanism developed is middleware-based and its role is twofold. In 
particular, it is employed to: 

• Grant/revoke authorizations of given subjects to (from) given PHR data objects by 
taking into account the current context (e.g. medical and nursing staff on duty upon 
registration of an individual as an emergency patient). In particular, the PHR system 
where all patient records are stored maintains the authorization data in an authorization 
base which needs to be updated whenever a patient is registered at (discharged from) a 
hospital’s ED. Thus, the ED medical and nursing staff is granted access to the patient’s 
PHR until the patient is discharged from the hospital’s ED. Each member of the staff 
(i.e. subject) is member of a role. Hence, in order for the relevant authorizations to be 
determined a set of access control policies are used by means of which role-to-
permission assignments are specified. 

• Mediate between subjects (healthcare professionals) and objects (PHR data objects) 
and decide whether access of a given subject to a given object should be permitted or 
denied according to the context holding at the time of the attempted access (e.g. the time 
a physician of the ED requests access to a patient’s PHR).  

In our prototype, users authenticate themselves by using X.509 certificates. 

5.1 Access Control Policies 

In our prototype system, the mapping of roles to the relevant permissions is performed 
by means of access control policies expressed by using the Core and Hierarchical 



90 V. Koufi, F. Malamateniou, and G. Vassilacopoulos 

RBAC profile of eXtensible Access Control Markup Language (XACML) [16]. These 
policies are expressed in the form of roles, role hierarchies, privileges and constraints. 

Due to the strict security requirements on medical data comprising a PHR, the 
specification of access control policies not for the entire record but for its components 
(i.e. data objects) is of utmost importance. Since the record is organized as a hierar-
chy, when specifying policies on it the hierarchical resource profile of XACML [16] 
can be used for the representation of these components. This profile specifies how 
XACML provides access control for resources that are organized as a hierarchy, such 
as file systems, XML documents and databases. According to this profile, non-XML 
data can be represented by a URI of the following form:  

<scheme>://<authority>/<pathname> 
where: 

• <scheme> identifies the namespace of the URI and can be either a protocol (e.g. 
“ftp”, “http”, “https”) or a file system resource declared as “file”.  

• <authority> is typically defined by an Internet-based server or a scheme-specific 
registry  of naming authorities, such as DNS, and 

<pathname> is of the form <root name>{/<node name>}. The sequence of <root 
name> and <node name> values should correspond to the components in a hierar-
chical resource. 

 

Fig. 4. PHR Data Model 

Suppose that the data structure of a PHR is the one illustrated in Figure 4. Then the 
data object “Allergies” would be represented as follows: 

https://localhost:8443/PHR/Allergies 
The policies related to the permissions on data objects a healthcare professional 

should acquire while treating a patient reside on a server at the DGH site. An ex-
cerpt of an access control policy for role “physician” is shown in Figure 5. This is a 
relatively simple policy that states that an ED physician is authorized to access the 
complete medical record of each patient he treats. This is specified within the tag 
<Resource> by means of the predicate “all” while the predicate “all” within the tag 
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<Action> means that the physician has all kinds of permissions on the patient’s 
medical record.Permissions on data objects are dynamically adapted by the  
constraints imposed by the current context. These are declared within the tag <Condi-
tion> and for the role “physician” is whether he/she is requesting patient information 
using a terminal within the hospital premises. 

<Resource> 
   <ResourceMatch MatchId="&function;string-equal"> 

        <AttributeValue DataType="&xml;string">all       
      </AttributeValue> 

   ... 
      </ResourceMatch> 

  </Resource> 
      ... 
    <Action> 
       <ActionMatch MatchId="&function;string-equal"> 

         <AttributeValue DataType="&xml;string">all</AttributeValue> 
      ... 
       </ActionMatch> 
    </Action> 
    <Condition> 
      <Apply FunctionId="&function;string-equal"> 

       <EnvironmentAttributeDesignator AttributeId="urn:oasis:names:tc: 
2.0:environment: 
:                                                                               terminal" 

           DataType="&xml;string"/> 
         <AttributeValue DataType="&xml;string">inPremises</AttributeValue> 
      </Apply> 
     </Condition> 

Fig. 5. Sample Access Control Policy for Physician 

5.2 Context Information Management 

In our prototype system, the management of context information influencing authori-
zation decisions is performed by a Context Manager. Both the context information 
model and the Context Manager are described below. 

5.2.1 Context Information Model 
In our prototype system, the contextual information influencing authorization  
decisions is determined by a pre-defined set of attributes related to: 

• the user (e.g. user certificate, user/patient relationship) and 

• the environment (e.g. client location and time of attempted access) 

• the healthcare provider (e.g. physicians on duty) 

For example, the permissions of an ED physician accessing the system via a terminal, 
are adapted depending on his/her identity (included in his electronic Health Card) as 
well as the location of the terminal and time of attempted access. 
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5.2.2 Context Manager 
Context information is collected by a Context Manager which has been implemented 
as a multi-agent system. Thus, the Context Manager consists of two kinds of agents: 

• Context Acquisition Agent (CAA): It is hosted on a server at the site of the health-
care organization where the ED belongs and is responsible for the acquisition of the 
contextual information required for granting authorizations and taking authorization 
decisions regarding access on the data objects comprising a patient’s PHR. 

• Authorization Agent (AA): It is hosted on a server at the DGH and is responsible 
for automatically granting (revoking) authorization to (from) healthcare professionals 
without the patient’s involvement. Moreover, it is responsible for managing access to 
patients’ PHRs. 

CAA and AA perform the aforementioned tasks in response to a message submitted to 
them by the corresponding access control service (local or global). Such a message is 
generated upon each request for access to a patient’s PHR. Hence, both CAA and AA 
implement a cyclic behavior which is continuously running in order to check if a 
message has been received and process it. This means that the thread of each agent 
implementing this behavior starts a continuous loop that is extremely CPU consum-
ing. In order to avoid that the agent should execute his behavior (i.e. the number of 
actions assigned to it) only upon receipt of a new message. To this end, the agent’s 
behaviour is marked as “blocked” so that the agent does not schedule it for execution 
anymore. When a new message is inserted in the agent’s message queue all blocked 
behaviours becomes available for execution again and the received message  
is processed. 

6 Implementation Issues 

To illustrate the functionality of the proposed architecture, a prototype system has 
been developed which is based on the case scenario of Section 3.  

The prototype implementation of the proposed system and the security services 
incorporated in it has been developed in a laboratory environment. In our implementa-
tion Apache/Tomcat is used as Web/Application Server while the databases used by 
the existing information systems have been developed using MySQL. The PHR sys-
tem has been implemented using the ICW Lifesensor Personal Health Record which 
can store the owner’s complete medical information in one convenient and secure 
location [9]. The patient as owner of the record authorizes health team members or 
care providers to access their record and assigns specific read and write privileges [9]. 
ICW Java SDK has been used for the integration of Lifesensor PHR to our applica-
tion. 

The security services used in our application (i.e. the local and global access con-
trol services) have been developed using Java Authentication and Authorization Ser-
vice (JAAS) [17]. These services carry out their tasks by making use of a number of 
policies and by always taking into account the relevant context which is collected by 
the Context Manager. The policies declaring access rights on a patient’s PHR are 
expressed by using the Core and Hierarchical profile of eXtensible Access Control 
Markup Language (XACML) [16]. The Context Manager has been implemented as a 
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multi-agent system using JADE as a construction and execution environment [15]. 
JADE is an open-source software framework, aiming at assisting the development and 
execution of agent-based applications in compliance with the Foundation for Intelli-
gent Physical Agents (FIPA) specifications for interoperable multi-agent systems 
[18]. Communication between agents, if required, is performed by means of FIPA 
Agent Communication Language (ACL) [15]. 

 

 

Fig. 6. Sequence Diagram for Authorization Propagation Process 

Upon arrival to the ED of a hospital, an individual is registered as an emergency 
patient and the authorization propagation process is triggered in order for the required 
authorizations to be determined and granted to the medical staff treating him. To this 
end, the local access control service is invoked which, in conjunction with the local 
Context Acquisition Agent (CAA), is accessing the local database(s) in order to re-
trieve the list of the medical staff being on duty at the time. The pieces of information 
retrieved include starting and ending time of each person’s shift. As soon as the in-
formation is retrieved, it is communicated to the global access control service which, 
in conjunction with the Authorization Agent (AA), is determining the corresponding 
access rights for each person on the list according to a number of XACML policies. 
The latter are already defined and stored on a server at the DGH site. Finally, the 
deducted authorizations for each member of the medical staff are granted to him/her 
by means of the ICW SDK’s HealthRecordManager which essentially represents the 
access to a given personal health record. 

The sequence of actions involved in the authorization propagation process is illus-
trated in Figure 6, by means of a sequence diagram. 

After the authorizations have been granted, the nurses and physicians of the ED 
authenticate themselves in order to gain access to this patient’s full medical record by 
using their credentials (X.509 certificate stored in his electronic Health Card - eHC). 
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Each access request is handled by the corresponding local access control service 
which is using CAA to acquire the context holding at the time of the attempted access 
and forwards the request to the global access control service which in cooperation 
with the AA decides whether access should be granted or denied to the requesting 
party. If the requesting party has the required privileges a connection to the corre-
sponding PHR is established and the corresponding part of the patient’s record is 
provided to him/her. 

The sequence of actions performed during access control enforcement is illustrated 
in Figure 7, by means of a sequence diagram. 

 

 

Fig. 7. Sequence Diagram for Access Control Enforcement 

After reviewing the patient’s medical record, the ED physician forms the appro-
priate care plan for the patient under treatment. 

7 Concluding Remarks 

Personal health records can address healthcare information needs as they can provide 
each person with a complete copy of his medical record. Thus, PHRs constitute a 
valuable tool for supporting the continuity of care and consequently the quality, ac-
cess and efficiency of health care delivery. As PHR systems grow in popularity, it is 
important that they be managed and maintained responsibly without hindering acces-
sibility to important information in cases that it is mostly needed (e.g. emergency 
cases). Hence, apart from the security and privacy controls which are common to any 
electronic health record system, in PHR systems a suitable mechanism should be in 
place that will automate the authorization propagation process without the patients’ 
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involvement. The prototype system presented in this paper deals with this security 
issue. In particular, a mechanism is presented whereby the process of granting (revok-
ing) authorization to (from) healthcare professionals on patients’ PHR is performed 
without the patient’s involvement. To this end, context-aware technology is used. 
Thus, both clinical and administrative patient data are becoming immediately avail-
able to people who need it via accessible, secure and highly usable PHRs, fact that 
constitutes an enabling factor of the patient-centred shared care. 

Since Personal Health Records contain a significant amount of sensitive informa-
tion, an appropriate legislative and regulatory environment for PHR-based applica-
tions is required. The last few years, a number of privacy, safety and security  
standards and regulations have been specified aiming at ensuring the privacy and 
security of individually identifiable health information. These include Health Insur-
ance Portability and Accountability Act (HIPAA) [18], Personal Health Information 
Protection Act in Canada [19], the European Data Privacy Protection Act [20] and its 
state-specific implementations [21] and strong industry standards (e.g., generic infor-
mation security standard ISO 17799). However, from a consumer’s perspective, the 
lack of federal privacy protection for confidential health information stored by entities 
that are not covered by the aforementioned acts, such as commercial PHRs and re-
positories, remains problematic. Moreover, a number of other issues related to the 
implementation of PHR-based systems like the one proposed in this paper suggest 
directions for future work. The most important concern the means used for patient 
authentication as well as the way medical staff is granted access to medical data in 
cases where patient registration is performed after the patient has received treatment, 
as is often the case in EDs. 
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Abstract. Ontologies are becoming a core technology for supporting the shar-
ing, integration, and management of information sources in Semantic Web ap-
plications. As critical as ontologies have become, ontology languages such as 
OWL typically provide minimal support for modeling the complex temporal in-
formation often contained in these sources. As a result, ontologies often cannot 
fully express the temporal knowledge needed by many applications, forcing us-
ers and developers to develop ad hoc solutions. In this paper, we present a 
methodology and a set of tools for representing and querying temporal informa-
tion in OWL ontologies. The approach uses a lightweight temporal model to 
encode the temporal dimension of data. It also uses the OWL-based Semantic 
Web Rule Language (SWRL) and the SWRL-based OWL query language 
SQWRL to reason with and query the temporal information represented using 
our model. 

1   Introduction 

The Semantic Web effort [5] aims to provide languages and tools that specify explicit 
semantic meaning for data and knowledge shared among knowledge-based applica-
tions. In particular, the Ontology Web Language (OWL; [23]) and its associated Se-
mantic Web Rule Language (SWRL; [15]) provide a powerful standardized approach 
for representing information and reasoning with it. Despite the power of these tech-
nologies, they have very limited support for temporal information modeling. OWL, 
for example, provides no temporal support beyond allowing data values to be typed as 
basic XML Schema dates, times or durations [38]. SWRL includes operators for  
manipulating these values, but its operators work at a very low level. There are no 
standard high-level mechanisms to consistently represent and reason with temporal 
information in OWL.  

Because the temporal dimension is central in many information sources, these 
shortcomings have significant consequences. Primarily, they restrict the complexity of 
temporal information that can be represented in application ontologies. In addition, 
they reduce the possibilities for automated temporal validation of the temporal infor-
mation that they do have. Crucially, these restrictions also limit the temporal expres-
sivity of deductive rules and queries that can be formulated over ontology-encoded 
data. Formulating these rules and queries thus requires custom solutions using tech-
nologies that may not leverage the formal knowledge representation techniques  
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provided by ontologies. There is a pressing need for solutions that provide robust 
knowledge-level mechanisms for representing and reasoning with temporal information 
in OWL ontologies. 

2   Background 

Historically, the importance of time in many applications has driven the develop-
ment of custom temporal management solutions. In particular, the centrality of the 
temporal dimension in biomedical data drove early research in the area. One of the 
first biomedical systems to address the problem was the Time Oriented Database 
(TOD; [37]). TOD had a three-dimensional view of clinical data, with time repre-
sented explicitly as one of the dimensions. Data relating to individual patient visits, 
for example, were indexed by patient identifier, clinical parameter type, and visit 
time. TOD supported a set of basic temporal queries that allowed extraction of data 
values following certain temporal patterns. The Arden Syntax [16] also supports a 
basic instant-based temporal representation. 

Both TOD and the Arden Syntax model time by associating an instant timestamp 
with particular records. An instant timestamp permits a range of simple temporal ques-
tions, such as "Did the patient suffer from shortness of breath before the visit?" or "Did 
the patient receive Ibuprofen last week?" However, associating an interval timestamp 
with data enables more complex queries. Interval timestamps are composed of a start 
timestamp and a stop timestamp. Later systems used this type of temporal representa-
tion. These systems were typically built to operate with relational database systems and 
exploited the considerable amount of research on temporal database systems in the 
1990s. 

This research aimed to address the shortcomings of relational databases for repre-
senting temporal information. While relational databases can readily store time values, 
the relational model provides poor support for storing complex temporal information. A 
simple instant timestamp is all that the relational model provides, and there is no consis-
tent mechanism for associating the timestamp with non-temporal data. For example, if a 
database row contains some temporal information, there is no indication as to the rela-
tionship between it and the non-temporal data in the row. Does the timestamp refer to 
the time when the information was recorded, or to when it was known? Other shortcom-
ings include no standard way to indicate a timestamp's granularity. As a result, the rela-
tional model provides very limited capabilities for temporal querying. 

More than a dozen formal extensions to the relational data model were proposed to 
address the problem. These approaches ultimately led to the development of a consen-
sus query language, called TSQL2 [30]. TSQL2 supports temporal and non-temporal 
tables. It also provides a temporal relational algebra that can undertake temporal selec-
tion of data, temporal joins based on temporal intersection, and temporal catenation of 
interval time stamps. The TSQL2 query language is compatible with standard SQL, 
since it is a strict super set of it. Efforts were made to introduce some TSQL2 temporal 
features into the SQL3 standard [31], but these efforts did not succeed. No complete 
implementations of TSQL2 were produced, but several temporal query systems were 
written using its core features. TSQL2-influenced systems include Chronus [1994] and 
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its later evolution, Chronus II [24]. Like the earlier TOD system [37], both were devel-
oped to meet the temporal query requirements of biomedical applications. 

Experience with these systems illustrated that the entire TSQL2 specification is 
not necessary for developing a powerful temporal query language. A few simple lan-
guage extensions can provide a large increase in temporal expressivity. The most 
important lesson learned is that a principled temporal model is key to developing the 
extensions. This model must enforce a consistent representation of all temporal in-
formation in a system. One of the important results of the TSQL2 standardization 
efforts was the convergence on the valid-time temporal model [30]. While numerous 
models were proposed to represent temporal information in relational databases and in 
other types of information systems, this model was selected because it coupled sim-
plicity with considerable expressivity. 

In the valid-time model, a piece of information—which is often referred to as a 
fact-can be associated with instants or intervals denoting the times that the fact is held 
to be true. Facts have a value and one or more valid-times. Conceptually, this repre-
sentation means that every temporal fact is held to be true during the time(s) associ-
ated with it. No conclusions can be made about the fact for periods outside of its 
valid-time. The valid-time model provides a mechanism for standardizing the repre-
sentation of time-stamped data. When this model is used in a relational system, tem-
poral information is typically attached to all tuples in a temporal table. This approach 
effectively adds a third dimension to two-dimensional relational tables. The valid-
time model is not restricted to use in relational systems, however, and can be used in 
any information system that requires a consistent representation of temporal  
information. 

The valid-time temporal model has been used to model time in the XML domain, 
primarily by developing extensions to XPath [2, 39]. Extensions to the XQuery lan-
guage have also been developed to facilitate temporal querying of XML data de-
scribed using the valid-time model [11]. 

The importance of time was recognized early in the Semantic Web effort [7]. A 
variety of approaches have been proposed to represent temporal information in RDF 
[22] and OWL [23], the two primary Semantic Web languages. The valid-time model 
predominates in these approaches. One of the earliest RDF systems was BUSTER 
[35], an information retrieval system that used a temporal reasoning framework to 
help answer time-oriented questions. Several extensions to the RDF model have been 
proposed to facilitate representing temporal information in RDF ontologies [12, 28]. 
Recent systems have described RDF-based temporal query languages that use these 
extensions. These systems include T-SPARQL [34], which was developed as an ex-
tension to the SPARQL RDF query language, and TOQL [3], a SQL-like temporal 
query language.  

A variety of OWL-based temporal systems have also been developed. Unfortu-
nately, adding a temporal dimension to OWL is not straightforward. OWL’s logic-
based formalism makes it difficult to model dynamically changing information [18]. 
Also, OWL does not provide any temporal constructs. As with the relational model, a 
simple instant timestamp representation is all that it supports. Because OWL supports 
only binary predicates, relations cannot be directly equipped with a temporal argu-
ment. Rather than extending OWL’s logical model, researchers have attempted to 
support temporal representations on top of OWL. For example, OWL-Time [14]  
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proposes an ontology that provides rich descriptions of temporal instants, intervals, 
durations, and calendar terms. However, this representation is not lightweight and 
concerns itself with descriptions of individual data elements, rather than building a 
temporal model to consistently describe all temporal information in a system.  

When developing a temporal model on top of OWL, two approaches are common: 
reification and fluents. Reification involves introducing a new object plus a relation to 
associate an entity with its temporal extent or valid-time. A related approach, known 
as fluents [36], defines a time slice to encode the temporal dimension occupied by an 
entity. Entities are then connected through their time slices, rather than through source 
ontology relations. Both approaches can be modeled at the user level without modifi-
cations to OWL itself. A disadvantage is that the enforcement of temporal semantics 
is outside OWL, and only limited OWL reasoning can be used by the temporal rea-
soning processes. Both approaches also require some rewriting of a source ontology 
to model the temporal dimension, though this process can be relatively straightfor-
ward with reification. An additional disadvantage is that these approaches introduce 
new relations and objects to model the temporal information associated with an entity. 
As a result, querying temporal information using these approaches can be cumber-
some.  

Another approach that does not modify OWL is versioning [4]. Here, when an on-
tology is modified, a new version is created to represent the temporal evolution of the 
ontology. Most implementations adopt a variety of optimization strategies to ensure 
that entire copies of the ontology are not generated for each new version. However, 
irrespective of the optimizations adopted, versioning suffers from significant disad-
vantages. The primary one is that querying for events occurring during particular time 
intervals can be computationally expensive. Significant information redundancy is 
also typical of this approach. 

A large amount of research has aimed at extending the description logic model 
underlying OWL to incorporate time [17, 18, 20]. These approaches involve defining 
new OWL operators and associated semantics. A variety of temporal description 
logics have been proposed, though there is still no agreement on a standard approach. 
There has been comparatively little work related to developing query languages for 
temporal description logics, with very few systems described in the literature [10]. 

The systems described here demonstrate the variety of ways in which a temporal 
model can be represented in OWL. Each one involves a variety of tradeoffs. Descrip-
tion logic-based solutions are the most theoretically attractive, because they can fully 
exploit OWL reasoning functionality. However, they require modifications to OWL 
itself. User-level models do not involve modification to OWL, but the enforcement of 
temporal semantics can thus not be handled by OWL reasoners. However, user-level 
approaches are attractive because they can be readily implemented. User-level models 
also involve trade-offs. Many have verbose representations of temporal information, 
requiring the introduction of several new objects to represent each temporal entity. 
The models also vary in the amount of ontology rewriting that is necessary. Some 
require an entire ontology redesign, while others can easily be incorporated with ex-
isting ontologies. 

Irrespective of the approach adopted, a common shortcoming of existing models is 
their poor support for temporal querying. Unlike efforts in the relational database field 
that focused on developing expressive temporal query languages, OWL-based  
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approaches have not emphasized ease of querying. With many user-level OWL mod-
els, for example, concise query expression can be difficult because of complex under-
lying model representations. The development of practical query languages for tem-
poral description logics is an open research challenge. More advanced querying func-
tionalities, such as grouping and aggregation, are also missing from these systems, 
further limiting expressivity.  

3   Temporal Model 

We have developed a valid-time temporal model in OWL. The model was encoded at 
the user-level and adopts a reification-based temporal representation mechanism. We 
chose this approach because it most easily meets the goal of compatibility with exist-
ing OWL-based tools. The resulting model can also be easily shared and used in third-
party applications. As this paper shows, this model also provides a foundation for a 
simple, concise, yet expressive temporal query language. We built it by extending an 
earlier temporal valid-time model [25] and simplified it so that it could more easily be 
integrated with existing ontologies. This enhanced model was designed to be light-
weight, allowing it to be layered on existing OWL ontologies without requiring that 
they be significantly rewritten. This model concerns itself with time only and provides 
a simple approach to adding a temporal dimension to existing entities in domain  
ontologies. 

We developed an ontology in OWL to encode this valid-time temporal model [32, 
33]. This paper henceforth uses the prefix temporal for entities defined in this ontol-
ogy. The core class that models an entity that can extend over time is represented by 
an OWL class called temporal:Fact. This class is associated with a property called 
temporal:hasValidTimes that holds the time(s) during which the associated  
information is held to be true. Values of this property are modeled by a class called 
temporal:ValidTime, which has the subclasses temporal:ValidInstant and tempo-
ral:ValidInterval. These subclasses represent instants and intervals, respectively. 
Temporal:ValidInstant is associated with the property temporal:hasTime, and 
temporal:ValidInterval is associated with the properties temporal:hasBeginning 
and temporal:hasFinish. These three properties are of XML Schema type 
xsd:DateTime. Intervals and instances also have granularities associated with them. 
This association is modeled by the property temporal:hasGranularity, with a range 
class called temporal:Granularity. Specific granularities, such as days and minutes, 
are modeled as instances of this class. 

One possible use of the valid instant and interval classes is to take an existing 
OWL class and add a user-defined property with a range of one of these two classes 
to it. The choice of class depends on whether one wishes to model an activity that 
occurs at a single instant in time or one that takes place over an interval of time. Also, 
if the activity occurs only once, the association will be represented as an OWL func-
tional property, whereas an activity that may repeat can use a non-functional property. 
For example, consider the case where a user wishes to add a temporal dimension to a 
blood pressure measurement that is described using a class called BloodPressure-
Measurement, which has properties for both the systolic and diastolic values. Blood 
pressures are typically recorded as instantaneous measurements, so the valid instant 
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class would be the appropriate property range choice here. By using the valid instant 
class as the range of a user-defined property associated with the measurement class, 
all instances of BloodPressureMeasurement can now use the temporal:hasTime and 
temporal:hasGranularity properties associated with the instant. This will allow 
them to consistently record temporal information associated with the measurement. 
Similarly, if a user wishes to work with prescriptions using an existing class called 
Prescriptions, they might choose the valid interval class as the range of a user-
defined property associated with the class. 

A more useful modeling approach is to directly use the temporal:Fact class to 
represent temporal entities. This class can be made the superclass of an existing OWL 
class in need of a temporal dimension, thus asserting that instances of that class have 
a temporal extent. For example, if an investigator wishes to take the blood pressure 
measurements class cited above and model it as a temporal fact, they can simply make 
the class a subclass of temporal:Fact. Instances of this class will now be able to use 
the temporal:hasValidTimes property to store their valid instants as instances of the 
temporal:ValidInstant class. Similarly, the earlier prescriptions class can be mod-
eled as a temporal entity by making it a subclass of the temporal fact class and using 
temporal:ValidInterval to store the temporal intervals associated with it. The 
granularities of those instants or intervals can also be modeled with the tempo-
ral:hasGranularity property associated with the temporal:ValidTime superclass. 

Representing temporal entities as subclasses of the temporal:Fact class can clar-
ify the distinction between the temporal and non temporal entities in an ontology. 
This temporal representation can also coexist with any existing temporal representa-
tions in the ontology, and so does not necessitate modifying the temporal component 
of existing entities. In most cases, existing temporal information will need to be 
mapped from the source entities to conform to the format encoded by valid-time in-
stants or intervals. This mapping may be non trivial in some cases, but will ensure a 
consistent representation of temporal information. 

4   Temporal Querying 

Once all temporal information is represented consistently in an ontology, it can then 
be manipulated using reusable methods. While OWL itself has no temporal operators 
for manipulating time values, its associated rule language SWRL [15] provides a 
small set. However, the operators in this set are very basic, and provide simple in-
stant-based comparisons only. 

4.1   Basic Temporal Queries: Allen’s Operators 

SWRL provides a mechanism for creating user-defined libraries of custom methods-
—called built-ins—and using them in rules. We have used this mechanism to define a 
library of methods that implement Allen’s [1] interval-based temporal operators. Our 
library provides built-ins implementing the entire set of the Allen operators. It also 
supports operations on basic XML Schema temporal types, such as xsd:date, 
xsd:dateTime, and xsd:duration. Operators to perform granularity conversion and 
duration calculations at varying granularities are also provided.  
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The following rule illustrates the use of a built-in defined by this library called 
temporal:before, which can be used to see if one valid time is before another. This 
rule classifies patients as trial-eligible if they completed any DDI drug therapy before 
1999. In this rule, a patient has a property called hasTreatment which has a range 
class that is a subclass of the temporal:Fact class and holds a list of valid-time inter-
vals for each treatment. 
 

Patient(?p) ^ hasTreatment(?p, ?tr) ^ hasDrug(?tr, DDI) ^ 
temporal:hasValidTime(?tr, ?trVT) ^ temporal:hasTime(?trVT, ?t) 

temporal:before(?t, “1999”) → TrialEligible(?p) 
 

The library also has a native understanding of the valid-time temporal model and 
supports an array of temporal operations on intervals defined using the classes in our 
model. It can thus be used to directly reason about valid time instants and intervals. 
As a result, basic XSD temporal data values do not have to be extracted from valid 
time objects. The previous rule can thus be shortened to: 
 

Patient(?p) ^ hasTreatment(?p, ?t) ^ hasDrug(?t, DDI) ^ 
temporal:hasValidTime(?t, ?tVT) ^ temporal:before(?tVT, “1999”) 

→ TrialEligible(?p) 
 

If temporal facts are supported by built-ins, even more concise rules can be written. 
For example, with this support, a more complex rule indicating that patients are trial-
eligible if they had drugs prescribed during the first three months of 2008 that were 
taken for longer than one week, can be written: 
 

Patient(?p) ^ hasTreatment(?p, ?t) ^ hasDrug(?t, ?drug) ^ 
temporal:overlaps(?t, "2008-1", "2008-3") ^ 

temporal:duration(?d, ?t, temporal:weeks) ^ swrlb:greaterThan(?d, 1) 
→ TrialEligible(?p) 

 

Here, the temporal:overlaps built-in is supplied with a temporal fact and two literal 
date values. Internally, it extracts the intervals associated with the temporal fact t, 
constructs an interval from the two supplied dates, and then performs the temporal 
comparison of the intervals.  

The temporal built-ins in our library can take any combination of temporal facts, 
valid-time instants, valid-time intervals, or XSD date or datetime literal values. As 
this paper will show, the ability of built-ins to directly reason with objects defined by 
the temporal model can significantly reduce the number of clauses required to express 
temporal criteria, resulting in considerably more concise rules. It can also free users 
from concerns about the low-level representation details of the temporal model. 

In addition to being able to write temporal rules, the ability to write temporal  
queries on an ontology is also desirable. A SWRL-based query language called the 
Semantic Query-Enhanced Web Rule Language [26] provides such support. Using 
built-ins, SQWRL defines a set of SQL-like query operators that that can be used to  
construct retrieval specifications for information stored in an OWL ontology. These 
operators are used in the consequent of a SWRL rule to format the information 
matched by a rule antecedent. This antecedent is effectively treated as a pattern 
specification for the query. The prefix sqwrl is conventionally used for SQWRL 
built-ins. The core built-in defined by SQWRL is sqwrl:select. This built-in takes 
one or more arguments, which are typically variables used in the antecedent of a 
rule, and builds an internal table using the arguments as the columns of the table. 
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For example, the earlier rule to determine trial-eligible patients can be rewritten as a 
query as follows: 
 

Patient(?p) ^ hasTreatment(?p, ?t) ^ hasDrug(?t, DDI) ^ 
temporal:before(?t, “1999”) 

→ sqwrl:select(?p) 
 

This query will return a table with one column listing all patients who have completed 
a DDI drug therapy before 1999. 

SQWRL queries have access to all built-in libraries available to SWRL and can 
thus be used to perform temporal queries using the full range of built-ins in the tem-
poral library. 

4.2 More Advanced Temporal Queries: Grouping and Aggregation 

Temporal querying capabilities more advanced than the ones noted above are typi-
cally required by many applications. In addition to support for basic interval manipu-
lations, many queries need more complex selection of results. For example, queries 
such as List the first three doses of the drug DDI or Return the most recent dose of the 
drug DDI are common. Because of OWL and SWRL's open world assumption, ex-
pressing these types of temporal queries on OWL ontologies can be difficult.  

These queries require closure operations for correct formulation. The core 
SQWRL operators support some degree of closure when querying, and do so without 
violating OWL’s open world assumption. As shown, queries like List all patients in 
an ontology who had drug treatments for longer than three months can be expressed 
fairly directly. However, queries with more complex closure requirements cannot be 
expressed using the core operators. For example, the query List the first three DDI 
treatments for each patient is not expressible. Basically, while the core operators 
support basic closure operations, no further operations can be performed on the results 
of these operators. Queries with negation or complex aggregation functionality are 
similarly not expressible using the core operators. 

We have extended SQWRL to support the closure operations necessary for these 
types of temporal queries. Two types of collections are supported: sets and bags. As 
might be inferred, sets do not allow duplicate elements, whereas bags do. A built-in 
called sqwrl:makeSet is provided to construct a set. Its basic form is: 
 

swqrl:makeSet(<set>, <element>) 
 

The first argument of this set construction operator specifies the set to be constructed. 
The second specifies the element to be added to the set. This built-in constructs a 
single set for a particular query and will place the supplied element into the set. If a 
variable is specified in the element position, then all bindings for that variable in a 
query will be inserted into the set. A built-in called sqwrl:makeBag is provided to 
construct a bag. Its basic form is: 
 

swqrl:makeBag(<set>, <element>) 
 

The scope of each collection is limited to the query that contains it. Collection opera-
tors, such as, for example, sqwrl:size, can be applied to these collections. The re-
sults of these operators can be used by built-ins in the query, thus allowing access to 
the results of the closure operation. Two new SQWRL clauses are provided to contain 
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these collection construction and manipulation operators. The collections construction 
clause comes after a standard SWRL pattern specification and is separated from it 
using the ° character. It is followed by a collections operation clause that contains 
built-ins that operate on the collections, and is again separated from it by the ° charac-
ter. In outline, a SQWRL query with collections operators looks as follows: 
 

<SWRL Pattern Specification> ° 
<Collections Construction Clause> ° 

<Collections Operation Clause> 
→ <Select Clause> 

 

The construction clause can only contain SQWRL collection construction operators, 
such as sqwrl:makeSet and sqwrl:makeBag. The collection operators clause can con-
tain only collection operators, such as sqwrl:size, in addition to built-ins that operate 
on the results of these operations. It may not contain other SWRL atom types. 

Collections support basic closure operations over the entire ontology. However, 
the earlier query to list the first three DDI treatments for each patient is still not ex-
pressible using this approach. Additional collection operators to allow more complex 
queries that group related entities are also required. This additional expressivity is 
supplied by collections that are partitioned by a group of arguments. A built-in called 
sqwrl:groupBy provides this functionality. The general form of this grouping is: 
 

sqwrl:makeSet(<set>, <element>) ^ sqwrl:groupBy(<set>, <group>) 
or 

sqwrl:makeBag(<bag>, <element>) ^ sqwrl:groupBy(<bag>, <group>) 
 

This group can contain one or more entities. The first argument to the sqwrl:groupBy 
built-in is the collection, and the second and (optional) subsequent arguments are the 
entities to group by. Only one grouping can be applied to each collection. 

Using this mechanism, the construction of a set of treatments for each patient can 
be written: 
 

Patient(?p) ^ hasTreatments(?p, ?t) ° 
sqwrl:makeSet(?s, ?t) ^ sqwrl:groupBy(?s, ?p) 

 

Here, a new set is built for each patient matched in the query and all treatments for 
each one are added to that patient’s set.  

SQWRL also provides standard operators such as sqwrl:union, 
sqwrl:difference, sqwrl:intersection, and so on. These operators employ stan-
dard set semantics and generate sets. Queries can use them to examine the results of 
two or more closure operations, permitting the creation of queries that are far more 
complex. Putting elements into collections effectively provides a closure mecha-
nism. Clearly, two-phase processing is required for these queries—a query cannot, 
say, determine how many elements are in a collection until it has been constructed. 
As mentioned, the language restricts the atoms that are processed in the second 
phase to collection built-ins and other built-ins that operate on the results of these 
collection built-ins. That is, the first phase of query execution is analogous to stan-
dard rule execution. The second phase consists of operations on the collections 
constructed as a result of that execution.  
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More complex groupings have multiple grouping entities. For example, to make a 
set of the start times of each patient’s treatment, the set construction operator must be 
supplied with both patient and treatment grouping arguments: 

Patient(?p) ^ hasTreatment(?p, ?t) ^ 
temporal:hasValidTime(?t, ?vt) ^ temporal:hasStartTime(?bt, ?start) ° 

sqwrl:makeSet(?s, ?start) ^ sqwrl:groupBy(?s, ?p, ?t) 
 

Here, a set is constructed for each patient and treatment combination, and all the start 
times for the combination are added to the set. 

Ordinal selection or aggregation operators can be applied to a collection if its ele-
ments have a natural ordering. These operators include sqwrl:min, sqwrl:max, 
sqwrl:avg, and so on. For example, a query to return the time of the first treatment 
for each patient can be written: 
 

Patient(?p) ^ hasTreatment(?p, ?t) ^ 
temporal:hasValidTime(?d, ?vt) ^ temporal:hasStartTime(?vt, ?start) ° 

sqwrl:makeSet(?s, ?start) ^ sqwrl:groupBy(?s, ?p, ?t) ° 
sqwrl:min(?first, ?s) ^ temporal:equals(?first, ?start) 

→ sqwrl:select(?p, ?start) 
 

The result is a list of patients and the time of the first treatment for each one. 

4.3 More Advanced Temporal Queries: Temporal Collections 

Combining SQWRL’s collection operators with the temporal valid-time model can 
provide support for very powerful selection operators on temporal results. Using 
SQWRL’s grouping mechanism, aggregation operators such as earliest, latest, and so on 
can be supported. Supporting these operators is a key requirement for a temporal query 
language [8, 29]. 

We have further extended the temporal built-in library to support these types of col-
lections. The library now supports the same set of construction and manipulation opera-
tors as SQWRL, but allows only temporal facts to be placed in the collections. The 
library natively understands the interval-based valid-time model underlying the facts 
placed in collections and provides collection operations on the collections. Additional 
temporal collection operators, such as temporal:first, temporal:firstN, tempo-
ral:last, temporal:lastN, temporal:nth, and so on, are also provided. Operators 
applied to these temporal collections consider the interval-based semantics of the enti-
ties in the collections. If two collections are merged, for example, intervals belonging to 
value-equivalent entities are merged. This process is known as coalescing [6]. The stan-
dard Allen temporal operators can also be applied to collections, facilitating queries 
such as Were all DDI prescriptions before all AZT prescriptions? 

Consider, for example, a query to return the first treatment for each patient in an on-
tology, together with drug and dosage information. Again, assuming that each patient 
has a treatment property that holds a treatment class containing drug and dosage infor-
mation which is modeled as a temporal fact using the temporal ontology, the query can 
be expressed as follows: 

Patient(?p) ^ hasTreatment(?p, ?tr) ^ 
hasDrug(?tr, ?drug) ^ hasDose(?tr, ?dose) ° 

temporal:makeSet(?trs, ?tr) ^temporal:groupBy(?trs, ?p) ° 
temporal:first(?ftr, ?trs) ^ temporal:equals(?ftr, ?tr)  

→ sqwrl:select(?p, ?tr, ?drug, ?dose) 
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A query to return the first three DDI treatments for each patient, together with dosage 
information, can be written: 
 

Patient(?p) ^ hasTreatment(?p, ?tr) ^ 
hasDrug(?tr, DDI) ^ hasDose(?tr, ?dose) ° 

temporal:makeSet(?trs, ?tr) ^ temporal:groupBy(?trs, ?p) ° 
temporal:firstN(?f3tr, ?trs, 3) ^ temporal:equals(?f3tr, ?tr) → 

sqwrl:select(?p, DDI, ?dose) 
 

Here, the temporal:firstN built-in is used to select the first three treatments from a 
patient’s treatment set. 

A query to return the most recent DDI treatment for each patient, together with 
dosage information can be written: 
 

Patient(?p) ^ hasTreatment(?p, ?tr) ^ 
hasDrug(?tr, DDI) ^ hasDose(?tr, ?dose) ° 

temporal:makeSet(?trs, ?tr) ^ temporal:groupBy(?trs, ?p) ° 
temporal:last(?ltr, ?trs) ^ temporal:equals(?ltr, ?tr) → 

sqwrl:select(?p, DDI, ?dose) 
 

Here, the temporal:last built-in is used to select the most recent treatment from each 
patient’s treatment set. 

As can be seen from these examples, natively supporting the valid time-model in 
collections allows expressive, yet relatively concise temporal queries. With SQWRL’s 
grouping mechanism, queries with advanced aggregation requirements can be ex-
pressed directly in the languages. More advanced query functionality can also be 
supported by combining rules and queries to incrementally generate intermediate 
results at successively higher levels of abstraction.  

5   Conclusions 

We have created a lightweight, yet expressive temporal model that can be used to 
encode the temporal dimension of data in OWL ontologies. Our model has been de-
signed to be integrated with existing ontologies with minimal redesign of them. It 
facilitates the consistent representation of temporal information in ontologies, thus 
allowing standardized approaches to performing temporal reasoning and temporal 
queries. We used SWRL and the SWRL-based OWL query language SQWRL to 
show how knowledge-level temporal rules and queries can be constructed on the 
information in the ontologies. The primary goal of our approach was to develop a 
concise, yet expressive query language. To date, OWL-based temporal research ef-
forts tend to emphasize temporal representation, with comparatively little emphasis on 
methods to query the information in them. A particular failing of existing systems is 
poor support for queries with aggregates, a failing tends to limit the types of queries 
than be expressed. This paper shows how we have provided these functionalities by 
developing temporal extensions to SQWRL and demonstrates how the resulting lan-
guage provides powerful mechanisms for expressing complex temporal queries. In 
particular, we show that extending SQWRL with collection operators that can be 
directly applied to data described using the temporal model provides a high degree of 
expressivity. 
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We used an initial version of the temporal valid-time model described here to en-
code temporal information collected during a national clinical trials project [25]. 
Other researchers have reported using our model in a hypertension management ap-
plication to identify patients who satisfy a set of evidence-based criteria for quality 
improvement potential [21]. We are currently using the updated model with the recent 
set-based SQWRL extensions to reason with breast cancer image annotation for tumor 
assessment [19, 27]. 

A possible shortcoming of our approach is that all temporal information in a 
source ontology must be transformed to conform to the valid-time model. This proc-
ess can be time-consuming, and typically requires considerable domain expertise. 
However, the mapping requirement is not unique to our method. If principled tempo-
ral reasoning mechanisms are to be applied to temporal information, some sort of 
mapping process to regularize the information is nearly always required, irrespective 
of the final reasoning processes.  

An additional possible shortcoming is that complex temporal rules and queries can 
become difficult to maintain and extend as their numbers increase. We are developing 
management tools to tackle this problem [13]. 

The methodologies and tools described in this paper aim to enhance the ability of 
software developers and investigators to encode critical forms of temporal knowledge 
in their applications. This knowledge can be represented directly in domain ontolo-
gies, facilitating much higher-level analyses than would be possible with lower-level 
techniques. Ultimately, working at the knowledge level will enable investigators to 
make better sense of the complex temporal patterns typical in many domains.  
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Abstract. Since cardiac diseases cause the major amount of money spent in 
medical care, IT solutions that support patients in the rehabilitation phase are 
desirable. Such systems can motivate and guide patients in order to exercise 
frequently and hence to avoid another cardiac event. Such telemedical applica-
tions have posses a very special and heterogeneous user group.  Therefore User 
Centered Design is crucial. We present a system setup and user interface design 
that was prototypically build for this kind of patients. 

Keywords: User centered design, User interface design, Rehabilitation,  
Ergometer, Telemedicine, Training, Supervision. 

1 Introduction 

Current surveys of the IT inter-trade organization Bitkom showed that 59.8% of all 
Germans beyond the age of 65 would like to use telemedicine to extend living in their 
familiar environment. We estimate similar values for whole Western Europe and 
North America. Further on 58% of the interviewed persons indicated that they would 
make use of alarm systems like tumble sensors, ECG or apnea measurement when 
they are in need of care. It is shown, that even elderly people do not perceive this 
observation as a problem but as assistance [1]. Therefore there is the demand on poli-
ticians and the public health sector to enable age-based assistance systems for self-
determined living at home. Since the required technology is available, assumption of 
costs for applications like tele-monitoring and tele-homecare has to be provided by 
health insurances. The health care system can benefit from such systems since they 
help to reduce or avoid expensive hospitalizations [2,3]. In the past years costs in 
health care exploded. Thereby cardiac diseases caused the major amount of money 
spent in medical care. 

Consequently intelligent IT solutions that provide opportunities for prevention and 
secondary prevention of cardiac diseases are crucial. Such systems must come along 
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with clearly arranged and intuitively operable user interfaces, because patients with 
cardiac diseases are often elderly people that are not that familiar with information 
technology. It is a major challenge to design usable telemedicine applications for this 
target group. To face this challenges a user centered design approach is necessary. 
Potentially users that are interacting with telemedicine applications often suffer under 
their current state of health. Therefore the system should guide them carefully. They 
often have age-related visual impairments and in the setup described later on they are 
quite far away from the screen. These facts have to be considered when designing 
user interfaces for such patients. 

1.1   Rehabilitation after Cardiac Events 

Rehabilitation is well established and highly effective to restore health as well as 
influence the risk factors after a cardiac event. Yet Studies have shown that one year 
after the cardiac event and rehabilitation phase II modifiable risk factors have not 
enhanced, but deteriorated in many cases like blood pressure and weight management 
[4, 5]. One of the most important preventive strategies is exercise training based on 
aerobic endurance performance such as cycling, walking, running or indoor ergometer 
training. Although there is an opportunity to join a phase III rehabilitation exercise 
group called “Herzgruppe” in Germany only 13 – 40% of all patients attending phase 
II rehabilitation prolong there secondary prevention in a controlled setting. There are 
multifarious reasons like a lack of availability near the home, a lack of desire for 
group exercise training, scheduling conflicts and others for not joining controlled 
programs [6]. A telemedical setting which enables patients to exercise at their own 
individual ability and at their own schedule could face the reasons for not attending a 
controlled setting. The OSAmI-D telemedical setting presented in this article allows a 
patient to schedule individual training sessions and/or do exercise training on her own 
with her predefined individual exercise regime.  

In Germany, the generation to which most heart patients belong typically lives in 
two-people households with their partners. Their children already left home, leaving 
the household with enough room for placing an ergometer or other telemedical de-
vices, e.g. in the rooms formerly used by their children. Especially younger heart 
patients (50-75) are often socially well-integrated and appreciate social exchange and 
activity. From their physical condition, they still have the ability to use alternative 
trainings to the ergometer, e.g. outdoor and social activities such as hiking, biking, 
travel. They have, however– apart from their heart condition – some physical impair-
ments, e.g. reduced agility, motoric ability and eyesight. When designing telemedical 
applications, developers have to take the properties of the user group into account. 

1.2   User Centered Design of Telemedicine Applications 

User Centered Design (UCD) is an established methodology in the software-industry 
that focuses on the users of a future system and aims to create solutions that fits the 
users needs, their requirements and supports their tasks and goals. The usability of 
products gains in importance not only for the users of a system but also for manufac-
turing organizations. According to Jokela, the advantages for users are far-reaching 
and include increased productivity, improved quality of work, and increased user 
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satisfaction. Manufacturers also profit significantly through a reduction of support and 
training costs [7]. The quality of products ranks among the most important aspects for 
manufacturers in competitive markets and the software industry is no exception to 
this. One of the central quality attributes for interactive systems is their usability [8] 
and the main standardization organizations (IEEE 98, ISO 91) have addressed this 
parameter for a long time [9]. In recent years more and more software manufacturer 
consider the usability of their products as a strategic goal due to market pressures. 
Consequently, an increasing number of software manufacturer are pursuing the goal 
of integrating usability practices into their software engineering processes [10,11]. 

In order to provide IT-supported systems for prevention and secondary prevention 
of cardiac diseases it is important to know the users of the system. In fact the majority 
of heart patients is over 50 and therefore belongs to a generation who already com-
pleted its education before modern ICT technologies emerged and became omnipresent 
in daily life. For this generation, the depth to which knowledge about basic ICT inter-
action and infrastructure concepts are acquired strongly depends on the professional 
and personal background of the individual user. Since heart diseases are not confined 
to a given socio-economic background but rather can affect everybody, the group of 
heart patients is very heterogeneous with regard to computer and ICT affinity.  

In order to create usable solutions it is necessary to involve users in early stages 
and during the process of development. UCD adds to this by providing different 
methods applicable at different stages in the process of development. Examples in-
clude contextual and behavioural analysis (in terms of interviews, site-visits, etc)  in 
order to gather the users requirements, needs and habits and to know their environ-
ment; User-Tests in order to prove that the solution fits the users needs; etc. 

The information technology provided has to be as easy to use as possible. Patients 
should be able use the system without extra mental and physical overloads - patients 
have to focus on their physical training.  

1.3   Technical Requirements of Telemedicine Applications 

Telemedicine applications make high demands on the IT infrastructure they are based 
on. They have to be failsafe and they must offer a very fast data transmission to allow 
medical experts to immediately react to abnormalities. Another very important issue 
is data privacy: Transmitted and stored data has to be cryptographically secured in 
order to restrain unauthorized people from monitoring this data. Furthermore tele-
medical applications should offer interfaces that support well-known and standardized 
data structures and protocols to allow the integration into an existing hospital infra-
structure. In the research project OSAmI-D (see section 3) all these issues are ad-
dressed by using a flexible and modular architecture based on OSGi and hence on 
Java.  Java has the advantage of being executable on many platforms including mo-
bile devices or set top boxes in a user’s home. These are ideal basic conditions for a 
rehabilitation application that is aimed to support a patient within her everyday life. 

Due to legal restrictions medical products – including algorithms – have to be cer-
tified before patients may use them. This fact makes it complicated to apply UCD  
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because real patients cannot test an application in the way they would use it if it was 
already certified. Therefore early paper or screen mockups may be used together with 
oral questionnaires to overcome this drawback. 

2   Related Work  

There are no remote telemedical systems for a cardiac exercise rehabilitation regime 
on the market available yet. Some research projects have addressed the issue. The 
SAPHIRE-Project [12] has also been situated in the same area as the OSAmI-D 
project. Here a patient would also have the opportunity to exercise with a bicycle 
ergometer training, but could only exercise on certain dates, while there is a super-
visor controlling the data. SAPHIRE has considered neither an offline training nor a 
mobile training tutor. Further on no user centered design was applied during the 
project. Separate from SAPHIRE and OSAmI-D there is a EU funded project called 
HeartCycle which also address cardiac rehabilitation setting on a bicycle ergometer, 
but there has not been a demonstrator released yet.  

On the prevention market there a several partly highly sophisticated training tu-
tors. Staring with the more advanced POLAR systems which stores heart rate and 
provides training diaries, the currently most advanced system is the concept of the 
company T2BEAM Technologies AG, Switzerland. It has emerged on the market in 
January 2009. The product called athlosoft (http://athlosoft.com) addresses healthy 
subjects, who can get online training supervision. The data are captured with a 1 
lead ECG and transferred via a GPS enabled mobile to a web application where a 
trainer can supervise the ongoing training. Compared to OSAmI-D it does not allow 
the definition of medical constraints controlling a training session as well as a su-
pervising platform does not exist. 

Gay and Leijdekkers presented an approach on how sensors for measuring vital 
data may be used in mobile setups [13] Thereby the ECG data is analyzed automati-
cally and locally in order to provide hints to the user or to alert pre assigned care-
givers whenever necessary. Anyway here the data is not transmitted during or after 
an exercise session but monitored permanently by algorithms. Another project fo-
cusing on mobile applications especially for elderly people is presented by Opper-
mann et al. [14]. Here the application that’s also monitoring vital data may also 
only be controlled with the mobile device itself resulting in small and very simple 
graphical user interfaces. We can benefit from these results when designing mobile 
training applications. 

However there’s no system existing using the different technical approaches of 
live supervision on an ergometer, offline training with predefined medical con-
straints and mobile training altogether for patients with cardiac diseases. We think it 
is necessary to achieve more insights of the user’s needs, preferences and habits in 
this specific use case. Therefore UCD is the best possibility towards developing a 
successful and usable system. 



 Designing a Telemedical System for Cardiac Exercise Rehabilitation 115 

3   Background: OSAmI-D 

The European research project OSAmI and the German sub-project OSAmI-D are 
funded by the German Ministry of Education and Research (BMBF) et al. In the pro-
ject open services for ambient intelligence based on Java and OSGi are going to be 
developed. OSAmI-D addresses telemedicine and remote ergometer rehabilitation in 
particular as an example of use. Since ergometer training is a well-known and effec-
tive rehabilitation appliance for patients with cardiac diseases, we think that this sce-
nario has the potential to be realized as a commercial solution one day. The idea of 
the scenario is that patients who successfully finished rehabilitation phase II in a hos-
pital should be able to continue their training afterwards in order to keep up the  
rehabilitation process and avoid a new cardiac event. Therefore a patient after reha-
bilitation phase II may herself install an ergometer at home. This ergometer comes 
along with several sensors for measuring vital data, an internet connection and a 
touchscreen in front of the exercising user. During an exercise training data from the 
sensors is collected, automatically analyzed and transmitted to a supervisor system. 
Supervisors may adapt the training plan of every patient according to abnormalities 
recorded in the current and/or previous session. Figure 1 shows a schema of the over-
all setup as far as the hardware components at the patient’s home. The figure also 
shows the vital data sensors that are connected wireless via Bluetooth to the ergome-
ter: An ECG sensor, a blood pressure sensor and an oxygen saturation (SpO2) sensor. 
Technically, the setup consists of a tablet PC that serves as user interface, internet 
gateway, collector of sensor data and ergometer controller. The ergometer itself offers 
access to adjustable values via a network interface. E.g. it allows a changing of the 
current load in Watts by applying the correct pedaling resistance according to the 
pedaling frequency of the user. 

In the project we differ between three training levels. In Level 1 there’s a one-to-
one live supervision between the patient and a supervisor. The training data - includ-
ing vital data measured by the sensors and ergometer data - as far as audio and video 
recordings of the patient are directly transmitted to the supervisor. The supervisor 
analyzes the data online and can change the training schedule immediately or issue 
instructions to the patient. Level 2 training is quite similar but here a larger group of 
patients is observed by one supervisor simultaneously. Audio and video transmission 

 

Fig. 1. The OSAmI-D Setup 
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 is optional and can be manually enabled or disabled by patients or the supervisor. Finally  
Level 3 enables offline training for lower- risk patients. These can exercise at any time they 
like. The data is recorded but not transmitted before the training is finished. A supervisor ana-
lyzes the recorded data in post processing within a given time period, e.g. 24 hours, and adapts 
the training schedule if necessary. The schedule is transmitted to the patient’s gateway PC 
afterwards. The Level 3 scenario also enables a mobile training. Patients can use simplified 
versions of the vital data sensors to collect data on their mobile phone or PDA via Bluetooth 
while exercising outdoors. This provides more flexibility to patients who can perform their 
preferred sport on an arbitrary place. Even though there’s no live supervision the system auto-
matically compares the vital data with threshold values predefined in the training schedule by a 
supervisor. If some data exceeds a limit the patient is informed about that and she’s given a hint 
of how to react (e.g. “Walk a bit slower”). Hence the responsibility in terms of effectiveness 
and security lies on the patient’s side solely. 

4   A User Study 

This section introduces the user study held in a rehabilitation clinic in Germany in 
summer 2009. The goal of the study was to analyze the current situation of the pa-
tients: Their daily routines in the hospital, their personal ergometer rehabilitation 
program, their private habits and their skills in the IT area. These insights helped us to 
design the parts of the OSAmI-D system that are visible to the user within a UCD 
process. In a previews session also four ergometer training supervisors were inter-
viewed [15] which gave us interesting insights and already helped us to find func-
tional and non functional requirements for the overall system architecture and the user 
interfaces for the supervisors. 

4.1   Interview Lead through 

We interviewed six patients in the rehabilitation clinic, recruited by the clinic staff. 
All patients have been described as potentially adequate for remote ergometer training 
supervision. Five of the six patients were around retirement age (65 years in  
Germany) one was a young adult (approximately 30 years old). All stayed in the re-
habilitation clinic with the objective of finishing a three week rehabilitation program 
including in situ supervised ergometer training three to five times a week. While five 
patients did already reach their final rehabilitation week the last one was still in the 
starting week of the training. All of the interviewed persons live really active social 
lives and are also physically active – most of them stated that they like cycling and 
are undertaking cycling tours quite often. Even though some of them are beyond re-
tirement age they all seem to be very busy and pointed out to be pinched for time. The 
patients all have basic computer knowledge but aren’t computer experts. This seems 
to be one reason the clinic stuff recruited them as potentially adequate for remote 
ergometer training supervision. Supervisors said that patients without any computer 
knowledge wouldn’t ever trust in such a system. Therefore they won’t ever use it and 
are from the clinic point of view no potential patients for remote ergometer training 
supervision. It is an interesting question whether it would be possible to also address 
users without any IT experience by designing a user interface that is easily  
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understandable and intuitively operable. However this user group was not the target of 
the study presented here. 

We used an interview-guideline with open questions and performed semi-
structured interviews [16]. After asking personal questions and questions about the 
current in situ training (see next section) we introduced the different training levels 
and scenario ideas of OSAmI-D to the patients. In doing so we recorded all answers 
and comments as further user input. 

4.2   The Current Setting 

This section explains the current flow of the ergometer training for patients with car-
diac diseases within a rehabilitation clinic. We carefully figured out what’s important 
for them and for the supervisors here and how the several training steps are executed 
in order to develop the OSAmI-D system according to these workflows. 

The in situ training in the early rehabilitation phase is organized in groups of up to 
15 patients that are all exercising simultaneously. Therefore they all start a warm-up 
phase simultaneously, reach the training phase simultaneously and reach and finish 
the cool down phase of the training simultaneously. The focus of the supervisor here 
lies on visual control and personal conversations. She predominantly checks the pa-
tient’s conditions by talking to them in order to detect critical situations.  The vital 
data that is displayed on two large PC displays in a secondary room is not that impor-
tant and only considered secondarily. Beside the proven medical effectiveness the 
biggest advantage of an in situ ergometer training is therefore the personal supervi-
sion through qualified medical staff. Further on many patients like the training within 
an exercise group because it enables social interactions with other patients.  

However there are some disadvantages of an in situ ergometer training. It is de-
scribed as very monotonous by the patients because it provides little variety. Compar-
ing this exercise with an outdoor bicycle training it is quite stultifying, e.g. the fresh 
air, the air flow, the landscape and the sound of nature are missing. During in situ 
training the participants are looking towards the walls of the exercise room and just 
listening to quiet music. Further on patients stated that the ergometer training is not 
challenging but physically very easy. Since patients trust in the supervisors and the 
training settings they accept this issue but experience the ergometer training in a very 
passive way and regular feedback from supervisors is missing. Furthermore patients 
don’t even know their personal training setting and schedule in detail. The challenge 
here is besides designing intuitive user interfaces also to raise new functional re-
quirements towards the underlying system in order to implement new functionalities 
that motivate patients to exercise periodically and to overcome the monotony. 

Therefore we collected the requirements and analyzed the context of use of the 
OSAmI-D system on the patient’s side as a base for the user interface design. Since 
the training will not take place in situ anymore but at the patient’s home we have to 
think about numerous changes in the training flow and in the interaction modalities 
between user and computer. 
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4.3   Results 

This section introduces the main results of the semi structured interviews by abstract-
ing the main declarations of the patients and analyzing the system requirements from 
the user’s perspective. 

Patients appreciate the possibility of performing remote ergometer training super-
vision as an expanded rehabilitation in general. At least those with basic computer 
knowledge do not have doubts regarding technology or organization. Since all of the 
interviewed persons have been physically active before they also do not have an issue 
with exercising regularly in the future. Nevertheless all patients stated that a long-
term indoor ergometer training is not attractive in comparison to alternative sports 
especially outdoor ones. We think that therefore it is desirable to develop even mobile 
solutions. 

Patients with cardiac diseases have the need for supervision, distraction and con-
firmation when exercising. Especially they would like to get their vital data visualized 
(“It would be nice if I knew my own values!”). Knowing these values would enable 
them to have food for thought and to know that everything is copacetic. Automatic 
feedback (current sensor values) is therefore very important. 

Patients see many advantages in the planned setup: They don’t need to arrange fix 
training dates (at least not when applying Level 2 or Level 3 training) and they save 
time in comparison to an in situ training in the clinic because they would have to 
travel there. Further on they can define the entertainment program on their own: 
Reading news, listening to music, watch TV or surf the web. Therefore an entertain-
ment system as part of the patient user interface is desirable. However we don’t think 
that this will overcome the monotonous training in the long term. 

5   User Interface Design 

One of the most definite results we figured out in the study described in the previous 
section is that patients need to get their personal vital data visualized. This helps to 
overcome the monotony of in door ergometer training and to compare the results 
concerning training success and personal threshold values. Therefore the graphical 
user interface of the OSAmI-D project demonstrator should present the most impor-
tant data in a clearly arranged way. The interface should further on provide a mecha-
nism to show a calendar containing personal feedback messages from the supervisor. 
Regular feedback can help to motivate patients to exercise more frequently.   

We found out that the user interface of the precursor project had some lack in con-
sistency especially regarding the colors of the graphical elements. Patients stated that 
they don’t understand the applied color-coding of yellow and red buttons. Further on 
some buttons aren’t even needed – e.g. patients would never push a button when they 
decide to stop the training because of illness but just stop cycling and make further 
measures. Another inconsistency in the coding was recognized at the also imple-
mented traffic light. Sometimes the yellow color was used to inform the patient about 
a high heart frequency - an alarm - sometimes it was used to inform the user to  
continue the training. Hence it was often unclear how dramatic the current alarm or 
information really is. In OSAmI-D we use traffic light colors to indicate that  
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everything’s fine (green color), there’s a warning but the patient may continue the 
training (yellow) and there’s a critical situation and the training will be stopped (red 
color). 

Another issue that was evaluated as distracting was the length of the question-
naires patients have to answer before and after training in Level 2 and Level 3. Many 
questions were unclear, others may be grouped, others are completely unnecessary 
(e.g. “Are you feeling good” – A patient that not feels good wouldn’t have get on the 
ergometer to start training). A last thing is that we had to take care of the size of 
graphical elements and especially fonts when designing the user interface. Patients are 
often elderly people with visual impairments and they are exercising when interacting 
with the interface. When considering a mobile training it is therefore especially im-
portant to only display the information that is really needed. Designing the interface 
we also recognized that some button labels are understandable to computer scientists 
but not to elderly people with less IT knowledge and to persons who don’t understand 
English (the interface language in the study was German but accidently some English 
abbreviations were used for button labeling).  

5.1   Mockups 

The implications for remote supervision were used to develop user interface mockups. 
Here we introduce the most important mockup figures, the overall layout and the idea 
behind it. 

The main menu (See Figure 2) appears after a patient logged in using her user-
name and password. Even though it is not that easy for patients to remember both we 
are using this login mechanism due to security reasons. The main menu shows the 
latest supervisor feedback and offers the possibility to start a supervised training ei-
ther in online mode (Level 1 or Level 2) mode or in offline mode (Level 3). All is done 
via simple single button clicks using a single finger. Since the user interface elements 
are big (screen size is 17”) this is easy for nearly every patient. Everything is clearly 
arranged and the interface only offers the most important functions. 

 

Fig. 2. User Interface Mockup showing the Main Menu 
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Fig. 3. User Interface Mockup that is presented to a patient while she is exercising 

The main menu further on offers possibilities to start the synchronization with a 
mobile device for performing mobile offline training, to shut down the system and to 
open the calendar. The calendar shows all past and future training sessions as far as 
information about changes in the training plan and supervised or not yet supervised 
sessions in the past. 

In the interviews we found out, that the asked people need feedback about what 
exactly has been pressed on the screen. In most cases it is definite because of the 
following things that are displayed but not in case of questionnaires. Even so these are 
essential for a supervisor when analyzing the training in post processing. Therefore 
we decided to first highlight a selection and then force the user to confirm it by press-
ing another button. This was well accepted by all test users even if they had to click 
the screen twice.  

Figure 3 shows the user interface while the patient is exercising. It can be seen that 
we decided to use a traffic light metaphor to display the overall situation, e.g. a green 
light means that everything is all right and the training should be continued. The yel-
low light means: Continue the training but additional hints are given (e.g. “Slow 
down”). When the red light appears the training will be stopped after cooling down. 
Traffic lights are easy to understand, even by color-blind people. Further on we de-
cided to use easy symbols for the vital data and the ergometer data to display the heart 
frequency, blood pressure value, current pedaling frequency, load, speed and time. 
We think that these icons are easy to understand but we have to verify this in the next 
iteration of the user centered design process. 

6   Conclusions 

We found out interesting insights about the needs and habits of patients with cardiac 
diseases if they would decide to participate in a remote exercise supervision program. 
This helped us to design user interface mockups and a first software prototype that 
provide easy interaction, clarity and overall usability. Patients need flexibility in or-
ganizing their free time. E- Health systems should allow them to exercise whenever 
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they want and wherever they like. We figured out several insights about this kind of 
medical assistance, the problems that have to be solved and the market potential. 
Ergometer training for patients with cardiac diseases competes to more attractive 
physical activities like outdoor sports. It is therefore extremely important to generate 
and keep up a high motivation of patients.  

Regarding the user interface design, the vital data of patients should not longer be 
hidden but presented to them during training. This enables patients to compare values 
with previous sessions and allows them to keep an eye on the overall training success. 
Further on displaying regular feedback from supervisors helps to motivate patients 
and gives them a feeling of safety. This is a unique feature of a remote supervision 
system. Patient user interfaces should guide the users fast and intuitively. Patients 
don’t like an overhead of time or frustrating questions that occur every time they start 
the training.  

Even though the user study described above was done in order to acquire informa-
tion about the user interface design for this very special use case, it also raised  
functional requirements towards the underlying software. First we found out that 
videoconferencing is essential in Level 1 and Level 2 training since the main informa-
tion about a patients well being can be taken from his body language (skin color, 
position, pedaling regularity etc.). Even though in OSAmI-D it was planned to im-
plement videoconferencing at the very beginning because of its technical feasibility 
we found out that it is very desirable for both user groups – patients and supervisors. 

Automatic analysis of the vital data values is another requirement. Some kind of 
data may be analyzed quite easy (e.g. if the blood pressure value is too high), some 
analysis is really hard to implement (e.g. detect abnormalities in the ECG curve). 
Here third party solutions have to be obtained and implemented in the future. 

Another functional requirement is the entertainment system. It may help to moti-
vate the patients to exercise periodically and it may help to overcome the monotony 
of indoor ergometer training. Here also a mobile solution is desirable because it en-
ables patients to exercise outdoor and she’s not longer limited to cycling. Therefore 
the system has to offer possibilities to synchronize mobile phones with the home 
gateway (in our current setup this is the tablet PC on the ergometer) in order to ex-
change training schedules and reports. 

Patients prefer to have a flexible possibility of making training appointments. Here 
the calendar functionality is a nice feature that enables an overview of training dates, 
the different training levels that are available and past training events. 

Since the hardware of the ergometer itself (saddle position and material, overall 
weight) is not changeable (we’re using an existing ergometer setup in the project) we 
could not consider comments regarding these values. 
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Abstract. In all societies, large resources are spent on health care. However, 
service quality is still unsatisfactory in large parts of the health care sector. One 
reason for this state of affairs is the complexity of health care organisations, 
which make them difficult to govern. Furthermore, due to the high degree of 
specialisation, health care organisations often need to cooperate, which adds to 
the complexity. One possible way to improve the cooperation and management 
of health care organisations is the use of performance management, which is a 
management approach aiming at optimising the performance of an organisation. 
The main instrument in performance management is the use of Key Perform-
ance Indicators (KPI), which measure how well an organisation fulfills its 
goals. Designing effective KPIs is a complex and time consuming task that re-
quires substantial efforts. Therefore, there is a need for methods that support 
organisations in designing KPIs. This paper proposes a value and model driven 
method for identifying patient oriented KPIs.  

Keywords: Performance management, KPI, Enterprise modelling, Service 
quality, SERVQUAL. 

1 Introduction 

Large resources are spent on health care in the European welfare society, but a num-
ber of problems still remain, including unequal access to health care, large variations 
in outcomes of treatments, deficiencies in service quality, and inefficient resource 
use. A main reason behind these problems is the complexity of the health care sector, 
which makes it problematic to govern. For example, health care needs to fulfill sev-
eral and often contradictory goals, such as equality, high quality and efficiency. At 
the same time, a large number of stakeholders need to interact with each other in 
order to ensure the delivery of high-quality health care. Furthermore, European 
health care faces a period of potentially profound changes in social attitudes, demo-
graphic structure, economic conditions and medical technologies.  

In order to better govern the health care sector, there is an increasing interest in 
performance management, which is a management approach aiming at optimising 
the performance of an organisation, i.e. optimising its business processes and  
outcomes [1]. The main activities in performance management are identifying  
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business goals, developing key performance indicators (KPIs), monitoring and meas-
uring the performance using the KPIs, analysing the results of the measurements, and 
acting in order to better fulfill the goals of the organisation [2]. Thus, performance 
management can be an approach for managing efficiency, cost, and quality in any 
business, including health care.  

The main instrument in performance management is the KPI, which we here de-
fine as a property of a phenomenon that can be used to measure the performance of 
an organisation. Examples of KPIs are “sales revenue”, “patient satisfaction”, and 
“patient throughput”.  

KPIs operationalise business goals, i.e. vague and high-level goals can be ex-
pressed in terms of KPIs, thereby making them concrete and easy to understand [2]. 
For example, a goal like “Patients should get fast treatment for serious diseases” can 
be operationalised as “Waiting time for hip replacement surgery should be less than 
one month during 2010”, which contain a KPI (“Waiting time for hip replacement 
surgery”) and a target (“less than one month during 2010). Such a statement can eas-
ily be monitored and measured.  

KPIs are powerful instruments for governing an organisation, as they are easily 
understandable, actionable, and can be effectively monitored. However, this also 
means that the use of inappropriate KPIs can have significant negative effects on the 
performance of an organisation [2]. For example, using KPIs focusing on quantity 
instead of quality can divert employees from paying attention to quality in products 
and services. Thus, it is essential to design and implement effective KPIs that actually 
improve the performance of an organisation in different aspects, such as efficiency, 
cost and quality.  

Designing effective KPIs is a complex and time consuming task, which requires 
substantial effort from performance management experts as well as domain experts, 
such as health care managers, physicians and nurses [3]. In particular, it is difficult to 
ensure completeness in KPI design, i.e. when a set of potential KPIs have been identi-
fied, there is still a risk that relevant and effective KPIs have been omitted. Another 
issue in KPI design for health care is the fact that KPIs aimed at measuring service 
quality in many cases cannot be directly understood by patients because of the com-
plex relationship between diagnostic and therapeutic services and their results [3]. 
This is different from most other industries, where service quality almost always can 
be directly perceived by service customers. 

The goal of the paper is to propose a method for constructing a complete set of pa-
tient oriented KPIs, i.e. KPIs from the patient’s perspective. KPIs measuring internal 
efficiency, such as revenue and cost efficiency, are not addressed in this paper.  

The rest of the paper is structured as follows. Section 2 gives an overview of re-
lated work, in particular performance management and service quality analysis. Sec-
tion 3 presents the method that addresses both technical and functional service quality 
in health care. Section 4 provides a demonstration of the method based on a case 
study from the eye care health sector. Finally, Section 5 summarises the results of the 
paper and gives suggestions for future work. 
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2 Related Work 

Performance management, i.e. measuring performance of an organisation, has been an 
important management instrument in business for the past 20 years [4]. In recent 
years the use of performance management has accelerated, as evidenced by the prolif-
eration of performance management methods, key performance indicators (KPI), and 
IT support such as business intelligence and performance dashboard systems. Health 
care is no exception to this trend; performance management has attracted substantial 
attention among governmental and private funders of health care, health care provid-
ers, patient organisations as well as researchers in health care management [4]. This 
interest has emerged in parallel with the interest for other, and closely related, health 
care improvement approaches, such as accreditation, service evaluation, quality im-
provement, external auditing, outcome research and evidence-based medicine [4]. 
However, there is no clear demarcation line between these approaches and perform-
ance management, as different practitioners and researchers use different definitions 
and concepts. 

Measuring performance is about measuring the outcomes and quality of business 
processes. In health care, there are two main categories of quality: technical service 
quality, i.e. clinical results of health services, and functional service quality, i.e. pa-
tient assessments of the quality of care [3], see also [5]. In general, technical service 
quality is difficult to understand and measure for both health care providers, health 
care funders and patients [3]. Therefore, many performance management initiatives in 
health care have focused on functional service quality. 

A main research theme within functional service quality has been to find the right 
balance of service quality dimensions. As a starting point, a well-known service qual-
ity framework, SERVQUAL [6], has frequently been used. SERVQUAL measures 
the gap between perceived and expected service quality, using five quality dimen-
sions: reliability, assurance, tangibles, empathy and responsiveness. Often used is also 
a predecessor to SERVQUAL [7], which includes ten quality dimensions. In 
SERVQUAL these ten dimensions were condensed to five, each with a set of sub 
dimensions, called items. SERVQUAL was meant to be a service quality framework 
independent of business area. However, when used in health care, further dimensions 
are often added, commonly created using focus groups with physicians, nurses, health 
care managers and patient representatives, see for example [8], [9], and [10]. The 
relationship between service quality in health care and patient satisfaction is also a 
complex issue, discussed in several research papers, see, for example [11]. 

For identifying KPIs, the most common tool is the use of goals and objectives [2]. 
Usually the goals and objectives of an organisation are structured graphically in goal 
models, visualising an hierarchy of strategic, tactical and operational goals.  

Goal models are examples of enterprise models, while other examples are value 
models, process models, conceptual models and information models. In general,  
enterprise models offer graphical representations of the structure, goals, processes, 
information, resources, people, and constraints of an organisation. They provide com-
pact and graphical descriptions of an organisation and its environment, which makes 
them ideal for supporting communication between different stakeholders. They can 
work as a base for creating a common understanding of the organisation, for change 
management, as well as for IT system design. Process and conceptual models have 
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been used extensively both in health management research and health care standards 
and specifications, such as SAMBA, HISA, HL7, CONTSYS. Recently, using value 
models for analysis in health care have gained increased attention [12], [13]. In this 
paper, value models and conceptual models are used as the basis for identifying KPIs. 
To our knowledge, this has not been done in previous work.  

3 Method for Value Based KPI Identification 

The purpose of the method proposed is to assist a KPI designer in creating a set of 
KPIs that can be used to assess the quality of health care services from a patient point 
of view. An overview of the method is depicted in Fig. 1.  

Task1: Develop 
value model

Task 3: Generate 
functional KPIs

Task 4: Select KPIs

Step1: Identify 
complementary 

services

Step3: Apply
adapted SDM

functional KPIs

technical KPIs
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health care 
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Step2: Adapt  
standard SDM

adapted SDM

Plug-in: Standard 
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SDM)
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standard SIM 
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Step2: Apply 
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templates
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specific KPI 
templates

adapted SIM

specific KPI 
templates

Plug-in: Standard 
service and issue
model (standard 

SIM)

technical 
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Fig. 1. A graphical overview of the method for value and model based KPI identification 

The first task to be carried out is to create a value model scoping the health care 
scenario under consideration, thereby determining the most important health care 
services as well as other services in the scenario. The second task aims at generating 
KPIs for technical service quality that concern the results of health services and the 
consequences of health issues. For this task, we introduce a supporting instrument for 
representing relevant health care services and health issues. This instrument takes the 
form of a so called standard service and issue model (standard SIM), see Section 3.2, 
that can be modified and extended to fit the current health care scenario. The third 
task aims at generating KPIs for functional service quality that concern the manner in 
which services are delivered to patients. For this purpose, we introduce a supporting 
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instrument in the form of a so called standard service dimension model (standard 
SDM), see Section 3.3, based on the predecessor to SERVQUAL [7], which can be 
modified and extended to fit the current health care scenario. Finally, there is a re-
viewing and filtering task, i.e. task four, where the KPIs suggested in the previous 
tasks are evaluated and those deemed most important are selected as candidates for 
implementation. Below the tasks are described in detail. 

3.1 Task 1: Develop Value Model  

A first task is to delimit the domain for which the KPIs are to be designed. For this 
purpose, a value model is to be created. The value model shall describe the actors of 
the value network under consideration, such as health care providers and patient. The 
value model shall also show the resource transfers between these actors, including 
transfers of services such as examinations and treatments. The value model will be the 
basis for determining health care services and other patient related services for which 
KPIs are to be developed. A simple example of a value model is shown in Fig. 2, 
which shows two actors, patient and primary health care provider, as well as their 
resource transfers, eye examination and payment. 

Primary 
health care
provider

Patient

Payment 

Eye examination

 

Fig. 2. A simple value model 

3.2 Task 2: Generate Technical KPIs 

Technical service quality focuses on technical accuracy and procedures, in particular 
the quality and effectiveness of the diagnostic and therapeutic intervention processes. 
In other words, technical service quality is about the results of health services and the 
consequences of health issues. A number of top level goals for technical service  
quality are: 

1. Health care services should have positive effects on health issues 

2. Secondary diseases should be avoided 

3. Health issues should be treated by evidence based health care services 

4. Health care services should not give rise to unwanted side effects 

In order to measure the fulfillment of these goals, we introduce four generic KPI tem-
plates, each addressing one of the goals. When instantiated, these templates will result 
in a set of KPIs. 
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The generic KPI templates are: 

1. Percentage of health care service x1 that is followed by health care service x2 

2. Percentage of health issue y1 that is followed by health issue y2 

3. Percentage of health issue y1 that is followed by health care service x1 

4. Percentage of health care service x1 that is followed by health issue y1 
 

In order to instantiate these templates, relevant health care services and health issues 
need to be chosen. As this choice depends on the health care scenario under consid-
eration, KPI designers need an instrument for documenting and representing the 
health care services and health issues they decide to include. When they have done so, 
they can go on to instantiating the KPI templates to arrive at KPIs. We suggest that 
relevant health care services and health issues should be represented by a simple con-
ceptual model, called a service and issue model (SIM). Such a model consists of two 
classes, Health Care Service and Health Issue as well as a number of subclasses of 
these. The subclasses included in a SIM will depend on the health care scenario being 
addressed and will, therefore, vary from scenario to scenario.  

Health Care Service Health Issue

Symptom DiagnosisExamination Treatment Problem
 

Fig. 3. The standard SIM 

In Fig. 3, we suggest a standard SIM, based on notions from CONTSYS [14], that 
should be applicable in many scenarios with no or minor modifications.  

The method for designing KPIs for technical service quality can now be formu-
lated in three steps: 
 

Step 1: Adapt Standard SIM 
Construct a SIM. This can be done by modifying the standard SIM of Fig. 3. Fig. 4 
shows an example of such a SIM, adapted from the standard SIM. 

Health Care Service Health Issue

Symptom DiagnosisExamination Treatment Problem

Treatment

ToCure

Medicine

Treatment

Emergency

Treatment

Primary

Prevention

Secondary

Prevention

Emergency

Investigation  

Fig. 4. A SIM, adapted from the standard SIM described in Fig. 3 
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Step 2: Apply Generic KPI Templates 
For each of the four generic KPI templates (presented above)  and every subclass X of 
Health Care Service in SIM (see Fig. 4) and every subclass Y of Health Issue in SIM 
(see Fig. 4), introduce a new specific KPI template by replacing every xi (in the generic 
KPI templates) with X and every yi (in the generic KPI templates) with Y. Each such 
template will have the form “Percentage of X that is followed by Y”, where X and Y are 
classes in SIM. 

An example of a specific KPI template, based on KPI template 1 and the SIM in 
Fig. 4, is: 
• Percentage of primary prevention that is followed by secondary prevention 

An example of a specific KPI template, based in KPI template 3 and the SIM in Fig. 
4, is: 
• Percentage of diagnosis that is followed by a medicine treatment 

The created specific KPI templates can also by themselves be used as KPIs. 

Step 3: Apply specific KPI templates 
For every specific KPI template from Step 2, “Percentage of X that is followed by Y”, 
replace X and Y with instances of these classes. This replacing can be carried out in two 
ways: 

a) A domain expert examines every specific KPI template and replaces X and Y with 
instances based on her knowledge. 

b) A domain expert populates the SIM with instances. A list of all possible KPIs is then 
generated automatically. Finally the domain expert selects relevant KPIs from the list. 
  

Two examples of KPIs, created from the specific KPI template “Percentage of diagnosis 
that is followed by medicine treatment”, are: 

• Percentage of flu diagnosis that is followed by Tamiflu treatment  

• Percentage of stroke diagnosis that is followed by warfarin treatment 
 

After having applied these steps, the KPI designer will have arrived at a number of KPIs 
that focus on the results and consequences of health care services and health care issues. 
These KPIs are objective in the sense that they do not primarily depend on the assess-
ments of patients.  

3.3 Task 3: Generate Functional KPIs 

While technical service quality focuses on the effects of health care services, functional 
service quality refers to the manner in which services are delivered to the patient. Func-
tional service quality includes aspects like facilities, hospital food, employee attitudes, 
responsiveness, and cleanliness. While technical service quality is typically difficult to 
judge for the individual patient, functional service quality is usually directly visible to 
the patient. Therefore, functional service quality often has more impact on a patient’s 
service quality perception than technical service quality. 

In contrast to technical quality, functional quality does not depend only on health 
care services but also on complementary services, like ordering, information and com-
plaint services. We have identified a number of complementary service types, based 
on an adaptation of the open-EDI phases [15]. Note that one of the open-EDI phases, 



130 E. Perjons and P. Johannesson 

 

i.e. actualisation, has been excluded as it corresponds to the original service, i.e. the 
service for which the complementary services are identified.  
The complementary services identified are the following: 

Identification 
An identification service offered by a health care provider is an information service 
that provides information about the provider's services and helps a patient in identify-
ing and selecting among health care providers and their services. 

Negotiation 
A negotiation service offered by a health care provider is an interactive service where 
the patient and the health care provider negotiate in order to arrive at an agreement on 
a future health care service including its cost, scheduling, location and personnel. 

Pre-actualisation 
A pre-actualisation service offered by a health care provider is an information service 
where the health care provider informs the patient on adequate preparations for a 
health care service. 

Post-actualisation 
A post-actualisation service offered by a health care provider is either 

a) an information service where the health care provider informs the patient on the 
result of a health care service 

b) an information service where the health care provider informs the patient on ade-
quate behaviour to be carried out or observed by the patient after the performance of a 
health care service 

c) a service where the health care provider accepts and addresses complaints on a 
health care service 

Both health care services and their complementary services should be assessed along 
a number of service dimensions. Thus, a KPI designer is to select a set of service 
dimensions and for each service dimension, one or several service items. Which ser-
vice dimensions and items to investigate depend on the health care scenario under 
consideration. We envisage that in most cases, the service dimensions will be varia-
tions or extensions of those in SERVQUAL or its predecessor. Furthermore, for each 
service item and each type of service (including complementary service types), the 
KPI designer shall specify how significant the service item is for that type of service. 
A service item is significant for a service type if it is important for a patient’s percep-
tion of services of that type and if it is difficult for the health care provider to score 
well on the item. Only if both these conditions are satisfied, it becomes interesting to 
measure the item through KPIs.  

Summarising, the KPI designer shall define a service dimension model (SDM), 
consisting of a set of service dimensions; for each service dimension, a number of 
 service items; and for each combination of service item and complementary service 
type, the significance of the service item for the service type. A SDM can be repre-
sented as a matrix, see Table 1.  

We do not believe there exists a canonical SDM that is optimal for each health care 
scenario. However, we envisage that most SDMs will share large parts. Therefore, it is 
worthwhile to introduce a standard SDM that can serve as a starting point when a KPI 
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designer develops her own model for a particular scenario. For this purpose, we suggest 
the standard SDM in Table 1, based on the predecessor to SERVQUAL, where we have 
indicated significance on a three level scale: zero, one or two + marks. The significance 
marks of the model are justified as follows: 

Reliability is less important for identification and negotiation services partially be-
cause no promises have been made before these services, thereby making the question 
of faithful service execution irrelevant. Consistency of performance and prompt atten-
tion to defect service are particularly important for actualisation, as these directly influ-
ence the health state of patients. 

Responsiveness is important in all phases, as customers value prompt services and 
willingness during their entire episodes of care. 

Competence is particularly important for actualisation, as it directly influences the 
health state of patients. It is also important for the pre- and post-actualisation phases, 
where it also has a strong impact on health state. Competence is less important for the 
identification and negotiation phases, as the competence needed for these activities is 
relatively easy to achieve. 

Access is particularly important for identification and negotiation services, as the use 
of these services potentially may be stressful and take a long time. Good access may 
reduce stressfulness as well as time consumption for patients.  

Courtesy is important in all phases, as customers value a positive attitude and pri-
vacy during their entire episodes of care. 

Communication is especially important in pre- and post-actualisation phases, as 
these involve much patient interaction and may have substantial impact on the health 
state as well as the feeling of safety of the patient. 

Understanding the customer is important in all phases, as health issues are complex 
and dependent on the individual patient. Therefore, customised services are often 
needed in health care. 

Tangibles are of interest when services are given at health care facilities by health 
care personnel, i.e. in the actualization phase, as well as in the pre- and post-
actualisation phases. Visual appeal of physical facilities and cleanliness of employees 
will indicate that the health care provider offers high quality services. However, a well-
structured web page is also of importance in the identification and negotiation phases. 

The method for designing KPIs for functional service quality can now be formulated 
in three steps. 
Step 1: Identify Complementary Services 
For each service from the value model, introduce complementary services according 
to the complementary service types above. 
Step 2: Adapt the Standard SDM 
Construct a SDM. This can be done by modifying the standard SDM of Table 1. 

Step 3: Apply the SDM 
For each health care service and complementary service from Step 1, apply the SDM 
from Step 2, i.e. identify for each service item zero or more KPIs. The significance of 
a service item for a service type will assist in determining whether to introduce a  
KPI or not. 
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Table 1. The standard SDM 

 Actua-
lisation

Identi-
fication

Nego-
tiation 

Preac- 
tualisa-
tion 

Post-
actualisa-
tion  
-result  

Post-
actualisa- 
tion  
-behavior 

Post-
actualisa-
tion –
complains 

RELIABILITY        
consistency of performance ++   +  + + 
correct keeping of records +    + + + 
correct billing N/A N/A N/A N/A N/A N/A + 
on-time (promised) delivery + N/A N/A + + + + 
prompt attention to defect services ++   + + + + 
RESPONSIVENESS        
prompt service delivery  + + + + + + + 
exact information on service delivery 
time 

+ N/A N/A + + + + 

employee willingness to help + + + + + + + 
employee willingness to help when 
busy 

+ + + + + + + 

calling the customer back quickly + + + + + + + 
COMPETENCE        
knowledge and skill of the personnel ++   ++ ++ ++ ++ 
education level of the personnel ++   + + +  
experiences of the personnel ++   + + +  
research capability of the organisa-
tion 

+ N/A N/A    N/A 

ACCESS        
easy access to services by phone, 
web and mail 

 ++ ++     

short waiting time to receive service ++ ++ ++ ++ ++ ++ ++ 
convenient hours of operation + ++ + + + + + 
convenient location of service facility +       
COURTESY        
attitude of employee in performing 
the service 

+ ++ ++ + + + ++ 

high level of privacy ++ ++ ++ N/A ++ N/A  
COMMUNICATION       ++ 
understandable explanation of the 
service 

  + ++ ++ ++ ++ 

understandable explanation of cost 
and trade-offs between service and 
costs 

N/A  N/A ++ N/A N/A N/A ++ 

patient interaction +  + + ++ + + 
continuous state updates + N/A N/A + + + + 
UNDERSTANDING/ 
KNOWING THE CUSTOMER 

       

learning the customer’s specific 
requirements 

++ + ++ ++ ++ ++ + 

providing individualised attention ++ + ++ ++ ++ ++ + 
TANGIBLES        
up-to-date equipment + N/A N/A N/A N/A N/A N/A 
visual appeal of physical facilities +    +   
well dressed and neat appearance 
of employees 

+    +   

consistency between the appear-
ance of physical appearance and 
type of services provided 

+    +   

cleanliness of employees ++    +   
cleanliness of physical facilities ++    +   
web page  ++ +     
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4 Method Application 

In this section, the proposed method is applied for demonstration purposes. The 
method is applied on the results from a research project (REMS) in the eye health care 
domain in Stockholm [16]. The main aim of the project was to develop and evaluate a 
set of e-services that could be used to create, manage and transfer health care referrals 
between primary health care and eye specialist providers. In the project, a set of en-
terprise models were constructed to support the design and evaluation of the e-
services. Some of these models are used in this section. 
 

Task 1: Develop Value Model 
The first task in the proposed method is to delimit the domain for which the KPIs are 
to be designed, i.e. specify which services need to be measured using KPIs. For that 
purpose, a value model is constructed. In this case, a part of a value model from the 
REMS project is used, see Fig. 5. 

Primary 
health care

provider

Patient

Eye care 
specialist 
provider

Eye treatment 

Payment 

Eye examination

Payment

Referral service

Referral
information 

service

Referral answer 
service

 

Fig. 5. A value model from the REMS case 
showing actors and resource transfers 

Primary 
health care

provider

Patient

Eye care 
specialist 
provider

Eye treatment 

Payment 

Eye examination

Payment

Referral service

 

Fig. 6. The value model from the  
perspective of the patient 

The value model in Fig. 5 shows three actors - patient, primary health care pro-
vider and eye care specialist provider - and the transfers of resources between them. 
The background of the value model is the following: When a patient experiences an 
eye health problem, she/he will visit the primary health care provider. The basic re-
source this provider offers is an eye examination service. In order to receive that ser-
vice, the patient needs to pay a certain fee for the service. The fee transfer is carried 
out via a payment service. If the patient needs further treatment, either the primary 
care provider will carry out the treatment (which is not shown in Fig. 5) or the pro-
vider refers the patient to an eye care specialist provider who is able to provide ad-
vanced treatment services. To do this, the primary health care provider transfers a 
referral via a referral service to the patient, which allows her to be treated by an eye 
care specialist provider. The primary care provider will also transfer referral informa-
tion via a referral information service to the eye specialist provider, which will be 
used for scheduling a treatment service for the patient, as well as being the base for 
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resource allocation. The eye care specialist provider offers an eye treatment service to 
the patient and the patient needs to transfer a fee via a payment service. After the 
treatment service is carried out, the eye care specialist provider will transfer a referral 
answer service to the primary health care provider, informing it about the result of the 
treatment. 

In the method proposed in this paper, only KPIs from the perspective of the pa-
tient are to be generated. Therefore, only resourced transferred to and from the patient 
are included. This will delimit the value model further, see Fig. 6. 
 

Task 2: Generate Technical KPIs 
In order to generate the KPI for measuring technical service quality, three steps are to 
be carried out. 

Step 1: Adapt Standard SIM 
In this step, the standard SIM, see Figure 3, is to be adapted to the value model con-
structed in task 1. In other words, the standard SIM has to include all the health care 
services from the value model, but not other types of services, such as administrative 
and resource allocation services. For example, the value model in Fig. 6 includes two 
health care services, eye examination and eye treatment, which are to be included in 
the SIM, see Fig. 7. 

Health Care Service Health Issue

Symptom DiagnosisExamination Treatment

Cronic  
glaucoma

Loss of visual   
acuity

Loss of 
contrast 
sensitivity

Veiling glare

Eye drops

Laser surgery

Canaloplasty

Vision screening 
(eyesight test)

Eye pressure 
test

Problem

Eye 
Examination

Eye 
Treatment

 

Fig. 7. A SIM with concepts (subclasses) based on the information from the value model. Ex-
amples of instances of the concepts are also shown. 

Step 2: Apply Generic KPI Templates 
In this step, the four generic KPI templates presented in section 3.2 are to be instanti-
ated by the concepts (subclasses) of the SIM from step 1, in order to create a set of 
specific KPI templates. There are seven concepts in the adapted SIM in Fig.7. How-
ever, the more generalised concepts examination and treatment will not be used in this 
step but only their specialised concepts, eye examination and eye treatment. For ex-
ample, the generic KPI template 4: “Percentage of health care service x1 that is fol-
lowed by health issue y1” can be instantiated by the health care service eye treatment 
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and the health care issue symptom from the adapted SIM. This will result in a specific 
KPI template: “Percentage of health care service eye treatment that is followed by 
health issue symptom”. 
 
Step 3: Apply Specific KPI Templates 
In this step, the resulting specific KPI templates from step 2 need to be instantiated by 
a set of instances from the SIM. This requires that the SIM in Fig. 7 be instantiated. 
Examples of instances of the SIM can also be found in Fig. 7. These 9 instances are 
applied on the specific KPI templates, resulting in a number of KPIs. For example, the 
template constructed in the previous step, “Percentage of health care service treatment 
that is followed by health issue symptom”, can be instantiated by the treatment eye 
pressure test and the symptom veiling glare. This will result in the KPI “Percentage 
of health care service eye pressure test that is followed by health issue veiling glare”. 

Task 3: Generate Functional KPIs 
In order to generate KPIs for measuring functional service quality, three steps are to 
be carried out. 
 

Step 1: Identify Complementary Services 
In this step, the complementary services are applied on each service in the value 
model, both health care services and other services. For example, the service eye 
examination will have four complementary services: identifying an eye examination 
service, negotiating an eye examination service, pre-actualising as well as post-
actualising an eye examination service.  

Step 2: Adapt the Standard SDM 
In this step, the standard SDM, see Table 1, is adapted. This is done by adding, delet-
ing or changing the dimensions and items of the standard service dimension model. In 
this example case, we do not make any changes to the standard service dimension 
model but keep it as is. 
 

Step 3: Apply the adapted Service Dimension Model 
For each service identified in Step 1, we consider all the service dimensions and ser-
vice items in the SDM from Step 2. For each item, we determine whether to include 
some KPI or not. For example, for the (complementary) service “pre-actualising an 
eye examination” and the service item “understandable explanation of the service”, 
we introduce a KPI based on the following question to a patient “Did you get an un-
derstandable explanation of how to prepare for your eye examination?” 

5 Concluding Remarks 

In this paper, we have proposed a method for designing KPIs for a health care organi-
sation with a focus on patient oriented KPIs. The starting point of the method is a 
value model that delimits the domain under consideration by identifying health care 
actors and resource transfers, including services. Based on the services identified, the 
method helps to generate KPIs for both technical and functional service quality. 
Technical quality KPIs measure the results of health services and the consequences of 
health issues and are generated by considering a small number of top level goals for 
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technical quality. Functional quality KPIs refer to the manner in which health care 
services are delivered to patients and are generated by identifying complementary 
services and applying dimensions from the predecessor to SERVQUAL. This way of 
generating KPIs can also be seen as goal driven, as the dimensions of the predecessor 
to SERVQUAL and its items express subgoals of high level goal customer  
satisfaction. 
The proposed method provides four main advantages: 
 

Ease of Design. Designing a set of KPIs for a health care scenario is a complex and 
time consuming task. The proposed method alleviates this task by offering a designer 
a large number of potential KPIs from which she can choose the most relevant ones. 
 

Completeness. A problem in KPI design is to ensure that all relevant KPIs have been 
identified, i.e. to ensure the completeness of the KPIs. The proposed method ad-
dresses this problem by systematically generating relevant KPIs for technical as well 
as functional quality. 
 

Traceability. KPIs should be possible to justify by relating them to the goals whose 
fulfillment they measure, i.e. KPIs should be traceable to goals. The proposed method 
provides traceability by directly generating potential KPIs from goals, which in the 
case of functional quality are expressed through SERVQUAL dimensions and items. 
 

Flexibility. The health care scenario under consideration will influence the choice of 
KPIs, meaning that a KPI designer needs to be able to describe the specifics of a cer-
tain scenario in a convenient way. The proposed method supports this description 
through the use of value models, SIMs and SDMs, where the KPI designer can de-
scribe the most important health care services and health issues as well as relevant 
service items and their prioritisation. 
 

In this paper, we have only addressed technical and functional service quality. How-
ever, a third aspect of service quality is the effect a health service can have on the 
quality of life of a patient, including the physical, psychological and social function-
ing of the patient. A direction of future work is to design guidelines for identifying 
KPIs for this service aspect. This requires measuring how well a patient functions in 
daily life during an extended period of time, e.g. how often the patient makes or re-
ceive phone calls to friends and family. 

Another direction of future work is to provide support in actually formulating 
KPIs for functional quality. The method presented only suggests service items for 
different services that should be measured by KPIs but does not suggest formulations 
of these KPIs. We believe that it is possible to find such formulations for a large pro-
portion of the service items.  

Finally, only KPIs from the patient’s perspective are generated. Future work will 
also include generation of KPI from the health care providers’ perspective, such as 
revenue and cost efficiency.  
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Abstract. Although single artificial vesicles are successfully used as delivery 
vehicles of pharmaceuticals, unilamellarity and restriction to one vessel result in 
premature content release in physiological environments as well as problems in 
simultaneous entrapment of a given set of (pharmaceutical) components. Multi-
lamellarity and assemblies of distinct populations of vesicles are proposed to 
solve these problems. In this study, we provide a novel encapsulation protocol 
to fabricate multilamellar vesicles and we report on the DNA-mediated self-
assembly of more than two distinct populations of vesicles. We discuss how 
these results might be used in personalized healthcare based on custom-tailored 
encapsulated multicompartment vesicular drug delivery systems. 

Keywords: Personalized healthcare, Drug delivery, Encapsulation, Compart-
mentalization, Programmability, Vesicle, Liposome. 

1   Introduction 

Both biological and artificial vesicles feature an aqueous compartment partitioned 
from an aqueous surrounding by a lipid membrane that is nearly impermeable to hy-
drophilic substances. This membrane organizes processes by compartmentalizing 
them. This compartmentalization enables segregation of specific chemical reactions 
for the purpose of increased controllability, observability, stability, and biochemical 
efficiency by restricted dissemination and efficient storage of reactants, and/or reac-
tion products. Hence, vesicle-based Living Technology [1] has gained importance in 
analytics [2-10], synthetics [11-19], and biomedicine [20-33]. Vesicles featuring  
biocompatibility, biodegradability, low toxicity, and structural variability are success-
fully utilized as therapeutic agents for the delivery of antibacterial, antiviral, and  
anticancer drugs, as well as of hormones, enzymes, and nucleotides [34-36]. 

The use of single unilamellar vesicles prevails in contemporary therapeutic sys-
tems. However premature content release in physiological environments limits their 
reliability [37]. Extending the circulation time of vesicles that results in passive ac-
cumulation at tumors or inflammation sites due to the enhanced permeability and 
retention (EPR) effect [22] is implemented at the molecular level via monomer  



142 M. Hadorn and P.E. Hotz 

design [38] or at the mesoscopic level via encapsulation. The bilayer-within-bilayer 
structure of encapsulated vesicles not only prevents premature degradation and con-
tent release [39] but also offers a division of distinct membrane functions (biocom-
patibility, cargo release, targeting, and protection) among several membranes of dis-
tinct compositions and dimensions. 

The applicability of single vesicles is further limited by the need for simultaneous 
entrapment of a given set of (pharmaceutical) components in one single compartment, 
which is “not an easy matter” [40, p. 14660]. Multicompartment systems of assem-
bled vesicles can overcome this limitation by conciliating smaller subsets of compo-
nents entrapped in different compartments. 

A combination of encapsulation and (self-)assembled vesicles may provide stable 
vehicles for multicomponent or multifunctional drug delivery. Zasadzinski et al. [30, 
39, 41] established a protocol to encapsulate a multicompartment system of tethered 
vesicles. Both tethering and encapsulation of these vesosomes are based on the mo-
lecular recognition process of the biotin-streptavidin complex. In nature, a multivalent 
“Velcro-like” system allows for selective tethering of a multitude of different cell 
types. Cell adhesion molecules (CAMs) that provide this selectivity are emulated in 
the artificial system by several different linking mechanisms [42-51] (for the latest 
developments in biomimetic supramolecular chemistry see [52]). The multivalent, 
selective, and sequence-dependent linkage of nucleic acids has considerable potential 
since it mimics CAMs and offers programmability to the self-assembly process. 
Hence, single stranded DNA (ssDNA) is used either to induce assembly of hard 
sphere [53-56] or vesicular [2, 57-59] colloids, to induce programmable fusion of 
vesicles [2, 59], or to spontaneously and specifically link vesicles to surface supported 
membranes [2, 57, 60-64]. However, a linkage of more than two populations of  
vesicles was not implemented. This lack was remedied only recently by the imple-
mentation of a DNA-mediated self-assembly of three distinct populations of vesicles 
reported here and analyzed in depth elsewhere [65]. 

In this study, we present both a programmable DNA-mediated linkage of three dis-
tinct vesicle populations and a novel encapsulation mechanism. Based on the results 
of this study, we formulate a scenario how encapsulated multicompartment systems 
might be used to realize custom-tailored vesicular drug delivery systems. 

Table 1. Membrane composition of vesicles used in experimentation 

Encapsulation 
100% PC(16:0/18:1(Δ9-Cis)) = 

1-Palmitoyl-2-Oleoyl-sn-Glycero-3-Phosphocholine 
Self-Assembly 

99% PC(16:0/18:1(Δ9-Cis)) = 
1-Palmitoyl-2-Oleoyl-sn-Glycero-3-Phosphocholine 

0.75% methyl-PEG2000-PE(18:0/18:0) = 
1,2-Distearoyl-sn-Glycero-3-Phosphoethanolamine-N-
[Methoxy (Polyethylene glycol)-2000] 

0.25% biotin-PEG2000-PE(18:0/18:0) = 
1,2-Distearoyl-sn-Glycero-3-Phosphoethanolamine-N-
[Biotinyl (Polyethylene Glycol) 2000] 
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2   Material and Methods 

Technical modifications of the vesicle formation protocol reported by Pautot et al. [66] 
were: (i) the introduction of 96-well microtiter plates U96 to increase procedural man-
ageability in laboratory experimentation and (ii) a density difference between inter- and 
intravesicular solution induced by isomolar solutions of monosaccharids (glucose: inter) 
and disaccharids (sucrose: intra). For a description of the modified vesicle protocol see 
figure 1.A-D. For the membrane composition of the vesicles used in the encapsulation 
and the self-assembly experiments see table 1. All phospholipids were dissolved in 
mineral oil. 

For details of the encapsulation procedure of untethered vesicles see figure 1.E-H. 
Encapsulated vesicles exhibited quick random motion within the boundaries of the 
surrounding vesicle. 

 

Fig. 1. Schematic representation of the vesicle formation/encapsulation procedure and micro-
graphs of internally compartmentalized vesicles. (A) A water droplet (solution 1, S1) is added to a 
phospholipid suspension (S2). (B) A water-in-oil emulsion is produced by mechanical agita-tion 
and sonication. (C) The emulsion is placed over an aqueous solution (S3). (D) Induced by cen-
trifugation, the droplets pass the oil/water interface. Due to the density difference of the inter- and 
intravesicular fluid and the geometry of the formation chamber, vesicles pelletize in the centre of 
the well and become easily accessible for pipetting. (E-H) Internally compartmen-talized vesicles 
are prepared by reapplying steps (A-D) using a droplet of the aqueous solution that hosts the 
vesicles (S4) and an aqueous solution less dense than (S3). (J) Detail of the mo-lecular mecha-
nisms at the water-oil interfaces. Amphiphilic phospholipids, dissolved in mineral oil, stabilize the 
interfaces by forming monolayers. Two monolayers form a bilayer when a water droplet passes 
the interface. (K, L) Differential interference contrast micrographs of inter-nally compartmental-
ized vesicles. Scale bar represents 10μm. 
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Fig. 2. Schematic representation of the self-assembly process. (A) For the vesicle formation 
procedure see figure 1. Change: Vesicle membranes incorporate biotinylated phospholipids. (B) 
Vesicle populations (VP) are labelled (grey ring) by incubation with distinct combinations of 
biotinylated single stranded DNA (b-ssDNA) that differ in sequence and streptavidin (S) that 
differ in fluorescence labeling (Alexa Fluor 488 / 532 conjugate (AF488 / AF532) or unla-
beled). (C) VPs are merged after excess b-ssDNA/S-solutions are removed. VPs become 
loosely linked in contact. (D) Linker accumulation at the contact sites (solid black) strengthens 
the linkage. (E)  Sequence of complementary biotinylated DNA single strands used in the self-
assembly experiments; only bases G/C and A/T pair. (F) Molecular detail of vesicle labeling. 
B-ssDNA is linked to biotinylated phospholipids through streptavidin as connector. (G) Se-
quence specific hybridization of ssDNA results in double stranded DNA (dsDNA) and links 
VPs. Due to their lateral mobility, linkers accumulate at the contact site. The lateral distribution 
of linkers in the outer leaflet becomes inhomogeneous (sequence dependent). 

In the compartmentalization experiments, three distinct vesicle populations were 
prepared that exposed binary combinations of six ssDNA populations on their surface 
(1st population: α, β; 2nd: α’, γ; 3rd: β’, γ’; for the sequence of biotinylated ssDNA 
strands see figure 2.E). The DNA strands were biotin-labeled and anchored to bioti-
nylated vesicular membrane via streptavidin as a cross-linking agent. For a detailed 
protocol of the surface modification and the self-assembly procedure see figure 2.A-
D. The sequences of the ssDNA were produced by a genetic algorithm and optimized 
for minimal DNA-DNA-hybridization among the three pairs. 

Light and confocal laser scanning microscopy was performed using an inverted 
Leica DMR IRE2 SP2 confocal laser scanning microscope. 
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3   Results 

The geometry of the microplate wells (U shaped bottom) and the density difference 
between the inter- and intravesicular solution induced vesicle pelletization at the 
centre of the well. The size distribution of vesicles produced in the first round of vesi-
cle formation (Fig. 1.A-D) was shifted to the left when compared to vesicles produced 
in the second round (Fig. 1.E-H). The two vesicle formation protocols technically 
differed only in the presence (Fig. 1.B) or absence (Fig. 1.F) of the sonication of the 
water-in-oil emulsion. To indicate independence of the tethering and encapsulation 
process, vesicles to be encapsulated were not tethered. Tethered assemblies were 
encapsulated without any modification of the encapsulation procedure (results not 
shown). As seen in figures 1.K and 1.L the ratio of vesicles internally compartmental-
ized to vesicles uncompartmentalized was high. Most of the vesicles produced in the 
first round were found to be enclosed – encapsulation efficiency was high. 

When vesicles that exposed complementary ssDNA came into contact, hybridiza-
tion of single DNA strands resulted in double stranded DNA. Linkers accumulated in 
the contact area of the two vesicles formed an adhesion plaque (for a schematic repre-
sentation see figures 2.D/G; for colour-coded micrographs of real-world results see 
figures 4.D.1 and 5 of [65], figure 5 of [67], and figure 3 of [68]). Adhesion plaques 
were found exclusively, when DNA strands were complementary and inorganic ions 
were present (see [65]). No transfer of linkers between the membranes of different 
vesicles was observed (data not shown). 

4   Discussion 

Multicomponent or multifunctional custom-tailored vesicular drug delivery systems 
have to fulfil several requirements: (i) the actual drug containing system should be 
encapsulated to prevent premature degradation and content release, (ii) the drug con-
taining system should consist of more than two distinct compartments, and (iii) the 
proper composition of the drug containing system should be controlled. 

4.1   Encapsulation 

The in vitro vesicle formation procedure [12, 66, 69] enables independent tailoring of 
chemical material properties of the inter- and intravesicular fluid as well as of the inner 
and outer membrane leaflet composition. To our knowledge, the entrapment efficiency 
of this vesicle formation procedure has not, thus far, been analyzed. However one may 
speculate that its entrapment efficiency is superior to vesicle formation procedures cur-
rently used (for an overview of the current vesicle formation procedures see [10]). The 
potential of an asymmetric leaflet composition was exemplified by the production of 
phospholipid and polymer hybrids combining biocompatibility and mechanical  
endurance in single vesicles [66]. We increased procedural manageability of the forma-
tion procedure by introducing microtiter plates and vesicle pelletization (due to density 
differences in the inter- and intravesicular fluid). By introducing sonication of the wa-
ter-in-oil emulsion, we could shift the size distribution of the vesicles formed. By  
refeeding the vesicle containing solution, we established a novel method to produce 
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multivesicular assemblies. The protocol provides encapsulation of either tethered or 
untethered vesicular assemblies. The interdependence of tethering and encapsulation, 
faced in vesosome formation, is therefore resolved. 

4.2   Compartmentalization 

Single stranded DNA provides programmability, specificity, and high degrees of 
complexity [70]. Streptavidin offers the strongest noncovalent biological interaction 
known [71], an extensive range of possible vesicle modifications, component modu-
larity, and availability off the shelf. Phospholipid-grafted biotinylated PEG tethers 
feature lateral mobility [72], high detachment resistance [73], and no intermembrane 
transfer of linkers. The combination of phospholipid-grafted biotinylated PEG tethers 
and streptavidin expedites the production of vesicles avoids problems encountered in 
other approaches using cholesterol-tagged DNA to specifically link different vesicle 
populations by the hybridization of membrane-anchored DNA [2, 57, 60]: (i) Because 
the processes of vesicle formation and vesicle modification are not separated (the 
cholesterol-tagged ssDNA has to be present during vesicle formation), the formation 
procedure has to be adjusted anew for each change in the vesicle modification. The 
procedural manageability in laboratory experimentation is therefore reduced. (ii) As 
previously reported, the cholesterol anchors of the cholesterol-tagged ssDNA sponta-
neously leave the lipid bilayer and incorporate randomly into (other) lipid bilayers 
[57]. Thus, the specificity of the linking system is lost over time. 

We have presented a DNA-mediated tethering of three distinct vesicle populations, 
where the linkage of more than two distinct vesicle populations is reported for the 
first time. Our findings appear to have solved current restrictions, where donor-
acceptor mechanisms are binary. The DNA-mediated linkage mechanism, reported 
here, offers programmability of composition of multicompartment systems. Thus, 
custom-tailored vesicular drug delivery systems seem feasible. 

4.3   Composition Control 

By loading the vesicular membranes of tethered assemblies by ligand groups not used 
in the aggregation process, a column chromatographic purification procedure of ag-
gregates may be realized. The ligand groups would be used to purify aggregates from 
single vesicles (for details see figure 3.A-F). The scenario represents the minimal 
situation of tethered assemblies of two vesicle populations and two columns in series. 
If the tethered assemblies consist of three different vesicle populations bearing three 
different ligand groups not used in the aggregation process, purification of aggregates 
of proper composition from both single vesicles and incomplete aggregates may be 
possible. 

By a downstream fluorescence activated cell sorting (FACS; for a review of tech-
niques used in cell separation see Pappas and Wang [74]) internally compartmentalized 
vesicles may be purified from vesicles not compartmentalized properly. By introducing 
an intermediate separation process, a refeeding (Fig.3.B/E) of single vesicles and in-
complete assemblies into the self-assembly process may be realized before they become 
encapsulated. This may increase encapsulation efficiency and therefore may economize 
the production of custom-tailored vesicular drug delivery systems. 
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Encapsulation provides an extended circulation time resulting in accumulation at 
tumors or inflammation sites due the EPR effect, without the need of specific target-
ing. On the other hand, multiple compartments offer segregation of multicomponent 
pharmaceuticals that might be released only when and where they are needed. Perme-
ability control might be realized either by exploitation of stimuli inherent to target site 
(pH, redox potential, temperature) or externally induced (temperature, magnetic field, 
ultrasound). For a recent review on stimuli-sensitive pharmaceutical nanocarriers see 
Torchilin [38]. 

 

Fig. 3. Scenario how to sort out vesicle assemblies. (A) For vesicle self-assembly procedure see 
figure 2. Change: Vesicle populations (VPs) are labelled by a pair of complementary bioti-
nylated DNA single strands (b-ssDNA) inducing the self-assembly. Each VP further exposes 
additional non-complementary b-ssDNA. Complementary strands of these additional strands 
are exposed on the surface of DNA-coated columns (C1, C2). (A) C1 is loaded by a pool of 
assembled and unassembled vesicles. (B) Since VP2 and C1 do not complement in sequence of 
the additional b-ssDNA VP2 is eluted at room temperature (RT). VP1 and vesicle assemblies 
are retained; (C) but become eluted when temperature is raised by temperature induced DNA 
denaturation. (D) The new pool of vesicles is fed to C2. (E) At RT VP1 is eluted and VP2 is 
retained. (F) Only vesicle assemblies are left to be eluted by an increase in temperature. (G) 
Detail illustrating that both vesicle assemblies and unassembled vesicles of VP1 are retained in 
C1 at RT. (H) In C2 only vesicle assemblies are retained. (J, K) Molecular details of VP link-
age to the columns. Since the DNA strands that establish linkage to columns are shorter than 
DNA strands that induce self-assembly (cp. Fig.2F,G), they denature at lower temperatures. 
Linkage of vesicles to the columns hence is less stable than vesicle-vesicle linkage. Release of 
retained assemblies without breaking the assemblies is feasible. 
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5   Conclusions 

Encapsulated multicompartment systems may provide stable vehicles for a multicom-
ponent or multifunctional personalized drug delivery. In this work, we established a 
novel encapsulation technique and provide evidence for a stable DNA-mediated linkage 
of more than two vesicle populations. We discussed how these techniques may person-
alize the individual healthcare by providing custom-tailored vesicular drug delivery 
systems. 
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Abstract. Brain Computer Interface is a new technology aimed to communicate
the user’s intentions without using nerves or muscles. To obtain this objective,
BCI devices make use of classifiers which translate inputs from the user’s brain
signals into commands for external devices. This paper describes an adaptive bi-
stage classifier based on RBF neural networks and Hidden Markov Models. The
first stage analyses the user’s electroencephalografic input signal and provides se-
quences of pre-assignations to the second stage. The segment of EEG signal is as-
signed to the HMM with the highest probability of generating the pre-assignation
sequence.

The algorithm is tested with real samples of electroencephalografic signal,
from five healthy volunteers using the cross-validation method. The results allow
to conclude that it is possible to implement this algorithm in an on-line BCI de-
vice, but a huge dependency in the percentage of the correct classification from
the user and the setup parameters has been detected.

Keywords: Electroencephalography, Brain computer interface, Linear discrimi-
nant analysis, Spectral analysis, Biomedical signal detection, Pattern recognition.

1 Introduction

Since the discovery of the electrical nature of the brain by Dr. Hans Berger, it has been
considered the possibility to communicate persons with external devices only through
the use of the brain waves [1].

Brain Computer Interface technology [2] is aimed at communicating with persons
using external computerised devices via the electroencephalographic signal as the pri-
mary command source [3]; in the first international meeting for BCI technology it was
established that BCI “must not depend on the brain’s normal output pathways of pe-
ripheral nerves and muscles” [4]. The primary uses of this technology are to benefit
persons with blocking diseases, such as: Amiotrophic Lateral Sclerosis (ALS), brain-
stem stroke, or cerebral palsy; or persons whom have suffered some kind of traumatic
accident like for example paraplegic [5].

One way to control an external device using thoughts is associating selected brain
activity to device commands.Therefore, an algorithm that detects, acquires, filters, and
classifies the EEG signal is required [6] [7].
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Fig. 1. Block diagram of a BCI device

Actually different types of classifications can be established for BCI technology,
from the physiologic point of view BCI devices can be classified in exogenous and
endogenous. The devices in the first group provide some kind of stimuli to the user
and they analyse the user’s responds to them, examples of this class are devices based
on visual evoked potential or P300 [5]. On the contrary,the endogenous devices does
not depend on the user’s respond to external stimuli, they base their operation in the
detection and recognition of brain-wave patterns controlled autonomously by the user,
examples of this class are devices based on the desynchronization and synchronization
of μ and β rhythms [4], [8], [9].

In this paper is presented an endogenous classifier composed of two adaptive stages.
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In the first stage a Radial Basis Function neural network [10] performs a pre-
classification of the segment of EEG input signal and provides a pre-assignation se-
quence of data to the second stage.

In this second stage is computed the generation probability of the input sequence by
three different Hidden Markov
Models, each one had been previously trained with data sequences from the different
cognitive activities between classifying.

The content of this paper is as follows:

– Section 2 describes the experimental procedure, the cognitive activities or mental
tasks, and the equipment to develop the experiment.

– Section 3 presents the proposed two-stage classifier and describes the algorithms
employed in it for training and operation.

– Section 4 presents the results obtained from each volunteer.
– Section 5 analyses the previous results.
– And finally section 6 is devoted to making conclusions.

2 Experimental Procedure

Two sessions of the tests described below were carried out on five healthy male subjects,
one of whom had been trained before but the other four of whom were novices in the
use of the system.

In order to facilitate the mental concentration necessary for the proposed activities,
the experiments were carried out in a room with a low noise level and under controlled
environmental conditions. The experiments were carry out between 10 a.m. and 14 p.m.;
the period of time between sessions was one day.

The subjects were directed to sit down 50 cm from the screen of the acquisition sys-
tem monitor, and with their hands in a visible position. The supervisor of the experiment
ensured the correct enactment of this process.

2.1 Flow of Activities in the Experimental Process

The experimental process is shown in Figure 2.
System devices test. The correct battery level and correct state of the electrodes were

checked.
System assembly. Device connections: superficial electrodes (Grass Au-Cu), battery,

bio-amplifier (g.BSamp by g.tec), acquisition signal card (PCI-MIO-16/E-4 by National
Instrument), computer.

System test. The correct operation of the whole system was verified. To minimise
noise from the electrical network the Notch filter (50Hz) of the bio-amplifier was
switched on.

Subject preparation for the experiment. Electrodes were applied to the subject’s head.
Electrode impedance ≤ 4KOhms.

System initialisation and setup. The data register was verified. The signal evolution
was checked; it was imperative that a very low component of 50 Hz appeared within
the spectrogram.
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Fig. 2. Diagram of the experiment carried out

Experiment setup. The experiment supervisor set up the number of replications
Nrep = 10, and the quantity of different mental activities. The duration of each trial
was t = 7s, and the acquisition frequency was fs = 384Hz. The system suggested
that the subject think about the proposed mental activity. A short relaxation period was
allowed at the end of each trial; between replications the relax time is t = 7s.

2.2 Electrode Position

Electrodes were placed in the central zone of the skull, next to C3 and C4 [11], and
two pairs of electrodes were placed in front of and behind the Rolandic sulcus. This
zone has the highest discriminatory power and receives signals from motor and sensory
areas of the brain [3] [12]. A reference electrode was placed on the right mastoid and
two more electrodes were placed near the corners of the eyes to register blinking.

2.3 Description of Cognitive Activities

The experiment supervisor asked the subject to figure out the following mental activi-
ties; tasks that were used to differentiate between cerebral patterns [12]:
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Fig. 3. Electrode placement

Fig. 4. Block diagram of the classifier

Activity A. Mathematical task. Recursive subtraction of a prime number, i.e. 7, from
a large quantity, i.e. 3.000.000.

Activity B. Movement task. The subject imagines moving their limbs or hands, but
without actually doing so. It is movement imagery.

Activity C. Relax. The subject relaxes.

3 Description of the Classifier

3.1 Introduction

In Fig. 4 is shown the block diagram of the algorithm for the proposed classifier.
In it can be appreciated how the classification of the considered segment of the

EEG signal is obtained after the evaluation of the probability generation of the pre-
assignation sequence provided by three Hidden Markov Models.

There are as many Hidden Markov Models as cognitive activities to be considered
for the classification, each model is trained with pre-assignation sequences of data of
the cognitive activity associated to it.

The pre-assignation sequence of data are provided by a neural network, which inputs
are the vectors of features obtained after the preprocessing of the segment of EEG
signal, as it is described in the following subsections.
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Fig. 5. Block diagram for the preprocessing phase

3.2 Preprocessing

In Fig. 5 is depicted the operations associated to the preprocessing phase.
In a first step the EEG signal coming from both electroencephalographic channels

C3’-C3” and C4’-C4” are sampled and quantified at fs = 384Hz.
In the next step the samples are bundled in package of Nw = 128 samples, it is

equivalent to Tw = 1/3s. Each group of samples is normalised, in order to obtain ho-
mogeneous groups of transformed samples with zero mean value and unity as standard
deviation.

x′
i =

xi − μ

σ
(1)

This transformation does not affect the frequency properties of the signal, but allows
the comparison of groups of samples in the same session or between sessions, it avoids
that changes in the impedance of the electrodes or skin conductivity affect the next
procedures.

After this the samples are processed by a pass band Butterworth filter of order n = 6,
with lower and higher frequencies of f1 = 4Hz and f2 = 40Hz [13]; frequencies
outside this band are not common in sane conscious users.

In the next step the filtered samples are convoluted with a Tukey’s window of length
N = 128, this attenuates the leakage effect associated to the package procedure, see
Fig. 6. Previous studies allow to conclude that the convolution of the signal with this
kind of window increase the discrimination capability that the one obtained with other
kind of windows as for example: rectangular, triangular, Blackman’s, Hamming’s, Han-
ning’s or Kaiser’s [14].

After the convolution, the Fast Fourier Transform, eq.2, is applied in order to obtain
the spectral power estimation, eq.3; the obtained frequency resolution is in eq.4.

X(k) =
N∑

j=1

x(j)w(j−1)(k−1)
N ; wN = e−

2πi
N (2)

P (k) =
X(k)2

N
(3)

Δf =
fs

Nw
=

384
128

= 3Hz (4)
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Fig. 6. Frequency leakage effect

After the estimation of each frequency band, it is computed the vector of features con-
sidering the power average of the involved bands as it is shown on Table 1.

Table 1. Feature vector

Index Denomination. Frequency (Hz).
1 θ. 6 - 8
2 α1. 9 - 11
3 α2. 12 - 14
4 β1. 15 - 20
5 β2. 21 - 29
6 β3. 30 - 38

In case of presence of artifacts the algorithm detects them and during the learning
phase it substitutes its value by the average value of the samples in that package, if the
artifacts are detected in the on-line phase, it instructs the classifier to discard that group
of samples.

A group of samples is considered with artifacts if one sample differs more than three
standard deviations from the previous one.

3.3 Training of the Neural Network

The considered neural network is the type of Radial Function Basis. This type of neural
network is characterised by the learning of the position of the samples in the training
set and by the interpolation capability between them [10].

In Fig. 7 is represented the architecture of this type of neural network.
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Fig. 7. Architecture of the RBF neural network

From previous studies it has been concluded that this type of neural network behaves
better than other types of neural networks, as for example Multi-Layer Perceptrons or
Probabilistic Neural Networks [15].

The activation function is:

radbas(x) = e−x2
; x = (w − p) ∗ Sc (5)

In where w and Sc are respectively the weights and influence zone constant of each
neuron, and p is the position of the considered sample.

During the learning phase the neurons of the hidden layer learn the position of the
samples of the learning set, w; during the test phase when a new sample p is presented,
it is computed the distance between the sample and the learned positions, the nearest
neurons to the sample will proportionate higher activation values than the rest of the
neurons.

For the learning process are considered vectors of features from the EEG signal, ac-
quired when the user was performing one of the different cognitive activities considered
for the classification. The learning set is composed by the 75% of all the sample set, and
the other 25% is considered for validation. After the determination of the learning and
validation sets, the input vectors to the neural network are normalised, and with LDA
technique is reduced their dimensionality projecting the original input vectors in the
direction of the highest discrimination capability [16].

In order to minimise the over-learning effect, the RBF learning process allows a
dynamic growth of the number of neurons in the hidden layer. In the output layer are
considered as many linear neurons as cognitive activities between discriminate. Finally
in the assignation block on Figures 4, it is weighted the output vector of the neural
network and it assigns the input vector to the activity with highest output value provided
it is higher than a threshold λ, on the contrary if the value is lower than λ, the input
vector is labelled as unclassified.

On operation, once the neuronal network has been trained, when a new vector is
presented the cognitive activity, with samples nearer to it, will provide a higher ac-
tivation level, and the corresponding output will have a higher value than the others
cognitive activities.
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Fig. 8. Training of the RBF neural network

3.4 Description of Hidden Markov Models

A Hidden Markov Model is a double stochastic statistical model, it consists of a Markov
process with unknown and non-observable parameters, and a observed model which
parameters depend stochastically from the hidden states. A stochastic process is called
a Markovian process if the future does not depend from the past, only from the known
present; considering the stochastic variable q(t − 1) the transition probability in the
instant t is defined as P (qt = σt|qt−1 = σt−1). A Markov chain is formally defined
with the pair (Q, A), where Q = {1, 2, ..., N} are the possible estates of the chain and
A = [aij ] is the transition matrix of the model, with the constrains:

0 ≤ aij ≤ 1; 1 ≤ i, j ≤ N (6)
N∑

j=1

aij = 1; 1 ≤ i ≤ N (7)

The transition and emission probabilities depends from the actual estate and no from
the former estates.

P (qt = j|qt−1 = i, qt−2 = k, ...) = (8)

= P (qt = j|qt−1 = i) = aij(t)

Formally a discrete HMM of first grade is defined by the 5-tuple:
λ = {Z, Q, A, B, π}, in where:

– Z = {V1, V2, ..., VM} is the alphabet or discrete set of M symbols.
– Q = {1, 2, ..., N} is the set of N finite estates.
– A = [aij ] is the transition matrix of the model.
– B = (bj(Qt))NxM is the matrix of emission symbols, also known as observation

matrix.
– π = (π1, π2, ..., πN ) is the prior probability vector of the initial estate.

The parameters of a HMM are λ = {A, B, π}, see Fig. 9.
There are three types of canonic problems associated to HMM [17][18]:
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Fig. 9. Example of Hidden Markov Model

1. Given the parameters of the model, obtain the probability of a particular output
sequence. This problem is solved through a forward-backwards algorithm.

2. Given the parameters of the model, find the most probable sequence of hidden es-
tates, that could generate the given output sequence. This problem is solved through
the use of Viterbi algorithm.

3. Given an output sequence, find the parameters of the HMM. This problem is solved
through the use of Baum-Welch algorithm.

The HMM have been applied specially in speech recognition an generally in temporal
sequences, hand written, gestures recognition, and bioinformatics [18].

3.5 Training of the Hidden Markov Models

The HMM’s are trained with sequences of pre-assignations coming from the EEG sam-
ples, as it is shown in the Figure 10.

For each cognitive activity a particular HMM, with the following characteristics, is
trained:

– Number of hidden estates: 4.
– Number of different observable objects: 4

In the training phase, chains of nine pre-assignations were used. In a previous exper-
iment with synthetic samples, it was concluded that for the proposed architecture of
Hidden Markov Models the highest percentage of correct classifications were obtained
with chains of nine elements.

After the training or solution of the third canonic problem, the probability matrices of
state transitions and observation matrices are determined. The Viterbi algorithm is used
in order to determine the probability that a model generates the proposed sequence.
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Fig. 10. Training of the HMM

4 Results

In order to test the behaviour of the proposed algorithm, the influence of the threshold
assignation parameter (λ), and the influence zone of the neuron (Sc), the EEG samples
of the session tests from the volunteers were used as follows:

4.1 Evaluation of the Learning Capability

With a subset of 75% of the all EEG samples the algorithm was trained with different
λ and Sc values:

λ = 0.55 0.65 0.8

Sc = 0.5 0.95

These values have been fixed after a seek in wide with the samples of the first
volunteer.

After the learning, the same samples were processed with the trained algorithm, and a
comparison between the results obtained with the algorithm and the ones employed for
the learning was done, in all cases a 100% of correct classification has been obtained.

4.2 Evaluation of the Generalisation Capability

After the good results obtained from the learning phase, a cross-validation methodol-
ogy is used to estimate the generalisation capability. From the whole ten sessions, nine
are used for learning and one is used for validation, the process is repeated ten times
changing each time the session used for validation.

In the following tables are shown the results obtained for each volunteer, considering
the λ and Sc parameters.

For each combination, the process is replicated three times. In the upper row it is
shown the number of correct classifications. In the lower row it is shown the percentage
of improvement against a naive classifier. The results of the second session follow the
results of the first one.
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Table 2. Volunteer: Al01 & Al02

Sc = 0.5 Sc = 0.95 Sc = 0.5 Sc = 0.95
λ = 0.65 λ = 0.55 λ = 0.55 λ = 0.80

94 103 103 94 81 87 93 92 87 86 97 81
+4 +14 +14 +4 -10 -3 +3 +2 -3 -4 +8 -10
98 107 97 103 98 97 96 90 99 112 117 107
+9 +19 +8 +14 +9 +8 +7 0 +10 +24 +30 +19

Table 3. Volunteer: Ro01 & Ro02

Sc = 0.5 Sc = 0.95 Sc = 0.5 Sc = 0.95
λ = 0.65 λ = 0.55 λ = 0.55 λ = 0.80

103 97 92 118 109 118 97 87 86 117 106 110
+14 +8 +2 +31 +21 +31 +8 -3 -4 +30 +18 +22
115 106 110 103 98 102 102 83 81 115 101 117
+28 +18 +22 +14 +9 +12 +12 -8 -10 +27 +12 +30

Table 4. Volunteer: Ja01 & Ja02

Sc = 0.5 Sc = 0.95 Sc = 0.5 Sc = 0.95
λ = 0.65 λ = 0.55 λ = 0.55 λ = 0.80

106 97 110 87 90 107 99 106 107 98 108 99
+18 +8 +22 -3 0 +19 +10 +18 +19 +9 +20 +10
86 90 103 106 109 104 103 97 105 106 112 109
-4 0 +14 +18 +21 +15 +14 +8 +16 +18 +24 +21

Table 5. Volunteer: Da01 & Da02

Sc = 0.5 Sc = 0.95 Sc = 0.5 Sc = 0.95
λ = 0.65 λ = 0.55 λ = 0.55 λ = 0.80

109 102 104 83 92 92 106 91 110 86 87 92
+21 +13 +15 -8 +2 +2 +18 +1 +22 -4 -3 +2
106 94 110 84 85 92 109 104 106 116 108 110
+18 +4 +22 -7 -5 +1 +21 +15 +18 +28 +20 +22

Table 6. Volunteer: Ra01 & Ra02

Sc = 0.5 Sc = 0.95 Sc = 0.5 Sc = 0.95
λ = 0.65 λ = 0.55 λ = 0.55 λ = 0.80

106 97 110 87 90 107 99 106 107 91 76 99
+18 +8 +22 -3 0 +19 +10 +18 +19 +1 -15 +10
102 102 98 102 107 114 103 105 96 116 99 98
+13 +13 +9 +13 +19 +26 +14 +16 +6 +29 +10 +9
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5 Discussion

From the results of the proposed classification algorithm, it is observed that:

– The learning capability is better that the one achieved only with the RBF neural
network [15].

– From the analysis of the results of the replicas it has been detected that the variabil-
ity in the percentage of correct classifications is caused by the HMM’s, both in the
learning and validation phases. The sequences of pre-assignations provided by the
neural network were stable, but the generation probabilities of the HMM’s changed
in each replica. In the learning phase the HMM’s probabilities allowed a perfect
classification, but they were not maintained in the cross validation phase; for this
stage a lower percentage of correct classification was obtained, as it is summarised
in the tables 2 to 6. But until in this case, almost in all replicas, the cross-validation
test results were better than the ones hoped from a naive classifier.

– The values of correct classifications depend highly from the user. There has not
been identified a pair of λ and Sc values which proportionate the highest percentage
of correct classification for all users. The discrepancy between the results of the first
and the second session is explained by the user’s learning process, the same effect
was discussed in [19].

6 Conclusions

The information inside the pre-assignation sequences improves the classification capa-
bility, therefore the Hidden Markov Model technique is useful for the extraction and
use of this information in an On-line BCI device.

The scattering of the maximum values, of the correct classifications obtained from
the cross-validation tests, shows that the combination of λ and Sc parameters are highly
dependent on the user for all of the cases, for this reason a BCI device based in this
kind of algorithm should have a setup stage, that allows to initialise correctly these
parameters.

On the other hand, the algorithm behaves better than a naive algorithm, but it is not
as good as it should be taking into account the good results obtained during the learning
phase. The size of the learning data set is critical in the results obtained during the
validation phase. With a bigger learning data set the validation results will improve,
because of the minimisation of the overlearning.

In future applications the algorithm presented in this paper will be used as kernel for
an on-line classifier embedded in a BCI device. The on-line use of this device will allow
to assess how the different kinds of user’s feedbacks modify the classification capability.

References

1. Vidal, J.J.: Toward direct brain-computer communication (1973)
2. Wolpaw, J.R., et al.: Brain-Computer Interface Technology: A Review of the First

International Meeting. IEEE Trans. on Reh. Eng. 8(2), 164–171 (2000)



Adaptive RBF-HMM Bi-Stage Classifier Applied to BCI 165

3. Birbaumer, N., et al.: The thought translation device (TTD) for completely
paralyzed patients. IEEE Trans. on Reh. Eng. 8(2), 190–193 (2000)

4. Wolpaw, J.R., et al.: Brain-Computer interface for communication and control. Clinical
Neurophysiology 113, 767–791 (2002)

5. Donchin, E., Spencer, K.M., Wijesinghe, R.: The mental prosthesis: assessing the speed of a
P300-based brain-computer interface. IEEE Transactions on Rehabilitation Engineering 8(2),
174–179 (2000)

6. Kostov, A., Polak, M.: Parallel man-machine training in development of EEG-based cursor
control. IEEE Trans. on Reh. Eng. 8(2), 203–205 (2000)

7. Pfurtscheller, et al.: Current trends in Graz brain-computer interface (BCI) research. IEEE
Trans. on Reh. Eng. 8(2), 216–219 (2000)

8. Pfurtscheller, et al.: Brain oscillations control hand orthosis in a tetraplegic. Neuroscience
Letters 1(292), 211–214 (2000)

9. Pineda, J.A., et al.: Learning to Control Brain Rhythms: Making a Brain-Computer Interface
Possible. IEEE Trans. on Reh. Eng. 11(2), 181–184 (2003)

10. Ripley, B.: Pattern Recognition and Neural Networks, 2nd edn. Cambridge University Press,
London (2000)

11. Penny, W.D., et al.: EEG-based communication: A pattern recognition approach. IEEE Trans.
on Reh. Eng. 8(2), 214–215 (2000)

12. Neuper, C., et al.: Motor Imagery and Direct Brain-Computer Communication. Proceedings
of the IEEE 89(7), 1123–1134 (2001)

13. Proakis, J.G., Manolakis, D.G.: Tratamiento digital de señales: [principios, algoritmos y apli-
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Abstract. This study investigates the thermal deflection characteristics of mi-
crocantilever biosensors due to bimetallic effects. Thermal deflections are a ma-
jor source of noise in microcantilever biosensors. Therefore, by characterising 
the thermal behaviour, the accuracy of the biosensors can be improved signifi-
cantly. A commercial finite element analysis software ANSYS Multiphysics is 
used to analyse the deflection characteristics of gold-coated silicon microcanti-
levers. The cantilever is first subject to temperature increase and then to  
combined temperature increase and surface stress. The simulation results are 
compared against analytical and available experimental results. Results show 
that both thermal stress and surface stress have linear effect on the cantilever 
deflection and can be added algebraically to determine the absolute deflection 
produced entirely by the surface stress. Further, we show that by using double-
coated silicon microcantilevers thermal deflections in the biosensors can be 
eliminated.  

Keywords: Coefficient of thermal expansion (CTE), Thermal strain, Bimetallic 
effects, Microcantilever biosensor. 

1 Introduction 

Microcantilever based sensors are getting increasingly popular in a variety of physi-
cal, chemical, and biological studies. They have been operated in both liquid and 
gaseous environments. For instance, microcantilever sensors have been successfully 
used in calorimetric [1], rheometric [2], acoustic [3], infrared [4], pH meter [5], NO2 
gas sensors [6], atrazine pesticide detector [7], DNA hybridization [8], biomarking of 
myoglobin and kinase proteins [9], detection of biomarker transcripts in human RNA 
[10], assaying amyloid growth and protein aggregation [11], and DNA hybridization 
using hydration induced tension in nucleic acid films [12]. Microcantilever sensors 
are found to be highly sensitive and accurate device. These sensors normally use 
optical deflection readout techniques to measure the deflections generated upon the 
change in the surface stress on the functionalized surface of the sensor. By measuring 
the deflection, the relevant phenomena is monitored and measured.  

The overall accuracy of a microcantilever sensor depends on its design and  
measurement sensitivities. An efficient cantilever design should convert the surface 
stress induced stimulus into large deflection of the cantilever, whereas, an efficient 
measurement technique should ensure that the deflections measured are induced  
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entirely because of the change in the surface stress. An efficient measurement system 
should be able to isolate and eliminate the noise present in the deflection signals. The 
design sensitivity of microcantilevers can be improved by changing the cantilever 
shape [13], profile [14], or both [15]. In addition, by use of a polymer cantilever such 
as SU8 can also increase the deflection [16-18]. Most of the noise in the deflection is 
due to thermal [19] and flow [20] induced excitations. Thermal noise arise mostly 
because of the bimetallic effects generated due to ambient temperature change, 
whereas, the flow effects are due to the oscillating drag force acting on the cantilever 
profile. Present work investigates the sources of thermal noise in microcantilever 
biosensors and proposes measures to reduce or eliminate the noise. The biosensors 
use the adsorbate-induced surface stress change in measuring and assaying the un-
known species present in a media. The adsorption alters the surface stress distribution 
on the adsorbing surface, which results in cantilever motion. The biosensor system 
normally comprises gold film coated thin silicon or polymer substrate cantilever 
structure and a laser-based optical readout scheme. The gold film helps formation of 
monolayer of receptor molecules on the cantilever surface during functionalization, 
and also acts as reflecting medium during deflection measurements. The gold film 
coating nevertheless introduces bimetallic effects in the biosensor. Depending on the 
thermo-elastic properties of the film and substrate materials and the temperature 
variation, thermal deflection can exceed the surface stress-induced deflection, leading 
to large noise in the deflection signal.  

In this work we show that knowing the thermo-elastic properties of the film and 
cantilever material, the analytical and simulation relation can be used to predict the 
bimetallic effects in a microcantilever biosensor. A commercial finite element analy-
sis (FEA) code ANSYS Multiphysics is used in the simulations. The thermal deflec-
tions induced due to the variation in the ambient temperature are calculated using 
Stoney and beam models, and simulation results. These results are then compared 
against available experimental result. In the next step, the cantilever is subjected to 
combined effect of thermal and adsorbate-induced surface stress changes. Finally, the 
bimetallic effects in SU8 polymer biosensor are discussed. 

2 Theory and Numerical Analysis 

In microcantilever biosensors, the change in the surface stress distribution at the func-
tionalized surface of the cantilevers is used to determine the unknown molecules 
adsorbed on the surface. Since the induced surface stress strongly depends on the 
molecular species and its concentration, by measuring the cantilever deflection the 
attaching species as well as its concentration can be determined. Thus, the basic prin-
ciple of microcantilever-based biosensor is to detect and measure the surface-stress 
induced deflections in the cantilever (Fig. 1). 

Surface stresses are generated either by the redistribution of the electronic charge 
at the surface due to the change in the equilibrium positions of the atoms near the 
surface, or by the adsorbtion of foreign atoms onto the surface to saturate the dangling 
bonds [21]. Dangling bonds are of particular interest in biosensors, because during the 
functionalization of the biosensor, when the complementary bioreceptor molecules 
are deposited onto the sensing surface of the biosensor, we basically introduce  
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dangling bonds on the biosensor surface to provide sites for the analyte molecules to 
bond at. It should be, however, noted that surface stress is different from the normal 
stress encountered in solids. First, compared to the normal stresses which are distrib-
uted along and are supported by the entire cross-sectional area of the body, the surface 
stresses are usually confined to within few atomic planes of the exposed surface. 
Second, the unit of surface stress measurement is N/m, whereas, that of normal stress 
is N/m2. For convenience, surface stress in solids can be assumed analogous to sur-
face tension is liquids. 

Assuming the film thickness (tf) is infinitesimal compared to the substrate thick-
ness (ts), Stoney expression [22] relating the transverse deflection (Δzss) in a micro-
cantilever to adsorbate-induced surface stress change (Δσss) can be given as  
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where Es and νs are elastic modulus and Poisson’s ratio of the cantilever material, and 
L is cantilever length. 

 

Fig. 1. Schematic showing (a) functionalized biosensors cantilever deposited with known re-
ceptor molecules and (b) deflection in the cantilever due to adsorbtion of unknown analyte 
molecules onto its functionalized surface  

As mentioned above, thermal properties of the cantilever structure can itself be a 
major source of noise in microcantilever biosensors. Bimetallic effects are common 
phenomena that arise in multilayered structures when subjected to temperature 
change. The mismatch in their coefficients of thermal expansions (CTEs) results in 
thermal strain, causing deflections in the structure. The amount and direction of de-
flection depends on the CTEs of the layers. For instance, if the CTE of the substrate is 
lower than that of the film and the change in temperature is positive, the thermal de-
flection will be downwards. 

Fig. 2 shows the schematic designs of single- and double-coated microcantilever. 
In single-coated cantilever, only top surface of the cantilever is coated with a thin film 
of gold (Fig. 2 (a)). In double-coated, both top and bottom surface of the cantilever is 
coated with gold (Fig. 2 (b)). In both the cases, the thicknesses of the gold film are 
same and the film covers the entire surface of the cantilever. It can be deduced from 
Fig. 2 (b) that thermal deflections in a microcantilever biosensor can be reduced or 

(a) 

(b) 
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eliminated by using a double-coated cantilever. The thermal deflection produced by 
the expansion of top film layer is annulled by the expansion of the bottom film layer. 
In other words, the downward deflection created by the bimetallic effect of the top 
layer is totally balanced by the upward deflection produced by the bottom layer. Both 
the layers expand simultaneously and produce axial rather transverse movement in the 
cantilever.  

Based on classical beam theory, the transverse deflection in a bilayer beam (Fig. 
2(a)) due to bimetallic effect can be given as [23] 
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and ΔT is temperature change, αs and αf are the CTEs of the substrate and film, re-
spectively. Eq. 2 is commonly used in micro-electro-mechanical systems (MEMS) 
applications to determine the residual thermal stresses in thin film structures.  

 
 

   
 

   
 

        

Fig. 2. Schematic showing bimetallic effects in (a) single-coated and (b) double-coated  
microcantilever 

(a) 

(b) 
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In this work, we show that by replacing the adsorbate-induced surface stress (Δσss)  
by the thermal-induced film stress (Δσth), Stoney equation can be used to find the 
thermal deflection (Δzth) in the microcantilever biosensor. The expression relating 
film stress to temperature change can be given as [24] 
 

( )th f f s ft E Tσ α αΔ = − Δ . (3) 
 

Thus, the Stoney relation between thermal deflection and thermal-induced film stress 
can be given as 
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2.1 Numerical Analysis 

A commercial finite element analysis (FEA) software package ANSYS Multiphysics 
was used for numerical analysis. By taking advantage of the cantilever geometry, 2-D 
FE model was used. The model was meshed by 8-node coupled-field solid 
PLANE223 elements. Solution convergence and mesh-size effects were analysed 
before the final simulations. First a validation study on thermal deflection was per-
formed by comparing the analytical and FEA results against the experimental results 
of Ramos et al [25]. After validation, thermal characterisation and a coupled thermal-
structural analysis involving both thermal- and adsorbtion-induced stresses was per-
formed on both single- and double-coated cantilevers (see Fig. 3). In the first case, the 
microcantilever was subjected to temperature change alone, whereas, in the other, it 
was subjected to a constant surface stress as well as temperature variation. The canti-
lever was subject to an adsorbtion-induced surface stress of 0.05 N/m on its top sur-
face. The surface stress was modelled as a tensile force applied to the top edge of the 
cantilever [15]. The applied tensile force was F = Δσss× b = 0.05 × 100×10-6 = 5×10-6 

N. Thermal stress was also applied in the same manner by replacing Δσss by Δσth. The 
simulation parameters used in the analysis are listed in Table 1. 

Table 1. Geometric and thermo-elastic properties of the microcantilever 

Length of cantilever, l (µm) 500 
Width of cantilever, b (µm) 100 
Thickness of substrate, ts (µm) 1 
Thickness of film, tf (µm) 0.02 
Elastic modulus of substrate, Es (GPa) 130 
Elastic modulus of film, Ef (GPa) 78 
Poisson’s  ratio of substrate, νs  0.28 
Poisson’s  ratio of film, νf  0.44 
Coef. of thermal expansion of substrate, αs (/°C) 2.6×10−6 
Coef. of thermal expansion of film, αf (/°C) 14.2×10−6 
Thermal conductivity of substrate, ks (W/m°C) 149 
Thermal conductivity of film, kf (W/m°C) 315 
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Fig. 3. Schematic showing total deflection produced in (a) single-coated and (b) double-coated 
microcantilever biosensor due to analyte-receptor binding and temperature variation  

3 Results and Discussion 

Table 2 shows the validation study results comparing the analytical and simulation 
results against the experimental result in [25]. In the experiment, a silicon cantilever 
of size 400×100×1 µm was coated with a 20-nm-thick film of gold. And the cantile-
ver was subjected to a temperature variation of −12 °C. The thermo-elastic material 
and geometric properties for this validation study are adopted from [25]. The rest of 
the analysis used the gold-coated microcantilever detailed in Table 1. The analytical 
results were calculated using beam model (i.e., Eq. 2) and Stoney model (i.e., Eq. 4) 
and FEA result was from ANSYS. It is obvious in the table that the experimental and 
the analytical and simulation results have good accord in predicting the thermal de-
flection, indicating the conformity of analytical and simulation analysis.  

Table 2. Comparison between experimental, analytical and FEA results 

Thermal deflection, Δzth (µm)  
ΔT (°C) Exp. [25] Stoney [Eq. 4] Beam [Eq. 2] FEA 

-12 0.56 0.60 0.61 0.62 

 

(b) 

(a) 
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Fig. 4 shows the effect of temperature variation on thermal characteristics of the 
gold-coated silicon cantilever shown in Fig. 2 (a). The simulation results for thermal 
deflections are compared against beam model (Eq. 2) and Stoney model (Eq. 4). As 
can be seen in the figure, all the three curves show good accord in predicting the 
thermal deflections. Furthermore, the simulation results corroborate the linear relation 
between deflection and temperature, which is also suggested by the analytical models.  

 

 

Fig. 4. Thermal deflections in a gold-coated silicon microcantilever 

Fig. 5 shows the combined effect of temperature variation and adsorbate-induced 
surface stress on the deflection characteristics of single- and double-coated cantile-
vers. The cantilever was subject to a constant surface stress of 0.05 N/m and the am-
bient temperature was increased. The total deflection (Δztotal) is sum of thermal deflec-
tion and surface stress-induced deflection. The analytical study used two different 
approaches. In the first case, Stoney + beam models (i.e., Eq. 1 and Eq. 2) were used 
to calculate the total deflection. In the other case, Stoney models (i.e., Eq. 1 and Eq. 
4) were used to calculate the total deflection.  

Fig. 5 (a) shows the simulation results for the single-coated microcantilever sub-
ject to combined action of film and surface stresses. As can be seen in Fig. 5 (a), at 
ΔT = 0 the cantilever shows a deflection of about 0.28 µm, which is induced entirely 
by the surface stress of 0.05 N/m. In the figure, for ΔT > 3°C, thermal deflections 
exceed the surface stress-induced deflections. The higher the temperature change, the 
higher the thermal noise will be. Since both the thermal and surface-stress deflections 
show linear and additive characteristics, thermal noise can be isolated easily by de-
ducting the thermal deflection from the total deflection. Thus, by knowing the 
thermo-elastic and geometric properties of the cantilever, thermal deflection can be 
accurately predicted from analytical relations. It can also be observed that as the tem-
perature increases, the deflection curves show deviation, which suggests the analytical 
and simulation results are accurate for ΔT < 10°C. 

Fig. 5 (b) shows the simulation results for the double-coated microcantilever sub-
ject to combined action of film and surface stresses. It is evident in the figure that the 
proposed cantilever shows negligible thermal deflection (i.e., Δzth ≈ 0) when exposed 



 Thermal Characteristics of Microcantilever Biosensors 173 

to temperature increase. And the total deflection is only produced by the surface 
stress. Since the top and bottom layers expand simultaneously, only axial movement 
occurs and the cantilever is pulled along the length. Thus, we may conclude that the 
thermal noise in microcantilever biosensors can be reduced by using a double-coated 
microcantilever. 

 

 
 

 

Fig. 5. Total deflection due to combined action of thermal and surface stresses in (a) single-
coated and (b) double-coated silicon microcantilever 

Thermal noise problem is more pronounced in liquid medium than in gaseous. In 
microcantilever biosensor system, the cantilevers array is immersed in a fluidic cell 
chamber and solution stream containing the analyte molecules is flowed across. The 
temperature distribution around a microcantilever placed in a fluidic cell can change 
because of extrinsic and intrinsic sources. The extrinsic sources of temperature 
change are mostly associated with physical process. As extrinsic source, during purg-
ing the chamber and/or injecting the solution samples, the fluid filling the chamber 
can alter the ambient temperature around the cantilever array. It can induce thermal 
strain in the cantilever, and eventually produce thermal deflections. Intrinsic sources 

(a) 

(b) 
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arise due chemical processes that occur on the cantilever surface during the reaction 
between analyte and receptor molecules. If the reaction is exothermic, i.e., heat is 
released during the reaction, the temperature distribution around the cantilever is 
severely perturbed, inducing bimetallic effects in the cantilever.  

In practice, the surface stress-induced deflections normally range few tens to few 
hundreds of a nanometre. Fritz et al. [19] reported a 50 nm deflection of the microcan-
tilever due to the bimetallic effect. This was five times the microcantilever deflection 
due to analyte-receptor binding. And it can also be readily concluded from Fig. 4 that 
a temperature variation of even 1°C can produce a thermal noise of about 100 nm. 
Thus, elimination of thermal noise is vital for accurate measurements using microcan-
tilever biosensors and double-coated cantilevers can be efficiently used in this regard. 

Bimetallic effects present a far more serious problem in SU8 polymer cantilever 
biosensors than in silicon. Due to the large CTEs mismatch between the SU8 sub-
strate and the gold film, large thermal deflections are produced. Since the material 
properties of SU8 are strongly affected by the fabrication process [26], we adopted 
standard material properties for SU8 from the manufacturer’s data sheet [27]. The 
CTE of SU8 is 52×10−6 /°C, whereas, that of gold is 14.2×10−6 /°C. Since the  
mismatch between the CTEs of the layers is the main cause of bimetallic effect in 
cantilevers, such a large CTE difference will generate considerably high thermal de-
flection. Further, since the CTE of SU8 substrate is higher than that of film, the canti-
lever will bend upwards when the temperature is increased.  

In addition to the CTE mismatch, the elastic moduli difference between SU8 and 
gold is also very high. For example, compared to the elastic modulus of about 78 GPa 
for gold, the modulus of SU8 is about 2GPa. The large difference between the moduli 
will induce proportionately large strains in the layers. The strain mismatch will gener-
ate large shear strain at the gold-SU8 interface, which may eventually lead to delami-
nating of the film from the substrate if the temperature is raised significantly. The 
delaminating effect is also present in gold-coated silicon cantilevers to a lesser extent. 

If the film thickness is significant but still much less than substrate thickness, Eq. 
2 and Eq. 4 can be used for predicting deflections by replacing the substrate modulus 
(Es) with the effective substrate modulus (Eeff) given as [28] 
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where a = tf/t and b = ts/t, and t is total thickness of cantilever. To elucidate Eq. 5, 
consider the geometric and material properties of the gold-coated cantilever analyzed 
in this study. Though Es is 130 GPa, the Eeff is about 127 GPa.  

4 Conclusions 

Microcantilever biosensors provide a universal, rapid, and highly sensitive mean to 
study many applications. The measurement accuracy of the biosensor depends on its 
ability to isolate and eliminate noise from the signal. Since bimetallic effects are a 
major source of noise in the signal, this study investigated the effect of temperature on 
the deflection characteristics of the cantilever. The results indicated that thermal  
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deflections can be determined accurately using analytical and simulation models. By 
studying the combined effect of thermal- and adsorbate-induced surface stresses on 
the cantilever deflection, we found that the two stresses act linearly and additively. 
We found that even for small temperature variation, the thermal deflections can easily 
exceed the adsorbate-induced deflections, and hence contribute significant noise in 
the deflection signal. However, by deducting the thermal deflection from the total 
deflection amount, the exact adsorbate-induced deflection or stress can be determined. 
We also showed that double-coated silicon microcantilever can be used to completely 
eliminate the thermal deflection in the biosensor. Finally, the large mismatch in the 
thermo-elastic properties between gold and SU8 makes SU8 microcantilever biosen-
sors more susceptible to bimetallic effects. 
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Abstract. We describe a novel device for the restoration of authentic characteris-
tics in pathological speech uttered by subjects with laryngeal disorders. The origi-
nal speech signal is acquired and analyzed by the device and a speech signal with
improved, healthy-like features is reconstructed. A concatenation of randomly
chosen healthy reference patterns replaces the pathological excitation. In order
to restore authentic features, intervals between subsequent reference patterns are
obtained through a multi-resolution approach. Short-term pitch variability is re-
produced through a statistical variation model. For middle-term pitch variability
the correlation between pitch and signal envelope at the middle-term time scale
is exploited. Long-term variability is obtained through adaptive wavetable oscil-
lators; a novel, reliable and computationally efficient pitch estimation method.
Two authentic features were used to assess performance, namely breathiness and
prosody. Preliminary results indicate that breathiness of the restored signal is
clearly reduced and prosody related features are improved.

Keywords: Speech processing, Speech restoration, Adaptive filters, Multi-
resolution, Laryngectomy.

1 Introduction

The degree of degradation in pathological voices often engenders a decrease in a pa-
tient’s speech intelligibility and thereby a severe limitation in his social life and oral
interaction [1]. For example, subjects who have undergone laryngectomy suffer from
degradation of their natural vocal excitation [2,3,4]. Laryngectomy is the common treat-
ment after diagnosis of larynx cancer in an advanced stage and constitutes the par-
tial or total removal of the larynx. This significantly reduces the patient’s ability to
produce voiced sounds due to the reduced or missing vocal cord functionality [5,6].
During speech rehabilitation, the patient may learn to use alternative voicing meth-
ods, but the result usually is a noisy and intermittently obstructed voice. It lacks power
and pitch-variability and typically has an unnaturally low pitch. Alaryngeal voices are
usually perceived as not gender-discriminative, breathy and speakers find it difficult
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to express prosody. In accordance with the widely accepted source-filter-model in
healthy speech processing [7], the vocal cords are essential since they provide an exci-
tation signal with distinctive, periodical energy concentrations. This signal undergoes
further spectral shaping due to resonances of oral and nasal cavities as well as the lip
radiation function. In contrast, the alaryngeal voice excitation consists of a flawed, dis-
torted excitation signal where the glottal peaks are much less concentrated in the time
domain. This results in an unpleasant and unnatural voice with a fluctuating and of-
ten intermitted periodicity. In addition, the speaker loses most of its control over pitch
variability.

Several advanced voice restoration systems and methods have been presented in
the past aiming at the improvement of the quality and intelligibility of the alaryngeal
speech. In [8] methods based on linear prediction (LPC) for analysis and synthesis were
used to enhance the perceived, subjective voice quality. In [9] modified voice conversion
methods combined with formant enhancement were utilized to reduce the pathological
speech signal’s spectral distortions. In [10] a voice restoration system is described that
synthesizes speech from electroglottograph (EGG) pitch information and a jitter reduc-
tion model. In [13] a system is presented that restores a pathological speech signal by
replacing its pathological excitation with a concatenation of glottal reference patterns
randomly chosen from a database extracted from healthy speakers. The intervals be-
tween successive healthy glottal patterns are determined by the fundamental frequency
(f0) extracted from the original, pathological speech signal. Promising performances
have been obtained in terms of reduction of breathiness and increase of the average
pitch, but the resulting speech lacks authenticity due to the significantly reduced f0-
variability in pathological speech.

To improve these deficiencies, we propose a speech restoration device based on a
multi-resolution method to increase the variability of the restored pitch. Natural prosody
is restored by obtaining the intervals between subsequent glottal waves through a multi-
resolution approach. The long-term variability is deduced from the f0-trend in the orig-
inal speech signal. Middle-term variability is restored using the correlation between
f0 and the signal variance in natural speech. Short-term variability is restored using a
statistical variation model and the signal envelope. The speech signal is reconstructed
subsequently with the enhanced excitation and can be deployed in manifold applications
such as voice enhancement systems or interactive support systems for voice rehabilita-
tion and tutoring.

In the next Sections we outline common forms of speech rehabilitation and illustrate
the resulting pathological speech characteristics, which motivated the development of
our speech restoration system. In Sect. 4 we describe the multi-resolution pitch restora-
tion method used by the proposed device. The results obtained by subjective listening
tests are then presented and discussed in Sect. 5.

2 Speech Rehabilitation for Alaryngeal Speakers

During laryngectomy, the larynx including the vocal cords and the laryngeal muscles
is partially or totally removed [5]. Generally, postlaryngectomy patients may regain
means of verbal communication in two ways.
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On one hand there exist electro-mechanical devices called electrolarynx that use a
membrane to generate an external, synthetic speech excitation when held against the
neck. This sets the air volume in the vocal tract into vibration and the patient can articu-
late in a natural manner. Unfortunately, the voice quality achievable with electrolarynx
devices is low since there is no intuitive control over the fundamental frequency and
voice quality parameters such as breathiness. The resulting speech sounds very mono-
tonic and robot-like. Advantages of this method are its simplicity and short learning
phase. The patient does not need to undergo additional surgery and can start communi-
cating verbally almost immediately.

On the other hand, postlaryngectomy speakers may learn to use other tissues to sub-
stitute the functionality of the vocal cords. In tracheo-esophageal speech, the speaker
utilizes pulmonary air to produce voicing with the substitutional tissues. The speaker
may retain intuitive control over aspects of its voice, but only to a very limited extent.
The expression of prosody such as variations of the fundamental frequency or modula-
tion of the voice quality is greatly reduced compared with healthy speakers. In addition,
the aptitude of the remaining tissue to produce a rich, harmonic sound is very limited
and its physical properties vary greatly among speakers and differ significantly from
those of the vocal cords.

3 Characteristics of Pathological Speech

In healthy speech production, subglottal air pressure leads to a sudden, non-symmetric
opening of the vocal cords and a release of this pressure. Subsequently, the musculature
surrounding the glottis and the accelerated air flowing though the glottis force a closure
of the vocal cords and the process starts all over. Varieties in glottis shape and size
amongst humans lead to speaker-specific patterns for the opening and closing process
as well as to the introduction of jitter in the period between subsequent glottal cycles.
These effects amongst others lead to speaker specific voice characteristics.

In comparison to healthy voices, these aerodynamic-myoplastic processes are not
very well studied in voiced, alaryngeal speech production [5]. Alaryngeal voice char-
acteristics have been found to differ remarkably from that of healthy voices. Among
subjects the position and shape of the neoglottis vary significantly [8]. Often incom-
plete glottal closure can be observed. Furthermore, the flexibility and controllability
of the neoglottis lacks greatly when compared with a healthy glottis, especially due
to the absence of the laryngeal musculature. The high mass of the neoglottis and low
resistance to mucus aggregation influence the absolute value and stability of the funda-
mental frequency in a disadvantageous manner. The alaryngeal oscillator tends to break
down intermittently [14]. Eventually, the resulting voice has an unnaturally low and in-
stable pitch and often is found to have a hoarse, croaky and breathy voice quality [15].
Figure 1 depicts segments of LPC-residues of a laryngeal and an alaryngeal voiced ex-
citation signal. This figure highlights the alteration of the produced harmonic excitation
due to the changed physiologic conditions. The glottal wave patterns in the excitation of
the healthy speaker are highly concentrated in the time domain, whereas the excitation
of the alaryngeal speaker appears merely as a modulated noise signal.
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(a)

(b)

Fig. 1. Segments of a laryngeal (a) and an alaryngeal (b) voice excitation signal obtained by LPC
inverse filtering and their respective envelopes

4 Multi-resolution Voice Restoration

4.1 Method

A block scheme of the method implemented in the device is depicted in Figure 2. The
articulation information and the voice excitation are separated in a primer LPC-based
signal analysis. The obtained excitation signal is then divided into voiced and unvoiced
segments, since we are only interested in restoring the voiced excitation signal. The
voiced excitation segments then are replaced by concatenating healthy glottal reference
patterns. These reference patterns were previously extracted from laryngeal speakers
and are randomly chosen from a lookup-table. The intervals between successive refer-
ence patterns determine the fundamental frequency of the reconstructed speech signal.
The fundamental frequency in pathological speech is degraded in terms of variability
and stability and thus insufficient for a successful restoration of an authentic speech
signal. To increase authenticity, the intervals between subsequent glottal waves are ob-
tained through a multi-resolution approach on three different time scales:

– Long-term pitch variability f0,LT is restored with instantaneous frequency estima-
tions obtained from the alaryngeal voice excitation with adaptive wavetable os-
cillators (AWO).

– Middle-term pitch variability f0,MT is strongly related to prosody and is recon-
structed by exploiting the correlation between pitch variations and instantaneous
signal energy [16].

– Short-term pitch variability f0,ST is introduced through a statistical model to mimic
the presence of pitch jitter as in healthy speech.

Finally, the improved excitation signal is recombined with the unmodified unvoiced
speech segments and the estimated articulation information.
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Fig. 2. Block diagram of the multi-resolution pitch restoration method

4.2 Long-Term Pitch Estimation

The objective of the long-term pitch estimation is to grasp what remains of the pitch
information in the alaryngeal speech. The selection of method for the extraction of the
fundamental frequency of a specific signal depends on different characteristics of the
signal itself:

– The signal’s nature in terms of time-frequency distribution
– The amount and characteristics of additional harmful background noise
– The affordable computational complexity.

In general, pitch estimation methods can be classified into event detection methods
and short-term averaging methods. Event detection methods such as for example zero-
crossing [17] or threshold-guided maxima localization [17] are computationally inex-
pensive and yield high performance for well shaped signals in low-noise environments.
Signals with higher harmonic complexity or increasing noise level require more ad-
vanced methods such as the matched filter method [18] or auto-correlation method [19].
They are based on short-term averaging and computationally more expensive. More ad-
vanced methods with yet increased computational complexity, decompose the signal
into its Eigenspace components [20]. Conjoint approaches [21] combine three different
methods, namely in time, frequency and cepstrum domain.

For the device presented in this paper, the focus is clearly on the efficient utilization
of the given computational resources. We propose to use a new pitch estimation method
taking into account the demand for low computational load and for the pertinence and
simplicity of fixed-point real-time implementation. The method is based on adaptive
wavetable oscillators, a method recently published in [22]. An evaluation of the method
comparing it with other state-of-the-art methods for fundamental frequency estimation
was presented in [23].

AWOs constitute a time-frequency method combining wavetables and adaptive os-
cillators. Wavetables generate periodic output signals by cyclic indexing of a lookup
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table that stores a single period of the waveform. Adaptive oscillators synchronize their
output to both frequency and phase of the input signal. The indexing parameters of the
AWO are determined by optimizing a well defined cost function such that the error
between the wavetable output and an incoming, periodic signal is minimized.

The first step in the design of an AWO requires the selection of an appropriate pat-
tern. This pattern should represent a high similarity with the signal pattern to be ex-
tracted and is stored in a wavetable as numerical, digital information. With respect to
the above consideration, we use the energy distribution of the glottic excitation enve-
lope as input (see Figure 1 (b)) and a Gaussian function as wavetable pattern. As one
can observe, the envelope of energy during glottal patterns of the excitation signal has a
high similarity with a Gaussian shape. A Gaussian function is easily controllable with
only a few parameters such as a time index n, a phase offset in samples β and a temporal
width σ:

w(n) = e−
1
2

(n−β)2

σ2 (1)

Cyclic sampling is used to generate a periodical reference signal v(n):

v(n) = w(k(n) mod N) (2)

where k(n) is the cyclic sampling index

k(n) = (k(n − 1) + α) mod N (3)

k(0) is initialized to 0, x mod N is the remainder operator, and α is the sampling step
determining the sub-sampling rate of the wavetable pattern. The control parameters of
the periodic output of Equation 1 are adaptively updated by using well understood gra-
dient techniques [24]. The output of the wavetable oscillator thus is locked to the input
signal and the parameter α is related to the fundamental frequency of the alaryngeal ex-
citation signal by α/(NTs), with Ts being the sampling period. The phase depends on
the offset β of the sampling index. The adaption of the indexing parameters is achieved
by minimizing a well defined cost function that gauges the error between the wavetable
output and an incoming, periodic signal:

J(n) = s(n)v(n) (4)

where s(n) is the envelope of the extracted speech excitation signal.
Assuming that the phase and frequency of the input signal vary slowly over time one

can follow these changes by moving the argument of the cost function slowly into the
direction of the derivative:

α(n + 1) = α(n) + μα
∂J

∂α

∣∣∣∣
α=α(n)

(5)

and

β(n + 1) = β(n) + μβ
∂J

∂β

∣∣∣∣
β=β(n)

(6)

It can easily be seen that the gradients ∂J
∂α and ∂J

∂β are similar up to a constant.
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Fig. 3. Performance of the pitch estimation methods for the healthy speech signal with different
levels of AWGN
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∂x
=

∂J

∂w

∂w

∂x
(7)

Indeed, they include the partial derivative of w, which is typically stored in a wavetable
of N samples to minimize the computational load. The learning gains μα and μβ should
be chosen such that the oscillator can change rapidly enough to follow changes in the
fundamental frequency and minimize noise influences. Since the adaptation of the fre-
quency is much more sensible than that of the phase, μα should be much smaller than
μβ .

In [23] the AWO method was compared to several other methods such as the correla-
tion method and the matched filter method. A quantitative validation was performed on
healthy, phonetically equilibrated French speech sentences with additive white Gaus-
sian noise at SNRs ranging from −10dB to 20dB. To obtain an objective performance
assessment we evaluated first the most likely fundamental frequency during voiced seg-
ments as the median value of the estimations from the three different methods at each
sample. Quantitative performances were then assessed as the Mean Relative Absolute
Error (MRAE) between an estimation result from a specific estimator and the most
likely value. The results displayed in Fig. 3 confirm the results on healthy speech sig-
nals. The AWO and XCorr perform better than the the MF method, particularly at low
levels of SNR.

For pathological voices, very likely instantaneous fundamental frequencies to serve
as a reference are not available. Thus, a subjective validation by listeners was carried
out, based on the Mean Opinion Score (MOS) [11] of a signal generated by the pre-
sented method.

The results of the subjective evaluation displayed in Table 1 highlight that XCorr
outperforms AWO and MF in the mean with respect to listener specific subjective eval-
uation. However, an analysis of the variance of the XCorr and AWO methods yields a
p-value of 0.61, which suggests that from a statistical point of view this result is not
significant [12]. The performance of the matched filter method drops due to insuffi-
cient reliable support points for its restoration, which made it impossible to follow the
changes in the fundamental frequency.

The above results have shown that the proposed AWO method performs similar to
the correlation method under a variety of experimental conditions. In fact, the correla-
tion method is outperformed by the AWO method when applied to healthy voices and
when significant amounts of additive background noise is present. When applied to
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Table 1. Mean Opinion Score (mean ± standard deviation) of seven listeners assessing the perfor-
mance of specific pitch estimation methods as a preprocessing unit to a voice restoration method
for pathological voices. Applied MOS-scale: bad-1, poor-2, fair-3, good-4 and excellent-5.

Method XCorr AWO MF

MOS 3.7 ± 0.49 3.6 ± 0.53 1.7 ± 0.49

pathological voices, the performances of AWO and the correlation method are nearly
the same. Both methods reconstruct the pitch in the speech analysis and restoration
system to a quality, where it is rated by listeners between fair and good. However, as
the computational load of the AWO method is much lower than that of the correlation
method, AWO appears to be a very promising pitch estimation method for real-time
fixed point implementation on embedded platforms.

4.3 Middle-Term Pitch Restoration

Middle-term pitch variability f0,MT is restored by exploiting the correlation between
pitch and the signal envelope at this time scale. It has been shown that prosody is not
only strongly related to variations in pitch, but also to variations in the envelope of
the speech signal [16]. Figure 4 shows a segment of a healthy speech signal and the
f0 variations, which are directly related to variations of the signal envelope. In healthy
speakers, the f0-variations may span several octaves, but pathological speakers have lost
much of the ability to variate the fundamental frequency. Nevertheless, modulations of
the intensity of the speech signal may allow a reconstruction of the f0-variability due
to their tight correlation. The key point of the presented method is to infer variations in
pitch from variations in the signal envelope of the alaryngeal speech signal. Therefore,
the segmental signal envelope is bandpass-filtered (2 − 8 Hz) and then used to restore
the middle-term pitch variability. This will give the pathological speaker a means to in-
tuitively manipulate the pitch of the restored speech signal by manipulating the intensity
of his speech.

4.4 Short-Term Pitch Restoration

An important characteristic of natural voices are small imperfections, such as involi-
tional variations in pitch. The human perception expects this short-term variability in
speech signals and the lack of them results in an unnatural, unpleasant and buzz-like
sound. In the presented device, short-term pitch variability f0,ST is induced through
high-pass-filtered (fc = 8 Hz) and weighted additive white Gaussian noise (AWGN).
The weighting of this AWGN is determined through a signal-envelope-dependent, non-
linear weighting inspired by recent findings in healthy subjects [25]. In healthy voices,
jitter in f0 was found to be constantly low during voicing with sound pressure levels of
70−75 dB and above. At lower intensity levels though, jitter was found to steadily and
sharply increase with falling sound pressure levels.The produced pitch is increasingly
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Fig. 4. Correlation between the speech signal envelope (middle panel) and pitch (bottom panel)
in a healthy speech signal (top panel)

unsteady with decreasing intensity of the produced voice. We model this non-linear
behavior with a piecewise linear function.

fPL(senv(n)) =

⎧⎪⎨⎪⎩
0.1 if senv(n) ≥ γ

0.1 + 0.9 γ−senv(n)
γ−κ if γ > senv(n) > κ

1 if κ ≥ senv(n)
(8)

where senv(n) is the logarithm of the averaged instantaneous signal envelope normal-
ized with respect to the given acoustical configuration, γ and κ have been adjusted with
respect to subjective listening tests.

5 Results

An evaluation was performed to assess the successful restoration of authentic charac-
teristics from pathological speech to a higher quality. A sustained sound of a vowel a
of a pathological, male speaker with varying pitch was recorded at a sampling rate of
8kHz and 16 bits quantization. The speech signal was restored using the method as
described in Sect. 4.1, implemented in the Matlab programming language [26]. Twelve
amateur listeners quantified the performance in terms of prosody and breathiness using
a mean opinion score (MOS) by listening to the restored speech signals using ordinary
headphones. The relative contributions of short-term, middle-term and long-term pitch
variabilities to the improved speech quality were assessed using three different system
configurations. The pitch was restored from:

– LT: long-term pitch variability
– LT-MT: long-term and middle-term variability
– MR: multi-resolution approach

The results displayed in Table 2 show that the proposed restoration approach improves
performance with respect to both criteria. The contribution of the f0-variability re-
stored at the middle-term scale appears to be most significant (1.1 points compared
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Table 2. Mean Opinion Score (mean ± standard deviation) of 12 listeners that assessesd the
quality of 3 different restored voices. Applied MOS-scale: highly improved-1, no improvement-
3, highly degraded-5.

Method Improved Feature
Prosody Breathiness

LT 2.9 ± 0.7 1.7 ± 0.8
LT+MT 1.9 ± 0.7 1.6 ± 0.5
MR 2.0 ± 1.2 2.0 ± 1.2

(a)

(b)

Fig. 5. Lower frequencies of a spectrogram of a sustained vowel a of an alaryngeal speaker (top
panel) and restored with the LT+MT system configuration (bottom panel). The reduced pitch fluc-
tuations and increased pitch variability in the restored speech yielded a perception of improved
prosody.

to 0.1 points long-term variability alone). This seems to emphasize our assumption that
additional pitch variability at the middle-term scale (Fig. 5) can contribute to the restora-
tion of prosody. The contribution of the MR approach yields no significant improvement
to the perceived prosody. The high amount of standard deviation and the relatively small
amount of listeners prohibits to draw general conclusions. Nevertheless, a positive trend
can be recognized. Regarding the breathiness of the restored voice, a clear improvement
(1.0 to 1.4 points) in all voices can be observed. (Figure 6) illustrates the effect of the
low SNR in alaryngeal voices, where high frequency harmonics are covered by the noise
and their lack contributes to the perception of a less harmonic, breathy voice. For voices
restored with the MR approach, the additionally induced short-term variability seems
to imply a degradation in terms of increased breathiness compared to the result of the
LT+MT system configuration. This could be due to the fact that short-term variability
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Fig. 6. Spectra of a sustained vowel a performed by an alaryngeal speaker (elevated by 20 dB for
illustrative purposes) and restored with the proposed MR system. The structure of the higher fre-
quency harmonics is restored in reconstructed speech signal due to the restoration of the laryngeal
speech excitation leading to a reduction of the perceived breathiness.

is related to the jitter of speech. Indeed, jitter may be perceived as a desired, authentic
feature at a very low intensity level but becomes certainly harmful over a given thresh-
old. This threshold depends on the subject’s idiosynchrasies and may be adjusted to
the alaryngeal speakers’s desire. We suggest that a more carefully designed non-linear
model for the short-time variability contribution or a spectrally shaped noise instead of
the AWGN may reduce this undesired effect of the short-time pitch variability.

6 Conclusions

We presented a method for the restoration of authentic features in pathological voices.
The implementation of this method on an embedded device can be regarded as an attrac-
tive alternative to currently used electro-larynx devices due to its hands-free mode of
operation and superior acoustic quality. The Adaptive Wavetable Oscillator has evolved
as a sound method for the estimation of the long-term pitch variations in pathological
speech and stands out due to its low computational complexity. The Multi-Resolution
approach for the restoration of the f0-variability at different time scales improved the
prosody and breathiness of pathological voices. Furthermore, the possibility to influ-
ence prosodic characteristics of the voice such as the f0 in an intuitive manner can be
regarded as a clear advantage and motivate more alaryngeal speakers to learn or improve
tracheo-esophageal speech.
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Abstract. In this paper, we investigate the use of Al2O3 and TiO2 deposited by 
Atomic Layer Deposition (ALD) as evanescent waveguide sensors. These  
sensors will be employed to detect bacteria concentration in drain fluid in post 
anastomosis surgery. Surface roughness, conformality, and homogeneity of the 
sensor material are very important factors to obtain high sensitive sensor. ALD 
fulfill these requirements. Surface roughness before and after fabrication are in-
vestigated using AFM. As we aim at freestanding structure the buckling of free-
standing ALD films is studied. Finally we build an optical characterization set 
up and measured the propagation loss of Al2O3 and TiO2 waveguides at 1.3 um.  
The results show that ALD thin films can be used as waveguide material to ob-
tain very high sensitive sensors. 

Keywords: Evanescent waveguide, Atomic layer deposition, Propagation loss. 

1 Introduction 

In biomedical engineering, modern health care involves interdisciplinary fields such 
as sensors, electrical engineering, material science, signal processing, information 
technology etc. to get more informations from patients. In this research, we focus on 
developing biomedical sensor especially evanescent waveguide sensor for anastomo-
sis leakage detection. If the leakage occurs in the colon after surgery, bacteria could 
enter the abdominal cavity and cause severe infections [1]. The anastomosis leakage 
causes multi organ failure, second complication and even mortality. As comparison, 
the mortality cases after anastomosis are 2.6% and 18.6% without and with leakage, 
respectively. In addition, the multi organ failure cases are 1.1% and 15.9% without 
and with leakage, respectively [2]. The detection of leakage must be done early so 
that further medical action can be taken soon. Unfortunately conventional methods 
take up to seven days to detect the leakage.  

Atomic layer deposition is a technique to deposit thin atomic films layer by layer. 
Therefore the resulted thin film has a roughness below 1 nm, good electrical proper-
ties, good bio compatibility, good thickness control [3], and conformal [4]. By taking 
the advantages of the technique, thin film ALD is successfully used in Microelec-
tronic Mechanical System (MEMs) and sensors [4-6], organic transistor [3, 7], etc. 
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In the following we present the design, the fabrication and the testing of high 
sensitive evanescent waveguide sensors (EWS) for biomedical applications espe-
cially for early detection of bacteria’s in the case of anastomosis. We investigated 
specifically Al2O3 and TiO2 deposited by ALD. 

2 Fabrication 

The expected structure of the waveguide sensor we want to use, is a freestanding 
structure. These structures are proven to give the best achievable sensitivity as the 
measuring is on both side of the waveguide. However making flat and long struc-
tures is not always possible. Therefore studying the buckling of thin film that com-
poses the waveguide has to be done to avoid that too much light scatters during 
propagation. The buckling is related to the properties, the dimension and the stress 
of the material.  

2.1 Buckling of Thin Film 

The ALD thin film stress was measured by laser interferometer stress measurement. 
The equipment uses a laser interferometer to measure the curvature of the wafer 
which is then used to calculate the stress in the thin film. The measured stress in the 
Al2O3 and TiO2 was found to be 347 MPa and 282 MPa, respectively. The critical 
stress is defined as the maximum stress that can be held by the structure without 
buckling. The stress is influenced by the material properties and the dimensions of 
the structure as follow [8]: 

2 2

2 2

. .

12(1 )cr

k E h

b

πσ
υ

=
−  

(1) 

     

2 2

2

12(1 ). .

. .

b
h

k E

υ σ
π

−<
 

(2) 

The coefficient k is a constant that depends on the dimensions (based on ref.[3], if 
ratio between length/width (a/b) = 20, then k = 4). By taking a poisson ratio (υ) = 
0.3, a waveguide thickness (h) = 100 nm and width of waveguide (b) = 5 μm the 
critical stress is 53.5 MPa.  Since the stress measured is more than critical stress (σ 
> σcr), the buckling of ALD thin film will be present in the structure. By substitut-
ing the measured stress of thin film to the critical stress in Eq. (1) we can calculate 
the maximum buckling of the thin film (Eq. (2)). For an ALD film, the buckling of 
the thin film is found to be less than 80.5 nm. As the length of waveguide was con-
sidered to be 100 μm and assuming that the buckling happens in the middle of the 
structure, it can be estimated as an angle of 2.8 10-5 degree. Since this is very small, 
we can conclude that the buckling does not affect the propagation of the light 
through the structure. 
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2.2 Front Side Fabrication 

In a waveguide configuration, SiO2 and SiN are used as interlayer between thin film 
ALD and Si-wafer due to high refractive index of silicon[9]. To fabricate waveguides 
we use a lithographic process and plasma etching to pattern a rib (Fig. 1). However 
plasma etching affects the surface roughness and high power will create high surface 
roughness. Al2O3 and TiO2 are often seen as hard materials to etch. However in this 
work we used plasma etching with low power (20 W) to reduce to have surface 
roughness. The cross section of waveguide structure is rib waveguide as shown  
in Fig.1. 

50 µm 

250 nm 

200 nm 

3 μm 
50 nm 

SiO2(n =1.45)/SiN (n = 1.9) 

TiO2 (nf = 2.4)/Al2O3(n=1.64) 

 

Fig. 1. Cross section of waveguide 

By using low power (20 watt), the roughness is slightly increased after etching 
from 0.4 nm to 4 nm.  For the front side patterning we used RIE to achieve a rib depth 
of 50nm (CF4 = 50 sccm, CH3 = 25 sccm, H2 = 40 sccm, power = 20 watt), etching 
time 10 minute. Fig. 2 shows top view of the fabricated waveguide. 

   

(a)        (b) 

Fig. 2. Top view of waveguide (a) Al2O3 and (b) TiO2 

3 Propagation Losses 

To obtain the optical properties of the waveguide which resulted from the fabrication 
process, we tested them optically. The waveguides tested are TiO2 and Al2O3 rib 
waveguides. Propagation and coupling losses were investigated using optical meas-
urement set up, schematically depicted in Fig. 3. 
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Fig. 3. Setup and schematic of optical measurement system 

To measure the losses we used a LED as light source and a photodiode to convert 
intensity into voltage. Losses can be obtained by recording the output signal and  
using [10]:  

10log out
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In these measurements, various lengths of specimens were used to obtain the trans-
mission of every length. Then the readout of transmission is converted into losses and 
then plotted. The method is called the cut back methods By using this technique the 
propagation loss can be estimated. Fig. 4 shows the transmission of specimens of 
various lengths. 

The propagation loss is defined as the slope of the linear regression (dy/dx) and the 
coupling loss are the loss value when the length is zero. From Fig. 3 the propagation 
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losses of TiO2 and Al2O3 are 6.8dB/cm and 3.7dB/cm, respectively. The coupling 
losses of TiO2 and Al2O3 are 19 dB and 17.4 dB, respectively. 
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Fig. 4. Measured losses of waveguide 

4 Free Standing Structure 

In this research we want to build freestanding waveguide to obtain highly sensitive 
sensors.  SiO2 and SiN nitride were investigated as etch stop layer during the releasing 
by etching in TMAOH and KO. The structures dimensions and the properties of the 
waveguides are simulated by EIM method. 

4.1 Free Standing Processing 

To obtain free standing waveguides Si is etched from backside until a stopping layer. 
Selective etching is very important to fabricate nanolayered free standing structures. 
The aimed freestanding structure is as shown in Fig. 5. 

 

Fig. 5. Schematic of evanescent waveguide sensor of TiO2 waveguide 
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For backside etching two materials are used to protect the backside of wafer: SiO2 
for TMAOH etching and SiN for KOH etching. Firstly 2 μm SiO2 was employed as 
stopping layer when using TMAOH wet etching due to low etching rate of SiO2 in 
TMAOH compare with Si. SiO2 is obtained from thermal oxidation at 800-1100oC. 
However SiO2 thermal oxidation has a high stress and consequently the Al2O3 or TiO2 
deposited on SiO2 also have high stress. Experiment results show that the membranes 
break when etching until a SiO2 stop layer.  Fig. 6 shows the broken membrane and 
the high stress in the membrane. 

 

Fig. 6. SiO2 membranes with Al2O3 waveguide resulted by TMAOH etching 

Based on these results we concluded that thermal oxide can not be used with ALD 
thin film on top. We then used SiN as stop layer using this time KOH.  No stress 
appears on membranes and conformal etching can be seen in Fig. 7.  

    

Fig. 7. SiN membranes with Al2O3 thin film resulted by KOH etching 

The results presented in Fig. 7 (KOH etching with SIN as stop layer) prove that 
this method can be used to make free standing ALD waveguides. 

4.2 New Structure Definition 

We have shown that we need to use SiN as a etch stop layer. Unfortunately only TiO2 
(n>2.4) here satisfy waveguiding conditions. Further to prevent leakage to the  

Stress  Broken membrane 
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substrate. The film has to be quite thick around 1 micron. In contrary in the free 
standing region the thickness has to be reduced to obtain evanescent effect on both 
sides (front and back side). Fig. 8 shows the simulation of waveguide SiN/TiO2 in 
free standing region using effective index method [11].  

 

Fig. 8. Vertical TM field Profile of Freestanding structure of 250 nm TiO2 on SiN with the 
thickness of SiN being (a) 1 μm (b) 500 nm (c) 250 nm and (d) 100 nm 

SiN thickness influences on the evanescent tale are obviously shown in Fig. 8. The 
figure shows TM field profiles of waveguide with difference SiN thickness. By reduc-
ing SiN thickness in freestanding region, it can be found an evanescence on both 
surfaces. On the other hand the fabrication process will become difficult when reduc-
ing SiN thickness to the optimum thickness. Based on these simulations a structure 
with 250nm TiO2 on 250 nm SiN has evanescent tales both sides (Fig. 8(c)). The 
stack will be in our future investigations used as freestanding waveguide. In case of a 
waveguide consisting of 250 nm SiN and 250 nm TiO2 the sensitivity is found to be 
0.3. 

5 Conclusions 

We can conclude that buckling of ALD film when freestanding is very low (2.8.10-5 
degree) which it is not significant to affect the propagation of light through the 
waveguide. TiO2 and Al2O3 films have acceptable losses and can be considered as 
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waveguide materials. We showed that thermal oxide SiO2 was difficult to use as stop-
ping layer for the releasing of ALD films due to its high stress. Instead we proposed 
the use of SiN and KOH etching experiments showed good result. TiO2 can only be 
used with SiN but we simulated that 250 nm TiO2 on 250 nm SiN has evanescent tale 
in both sides and can exhibit a sensitivity of 0.3 
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Abstract. Conventional patient monitoring is performed by generating alarms
when vital signs exceed pre-determined thresholds, but the false-alarm rate of
such monitors in hospitals is so high that alarms are typically ignored. We pro-
pose a principled, probabilistic method for combining vital signs into a multivari-
ate model of patient state, using extreme value theory (EVT) to generate robust
alarms if a patient’s vital signs are deemed to have become sufficiently “extreme”.
Our proposed formulation operates many orders of magnitude faster than exist-
ing methods, allowing on-line learning of models, leading ultimately to patient-
specific monitoring.

Keywords: Patient monitoring, Extreme value theory, Extreme value distribu-
tions, Density estimation.

1 Introduction

Many patients die in hospital every year because deterioration in physiological con-
dition is not identified. It has been estimated that 23,000 cardiac arrests and 20,000
unforeseen admissions to ICU could be avoided each year in the UK alone, if dete-
rioration were identified and acted upon sufficiently early [1,2]. Thus, there is a great
need for patient monitoring systems that perform this automatic identification of patient
deterioration.

1.1 Existing Patient Monitors

Conventional hospital patient monitors take frequent measurements of vital signs, such
as heart rate, respiration rate, peripheral blood oxygen saturation (SpO2), temperature,
and blood pressure, and then generate an alarm if any of these parameters exceed a fixed
upper or lower threshold defined for that parameter. For example, many patient monitors
will generate an alarm if the patient heart rate exceeds 160 BPM, or decreases below 40
BPM [3]. However, these single-channel alarming methods suffer from such high false-
alarm rates that they are typically ignored in clinical practice; the study reported in [4]
concluded that 86% of alarms generated by conventional monitors were false-positive.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 199–211, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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1.2 Intelligent Patient Monitoring

The investigation described by this paper models the distribution of vital signs under
“normal” patient conditions, and then detects when patient vital signs begin to deteri-
orate with respect to that model. This is the so-called “novelty detection” approach, in
which patient deterioration corresponds to novelty with respect to a model of normality.
We have previously applied this technique to the monitoring of other critical systems,
such as jet engines [5] and manufacturing processes [6].

[7] and [3] used a Parzen window density estimator [8] to form a probabilistic model
p(x) of the distribution of patient vital signs x from a training set of vital signs observed
from a population of stable, high-risk patients. However, alarms were generated by
comparison of test data to a heuristic threshold set on p(x). This threshold is termed
the novelty threshold, because data exceeding it (in a probabilistic sense; i.e. data less
probable than the threshold value) are classified “abnormal”.

Previous work presented in [9] and [10] has shown that such heuristic novelty thresh-
olds do not allow on-line learning of patient models, because thresholds are not portable
between models - primarily because they have no direct probabilistic interpretation. In
that work, we described the use of Extreme Value Theory (EVT) as a principled method
for determining if test data are “abnormal”, or “extreme”, with respect to some model
of normality (such as a Gaussian Mixture Model, or GMM), which is summarised in
Section 1.4. This process is automatic, and requires only the selection of a probabilis-
tic novelty threshold (e.g., P (x) ≤ 0.99) in order to achieve accurate identification of
patient deterioration.

1.3 Contributions in This Paper

Our previously-proposed work has a number of limitations:

1. The system described in [9] uses EVT for determining when multivariate test data
are “extreme” with respect to a model of normality. In this case, a fully multimodal
model is allowed, such as a GMM comprised of many Gaussian kernels. However,
it is a numerical algorithm that requires large quantities of sampling, making it
unsuitable for on-line learning of models that are frequently updated.

2. The system described in [10] provides a closed-form solution to the problems posed
in (1) such that sampling is avoided, but is valid only for unimodal multivariate
models consisting of a single Gaussian kernel. In practice, such single-kernel mod-
els are too simple to describe the distribution of training data accurately.

Thus, there is a need for an EVT algorithm that allows multimodal, multivariate mod-
els of normality to be constructed, overcoming the unimodal limitation of (2), while
being computationally light-weight, overcoming the heavy sampling-based limitation
of (1). This paper proposes such a method, described in Section 2, illustrates its use
with synthetic data in Section 3, and presents results from a large patient monitoring
investigation in Section 4.
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1.4 Classical Extreme Value Theory

If we have a univariate probability distribution describing some univariate data, F (x),
classical EVT [11] provides a distribution describing where the most “extreme” of m
points drawn from that distribution will lie. For example, if we draw m samples from a
univariate Gaussian distribution, EVT provides a distribution that describes where the
largest of those m samples will lie. It also provides a distribution that describes where
the smallest of those m samples will lie. These distributions determined by EVT are
termed the Extreme Value Distributions (EVDs). The EVDs tell us where the most “ex-
treme” data generated from our original distribution will lie under “normal” conditions
after observing m data. Thus, if we observe data which are more extreme than where we
would expect (as determined by the EVDs), we can classify these data “abnormal”, and
generate an alarm. This process lies at the heart of using EVT for patient monitoring,
where we can classify observed vital signs as “extreme” if EVT determines that they lie
further than one would expect under “normal” conditions (given by the EVDs).

Though classical EVT is defined only for univariate data, we present a generalisation
of EVT to multivariate, multimodal models as described later in this paper.

To state this introduction more formally, consider {xm}, a set of m independent and
identically distributed random variables (iid rvs), which are univariate, and where each
xi ∈ R is drawn from some underlying distribution F (x). We define the maximum of
this set of m samples to be Mm = max(x1, x2, . . . , xm). EVT tells us the distribu-
tion of where to expect this maximum, Mm, and, noting than min(x1, x2, . . . , xm) =
−max(−x1, x2, . . . , xm), where to expect the minimum in our dataset. The fundamen-
tal theorem of EVT, the Fisher-Tippett theorem [12], shows that the distribution of the
maximum, Mm, depends on the form of the distribution F (x), and that this distribution
of Mm can only take one of three well-known asymptotic forms in the limit m → ∞:
the Gumbel, Fréchet, or Weibull distributions.

The Fisher-Tippett theorem also holds for the distribution of minima and the EVDs
of minima are the same as the EVDs of maxima, with a reverse x-axis. The Gumbel,
Fréchet, and Weibull distributions are all special cases of the Generalised Extreme Value
(GEV) distribution,

H+
GEV (x; γ) = exp

(
− [1 + γx]−1/γ

)
, (1)

where γ is known as the shape parameter. The cases γ → 0, γ > 0 and γ < 0 give the
Gumbel, Fréchet and Weibull distributions, respectively. In the above, the superscript
‘+’ indicates that this is the EVD describing the maximum of the m samples generated
from F .

1.5 Redefining “Extrema”

Classical univariate EVT (uEVT), as described above, cannot be directly applied to the
estimation of multivariate EVDs. In the case of patient monitoring, for example, our
data will be multivariate, where each dimension of the data corresponds to a different
channel of measurement (heart rate, respiration rate, SpO2, etc.) In this multivariate
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case, we no longer wish to answer the question “how is the sample of greatest mag-
nitude distributed?”, but rather “how is the most improbable sample distributed?” This
will allow us, as will be shown in Section 2, to generalise uEVT to a multivariate EVT
(mEVT). As proposed in [9], we consider the following definition of extrema:

Definition 1. Let m ∈ N
∗ and {xm} be a sequence of (possibly multivariate) iid rvs,

drawn from a distribution F with probability density function f . We define the extremum
to be the random variable

Em = argmin {f(X1), . . . , f(Xm)} .

1.6 Density Estimation

If a large number of actual observed extrema are available, or if it is possible to draw
extrema from a generative model, then it is tempting to try and fit an EVD to those
extrema, via Maximum Likelihood Estimation (MLE), for instance. If the form of the
EVD for our dataset is known (i.e., whether it is Gumbel, Fréchet, or Weibull), one
could attempt to fit a Gumbel, Fréchet or Weibull distribution directly to the extrema.
Even if the form of the EVD is not known, the distribution of extrema is theoretically
guaranteed to converge to one of the three instances of the GEV distribution, as stated
by the Fisher-Tippett theorem.

This approach was taken in [9], in which a method was proposed to estimate the
EVD in the case where the generative model is known to be a mixture of multivariate
Gaussian distributions (a GMM). The GMM f(x) was constructed using a training set
of observed multivariate data {x}. The method is based on our capacity to generate
(via sampling) a large number of extrema from the GMM. Each extremum is defined as
being the sample of minimum probability density f(x) out of a set of m samples. Thus,
if we require a large number of extrema (say, N = 106), then we must generate N sets
of m samples (where each set gives a single extremum).

In [13], this method was used for the purpose of patient monitoring. A GMM was
trained using multivariate patient data, and the EVD for that model was estimated using
the sampling method described above. A sliding window of length m was applied to
the time-series of test patient data, where m was determined empirically. A window of
test data was classified “abnormal” if its most extreme datum lay outside the estimated
EVD.

This approach has a number of disadvantages. Estimating the EVD by generating
extrema from the GMM is time-consuming. However, testing a range of values for m in
order to find the optimal value is even more time-consuming: it requires us to generate
a large number (e.g., N = 106) of extrema for each value of m that we test. If we
wish to perform on-line learning, in which models are constructed in real-time from
newly-acquired patient data, then these disadvantages must be overcome.

In Section 2, we propose a method to estimate numerically the EVD for a multivari-
ate, multimodal model (such as a GMM) which does not require sampling of extrema,
and so overcomes the disadvantages described above.
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2 Method

2.1 Introduction

Though the Fisher-Tippett theorem (described in Section 1) is valid only for univariate
data, we can use it to determine the EVD of an n-dimensional multivariate model Fn(x)
using an approach from [9]. Rather than consider the EVD in the n-dimensional data
space of x ∈ R

n, we can consider the EVD in the model’s corresponding probability
space Fn (R) ⊂ R

+. That is, we find the probability distribution over the model’s
probability density values. This new distribution (over probability density values) is
univariate, and the Fisher-Tippett theorem applies.

We have previously shown in [10] that this can be used for multivariate, unimodal
data; this paper proposes an extension to the method to allow us to cope with multivari-
ate, multimodal data, as required when using a GMM to model the distribution of vital
signs in patient monitoring.

2.2 Detail of Method

Define Fn to be a mixture of n-dimensional Gaussian kernels (i.e., a GMM), trained
using example training data, for multivariate data x ∈ R

n. Now, consider the GMM’s
corresponding probability space: let P be Fn (Rn), the image of R

n under Fn. That is,
P is the set of all probability densities taken by the GMM, which will cover the range
]0, pmax], where pmax is the largest probability density taken by the GMM.

We can find the model’s distribution over probability densities, which we define to
be Gn:

∀y ∈ P , Gn(y) =
∫

f−1
n (]0,y])

fn(x)dx , (2)

where f−1
n (]0, y]) is the preimage of ]0, y] under fn (the set of all values of x that

give probability densities in the range ]0, y]). Thus, Gn(y) is the probability that data
x generated from the GMM will have probability density y or lower. The lower end of
this distribution will be Gn(0) = 0 because the probability of data having probability
density p(x) ≤ 0 is 0, and the upper end of this distribution will be Gn(pmax) = 1
because the probability of data having probability density p(x) ≤ pmax is 1 (recalling
that pmax is the maximum probability density taken by the GMM).

Figure 1 shows Gn and its corresponding probability density function (pdf) gn for an
example 4-dimensional, bimodal GMM (in light grey). Note that the probability mass
for models with dimensionality n > 2 tends towards lower probability density values,
as shown in [9]: a sample drawn from the GMM is more likely to have a low probability
density y than a high value of y.

If Fn is composed of a single Gaussian kernel, an analytical form of Gn is derived
in [10] and its pdf shown to be:

kn(y, β) = Ωnβ
[
−2 ln

(
(2π)n/2βy

)]n−2/2
, (3)

where Ω = 2πn/2

Γ(n
2 ) (the total solid angle subtended by the unit n-sphere) and β = |Σ|1/2,

for covariance matrix Σ.
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Fig. 1. Distributions in probability space y ∈ P for an example bimodal GMM of dimensionality
n = 4. In the upper plot, the pdf gn(y) over probability density values y shows that the maximum
probability density for this GMM is pmax ≈ 0.015. The estimating distribution kn shows that the
proposed method closely approximates the actual gn. In the lower plot, the corresponding cdfs
Gn and Kn. The histograms are obtained using 107 samples and 512 bins. Only the 64 bins on
the left are used to estimate the tail of gn(y).

We can see from Equation (3) that kn is independent of the mean of Fn, which is
unsurprising: the probability density values taken by a Gaussian kernel are invariant
under translations in the data space (as occurs when the mean is changed), but change
if the kernel covariance is changed.

If Fn is composed of more than one Gaussian kernel, there is no analytical form for
Gn or its pdf gn. However, we can make the assumption that sufficiently far away from
the modes of the distribution, a mixture of Gaussian kernels behaves approximately like
a single Gaussian kernel. This assumption is typically valid because the EVD lies in the
tails of Fn, not near its modes. This corresponds to the tail of gn, where Fn(x) is close
to zero, for which we wish to find the EVD.

Thus, for Fn(x) sufficiently close to zero, gn can be approximated by kn for some
(positive) value of β. The family of parametric functions kn can therefore be used to
estimate gn. A convenient feature of this method is that the family of kn functions have
a single scalar parameter, β. To estimate the value of β that best approximates the tail



Probabilistic Patient Monitoring with Multivariate, Multimodal Extreme Value Theory 205

of our gn, we can estimate gn using a histogram, and then find the value of β that
minimises the least-square error in the tail.

Figure 1 shows that kn and Kn accurately estimate gn and Gn in the left-hand tail
(where P is close to zero), which is the area of interest for determining the EVD. So, if
we can determine the EVD for kn (and thus Kn), we will have an accurate estimate of
the EVD of our desired distribution Gn, and hence for our GMM, Fn.

From [10], kn is known to be in the domain of attraction of the minimal Weibull
EVD:

H−(y; dm, cm, αm, ) = 1 − exp
[
−
(

y − dm

cm

)αm
]

, (4)

where its scale, location, and shape parameters cm, dm, and αm, respectively, are given
by:

cm = K←
n

( 1
m

)
, (5)

dm = 0 , (6)

αm = m cm kn[cm] , (7)

where Kn is the integral of kn, which is given in [10], and where K←
n

( 1
m

)
is the 1/m

quantile of Kn.
After estimation of β, we can use Equations (5), (6), and (7) to define entirely the

EVD of our Gn.

2.3 Novelty Score Assignment

Having estimated cm, dm, and αm, let xm = {x1, . . . , xm} be a set of m samples drawn
from Fn. Let y be min [f(x1), . . . , f(xm)]. Then, the quantity 1−H−(y; dm, cm, αm)
is the probability of drawing an extremum out of m samples with a greater density
value; i.e. a more likely extremum. This is interpreted as the probability for the ex-
tremum to be novel with respect to the model. As it is desirable for novelty scores to
take low values for normal data and higher values for increasingly abnormal data, we
define the novelty score function:

q(xm) = φ
[
1 − H−(y; dm, cm, αm)

]
, , (8)

where y is defined above, and φ is a monotonically increasing function with domain
]0, 1]. φ must be the identity function to keep the probabilistic interpretation of novelty
scores, but can be taken to be some other function for visualisation purposes. Figure 2
shows an example of novelty score assignment for an example bivariate GMM.

3 Validation on Simulated Data

To validate our approach, we compare EVDs obtained using Equations (5), (6), and (7)
with the EVDs obtained using Maximum Likelihood Estimation (MLE) of the Weibull
parameters, using simulated data. An application using real patient vital-sign data is
shown in Section 4.
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Fig. 2. From top left to bottom right: pdf of example bivariate 4-kernel GMM, associated novelty
scores for m = 5, 15, 50, 150 and 500. φ is the cubic root function. Black and white indicate
a probability zero and one, respectively, of drawing an extrema of greater density value. As m
increases, extrema move further away from the kernel centres and ultimately further away from
the distribution centre.

For dimensionality n = 1 to 6, we define Fn to be the n-dimensional mixture of
Gaussians comprised of two multivariate standard Gaussian distributions with equal
priors and a Euclidean distance between their centres equal to two.

In order to estimate the EVD using MLE, for each dimensionality n = 1 . . . 6, and for
increasing values of m, a large number of extrema (e.g., N = 106) must be sampled.
Figure 3 shows estimates obtained using MLE for both the scale cm and shape αm

parameters of the EVD. The figure also shows parameters estimated using the method
proposed in Section 2.

The scale parameter appears to be accurately estimated even for small values of m.
However, the proposed method’s use of Equation (7) to estimate the shape parameter
only matches the MLE estimate for values of m greater than 15. This was expected, as
the Fisher-Tippett theorem tells us that the Weibull distribution is the EVD for asymp-
totically increasing m, and that actual EVDs are not expected to match the Weibull
distribution closely for small values of m.

Figure 4 presents a comparison between the cdfs of the corresponding distributions
estimated using MLE and with the proposed method, for n = 4 and a range of values of
m. Taking into account the logarithmic scale in y, we conclude that solutions obtained
using the new method are a good match to the maximum likelihood estimates.

The main advantage of our approach is that it does not require sampling of extrema,
which is a particularly intensive process. Assuming a model Fn, we only need to obtain
N samples from that model to build a histogram approximating Gn, then we solve a
simple least-squares estimation problem (as described in Section 2), and finally apply
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Fig. 3. Comparison of results of MLE estimates of the scale parameter cm (top) and the shape
parameter αm (bottom) parameter (shown as points in the plots), and values obtained using Equa-
tions (5) and (7) for increasing m for n = 1 to 6 and increasing values of m (shown as continuous
lines). For each dimensionality n, the GMM Fn is composed of two standard Gaussian kernels
with equal priors, and a Euclidean distance between their centres equals to two. Error bars are
too small to be visible at this scale.

the closed-form Equations (5), (6), and (7) to obtain an estimate of the Weibull param-
eters for any value of m. On the other hand, the MLE (which in itself is more intensive
than the least-square estimation problem) requires m×N samples to be drawn to obtain
N extrema, and this is for a single value of m. To test all values of m between 1 and
100 for instance, our algorithm requires up to 5,000 times less sampling, and none of
the 100 iterations of the MLE algorithm.

4 Application to Vital-sign Data

In this section, we describe an application of our methodology to a patient monitoring
problem, using a large dataset of patient vital-sign data obtained from a clinical trial [3].
The dataset is comprised of 18,000 hours of vital-sign data collected from 332 high-
risk adult patients. Measurements of heart rate (HR), breathing rate (BR) and oxygen
saturation (SpO2) are available at 1 Hz. The data were reviewed by clinical experts and
“crisis events” were labelled, corresponding to those events that should have resulted in
a call to a Medical Emergency Team [14,15] being made on the patient’s behalf.



208 S. Hugueny, D.A. Clifton, and L. Tarassenko

Fig. 4. Logarithmic plot of cumulative distributions obtained using our proposed method (black)
and Maximum Likelihood Estimation (grey). Dimensionality n = 4, histograms and MLE use
105 samples. From right to left, the values of m are 2, 5, 10, 30, 50, 100, 200 and 500.

We split the available data into three subsets: (i) a training set and (ii) a control set,
each consisting of data from 144 “normal” patients (and each containing approximately
8000 hours of data); (iii) a test set consisting of data from the 44 patients who went
on to have crisis events (approximately 2000 hours) which includes “abnormal” data
labelled by clinical experts (approximately 43 hours).

The training set is used to construct a model of normality F (with pdf f ), consisting
of a trivariate GMM (noting that n = 3, corresponding to the number of physiological
parameters available in the dataset). The number of kernels in the GMM was estimated
via cross-validation, which showed that 9 kernels provided the lowest overall cross-
validation error.

Given a value of m, the values of cm, dm, and αm can be computed as described
in Section 2. Novelty scores are then assigned to all patient data using eq 8, with φ
the identity function and, y = min [f(xt−m+1), f(xt−m+2), . . . , f(xt)]. That is, y is
the datum with minimum probability density within a window containing the last m
vital-sign measurements. This definition of y ensures that the extremum of m samples
is considered at each time step. The value of m conditions the width of the sliding
time-window used to assign novelty scores.

Setting a threshold on the novelty score function q allows us to separate “normal”
from “abnormal” data, and therefore compute a true positive rate (TPR) and a false
positive rate (FPR) for each of the three data subsets described above, with respect to
the known labels provided by clinical experts. Varying this threshold yields the ROC
curves shown in Figure 5.

We note that the setting of a novelty threshold on the EVD is different to the con-
ventional method of setting a novelty threshold on the pdf fn given by the GMM. In
EVT-based approaches, the threshold corresponds to a direct probabilistic interpreta-
tion (e.g., “these data are abnormal with a probability of 0.99”), whereas conventional
thresholding of the GMM fn is heuristic (as described in Section 1.2), being based on
probability density values, and so such thresholds are not portable between different
models.
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Fig. 5. True positive rate vs. false alarm rate for the “control” and “test” group, plotted for differ-
ent values of m.

The absence of data points above a true positive rate of 92% is due to the hetero-
geneity of the data within the crisis windows, a portion of which cannot be considered
abnormal with respect to the model.

As the dynamic range of a change in patient status is not known, it is in our best
interest to be able to explore a range of values for m. Depending on what is considered
an acceptable true positive rate for the crisis data, one can choose the value of m that
minimises the false alarms rate for the control group. A small value of m seems to be
preferable if the desired TPR is between 0.65 and 0.8. If we wish to maximise the TPR,
however, our results suggest that we should take a large value of m.

5 Discussion

5.1 Conclusions

This paper has proposed a new method for estimating the extreme value distributions
of multivariate, multimodal mixture models, as is required for the analysis of complex
datasets such as those encountered in patient vital-signs monitoring. The method over-
comes the limitations of previous methods, by (i) providing a light-weight formulation
that is shown to be significantly faster than previous maximum-likelihood methods,
which require large amounts of sampling, and (ii) providing solutions for multimodal
multivariate models, as are required for the analysis of complex datasets, whereas pre-
vious closed-form approaches were limited to unimodal multivariate models.

We have validated our methodology using synthetic data and patient vital-sign data
from a large clinical trial, and have shown that EVDs estimated using the method are
a good match to those obtained using maximum-likelihood methods, particularly when
the value of EVT parameter m (the window length) is greater than 15. For most real
datasets, in which the sampling rate is relatively fast, larger values of m will be neces-
sary in order to model system dynamics. For example, in the case of patient vital-signs
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monitoring presented in this paper, in which vital-signs data were obtained at 1 Hz, a
value of m = 15 corresponds to a window length of 15s.

As shown in Section 3, because the EVD is known in closed form and is parame-
terised by m, the value of m can be optimised in real-time. The light-weight formula-
tion allows on-line learning of models, ultimately allowing patient-specific monitoring
to take place, in which models are constructed in real-time using data observed from a
new monitored patient.

5.2 Future Work

The solutions proposed in this paper, while validated only for mixtures of Gaussian
kernels are sufficiently general that they should apply to any kernel mixture model. For
example, the proposed method could also be used to find the extreme value distributions
corresponding to Parzen windows estimators (themselves also mixtures of Gaussian
distributions); mixtures of Gamma distributions, as used by [16]; mixtures of Student’s
t distributions, as proposed by [17], and mixtures of Weibull distributions, as proposed
by [18].

These solutions are based on closed form formulae, and so the light-weight approach
could facilitate the use of Bayesian parameter estimation.

In application to patient monitoring, as well as demonstrating benefit on existing
datasets (as shown in this paper), we hope to have provided the facility to perform on-
line learning of patient-specific models, which forms an important part of our future
work.

5.3 Downloadable Content

Example MATLAB code on how to use our multivariate EVT is available for download
at http://www.robots.ox.ac.uk/˜davidc.
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Abstract. The diagnosis of cardiac dysfunctions requires the analysis of long-
term ECG signal recordings, often containing hundreds to thousands of heart
beats. In this work, automatic inter-patient classification of heart beats follow-
ing AAMI guidelines is investigated. The prior of the normal class is by far larger
than the other classes, and the classifier obtained by a standard SVM training is
likely to act as the trivial acceptor. To avoid this inconvenience, a SVM classi-
fier optimizing a convex approximation of the balanced classification rate rather
than the standard accuracy is used. First, the assessment of feature sets previ-
ously proposed in the litterature is investigated. Second, the performances of this
SVM model is compared to those of previously reported inter-patient classifi-
cation models. The results show that the choice of the features is of major im-
portance, and that some previously reported feature sets do not serve the clas-
sification performances. Also, the weighted SVM model with the best feature
set selection achieves results better than previously reported inter-patient models
with features extracted only from the R spike annotations.

1 Introduction

The analysis of electrocardiogram (ECG) signals provides with critical information on
the cardiac function of patients. Long-term recordings of ECG’s are required, for exam-
ple, for the clinical diagnosis of some disease conditions, and for the evaluation of new
drugs during phase-one studies. Such long-term recordings are usually obtained using
the popular Holter recorders.

Holter ambulatory systems record from 24 to 48 hours of heart activity, providing
with data containing thousands of heart beats. The analysis is usually performed off-line
by cardiologists, whose diagnosis may rely on just a few transient patterns. Because of
the high number of beats to scrutinize, this task is very expensive and reliable visual
inspection is difficult. Computer-aided classification of pathological beats is therefore
of great importance to help physicians perform correct diagnoses.

Automating this task, however, is difficult in real situations for several reasons. First,
several sources of noise pollute the ECG signal. Among these, power line interferences,
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muscular artifacts, poor electrode contacts and baseline wandering due to respiration
can sometimes be identified. Second, the vast majority of the heart beats are normal
healthy beats while just only a small number of beats are pathological, and of course
those are of uttermost importance. Third, artificial intelligence methods used to auto-
mate classification require the extraction of discriminative features from the ECG sig-
nals. Unfortunately, very few information is available to decide how to extract and build
those features.

Several features characterizing the heart beats and several classification models have
been investigated in the literature [6]. However, very few reported experiments fol-
low the standards defined by the American Association for Medical Instrumentation
(AAMI), which makes it very difficult to assess the relative merits of the methods and
of the proposed extracted features [1]. Furthermore, critical issues, such as the class
imbalance are often not taken specifically into account.

Another important aspect of heart beat classification is the way the training and test
sets are composed. Most published methods for classifying the heart beats of a patient
require access to previous data from that particular patient. In other words, data for each
patient must be present both in training and test sets. We refer to this as “intra-patient”
classification. Of course, one cannot always ensure that previous data is known and
available for each patient when needed, especially new ones. Therefore, “inter-patient”
classification – classifying the beats of a new tested patient according to a reference
database built from data from other patients – is much more useful, but at the same
time, much harder and demanding in terms of generalization capabilities of the models.

In this paper, inter-patient classification of heart beats following the AAMI guide-
lines is investigated. The class imbalance is taken into account by using a weighted
support vector machine classifier. A large number of features extracted from the ECG
signals described in the literature are combined and evaluated, and their relevance is
assessed.

The remaining of this paper is organized as follows. Section 2 briefly reviews the
state of the art in heart beat classification. Section 3 provides a short overview of the
theoretical background for the mathematical methods used in this work. Section 4 de-
scribes the ECG database and Section 5 describes the features extracted from the heart
beats. Finally, Section 6 shows the experiments and the results.

2 State of the Art

This section provides a short review of the state of the art in supervised heart beat
classification. Two kinds of heart beat classification paradigms can be distinguished,
corresponding to either intra-patient classification or inter-patient classification.

Inter-patient classification consists in classifying the beats of a new tested patient
according to a reference database and a model built from data from other patients. This
process thus implies generalization from one patient to another. As far as intra-patient
classification is concerned, the reference database must contain previously labeled beats
from the tested patient. The results that can be achieved are naturally better than when
inter-patient classification is performed, but the patient labeled beats are usually not
available in real situations. Furthermore, because pathological beats can be very rare,
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there is no guarantee that the few training beats that would be labeled for this patient
would contain representatives for each class; and the classifier could possibly fail in
predicting something it has not learned.

Despite these major drawbacks, the majority of previously reported work is about
intra-patient classification. Different models have been proposed for this task, including
neural networks [13], k-nearest neighbors [5], hidden Markov models [4] and support
vector machines (SVMs) [12]. A comprehensive review of intra-patient classification
methods and their results can be found in [6].

As far as inter-patient classification is concerned, the first study to our knowledge
to establish a reliable inter-patient classification methodology following AAMI stan-
dards is the work of [3]. A linear discriminant classifier model is trained and the results
are evaluated on an independent test set. The unbalanced classes issue is addressed by
introducing weights in the linear discriminant functions. Another linear discriminant
model and a Mahalanobis distance classifier are used in [17] on the same dataset with
different features and worst results. In [15], hierarchical SVMs are used to reduce the
effect of the class unbalance on the same dataset.

The classification performances heavily rely on the extraction of relevant features
from the heart beat time series. A variety of features have been proposed to characterize
the heart beats. The representation of the heart beat signal by the coefficients of Hermite
basis functions expansions is introduced for a clustering application in [11], and later
used for classification by [14] and [15]. Another type of features that has been proposed
is the representation of the heart beats by higher order statistics, and in particular the
cumulants of order 2, 3 and 4 [13].

Other widely used groups of features are segmentation interval features and morpho-
logical features [5,3]. Morphological features correspond to the raw amplitude values
of the ECG signal. Segmentation features require the annotation of the ECG character-
istic points and then summarize the shape of the P, QRS and T waves by their duration,
area, height, Q-T intervals, S-T intervals, etc. In most of previously reported works,
the successive time differences between the R spikes of heart beats (later referred to as
R-R interval features) are always combined to the other features. However, the intrin-
sic relevance of each type of features remains unknown. In this paper, this relevance is
investigated using feature selection techniques [7,9].

3 Theoretical Background

This section provides a brief theoretical background on mathematical methods that are
used in this work.

3.1 Weighted SVM Classifier

A support vector machine (SVM) is a supervised learning method introduced by Vapnik
[18]. The two-class case is described here, because its extension to multiple classes is
straightforward by applying the one-against-all or one-against-one methods. Let us first
define the p dimensional feature vector xi = {x1

i , x
2
i , ..., x

p
i } and the associated class

value yi ∈ {−1, 1} for a given heart beat i with i ranging from 1 to N , N being the
total number of heart beats in the dataset.
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SVMs are linear machines that rely on a preprocessing to represent the features in
a higher dimension, typically much higher than the original feature space. With an ap-
propriate non-linear mapping ϕ(x) to a sufficiently high-dimensional space, finite data
from two categories can always be separated by a hyperplane. In SVMs, this hyperplane
is chosen as the one with the largest margin.

Assume each observation xi has been transformed to zi = ϕ(xi). The soft-margin
formulation of the SVM allows examples to be misclassified or to lie inside the margin
by the introduction of slack variables ξi in the problem constraints:

Minimize W (w, b, ξ) =
1
2
||w||2 + C.Φ(ξ) (1)

s.t.

{
yi(〈w, zi〉 + b) ≥ 1 − ξi ∀i = 1..N
ξi ≥ 0 ∀i = 1..N

(2)

where w and b are the parameters of the hyperplane. The Φ() term introduced in the ob-
jective function is used to penalize solutions with many training errors. For any feasible
solution (w, b, ξ), missclassified examples have an associated slack value ξ greater than
1. Hence, it seems natural to chose a function counting the number of slacks greater or
equal to one as penalization function Φ() (the accuracy). Unfortunately, the optimiza-
tion of such a function combined with the margin criterion is known to be NP hard. In
practice, an approximation of the accuracy is thus commonly used:

Φ(ξ) =
n∑

i=1

ξi (3)

In this classical primal SVM formulation, the model is therefore actually optimizing a
convex approximation of the accuracy [2].

However, in a heart beat classification task, around 90% of beats are normal beats and
a dummy classifier which would always predict the normal class would get 90% accu-
racy. For this reason, the classification accuracy itself is a biased performance measure
and the balanced classification rate (BCR) is to be preferred. In a two-class problem,
the BCR is defined as the average between the sensitivity (SE) and the specificity (SP):

BCR =
1
2
(TP/(TP + FN) + TN/(TN + FP )) (4)

= (SE + SP )/2 (5)

where TP is the count of true positives, FN of false negatives, TN of true negatives
and FP of false positives. In a multi-class problem, the BCR is equal to the average of
class accuracies. Using this measure, a biased two-class classifier predicting always the
normal class would only get 50% of BCR, correctly measuring that only one class has
been correctly classified.

In the SVM formulation, different penalties for each class can be included in the ob-
jective function [10] so that a convex approximation of the BCR is optimized, rather
than the accuray. Let N+ and N− denote respectively the number of positive and
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negative examples. To eliminate the effect of the unequal class sizes on the classification
error rate, the objective function is rewritten as:

Φ(ξ) =
N

N+

∑
{i|yi=1}

ξi +
N

N−
∑

{i|yi=−1}
ξi (6)

By constructing the Lagrangian, this primal formulation can be rewritten in a so-called
dual form. The optimization is then achieved by solving the system using quadratic pro-
gramming. For this type of optimization, there exist many effective learning algorithms.
A common method is Platt’s Sequantial Minimal Optimization (SMO) algorithm, which
breaks the problem down into 2-dimensional sub-problems that may be solved analyt-
ically, eliminating the need for a numerical optimization algorithm such as conjugate
gradient methods [16].

In the dual form, the explicit form of the mapping function ϕ must not be known
as long as the kernel function K(xi,xj) = ϕ(xi)ϕ(xj) is defined. The kernel can
for example be the linear kernel K(xi,xj) = xt

ixj or the radial basis function kernel
K(xi,xj) = exp(−γ||xi − xj ||2) where γ is a kernel parameter to be tuned.

3.2 Hermite Basis Functions

The representation of the heart beat signal via Hermite basis functions (HBF) was first
introduced by [11] for a clustering application and later by [14] for classification. This
approach exploits similarities between the shapes of HBF and typical ECG waveforms.
Let us denote the heart beat signal by x(t). Its expansion into a Hermite series of order
N is written as

x(t) =
N−1∑
n=0

cnφn(t, σ) (7)

where cn are the expansion coefficients and σ is the width parameter. φn(t, σ) are the
Hermite basis functions of the nth order defined as follows:

φn(t, σ) =
1√

σ2nn!
√

π
e−t2/2σ2

Hn(t/σ) (8)

where Hn(t/σ) is the Hermite polynomial of the nth order. The Hermite polynomials
satisfy the following recurrence relation:

Hn(x) = 2xHn−1(x) − 2(n − 1)Hn−2(x) (9)

with H0(x) = 1 and H1(x) = 2x.
The higher the order of the Hermite polynomial, the higher its frequency of changes

in the time domain, and the better the capability of the expansion in Eq. 7 to reconstruct
the signal [6]. The width parameter σ can be tuned to provide a good representation of
beats with large differences in durations. The coefficients cn of the HBF expansion can
be estimated by minimizing the sum of squared errors using singular value decompo-
sition and the pseudo-inverse technique. These coefficients summarize the shape of the
heart beat signal and can be treated as the features used in the classification process.
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3.3 Higher Order Statistics

The statistical properties of the heart beat signal can be represented by its higher order
statistics (HOS). The cumulants of order two, three and four are usually used [13].
Assuming the heart beat signal x(t) has a zero mean, its cumulant Ci

x of order i can be
computed as follows:

C2
x(τ1) = E{x(t)x(t + τ1)}

C3
x(τ1, τ2) = E{x(t)x(t + τ1)x(t + τ2)}

C4
x(τ1, τ2, τ3) = E{x(t)x(t + τ1)x(t + τ2)x(t + τ3)}

−C2
x(τ1)C2

x(τ3 − τ2)
−C2

x(τ2)C2
x(τ3 − τ1)

−C2
x(τ3)C2

x(τ2 − τ1)

where E is the expectation operator and τ1, τ2, τ3 are the time lags.

4 ECG Database and Preprocessing

Data from the MIT-BIH arrhythmia database [8] are used in this work. The database
contains 48 half-hour long ambulatory recordings obtained from 48 patients, for a
total of approximatively 110’000 heart beats manually labeled into 15 distinct types.
Following the AAMI recommendations, the four recordings with paced beats are
rejected.

The sampled ECG signals are first filtered to remove unwanted artifacts. The filtering
procedure defined in [3] is used in this work. The ECG signal is filtered by two median
filters. The first median filter is of 200 msec width and removes the QRS complexes
and the P waves. The resulting signal is then processed with a second median filter
of 600 msec width to remove the T waves. The signal resulting from the second filter
operation contains the baseline wanderings and can be subtracted from the original
signal. Powerline and other high frequency artifacts are then removed from the baseline
corrected signal with a FIR filter.

The dataset configuration is the same as in [3,15]. The 44 available recordings are
divided in two independent datasets of 22 recordings each with approximatively the
same ratio of heart beats classes. The first dataset is the training set, and is used to
build the model. The second dataset is the test set, and is used to obtain an independent
measure of the performances of the classifier.

The ECG characteristic points, corresponding to the onset and offset of P, QRS and
T waves, are then annotated in each recording and the heart beats are separated using
the standard ecgpuwave1 segmentation software provided with the MIT-BIH arrhythmia
database. The original R spike annotations are provided as input to the software to help
the detection of the characteristic points. The beats whose Q and S points were not
detected are considered as outliers and automatically rejected from our datasets.

The MIT-BIH heart beat labeled types are grouped according to the AAMI recom-
mendations into four more clinically relevant heart beat classes [1] (see Table 2 for
grouping details):

1 See http://www.physionet.org/physiotools/software-index.shtml



218 G. de Lannoy et al.

N-class includes beats originating in the sinus node (normal and bundle branch block
beat types);

S-class includes supraventricular ectopic beats;
V-class includes ventricular ectopic beats (VEBs);
F-class includes beats that result from fusing normal and VEBs.

Table 1 shows the number of beats in each class and their frequencies in the two
datasets.

Table 1. Distribution of heart beat classes in the two independent datasets

N S V F Total
Training 45801 938 3708 414 50861

90.05% 1.84% 7.29% 0.81% 100%
Test 44202 1835 3204 388 49629

89.06% 3.7% 6.46% 0.78% 100%

5 Feature Extraction

A large variety of features extracted from a heart beat signal have been proposed in the
litterature. They can be summarized in five feature groups: R-R intervals, segmentation
intervals, morphological features, Hermite basis function expansion coefficients and
higher order statistics. The features computed in this work for these different groups
are now detailed.

1. R-R intervals: This group consists of three features built from the R-R interval
series. The first three features are the R-R interval to the previous beat, the R-
R interval to the next beat and the average of R-R intervals in a window of 10
surroundings beats.

2. Segmentation intervals: A large variety of 24 features are computed from the an-
notated characteristic points. These features include a boolean flag indicating the
presence or absence of QRS, P and T waves. If the waves are present, their duration,
maximum and minimum values, area, standard deviation, skewness and kurtosis are
computed as features. The Q-T, S-T, Q-R, R-S intervals are also included. When the
characteristic points needed to compute a feature failed to be detected in the heart
beat annotation step, the feature value is set to the patient’s mean feature value.

3. Morphological features: Ten features are derived by uniformly sampling the ECG
amplitude in a window defined by the onset and offset of the QRS complex, and
nine other features in a window defined by the QRS offset and the T-wave offset
[3]. As the ECG signals were already sampled, linear interpolation was used to
estimate the intermediate values of the ECG amplitude. Here again, when the onset
or offset points needed to compute a feature were not detected, the feature value is
set to the patient’s mean feature value.

4. HBF coefficients: The parameters for computing the HBF expansion coefficients as
defined in [15] are used. The order of the Hermite polynomial is set to 20, and the
width parameter σ is estimated so as to minimize the reconstruction error for each
beat.
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5. Higher order statistics: The 2nd, 3rd and 4th order cumulant functions are com-
puted. The parameters as defined in [14] are used: the lag parameters range from
-250 msec to 250 msec centered on the R spike and 10 equally spaced sample points
of each cumulant are used as features, for a total of 30 features.

Two additional normalized feature groups are also computed:

6. Normalized R-R intervals: These features correspond to the ratio between the pre-
vious three R-R values and their mean value for this patient. These last features are
thus independent from the mean normal behavior of the heart of patients, which can
naturally be very different between individuals, possibly misleading the classifier.

7. Normalized segmentation intervals: This group of features contains the same fea-
tures as the previous segmentation group, but the values are normalized by their
mean value for each patient. The normalization is obviously not applied to boolean
segmentation features. Here again, the objective is to make each feature indepen-
dent from the mean behavior of the heart of a patient, because it can naturally be
very different between individuals.

6 Experiments and Results

In the following experiments, weighted SVMs with the one-against-one multi-class
strategy are used. The training of the model is performed on the training dataset
introduced in section 4, and this model is then applied to get a prediction of the class
label of new heart beats from other patients in the test set.

Several types of kernels are evaluated in this study, and the linear kernel always out-
performs the other kernels. As this is in accordance with previous works on
heart beat classification using SVMs [15], only the results with the linear kernel are
reported here. The regularization parameter C of the SVM model is optimized between
101 and 10−5.

6.1 Feature Relevance Assessment

The first experiment aims at assessing the relevance of each set of features (cfr. Sec-
tion 5) in an exhaustive, “wrapper”, approach: every possible combination of the seven
feature sets are built, and each of them is fed to a weighted SVM model, whose per-
formances are taken as relevance measure of the feature combination. Table 3 holds the
most interesting results out of the 27 − 1 = 127 configurations. Figure 1 shows how
often (in percentage) each feature set is present in the top 20 best configurations.

Best overall performances are obtained with the combination of R-R features, nor-
malized R-R features and higher order statistics with 83.55% of BCR. Using this selec-
tion, the lower class accuracy is of 78.53% for the V class. The addition of any other
features to this selection always leads to a lower BCR. Also, these three feature sets are
the three most selected sets in the top 20 configurations. In particular, the normalized
R-R features are selected in every configuration of the top 15. It is interesting to note
that when only R-R and normalized R-R feature sets are included in the model, a BCR
of 80.07% can be reached. Also, when HOS are included alone, 76.94% of BCR is
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Table 2. Grouping of the MIT-BIH labeled heart beat types according to the AAMI standards

Normal beats (N) Supraventricular
ectopic beats (S)

Ventricular ectopic
beats (V)

Fusion beats (F)

Normal beats Atrial premature beat Premature ventricular
contraction

Fusion of ventricular
and normal beats

Left bundle branch
block beats

Aberrated atrial pre-
mature beat

Ventricular escape
beats

Right bundle branch
block beats

Nodal (junctional)
premature beats

Atrial escape beats Supraventricular pre-
mature beats

Nodal (junctional) es-
pace beats

Table 3. Selection of the most interesting results out of the 127 configurations with the weighted
SVM model (sorted in decreasing balanced classification rate)

Feature sets Results
RR Norm-RR Seg Norm-Seg HBF HOS Morph N (%) S (%) V (%) F (%) BCR (%)

Top 6 • • • 80.00 88.07 78.53 87.63 83.55
• • 86.72 90.68 75.72 79.64 83.19

• • • 77.68 89.70 86.99 77.84 83.05
• • • 83.35 90.79 74.72 79.38 82.06

• • • • 80.58 79.24 78.21 89.43 81.87
• • 79.18 63.49 86.49 94.33 80.87

Bottom 3 • • • 80.00 17.28 72.78 3.35 43.35
• • 69.44 2.51 29.96 66.75 42.17

• 42.76 72.97 37.73 12.63 41.52

Individuals • 51.57 93.13 75.16 87.89 76.94
• 68.19 78.69 72.00 64.95 70.96

• 81.70 51.66 45.79 93.04 68.05
• 83.25 64.96 84.46 1.29 58.49

• 86.82 3.65 73.63 36.34 50.11
• 7.69 71.99 68.98 39.43 47.02

All • • • • • • • 91.57 19.56 84.58 57.73 63.36

obtained. These results indicate that R-R intervals, normalized R-R intervals and HOS
features are the most important feature sets to include in the model.

The importance of feature selection is illustrated by the results obtained with the in-
clusion of all feature sets with a BCR of only 63.36% and an accuracy of 19.56% for
the V class. Several feature sets do not seem to serve the classification performances,
and some configurations can actually lead to a BCRbelow 50%, which is clearly not
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appropriate. In particular, the normalization of the segmentation features with respect
to each patient provides a lower accuracy than their non normalised version. Also, mor-
phological features are not selected in any the top 20 configurations.

6.2 Peformance Evaluation

The second experiment evaluates the performance of the weighted SVM with the best
configuration in Table 3. It is compared to the results of previously reported work that
also followed AAMI standards and inter-patient classification. In [3], the best results
are obtained by the combination of two weighted linear discriminant (LD) classifier
each built on 26 features extracted from one of the two leads of the holter recordings.
In [15], a hierarchical model is built from three individual SVM classifiers. Each indi-
vidual classifier is built on different features, including R-R intervals, HBF and HOS
feature sets. The results of the raw SVM with the best configuration when no weights
are defined, therefore optimizing an approximation of the accuracy rather than the BCR,
are also displayed. Table 4 shows the results.

Table 4. Comparison of the weighted SVM using the best feature sets with previously reported
works. The results when no weights are set in the SVM model (raw SVM) are also displayed.

Results
N S V F BCR

Weighted SVM 80.0% 88.1% 78.5% 87.6% 83.6%
[3] 87.1% 76.0% 80.3% 89.4% 83.2%

[15] 86.2% 82.6% 80.8% 54.9% 76.1%
Raw SVM 96.5% 0.7% 77.84% 11.8% 46.7%

The weighted SVM model yields better overall results than the hierarchical SVM
model. In particular, the results for the S and F pathological classes are significantly im-
proved. The performances are slightly higher but very close the weighted LDA model.
Nevertheless, the features included in our model only rely on R spike annotations and
do not require the computation of segmentation interval features to reach the same level
of performances. The detection of ECG characteristic points needed to extract these
features can indeed be a difficult task in noisy signals.

The weights included in the SVM to take the class unbalance into account are also
of major importance. If no weights are defined, the BCR obtained by the SVM model
decreases to 46.7%, with an accuracy of only less than 1% for class S and of 11.8% for
class F which is clearly unacceptable.

7 Conclusions

The classification of heart beats is of great importance for clinical applications involv-
ing the long-term monitoring of the cardiac function. The two main difficulties are the
extraction of discriminative features from the heart beat time series and the class unbal-
ance. For this purpose, this work has motivated and followed the use of:



222 G. de Lannoy et al.

Fig. 1. Percentage of feature set selection in the top 20 best configurations

– AAMI guidelines for the establishment of reliable classifiers and for the evaluation
of their relative merits;

– inter-patient rather than intra-patient classification;
– weighted multi-class SVM models to address the class unbalance problem;
– assessment of the relevance of usual feature sets;
– and the balanced classification rate as performance measure.

For the feature set relevance assessment, seven feature sets are considered: R-R
intervals, segmentation features, HBF coefficients, higher-order statistics, morphologi-
cal features, patient-normalized RR intervals and patient-normalized segmentation fea-
tures. Best results are obtained with the combination of R-R intervals, normalized R-R
intervals and high-order statistics with an average class accuracy of 83.55%. Any ad-
dition of features to these two sets leads to a lower performance. These results confirm
that the choice of the features is a task of major importance, as a bad selection or too
many features can lead to unaceptable results.

The results obtained with the weighted SVM model and the best selection of fea-
ture sets yield better results than previously reported inter-patient classification models.
Furthermore, these performances are obtained with features extracted only from the R
spike annotations. Therefore, the model does not require the annotation of the ECG
characteristic points which can be very difficult to detect in noisy or pathological beats.

Another important issue for classification of heart beats resides in the class unbal-
ance, which is met with weights being included in the SVM model. Indeed, the average
accuracy obtained by the model with our best feature selection decreases from 83.6%
to 46.7%, with an accuracy below 12% for class S and F when these weights are re-
moved, leading to rather useless models that are unable to grasp the importance of the
pathological cases.
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Abstract. The heart rate (HR) and vascular tone (VT) baroreflexes are control 
systems with negative feedback. As closed-loop control systems with delays, 
they possess resonance features at approximately 0.1 Hz and 0.03 Hz, which 
correspond to a ~5-s delay in the blood pressure (BP) response to HR changes 
and a ~15-s delay in VT response to BP changes, respectively. Unlike a single 
impact on the cardiovascular system (CVS) that elicits HR, BP, and VT oscilla-
tory responses that fade over time, rhythmical stimulation of the CVS at 0.1 Hz 
or 0.03-Hz produces steady HR, BP, and VT oscillations with significantly 
higher amplitudes compared to stimulation at other frequencies. We posit that 
these baroreflex resonances are integral to the vast autonomic variability that 
underlies efficient and effective homeostatic reflexes. This paper characterizes 
the phenomenon of resonances in the CVS using a classic engineering approach 
and the ability to employ these resonances for clinical applications. 

Keywords: Baroreflex, Closed-loop control system, Resonance frequency, 
HRV biofeedback. 

1   Introduction 

The arterial baroreflex is a mechanism that controls blood pressure (BP). It is trig-
gered by a shift in BP and leads to changes in heart rate (HR) and vascular tone (VT) 
that counteract the BP shift. Typically, these HR and VT baroreflex systems are mod-
elled using the classic “control system theory” approach, which conceptualizes the 
baroreflex as a closed-loop control system with negative feedback. These models are 
consistent with the premise that a critical function of the baroreflex system is to buffer 
BP oscillations [1, 2, 3, 4], but at first glance, are inconsistent with a system that dem-
onstrates resonance property frequencies [5, 6, 7]. By definition, though, a closed-
loop control system with a delay possesses resonance features and thus the classic 
control system theory can be used to model both the baroreflex’s buffering functions 
and its resonance properties.  

A closed-loop system always possesses resonance properties because all biologi-
cal or technical control systems have delays associated with inertia. When creating a 
stabilizing technical system with a closed-loop, the delay is manipulated so that the 
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resonance frequency falls far outside of the operating frequency range. In the case of 
the baroreflex system, there are two resonance frequencies within its very narrow 
(~0.01-0.5 Hz) operating range. 

The baroreflex system in humans demonstrates resonance properties at frequencies 
of about 0.1 Hz and 0.03 Hz [7, 8, 9]. In the HR baroreflex closed-loop, a shift in BP 
causes a compensatory HR response that is delayed for approximately 5 seconds.  In the 
VT baroreflex closed-loop, the compensatory response of the vasculature is delayed for 
approximately 10-15 seconds [8, 5]. These delays of 5 and 15 seconds coincide with 
resonance oscillations at 0.1 and 0.03 Hz (oscillation periods are equal to twice the 
value of the delay). 

Despite the current view that the main role of the baroreflex is to buffer BP oscilla-
tions and “that resonance is the price to be paid for effective buffering at other frequen-
cies” [7], we consider resonance properties of the baroreflex as essential elements for 
the regulation of autonomic and central nervous system functions. We posit that the HR, 
BP, and VT resonances in the baroreflex systems are integral for the vast autonomic 
variability that underlies efficient and effective homeostatic reflexes. This is supported 
by evidence that baroreflex resonance properties can act to amplify adaptive responses 
to internal and external stimuli and buffer stress and emotional reactivity through the 
initiation of a cascade of neurobiological events that produces a generalized inhibitory 
effect on the brain [10, 11, 12]. 

This paper presents the results of our investigations of baroreflex resonance features 
using a classic engineering approach. In these studies, the baroreflex is considered the 
main source of resonance oscillation in cardiovascular functions. Accordingly, we ex-
amine resonance in the cardiovascular system (CVS) by stimulating it with paced 
breathing, rhythmical muscle tension, emotional pictures and auditory cues. Based on 
the importance of autonomic variability and the dependence of this variability on the 
frequency of stimulation, we propose that better understanding of the resonance proper-
ties of the HR and VT baroreflexes can significantly contribute to the development of 
novel therapeutic methods to treat physical and mental illnesses. 

2   0.1 Hz Resonance in the CVS 

Gatchel and Lang [13] and Lang et al. [14] found that HR responses to a single stimulus 
tended to last approximately 10 seconds and have a triphasic waveform, consisting of a 
small initial HR deceleration, a larger mid-interval acceleration, and a final deceleration. 
Onset of any stimulus - visual [14] or acoustical [15], long (a few seconds) [15] or brief 
(a few tens of milliseconds) [16] - caused the same HR waveform response. Thus, the 
triphasic waveform of the instantaneous HR response appears to result directly from the 
inherent resonance properties of the HR baroreflex closed-loop. We hypothesize that 
this basic feature of the HR baroreflex closed-loop can serve as the foundation for elicit-
ing stable resonance oscillations in HR, BP, and VT using rhythmical 0.1 Hz  
stimulation. 

2.1   Prior Studies: 0.1 Hz Resonance in the CVS Caused by Respiration 

It is well known that respiratory activity continually perturbs the cardiovascular  
system and that breathing modulates HR due to respiratory sinus arrhythmia. Clynes 
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[17] showed that a single inhalation or exhalation elicits nearly identical triphasic HR 
waveform responses and that 0.1 Hz breathing caused high amplitude oscillations in 
HR. Angelone and Coulter [18] further explored this phenomenon by calculating the 
amplitude and phase transfer functions (with respiration as the input and HR as the 
output) for a single subject who performed paced breathing exercises at different fre-
quencies (0.01 – 0.5 Hz range). They found that the 0.1 Hz breathing produced the 
highest HR oscillation and defined this phenomenon as resonance in the CVS. These 
early studies were used to guide the development of a heart rate variability (HRV) 
biofeedback procedure based on paced resonance frequency breathing as a novel ap-
proach for correcting abnormal autonomic regulation [19]. 

Our HRV biofeedback procedure teaches participants to breathe easily and natu-
rally at a rate of ~ 6 times per minute; this breathing rate is in contrast to the usual  
respiratory rate of 12-18 breaths per minute (0.2-0.3 Hz). The procedure consists of  
in-laboratory training sessions, where the individual resonance frequency of each par-
ticipant is defined and participants are taught to breathe slowly but not too deeply (i.e., 
to avoid hyperventilation and support normal minute ventilation) as well as home prac-
tice sessions, where participants are instructed to breathe at their resonance frequency 
for approximately 40 minutes per day over a 10-week period. HRV biofeedback has 
been demonstrated to normalize autonomic regulation, as measured by increased 
baroreflex gain and peak expiratory flow [20], and is efficacious for the treatment of 
asthma [21], major depression [22], fibromyalgia [23], neurosis [24], and hypertension 
[25]. The therapeutic effects were achieved by triggering high-amplitude oscillations in 
multiple cardiovascular systems that activate and train homeostatic reflexes [20, 21]. 

 

Fig. 1. Oscillations in physiological functions during HRV biofeedback. Paced breathing at  
0.1 Hz triggers resonance oscillations in cardiovascular functions. Oscillations were observed 
in (A) respiration, (B) heart rate, and (C) vascular tone. The left panels show representative raw 
data traces. The right panels show the corresponding spectra generated from these traces. 

We recently calculated the amplitude and phase transfer functions of the HR con-
trol system for eight participants involved in an HRV biofeedback study. We found 
that the 0º phase shift between respiration and HR curves occurred precisely at an in-
dividual’s unique resonance frequency [26]. In this study, each participant’s unique 
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resonance frequency was identified between 0.075 Hz and 0.107 Hz. Further, we 
noted that breathing at one’s resonance frequency produces high-amplitude oscilla-
tions in HR, which, through the baroreflex, spread to other functions, such as BP and 
VT (Fig. 1). Thus, the therapeutic effects of HRV biofeedback appear to stem from 
the elicited high amplitude oscillations in HR, BP, VT, and other autonomic functions 
that retrain and tone homeostatic reflexes. Activation of the baroreceptors by these 
oscillations also activates inhibitory processes in the brain, thereby dampening stress. 
Taken together, these data suggest that daily “exercise” of autonomic functions asso-
ciated with normalized autonomic regulation can restore sympathetic-vagal balance 
[21] and buffer patients from some negative influences of stress. 

2.2 Study 1: 0.1 Hz Resonance in the CVS Caused by Rhythmical Muscle 
Tension 

Respiration is a natural rhythmical stimulator of the CVS; however, there are other ef-
fective methods to stimulate the CVS at its resonance frequency. For example, the 
CVS functions adaptively to react to physical load. France, France, and Patterson [27] 
developed the Rhythmical Skeletal Muscle Tension (RSMT) technique to lower risk 
of a vasovagal reaction (fainting). RMST has been successfully employed to avert 
fainting episodes that often occur during blood collection procedures and may dis-
courage people from donating blood.  It has also been successfully used to treat pa-
tients with blood and injury phobias. In their study, healthy young adults performed 
the RSMT task at a frequency of 0.1 Hz and demonstrated significant increases in 
HR, systolic and diastolic BP, and cerebral oxygen [27]. High amplitude 0.1 Hz oscil-
lation in HR, BP, and VT were also observed. In the present study, we assessed the 
ability of rhythmical paced muscle tension (muscle tense-release cycles) at a fre-
quency of 0.1 Hz to trigger resonance in the CVS. 

Method. Sixteen young healthy participants between, 17 and 26 years old (9 female, 
7 male), performed four 3.5-minute tasks in random order (30 second inter-task inter-
val): a 0.1 Hz paced breathing task and then three paced muscle tension tasks at fre-
quencies of 0.05, 0.1, and 0.2 Hz. Participants were seated in a comfortable armchair 
in front of a computer screen with their legs extended and supported parallel to the 
floor. During the paced muscle tension tasks, participant tensed their skeletal muscles 
when the computer screen turned red and relaxed their muscles when the screen 
changed to green. ECG and finger pulse were recorded during all tasks. Beat-to-beat 
HR, pulse transit time (PTT), and their respective Fourier spectra were calculated for 
each task. PTT was used to estimate vascular tone (shorter PTT corresponds to higher 
VT). HR and VT reactions in each task were estimated from the power of the spectra 
at the tested frequencies. 

Results. The 0.05, 0.1, and 0.2 Hz muscle tension manipulations produced HR and 
VT oscillations at corresponding frequencies in all participants; however, only rhyth-
mical 0.1 Hz muscle tension caused high amplitude HR oscillations like those ob-
served with 0.1 Hz breathing (see Fig. 2). Averaged across all participants, HR and 
VT reactions to muscle tension at 0.1 Hz were 4-6 times higher than at 0.2 Hz or 0.05 
Hz. Interestingly, although average HR oscillatory reaction to the 0.1 Hz muscle ten-
sion task was significantly lower than to the 0.1 Hz breathing task, average VT  
oscillatory reaction to the 0.1 Hz muscle tension task was significantly higher. 
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Fig. 2. Paced muscle tension at (A) 0.05 Hz [20 second period], (B) 0.1 Hz [10 second period], 
and (C) 0.2 Hz [5 second period] differentially affects heart rate. Tense-release cycles at 0.1 Hz 
produce maximal oscillations. Left panels show raw heart rate data (in beats per minute, bpm). 
Right panels show the corresponding spectral data. 

Discussion. Results confirmed that rhythmical 0.1 Hz muscle tension tasks can trigger 
resonance in the CVS. Although oscillations were robust in both the HR and VT 
spectra, the muscle tension task generated smaller HR oscillations, but larger VT 
oscillations, than those elicited by the breathing task. These findings parallel those 
reported by Lehrer et al. [28]. The larger amplitude oscillations in the VT spectrum 
may be related to the physical load of muscle tension, which increases mean HR and 
consequently depresses HRV. These data suggest that BP and VT oscillatory activity 
act as compensatory reactions to dampened HRV. 

Clinical Utility. The ability of the rhythmical muscle tension to produce high 
amplitude oscillations at this resonance frequency makes it potentially valuable as a 
clinical tool. A biofeedback procedure that includes systematic, every day use of 
paced rhythmical muscle tension may produce cumulative and long lasting effects on 
health in much the same way as HRV biofeedback. This idea builds on the RSMT 
technique developed by France, France, and Patterson [27], which was originally 
intended to be a single session performed immediately prior to an event that could 
induce a negative physiological reaction. 

We propose that the mechanism by which the 0.1 Hz RSMT procedures prevent 
vasovagal reactions is high amplitude oscillations, which activate regulatory proc-
esses that, in turn, balance autonomic functioning, modulate neural inhibition, and 
buffer the body from stress. Accordingly, we speculate that other kinds of 0.1 Hz 
RSMT procedures, such as those that incorporate everyday use, can be exploited by 
researchers and clinicians for the development of novel approaches to correct abnor-
mal autonomic regulation. Such procedures may prove especially useful in the rehabi-
litation process  of  patients following  a  cerebral stroke  or  myocardial  infarction, in 
treatments where physical exercises are prescribed [29], or in sport medicine. 
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2.3 Study 2: 0.1 Hz Resonance in the CVS Caused by Emotional Pictures Cues 

The CVS actively participates in emotional regulation, and emotions strongly affect 
cardiovascular functions. Picture cues that elicit emotional reactions have been re-
ported to produce the common triphasic HR response [15]. The magnitude of this 
triphasic response, particularly the accelerative leg, appears to accurately discriminate 
picture valence [13, 14]. In accordance with our model, instigating rhythmical reac-
tions at 0.1 Hz should produce resonance oscillation in HR, and the oscillation ampli-
tude should discriminate the degree of emotional arousal. We previously showed that 
viewing emotional picture cues elicits strong 0.1 Hz HRV reactions in young adults 
who span the continuum of alcohol and drug use behavior [30, 31, 32]. In the present 
study, blocks of emotionally arousing picture cues were presented to healthy young 
adults at a frequency of 0.1 Hz and the relationship of resonance amplitude to the de-
gree of emotional arousal was assessed. 

Method. Seventy-six young participants, between 18 and 29 years old, were individually 
tested. Each participant viewed six categories of 30-picture blocks (negative emotional, 
positive emotional, and neutral, as well as alcohol, marijuana, and club drugs [ecstasy, 
cocaine]) [33, 34, 35]. Pictures were presented for 5 seconds with a 5-second inter-
picture interval, resulting in a 0.1 Hz picture presentation frequency. The interval 
between each picture block was 30 seconds. Pictures were presented on a 75-cm LCD 
TV (View Sonic N3000W). ECG and finger pulse were recorded during all tasks. Beat-
to-beat HR and PTT, and their Fourier spectra, were calculated for each picture cue 
block. Reaction of the CVS to the picture cue blocks was estimated by the power of HR 
and VT spectra at frequency of 0.1 Hz (i.e., the 0.1 Hz HR index and the 0.1 Hz VT 
index, respectively). To evaluate the sensitivity of the 0.1 Hz HR index for estimating 
emotional valence, common HRV indices (total HRV, high frequency (HF) HRV, and 
low frequency (LF) HRV were also calculated. 

Results. Picture presentation at a frequency of 0.1 Hz caused high amplitude HR and 
VT oscillations at the 0.1 Hz resonance frequency of the CVS. The resonance in VT, 
however, was less prominent than that in HR. Moreover, as we previously reported 
[31], the 0.1 Hz HR index detected reactivity to the picture cue blocks more 
sensitively than the other, commonly used HRV indices (total HRV, HF HRV, LF 
HRV). For example, a participant’s reactions to negative versus neutral picture cue 
blocks often appeared different using the 0.1 Hz HRV index, but not the common 
HRV indices. 

In general, participants’ average 0.1 Hz HR index response was lowest for neutral 
picture cues and highest for negative emotional picture cues. The average 0.1 Hz HR 
index responses to positive emotional, alcohol, marijuana, and club drugs picture cues 
did not generally appear different. There were individual differences in the response 
patterns of 0.1 Hz HR indices across the picture blocks. For example, one participant 
strongly reacted to negative emotional and alcohol picture stimuli, but weakly reacted 
to positive emotional and marijuana cues. Conversely, another participant showed 
high 0.1 Hz HR index responses to club drug (ecstasy and cocaine) cues, a moderate 
response to negative and positive emotional cues, and a weak response to all others 
cue blocks (see Fig. 3). 
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Fig. 3. The RRI spectra from one participant in response to pictures cues presented at 0.1 Hz. 
Responses to emotional picture cues (neutral, negative, positive) as well as to appetitive cues 
(alcohol, marijuana, club drugs) were assessed. The power of the spectra at 0.1 Hz likely re-
flects the strength of emotions caused by picture cue blocks. 

Discussion. Emotional arousal modulated by rhythmical picture cue exposure at a 
frequency of 0.1 Hz was reflected by high amplitude resonance oscillations in HR and 
other cardiovascular functions. Because it seems unlikely that, by itself, picture cue 
presentation rate affects emotional arousal, we posit that the amplified reactivity 
observed when pictures were presented at 0.1 Hz is directly related to pairing the 
presentation frequency with the resonance frequency of the CVS. 

Our approach of using the CVS’ 0.1 Hz resonance property to evaluate the degree 
of emotional arousal in response to stimuli is similar to the engineering approach of 
measuring weak oscillatory signals. An engineer tunes the resonance frequency of a 
measurement device to the main frequency of a weak signal. Tuning to the resonance 
frequency does not change the value of the signal, but rather enhances the sensitivity 
of the measurement device. Here, we enhance the sensitivity of the CVS as a meas-
urement device by modulating emotional arousal at a frequency of 0.1 Hz. In this 
study, some individuals reacted more strongly to emotional picture cues, whereas oth-
ers reacted more strongly to drug-related picture cues. This provides indirect evidence 
that the salience of the stimuli has a significant impact on the amplitude of resonance 
oscillations. Future research linking other components of an individual’s emotional 
state and substance use histories to their resonance oscillations represents an impor-
tant step in understanding the dynamic interplay between physiological and cognitive 
indices of emotional regulation. 

Clinical Utility. Investigating the resonance properties of the CVS and using an  
engineering approach to study weak oscillatory signals may be useful for developing 
a method for estimating emotional arousal, particularly, in relation to the diagnosis of 
psycho-emotional disorders. In addition, the use of paced visual stimulation  
may prove useful for the treatment and rehabilitation of a variety of disorders since 
visual cues presented at a frequency of 0.1 Hz appear to cause high-amplitude HR  
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oscillation similar to those caused by resonance-paced breathing and muscle tension. 
An advantage of picture cue stimulation is that the content of the stimuli can be easily 
manipulated; thus, it is conceivable that rhythmical visual stimulation using cues with 
specific cognitive content (e.g., emotional cues to induce altered mood states or drug-
related cues to manipulate craving reactions) may open new doors to treatment appli-
cations in the mental health and addictions field. 

3 0.03 Hz Resonance in the CVS 

There are two interconnected branches of the baroreflex system. The 0.1 Hz reso-
nance frequency explored in the aforementioned studies reflects the functioning of the 
HR baroreflex. The VT baroreflex closed-loop controls BP and participates in  
modulating the coordinated actions of the central and autonomic nervous systems in a  
manner similar to the HR baroreflex, but is much less studied. An important  
difference between the HR and VT baroreflexes is that the latter functions by modu-
lating the stretch of blood vessel walls and operates in a lower frequency range [36]. 
Based on our prior research [8, 37], we hypothesize that the VT baroreflex closed-
loop possesses a resonance property at a frequency of ~0.03 Hz. 

As mentioned above, we linked the 10-s HR triphasic waveform stimulus response 
[14] with resonance in HR baroreflex closed loop. In the following studies, we sought 
to link the ~30-s HR triphasic waveform response to intense auditory stimulation [38] 
to resonance in the VT baroreflex closed loop. This is in keeping with studies that de-
scribed the ~30-s HR triphasic waveform response as a defensive reflex  [39, 40] that 
unifies vascular responding, causing reactions such as concomitant vasoconstriction 
in the forehead and hands [41]. We performed two studies to investigate whether ex-
ternal stimuli can elicit a 0.03 Hz oscillatory HR response in addition to the 0.1 Hz re-
sponse. In order to detect a clear HR response at this frequency, very strong stimuli 
were used. 

3.1   Study 1: 0.03 Hz Resonance in the CVS Caused by Aversive Sound 

Intense sound has been shown to cause a ~30-s triphasic response in HR [39, 40]. 
However, these studies have not characterized the underlying mechanisms that drive 
these low frequency CVS oscillations. We hypothesize that the VT baroreflex drives 
this ~30-s triphasic response. Identification of 0.03 Hz oscillations that fade over time 
would suggest a resonance system consistent with the VT baroreflex, and that the first 
period of these oscillations is the ~30-s triphasic response. In this study, HR response 
to aversive sound was assessed. 

Method. Seventeen adult participants were exposed to 8 synthetic sounds, which 
were chosen as the most unpleasant from 362 sounds created in the lab. Participants 
sat in a sound attenuated room and listened to each sound at 82 dB(A) or 92 dB(A) for 
2 minutes (with a 30-s inter-stimulus interval) from four equidistant speakers. ECG 
was collected and beat-to-beat HR curves were calculated (see Fig. 4). 
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Fig. 4. Exposure to aversive sounds (A) causes changes in heart rate (B). The onset of a 82 
db(A) or 92 db(A) sound causes oscillations at 0.03 Hz. 

Results. Onset of unpleasant sounds typically caused a long-duration (~0.03 Hz) 
oscillatory HR response. Sound offset occasionally caused the same response. These 
responses appeared to contain overlapping 10-s triphasic waveforms which lasted for 
more than 30 seconds, and then gradually faded (see Fig. 5). Two types of 30-s 
triphasic responses were found: one with an initial HR acceleration and one with an 
initial HR deceleration (Fig. 5, Table 1). 

Discussion. We were able to replicate earlier studies that demonstrated a ~30-s 
triphasic HR response to aversive auditory stimuli. As hypothesized, this waveform 
was a component of a longer duration oscillation that reacted to the onset (and 
sometimes to offset) of unpleasant sounds and faded over time. These results offer 
support for the involvement of VT baroreflex in controlling low frequency HR 
oscillations. In addition, we observed two distinct types of triphasic responses. In 
most cases, the HR response began with an acceleration (Fig. 5, left panel); however, 
in some cases, the HR response began with a deceleration (Fig. 5, right panel). 
Although the reason for the waveform differences is not clear, it may be related to the 
level of aversion experienced by the participant. Future studies that assess waveform 
characteristics following stimuli that range in aversiveness are warranted. 

 

Fig. 5. Examples of ~0.03 Hz oscillatory HR reactions to aversive sound (30-s triphasic wave-
form HR response). The left panel illustrates an HR response with an initial HR acceleration. 
The right panel shows an HR response with an initial HR deceleration. In both panels, extre-
mum 1 occurred approximately 15 seconds after sound onset and extremum 2 occurred ap-
proximately 30 seconds after sound onset. 
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Table 1. Two types of ~30 second triphasic waveform HR responses averaged across all  
participants and sound characteristics 

Response 
Type 

Extremum 1 
(Beats/Minute) 

Extremum 2 
(Beats/Minute) 

Oscillatory Period 
(Seconds) 

Oscillatory Fre-
quency (Hz) 

 
TYPE 1 

 

 
7.86±0.58 

 
-5.03±0.79 

 
28.62 ±1.23  

 

 
0.035±0.006 

 
TYPE 2 

 

 
- 8.34±0.78 

 
4.14±1.1 

 

 
26.74 ±1.86  

 

 
0.037±0.007 

Note: Data are presented as mean ±  standard error. 

Clinical Utility. Based on the utility of the 0.1 Hz resonance in developing novel 
medical applications for treating various physical and mental disorders, it is likely that 
exploration of the 0.03 Hz resonance could prove valuable in much the same way. 
However, little is known about this resonance frequency. This study is an important 
step in understanding the significance of the 0.03 Hz resonance in the VT baroreflex 
and its relation to the ~30-s triphasic waveform response. It also offers insight into the 
capacity of the CVS for long-period oscillatory responses to acoustic stimuli. 

3.2 Study 2: 0.03 Hz Resonance in the CVS Caused by Negative Emotional  
Pictures 

We hypothesized that if the ~0.03 Hz resonance oscillations observed in response to 
acoustic stimulation reflected a CVS resonance frequency, then these oscillations 
should be reproducible using other stimulus modalities. Viewing picture stimuli that 
carry a high negative emotional valence was expected to provoke a long-period oscil-
latory HR response that was similar to that observed with aversive sound. In this 
study, cardiovascular responses were measured in young, healthy individuals while 
they viewed highly negative pictures. 

Method. See section 2.3. 

Results. Similar to listening to aversive auditory stimuli, viewing very unpleasant, 
negatively-valenced pictures (e.g., plane crashes, blood, violence) caused a strong 
~0.03 Hz oscillatory HR response (see Fig 7). 

Discussion. Strong stimuli from various modalities elicited oscillatory HR responses 
at a frequency of about 0.03 Hz, which overlapped with the 0.1 Hz response. This ef-
fect may be the result of resonance in the VT baroreflex closed-loop. In these studies, 
we employed strong visual and auditory stimuli and observed 0.03 Hz oscillatory  
responses. Less aversive stimuli should also be capable of eliciting these slower oscil-
lations; however, these oscillations may be masked by those associated with HRV. 
Future studies are needed to assess the malleability of the 0.03 Hz resonance and its 
utility in clinical applications. 

Clinical Utility. To be of value for clinical application, it is necessary to develop ex-
perimental methods that can reliably and easily produce stable high amplitude 0.03 
Hz oscillation in the CVS. The use of very strong negative stimuli, while capable of 
producing such oscillations, may not prove clinically useful because of the possibility 
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of negative psychological side effects. However, the use of highly negative stimuli 
was necessary to first demonstrate that a 0.03 Hz resonance can be triggered in the 
CVS. We speculate that pleasant auditory stimuli, such as music, that includes 0.03 
Hz rhythmical components or the presentation of positively-valenced visual cues at 
0.03 Hz should also cause stable oscillations. In addition, exploration of paced breath-
ing or rhythmical muscle tension techniques at ~0.03 Hz warrants further study as 
these procedures may also be capable of triggering therapeutic oscillation in the same 
way as 0.1 Hz stimulation triggers them. Elements of such stimulation can be found in 
Eastern health procedures (e.g., Yoga, Tai Chi). 

 

Fig. 6. Examples of ~0.03 Hz oscillatory HR reactions to negatively-valenced picture cues. The 
top panel shows the beat-to-beat intervals (RRI) in seconds. The bottom panel shows the corre-
sponding spectral data. Note the large amplitude peak at 0.027 Hz that reflects the VT  
baroreflex. 

4 Discussion 

Two resonance frequencies, 0.1 and 0.03 Hz, have been identified in the CVS. 
These resonances are thought to reflect two interdependent closed-loop systems 
with delays, namely the HR and VT baroreflex systems, and contribute independ-
ently to the overall resonance properties of the CVS. The baroreflex system is well 
appreciated for its ability to buffer perturbations in BP [1, 2, 3, 4, 5, 7]. Nonethe-
less, this system has a very narrow operative frequency range (~0.01-0.5 Hz), with 
two resonance frequencies inside this range. This suggests that the ability of the 
baroreflex system to stabilize the CVS is limited, and that the primary functions of 
the HR and VT baroreflex closed-loop systems may be more related to their capac-
ity for variability rather than their efficiency at stabilizing the system.  The high 
frequency boundary is defined by inertia of blood mass and slow changes in vessel 
tone, while the low frequency boundary is defined by the differentiative property of 
the baroreceptors (i.e., they react only to the speed of BP changes). 
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The long-term aim of investigating the dynamic properties of the HR and VT 
baroreflexes is to develop new therapeutic methods for treating disorders associated 
with the dysregulation of the autonomic and central nervous systems. HRV biofeed-
back is capable of harnessing the resonances within the CVS to promote health  
benefits. These therapeutic effects have been linked to the generation of generalized 
high-amplitude oscillations in autonomic functions that are elicited by biofeedback 
procedures [24, 20, 21] that act to retrain autonomic reflexes. The systematic retrain-
ing of autonomic reflexes normalizes and improves autonomic regulation. The studies 
described here show that breathing, visual cues, and muscle tension management of 
the 0.1 Hz resonance may be useful for the treatment of various unhealthy physical 
and mental conditions. We believe that novel therapeutic interventions involving the 
VT baroreflex and its resonance at 0.03 Hz through passive (e.g., viewing rhythmical 
picture stimuli) or active (e.g., paced muscle tension) tasks may also be beneficial, but 
additional investigations are needed. 

5   Conclusions 

Classic control system theory applied to the investigation of physiological systems 
can be a useful tool for medical practice. An engineering approach offers the opportu-
nity to create simple, clinically useful stimulation procedures, which may be used to 
enhance an individual’s regulatory capacity and thus open new doors to treatment ap-
plications in the mental health and addictions field. 
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Abstract. Pathological voices have features that make them distinct from nor-
mophonic voices. In fact, the unstability of phonation associated to some voice
disorders has a big impact on the spectral envelope of the speech signal and also
on the feasibility of reliable pitch detection. These two issues (characteristics of
the spectral envelope and pitch detection) and corresponding assumptions play
a key role in many current inverse filtering algorithms. Thus, the inverse filter-
ing of disordered or special voices is not a solved problem yet. Nevertheless, the
assessment of glottal function is expected to be useful in voice function evalu-
ation. This paper approaches the problem of inverse filtering by homomorphic
prediction. While not favoured much by researchers in recent literature, such an
approach offers two potential advantages: it does not require previous pitch de-
tection and it does not rely on any assumptions about the spectral enevelope of
the glottal signal. Its performance is herein assessed and compared to that of an
adaptive inverse filtering method making use of synthetic voices produced with
a biomechanical voice production model. Results indicate that the performance
of the inverse filtering based on homomorphic prediction is within the range of
that of adaptive inverse filtering and, at the same time, it has a better behaviour
when the spectral envelope of the glottal signal does not suit an all-pole model of
predefined order.

1 Introduction

In a discrete signal processing framework, the most basic, yet widely used, voice pro-
duction models map the human phonatory system to a set of linear systems connected
in cascade. In their simplest form, such models consist of three blocks [1]: (i) the voice
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source (glottal source) G (z), which may be either a quasi-harmonic or a noise-like
signal, depending on the type of sound being modelled (voiced or unvoiced), (ii) a
vocal-tract filter V (z) that adds resonances to the signal and (iii) a radiation filter R (z)
that accounts for flow-to-pressure conversion in the lips.

Actually, using non-invasive measuring techniques only the output of the composite
system S (z) = G (z) · V (z) · R (z) can be measured as an audio signal. In this con-
text, glottal inverse filtering is a blind deconvolution problem consisting in estimating
the glottal source G (z) from the recorded voice S (z) without any a priori knowledge
on the precise form of V (z) · R (z). While the extraction of the glottal source from
recorded voice is of interest for many applications and several algorithms for such in-
verse filtering have been proposed, to present a standard automatic procedure is still
lacking [2].

The highest difficulty in glottal inverse filtering (as in other blind deconvolution
problems) is the discrimination among the effects of individual systems of the overall
output. In the specific case of glottal inverse filtering, this problem may be approached
in a number of different ways [2]:

– Pitch-synchronous Approaches. They require identification of glottal closure in-
stants. The reason for this need may either be for analysing glottal closed phase
[3], which is a time interval in which the vocal tract receives no input and, there-
fore, output voice is assumed to be independent of glottal source, or for isolating
glottal source periods whose waveform may be estimated either adaptively [4] or
jointly with the vocal tract [5].

– Pitch-asynchronous Approaches. These approaches do not necessarily require ei-
ther detection of specific time instants or pitch-period calculation, though the per-
formance of some of them may be increased including pitch synchronism. The
most known scheme in this group is the iterative adaptive inverse filtering (IAIF)
algorithm [6]. It assumes a two-pole model for the glottal source and uses such as-
sumption to refine the all-pole vocal tract estimation. A similar procedure based on
lattice filters has been reported in [7]. An alternative asynchronous approach con-
sists in making use of the deconvolution capabilities of cepstrum for discriminating
between glottal source and vocal tract plus radiation. Such approach was firstly pro-
posed in [8] and was refined afterwards with the addition of pole-zero modelling
[9]. Recently, its use for the estimation of vocal tract resonances has been reported
[10].

The interest of the glottal source waveform for the assessment of laryngeal pathologies
comes from the close expected relationship between laryngeal function and the glot-
tal waveform itself. Some results on this application have been reported, for instance,
in [11], [12] and [7]. However, the application of glottal inverse filtering techniques
to pathological voices has a number of difficulties that should not be disregarded. In
the first place, pathological voices may not have a clear harmonic or quasi-harmonic
structure (see type 3 voice segments in Chap. 4 of [13]) and some pathologies may
prevent complete glottal closure [13](Chap. 5). Therefore, the implementation of pitch-
synchronous approaches may be problematic in such cases. In the second place, as-
sumptions about the spectral envelope of the glottal waveform (e.g. a 12 dB/oct de-
cay [2]) that are inherent to some approaches, for instance IAIF, may not be valid for
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pathological voices. In addition, other not yet solved issues of inverse filtering, no mat-
ter its application, have to be considered too. One of the most remarkable of such issues
is the evaluation of the inverse filtering algorithms themselves. Although a set of ob-
jective measures for this evaluation has been proposed [14], these rely on the expected
characteristics of the glottal source waveform, not on the measured characteristics, since
the glottal source is commonly unknown. One way to solve that problem is the usage
of synthetic voices for the assessment of the algorithms [2], but the validity of this
approach depends on the realism of the used voice synthesisers.

In the previously described context, the authors herein report on the evaluation of two
inverse filtering approaches for pathological voice signal analysis. Due to the above-
mentioned potential characteristics of pathological voices, pitch-asynchronous
approaches have been preferred. Among these, the performance of IAIF [6] has been
compared to that of a variant of the homomorphic prediction (HoP) proposed in [9]. The
performance has been evaluated using synthetic voice signals produced with a physical
voice model [15] [16]. The usage of synthetic voices has allowed an objective and quan-
titative performance evaluation that has been carried out both in temporal and spectral
domains. The rest of the paper is organised as follows: in Sect. 2 a description of the
voice simulator and the voices produced with it is provided, Sect. 3 contains a descrip-
tion of the analysed inverse filtering algorithms, Sect. 4 presents the results of applying
these algorithms to the synthetic voices and, last, Sect. 5 is dedicated to the conclusions.

2 Simulated Voice Signals

2.1 Simulation Model

The materials used for the herein reported experiments have been synthetic voice signals
generated with the VOX simulator [17]. An overview of the simulation model can be
found in [15] and a more thorough description in [16]. As far as this paper is affected,
the simulation model consists roughly of two blocks: glottals model and vocal tract
model. The glottal model is formed by a set of vocalis-mucosa pairs connected among
them and with the larynx walls by means of springs and dampers of tunable parameters.
Within each pair, both the vocalis and the mucosa are represented by one mass each, the
mucosa above the vocalis, and connected between them also by a spring and a damper.
For the work reported in this paper, each vocal fold has been modelled by a series of 15
vocalis-mucosa pairs. Two types of glottis have been simulated: a normal glottis with
the vocal folds having straight edges and uniform stiffness and mass distribution and
a glottis with one pair of nodules simulated by a localised concentration of mass and
irregular vocal-fold edges. The specific form of the vocal folds has been chosen so as
to mimic the movement of one of the nodular glottis examples provided in [13]. As for
the rest of parameters, default values suggested in [16] have been used. Figure 1 shows
a schematic representation of the glottal model.

As for the vocal tract, among the possible modelling approaches offered by VOX,
the “stairs” model has been chosen. This corresponds to the Kelly-Lochbaum model.
It considers the vocal tract as a series of 45 concatenated tubes with different diame-
ters and the pressure wave propagation along the inside of such structure is simulated.
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Fig. 1. Schematic representation of the vocal fold model:
Top left: Transverse view of the glottal model; each vocal fold is split into 15 elements
Top right: Arrangement in the coronal plane of each pair out of the 15 of elements; each element
consists of two masses modelling vocalis and mucosa
Bottom left & right: Details of the links among elements via springs and dampers that simulate
tissue behaviour
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Fig. 2. Schematic representation of the vocal tract model

The simulation approach is similar to that of [18]. Figure 2 depicts one simulated con-
figuration of the vocal tract. Specifically, three different vocal tract shapes have been
simulated which intend to mimic the articulation of the vowels /a/ (as in “hat”), /o/ (as
in “toe”) and /u/ (as in “foot”). These shapes have been obtained from [19]. Therefore,
on the whole the experiments have been realised with six signals which come from the
combination of the two glottal models with the three vocal tract models. For this partic-
ular experiment, uncoupled simulation of vocal folds and vocal tract has been chosen.
Indeed, this eases the task of inverse filtering algorithms, since they are fed with signals
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Fig. 3. Simulated normalised glottal flow for normal (up) and nodular (down) voices

for which the simplified voice production model mentioned in Sect. 1 is fully valid,
which is not the case of real voices. However, the choice is justified because such a
model has proven to be valid for a wide variety of applications and the purpose of the
herein reported work is to provide a comparative analysis of algorithms and not absolute
performance measures.

2.2 Characteristics of Simulated Glottal Signals

Figure 3 shows part of the simulated glottal flow signals for normal and nodular voices.
In both plots, the signals have been normalised to be zero-averaged and with mean
square value equal to one (μxg = 0, σxg = 1). The sampling frequency of both signals
is fs = 17640 Hz. While both signals have a fundamental frequency of 206 Hz –see the
modulus of the corresponding Discrete Fourier Transforms (DFT) plotted in Fig. 4–, the
normal voice presents a smooth glottal cycle, while the nodular voice has an irregular
glottal cycle with oscillations shorter that one cycle. These correspond to a disjoint os-
cillation of the anterior and posterior parts of the glottis, with the nodules being the limit
between those parts. In spectral domain, this is reflected by a non-harmonic structure
(peaks are not repeated at regular frequency intervals) with spectral peaks higher than
that corresponding to the fundamental frequency (Fig. 4, down). In Fig. 4, the spectrum
of a linear prediction (LP) model fitted to the glottal signals has also been depicted. The
spectrum of the glottal flow is typically assumed to have an envelope with a 12 dB/dec
decay, which can be modelled with a 2-pole LP model [2]. In fact, a 2-to-4 pole LP
model for the glottal flow is proposed in [6] and a similar number of poles (1 to 3) is
suggested in [7]. The discrete all-pole (DAP) modelling algorithm [20] has been used
for the fitting of the LP model. For the normal voice in Fig. 4 the LP model approxi-
mately corresponds to the simulated signal as for the placement of the highest spectral
peak and the smooth decay of the spectral envelope above 1 kHz. In contrast the slope
of the decay does not coincide. However, in the case of the nodular signal, the decay
slope of both the model and the signal is roughly similar, but the highest peak of the
spectral envelope is clearly different and the behaviour of the signal for high frequen-
cies (above 3 kHz) does not match the model. These divergencies between the signals



Glottal Inverse Filtering of Speech Based on Homomorphic Prediction 243

10
2

10
3

−15

0

15

30

45

60

75
Normal voice

f (Hz)

dB

Fitted 2−order LP model
Simulated glottal flow

10
2

10
3

−15

0

15

30

45

60

75
Nodular voice

f (Hz)

dB

Fitted 2−order LP model
Simulated glottal flow

Fig. 4. DFT of the simulated normalised glottal flow for normal (up) and nodular (down) voices.
In both cases, the spectrum of an fitted 2-pole LP model has been plotted.

and the all-pole LP models pose the interest of using inverse filtering algorithms that
make as less previous assumptions as possible regarding the spectral envelope of the
vocal tract.

3 Inverse Filtering Algorithms

3.1 Iterative Adaptive Inverse Filtering (IAIF)

As mentioned in Sect. 1, the IAIF algorithm [6] is a pitch-asynchronous scheme that
has become prototypical for adaptive approaches to inverse filtering. The flow diagram
of the IAIF algorithm is represented in Fig. 5. Within this algorithm, the voice signal is
processed by three blocks:

1. A high-pass filter with cut-off frequency near 30 Hz that removes slow variations
of the glottal flow.

2. A FIR filter that removes the effect of the vocal tract out of the voice signal. This
block is called inverse filtering because is response HIF (z) is sought to be the
inverse of the vocal tract response:

HIF (z) =
1

V (z)
. (1)

Since V (z) corresponds an all-pole LP model:

V (z) =
1

1 +
∑t

k=1 ak · z−k
⇒ HIF (z) = 1 +

t∑
k=1

ak · z−k . (2)

3. An integrator whose response Hi (z) compensates for the radiation effect of the
lips. Such radiation effect is, approximately, a differentiation, thus:

Hi (z) =
1

1 − ρ · z−1 ≈ 1
1 − z−1 =

1
R (z)

. (3)

where ρ is a positive real number close to 1 but lower, so as to ensure stability.
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Fig. 5. Flow diagram of the IAIF algorithm

The purpose of the white blocks in figure 5 is to provide a good estimate for V (z). For
this purpose, a two-step procedure is repeated twice. In the first pass, a single-pole LP
model is assumed for the glottal waveform G (z) (G1) and, based on this assumption
a t1-pole LP model is fitted (LPC analysis) to the result of inverse-filtering the voice
signal with that glottal model (T1). Such t1-pole LP model is a first estimate of V (z)
which is used to produce a refined 2-to-4 pole LP model of G (z) (G2). This allows,
again, an improved estimation of V (z) using a LP model with t2 poles (T2). The LPC
analysis is done with the DAP algorithm [20], which has shown to provide better model
estimates than classical autocorrelation methods. A free implementation of the IAIF
algorithm can be found in [21].

3.2 Homomorphic Prediction (HoP)

An alternative, pitch-asynchronous approach for inverse filtering is that of homomor-
phic (or cepstral) analysis. This was first proposed in [8] and it is based on two ideas:

– The introduction of a logarithm operation allows to transform the convolution op-
eration in a sum. That is, in the speech production model could be expressed in
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“log-z” domain as:

log S (z) = log G (z) + log V (z) + log R (z) (4)

– The vocal tract affects the spectral envelope of voice, while the glottal source is
responsible for the fine quasi-harmonic structure; therefore, the inverse transform
of (4) should result in a signal in which G (z) and V (z) are highly separable.

A combination of these two ideas with the LP modelling approach was introduced in
[9] under the name of homomorphic prediction (HoP). This combination consisted in
calculating the real cepstrum of the voice signal:

S̃ [q] = F−1 {log
∣∣S (ejω)∣∣} = G̃ [q] + Ṽ [q] + R̃ [q] , (5)

eliminating the part fo the cepstrum corresponding to the harmonic structure of the
voice signal by short-pass liftering:

S̃SP [q] =
{

S̃ [q] if q < qth
0 if q ≥ qth

(6)

and fitting an all-pole LP model to the remaining minimum-phase signal that can be
recovered as:

V (z)|z=ejω ≈ eF{S̃SP[q]} . (7)

The Fourier transform F and its inverse F−1 can be implemented with the DFT if a
sufficient number of zeroes is appended to the original voice signal [22]. A very similar
approach has more recently been used in [10] to estimate the resonances of the vocal
tract for high-pitched voices.

While such an approach for separating the effects of glottis and vocal tract has been
applied to the identification of the vocal tract response both in [9] and [10], it has not
been tested yet for glottal-source recovery. In fact, the liftering operation in (6) separates
between spectral envelope and harmonic structure, provided that qth is chosen to be
less but close to the fundamental period of the signal. However, it does not differentiate
between the component of the spectral envelope of the signal due to the vocal tract and
that due to the glottal waveform itself. The glottal waveform is expected to provide a
smooth decay of the spectral envelope (as illustrated in figure 4), while the vocal tract
is expected to produce peaks associated to its resonant frequencies. Therefore, in the
cepstrum, the lowest values of q in (5) should be associated to the glottal waveform and
the highest values below the fundamental period should be associated to the effect of
the vocal tract.

Thus, the following algorithm based on HoP is proposed for inverse filtering:

1. Apply an integrating filter (3) to the voice signal so as to compensate for the lip
radiation R (z). This produces a radiation-compensated signal SR (z).

2. Calculate the cepstrum of SR (z) as in (5):

S̃R [q] = F−1 {log
∣∣SR
(
ejω)∣∣} ≈ G̃ [q] + Ṽ [q] . (8)
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3. Choose and appropriate value of qth to perform long-pass liftering:

S̃LP
R [q] =

{
0 if q ≤ qth

S̃R [q] if q > qth
. (9)

4. Recover the minimum-phase signal:

SLP
R (z)

∣∣
z=ejω = eF{S̃LP

R [q]} . (10)

5. Fit a discrete all-pole LP model to SLP
R (z). Such a model should is an estimate of

V (z).
6. Use the estimate of V (z) to perform inverse filtering on SR (z), hence obtaining

an estimate of the glottal flow derivative G (z).

4 Results

The two inverse filtering algorithms described in Sect. 3, namely IAIF and HoP, have
been applied to the six synthetic voice signals mentioned in Sect. 2. In all six cases,
signal interval with lengths equal to 717 ms have been chosen, skipping the initial
transient phase of the simulation. The outputs of both IAIF and HoP have undergone
an additional integration to obtain the normalised glottal flow from its derivative. Such
integration has been performed with filter Hi (z) in (3). The value of ρ has been tuned
manually to be 0.92. The values of the vocal-tract model order t and the glottal model
order g are as recommended in [6] and [7]: t = �fs(kHz)� = 18 and g = 2. The value
of qth has been chosen considering the widest vocal tract formant bandwidths (around
300 Hz) reported in [4]: qth = �fs/300� = 59. As for the input signals, all of them
have been normalized to have zero mean and unit standard deviation.

Figure 6 show the amplitude of the frequency response of the simulated vocal tract
corresponding to the vowel /a/ and its estimates provided by the IAIF and HoP algo-
rithms for both normal and nodular voices. Qualitatively, it can be noticed that while
the IAIF algorithm allows a better identification of the resonant frequencies of the vocal
tract, the HoP provides a better fit to its locally averaged shape. This is specially true
for frequencies below 2000 Hz.

The simulated and estimated glottal flows for 30 ms segments of the signals corre-
sponding to the vocal tract /o/ are plotted in Fig. 7. Qualitatively, both for normal and
nodular voices, HoP tends to provide a better fit to the original signal than IAIF. In order
to provide a quantitative comparison of the performance of both approaches, the avail-
able signals have been randomly split in segments with durations uniformly distributed
between 70ms and 210ms. For each segment, both the IAIF and HoP algorithms have
been applied to produce glottal flow estimates ĝk [n], where k = 1 . . .K stands for
the processed voice segment. Afterwards, such estimates have also been normalized
and time aligned with the corresponding simulated glottal flows gk [n]. The experiment
has been repeated 60 times with each signal with different starting points for the voice
segments and an average signal-to-error measure has then been computed as follows:
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SER = −20 · log

⎡⎢⎣ 1
K

K∑
k=1

√√√√E
{
(ĝk [n] − gk [n])2

}
E {g2

k [n]}

⎤⎥⎦ , (11)

where E{·} means time averaging and K is the total number of segments along the 60
iterations. The obtained values of SER for the six test signals are compiled in Tab. 1.
The performance of HoP for this particular set-up and the used test signals is signifi-
cantly better than that of IAIF for the normal voices and it is roughly similar for the
pathological voices.

Table 1. Values in dB of the SER, as defined in (11)

Vocal tract model /a/ /o/ /u/

Normal Voice
HoP 13.09 11.97 12.29
IAIF 10.69 7.40 9.29

Nodular Voice
HoP 1.25 5.44 5.44
IAIF 2.37 4.37 3.72
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Fig. 6. Simulated and estimated vocal tract frequency responses for normal (up) and nodular
(down) voices
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Fig. 7. Simulated and estimated glottal flows for normal (up) and nodular (down) voices

An insight into the reasons for the reported results can be found by analysing the
spectral behaviour of the glottal waveform estimation error. Specifically, figure 8 shows
the plot of:

E (ω) = 20 · log

[
1
K

K∑
k=1

∣∣∣Ĝk

(
ejω)− Gk

(
ejω)∣∣∣] (12)

for both normal and nodular voices and for the vocal tract /a/, for which HoP has the
worst comparative performance. For normal voice, the HoP estimation error is lower
than that of IAIF for all frequencies except for an interval around the first harmonic,
which is very close to the peak provided by the 2-pole LP model of the glottal signal
(recall Fig. 3). It should be remembered that the 2-pole LP model in this case was not
able to match the decay of the spectral envelope of the signal, hence the wide interval
over which HoP provides a better estimate of the glottal flow. In contrast, the fit between
the decay of the 2-pole LP model and the signal was much better for the simulated
pathological signal (recall Fig. 3, again). This results in a better performance of IAIF
except around the position of the spectral peak of the 2-pole model (500 to 1100 Hz) and
for very low frequencies (less than 200 Hz). Therefore, the comparative performance
of HoP versus IAIF seems to be directly affected by the goodness of the fit between
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the spectral envelope of the glottal flow and the all-pole LP model used to model that
flow. In this case, a good fit, as is the case for the nodular voice, results in a similar
performance of IAIF and HoP, while a divergence results in HoP outperforming IAIF.
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Fig. 8. Estimation error in spectral domain for normal (up) and nodular (down) voices

5 Conclusions

Within this paper, the applicability of homomorphic prediction to inverse filtering has
been analysed. This approach, while it has not been favoured much by researchers
during the last years was firstly proposed in [9] for the estimation of the resonance
structure of the vocal tract. Herein, it has been shown that a modification of such an
algorithm by using long-pass liftering in cepstral domain instead of short-pass lifter-
ing provides an alternative method for the identification of the glottal source in voice
signals. This method shares with iterative adaptive inverse filtering its capability for
working pitch-asynchronously, which is a relevant issue for the processing of patho-
logical voices. Moreover, though not directly studied in this paper, previously reported
analyses indicate that HoP may outperform IAIF for high-pitched voices [10] [2] in
pitch-asynchronous schemes.
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The performance of both HoP and IAIF has been analysed quantitatively by us-
ing synthetic voice signals provided by a biomechanical simulator of voice production.
The reported results show that both algorithms provide a similar performance when the
glottal signal suits well the all-pole LP model assumed in IAIF, while HoP gives better
figures when this does not happen. Therefore, it can be concluded that HoP provides a
scheme for inverse filtering that is adequate for pathological voices since it works pitch-
asynchronously and that is more robust against variability in the spectral envelope of
the glottal signal, since it does not impose assumptions related to its spectral decay.
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Abstract. We describe a novel algorithm for texture discrimination which we
tested on a robot using an artificial whisker system. Experiments on both fixed
head and mobile platform have shown that this system is efficient and robust, with
greater behavioral capacities than previous similar approaches, thus, demonstrat-
ing capabilities to complement or supply vision. Moreover, results tends to show
that the length and number of whiskers may be an important parameter for texture
discrimination. From a more fundamental point of view these results suggest that
two currently opposing hypotheses to explain texture recognition in rats, namely
the “kinetic signature hypothesis” and the “resonance hypothesis”, may be, in
fact, complementary.

1 Introduction

Touch is a very important sensory modality for many species of insects and mammals.
For example, the whiskers of a rat are often compared to human fingertips in terms of
their tactile - or haptic - ability. In particular, they make it possible to finely discriminate
textures [1,2] or objects [3] and even to precisely determine an aperture width [4]. Biol-
ogists have studied rat whiskers for decades and know quite precisely the pathway from
an individual vibrissa to the somatosensory cortex. One remarkable property of this
haptic system is that whiskers project somatotopically to this part of the cortex, into a
structure named “barrel cortex”. A “barrel” is a discrete neural structure that receives an
input principally from a given whisker, with little influence from neighboring whiskers
[5]. This relatively simple system, as compared to vision for example, facilitates the
study of the neural coding scheme, as well as its use for perception and higher-level
cognition.

Being simple, efficient and robust, whiskers should become popular in robotics [6]
although few robots have been equipped with such devices in the past. The correspond-
ing implementations were calling on various sensors ranging from the simplest binary
switch to a very accurate bi-dimensional torque sensor. Brooks (1989), for example,
used a simple sensor made of a metal shaft fixed on a push button, providing a very
robust security sensor for a walking robot. Another implementation called upon probe
whiskers made of a stem glued to a potentiometer with return springs and was used to
evaluate the contour of an object [8]. Even wind sensitive sensors have been designed

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 252–265, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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[9] allowing a robot to navigate through a labyrinth. Basically, this sensor was made
of small springs surrounded by electric contacts and was able to detect the direction
of the wind.

Recently, several artificial whisker systems have been used in robotics to discriminate
textures. Whisker hairs of real rats, glued to capacitive sensors (electret microphone),
served [10,11] to produce very precise haptic sensors, with an uni-dimensional mea-
surement of dynamic signals. Using an active whisker array of such sensors mounted
on a mobile robot, Fend et al. (2003) successfully discriminated a set of 11 textures. Kim
and Möller (2004) tried both piezo and hall-effect sensors which, mounted in orthog-
onal pairs, provided a bi-dimensional measure of vibrissa deflection. Like capacitive
sensors, piezo sensors cannot deliver static signals, but this can be achieved using an
extra integrator circuit. With a data processing based on spectrum density, these authors
were able to discriminate a set of 7 sandpapers. Likewise, Seth et al. (2004) performed
texture discrimination using arrays of Flex sensors, which provided an unidimensional
measure of curvature. Here, temporal differences between pairs of vibrissæ were fed
into a barreloid system with spiking neurons. Finally, Fox et al. (2009) used two active
whiskers with strain gage-based sensors mounted on a mobile robot. They explored dif-
ferent bioinspired methods of feature extraction and the implication of unconstrained
whisker-texture contact on classification performance.

The work described herein contributes to the Psikharpax project [15] which aims at
designing a biomimetic artificial rat. Besides visual, auditory and vestibular sensors, the
corresponding robotic platform is equipped with an original whisker system described
elsewhere [16]. This system is intended to be used for texture discrimination and object
recognition and, more generally, as an auxiliary or a substitute to vision. Its performance
in texture discrimination is the subject of the present article.

2 System Description

Insofar as the impact of the specific implementation of a rat’s whisker system on its
functionalities is currently unknown, we tried to design an artificial whisker system
mimicking as much as possible the natural organization. Accordingly, our system [16]
is based on a simple, elastomer-based, artificial skin with two arrays of 33 vibrissæ and
an arc/row organization (cf. Fig 1) and a whisker-length gradient (cf. Table 1) quite
similar to those encountered in the rat.

The deflection of each vibrissa is sampled in both its anteroposterior and dorsoven-
tral axes, providing two 8-bit measurements at 1157Hz. However, orientation infor-
mation being not necessary for texture discrimination, the two measures are normed
(
√

x2 + y2).

3 Texture Discrimination

3.1 Feature Extraction

Neither the details of how a rat’s brain actually encodes texture features, nor the exact
nature of these features, are yet known. Arabzadeh et al. (2004) experienced different
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feature codings on both artificial and natural (in vivo) whiskers. Starting from the prin-
ciple that a pure sinusoidal signal can be fully described by its amplitude A and its
frequency f , they stimulated a rat’s whiskers with various signals varying in amplitude
and frequency. Then, recording the induced neural activity in the barrel cortex, they
deduced that the neural activity most probably encodes a quantity homogeneous to the
product Af . The generalized expression of this quantity to any natural signal is known
as the “equivalent noise level (ENL)” (for more details see: [18]), which is usually used
to measure sound power. This quantity can also be related to the more common ”spec-
tral centroı̈d” [14].

To compute the latter, instead of using a Fast Fourier Transform algorithm - of which
no natural equivalent is known - we simply called upon a time domain “on-the-fly” es-
timate of the quantity Xω. The corresponding algorithm (cf. Fig 2) can be compared
to those used in auditory feature extraction, like ZCPA that is used for speech recog-
nition [19,20,21]. It provides a quantity homogeneous to the ENL which we call the
“Instantaneous Mean Power” or IMP feature.

Fig. 1. (Top) Psikharpax robot. (Bottom) Comparison of whisker pads in a real rat and in
our robot.
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Table 1. Vibrissæ arcs, with mean measured lengths in mm (in one adult rattus norvegicus
specimen). Compared to those of a real rat, the robot’s whiskers are approximately 6 times longer.

Arc vibrissæ rat robot
1 α, β, γ, δ,E1 41.8 250
2 A1, B1, C1, D1, E2 37.2 200
3 A2, B2, C2, D2, E3 27.6 150
4 A3, B3, C3, D3, E4 20.6 120
5 A4, B4, C4, D4, E5 12.6 100
6 C5, D5, E6 8.33 90
7 C6, D6, E7 70
8 D7, E8 55

Fig. 2. Feature extraction algorithm. ”Peaks” are detected through the monitoring of the signal’s
derivative and frequencies are estimated through the inverses of the time intervals between suc-
cessive peaks. Then, the peak amplitude is multiplied by the peak frequency, averaged within a
time window.

This approach relies on the strong hypothesis that the peaks thus characterized pro-
vide enough information to describe a texture. Such hypothesis is reinforced by the fact
that, when Licklider and Pollack (1948) assessed the effects of various signal distor-
tions in human speech recognition, they found that “infinite clipping” - a treatment that
only kept a signal’s periodicity - did not prevent speech recognition in humans.

Be that as it may, the corresponding algorithm is very simple and computationally
very cheap as it necessitates only one division per peak detection ( Peak amplitude

Peak period ) plus
one addition (to compute the peak’s period) at each time step. As for peak detection
proper, it only entails one subtraction (xt − xt−1) and a comparison.

There are however possible limitations to the proposed algorithm. In particular, input
data are drastically reduced by this procedure according to which a pure sinus input of
frequency F and a triangle input of fondamental frequency F will lead to the same
feature value although they obviously don’t have the same spectrum. Likewise, turns
out that amplitude modulations cannot be detected by a single vibrissa. Our hypothesis
is that such limitations are alleviated by the fact that the natural filtering of vibrissæ,
due to their intrinsic mechanical characteristics, decomposes complex signals along the
pad in a manner similar to how the cochlea decomposes auditory signals.

3.2 Fixed Head Experiment

Experimental Apparatus. At first, we tested this haptic system according to a rela-
tively constrained fixed head experiment that consisted in sweeping a whisker pad over
a set of eight sandpapers whose grits varied from P180 to P50 (cf. Fig 3). Sandpa-
per provide a complex random texture appropriate for this task and has been used on
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Fig. 3. The texture set used for discrimination

Fig. 4. Schematic of the experimental protocol. A: start position, B: mid position, C: end position

various experiment with real rats. Using this material, we performed qualitative exper-
iments with humans that clearly indicated that the task of discriminating such textures
by tactile contact only is a very difficult one, an observation also made by Hipp and
coll. (2005) .

A vibrissa pad was fixed on the robot’s head which could move in pan-tilt directions.
The pan axis was at a fixed distance from the texture sample (cf. Fig 4) that was pre-
sented with a small amount of variability in position (∼ ±1cm) between each trial, with
an appropriate angle to provide contact with a maximum number of whiskers.

For each texture, 400 experiments were made, 300 for learning and 100 for testing.
The raw data (x and y deflections, 8 bits resolution sampled at 1157Hz) were normed
(
√

x2 + y2). For each vibrissa, this measure was fed into the feature extraction algo-
rithm that output the IMP as one float value. Finally we summed these IMP values for
each vibrissa during the sweep. Having thus obtained an input vector of 33 floats for
each trial, we fed it into a simple multi layer perceptron (MLP) with 33 input neurons,
33 hidden layer neurons and 8 output neurons, to perform supervised learning. We used
the FANN library [24] with the iRPROP training algorithm [25]. The final classification
was done by a winner-take-all (WTA) on the 8 output neurons.

Results. Table 2 gives the confusion matrices obtained on 100 test data. The mean
performance is clearly above 90% (here the chance level is 1

8 = 12.5%), which greatly
improves the human aptitude at solving the same task.
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Table 2. Confusion matrix obtained for the 8 textures using IMP

IMP 1 2 3 4 5 6 7 8
1 100 0 0 0 0 0 0 0
2 0 99 1 0 0 0 0 0
3 0 2 95 0 3 0 0 0
4 0 0 0 96 4 0 0 0
5 0 0 1 0 99 0 0 0
6 0 0 0 0 1 93 6 0
7 2 0 6 0 3 9 80 0
8 2 0 0 0 0 1 0 97

Fig. 5. Top view of the experimental protocol

Using the data thus acquired, we tested the influence of the number of vibrissæ on
the classification performance. Starting with data obtained with one arc (Arc 1, 5 vib-
rissæ cf. Table 1), then with two arcs (Arc 1 + Arc 2, 10 vibrissæ) etc, up to the whole
whisker pad, we assessed at each stage the quality of the discrimination. Results are
summarized on Figure 6. The percentage of successful discriminations is quickly ris-
ing with the number of vibrissae involved and reaches values comprised between 90
and 95% when three or more arcs (15 vibrissæ) are concerned. This result confirms
previously obtained ones in [10,23].

When analyzing the performances obtained with a single arc (cf. Fig 7), one observes
a great variability. Indeed, it seems that each arc separately performs better on a subset
of the textures. For example, arc 2 is very bad at recognizing texture 5, but quite good
with texture 6. This suggests that iso-length arcs complement each other and probably
explains the increase in performance with the number of arcs involved.

The relative quality of these results demonstrates that the IMP is a suitable feature
for texture recognition. However, as Fox et al. (2009) pointed out, the kind of fixed
head task used so far is very differentfrom that of a robot moving in an environment,
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Fig. 6. Mean performance (% of successful discriminations) obtained with IMP, over the number
of vibrissæ involved

Fig. 7. Mean performance obtained with IMP for the 5 longer arcs across the 8 textures

where the distances and angles with which whiskers touch any texture are constantly
varying. Therefore, to assess the robustness of the IMP, we also performed such a
complementary experiment.

3.3 Mobile Robot Experimentation

Experimental Appartus. In this experiment, a set of complex textures (cf. Fig 8)
made of plexiglass were fixed on the sides of two small corridors (1m long). A dif-
ferent texture was assigned to each side of each corridor. The robot’s task was to
follow the walls in its environment, to enter a corridor if encountered, to recognize
the textures on its sides, and to learn to turn left or right at the end of the corridor,
depending on the left/right combination of the textures thus recognized. A main dif-
ference with the previous experiment was the “touch strategy”. We previously swept
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Fig. 8. The four textures used in the mobile robot experiment. These textures were made of relief
decorated plexiglass.

Fig. 9. Robot environment showing the 2 corridors and direction convention used (Top). Robot
inside a corridor, with dimensions and command vector (Bottom).

whiskers on a texture by rotating the head, trying to maximize the number of whiskers
in contact with the texture. Here, the whole robot was moving, the head didn’t rotate and
only a subset (∼ 10 vibrissæ, the two longer arcs) of whiskers were actually touching
the textures, from a varying distance.
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To allow the robot to navigate in its environment using only its whiskers as sen-
sory input, we developed a simple obstacle avoidance strategy. A distance information
was first computed by taking into account the iso-length arcs. One minus the mean
arc deflection was weighted by the mean within-arc vibrissa size. Thus, the more vib-
rissæ were bent, the smaller was the output distance. Repeating this computation for
each arc, we obtained a value that decreased with the contact distance,

D =
1
N

∑
(1 − Vi) × Li (1)

Vi being the mean deflection of the ith arc and Li the mean length of the ith arc. One
can notice that the smaller whiskers - the most frontal ones - contribute less to this mea-
sure than the longer ones. This may seem counter intuitive as, when an object touches
the small whiskers, it is probably closer than if it only touches the longer ones. But
generally in the described task, when an object touches the smaller whiskers, it also
touches the longer ones and the above weighting prevents an over-reaction. Moreover
this method has shown a better stability in corridors, where a small variation of vibrissa
deflection should provoke a small orientation reaction in order to make the correspond-
ing trajectory as straight as possible. This centering strategy was an important com-
ponent of the robot’s behavior since the corridors were 35cm wide, while the robot’s
width was 25cm (including wheels) and the maximum whisker range was 50cm, leav-
ing a small error margin for steady forward movement and whisker crack avoidance (cf.
Fig 9). We controlled the robot through a speed vector V applied at the axis of the neck
whose orientation component Vy was given by:

Vy = (Dleft − Dright) × G (2)

with the gain G = 0.01. Vx, the translation speed, was fixed to 10cm/s. This simple con-
trol produced an obstacle avoidance behavior, with a tendency to wall following. Ad-
ditionally, this control produced a relatively stable corridor centering behavior - which
was its principal objective. Finally, using Dleft and Dright values, we could roughly
determine the corridor’s aperture size and trigger the learning/recognition procedure
only when the robot was inside a corridor as determined by a distance threshold.

We first ran a series of 10 experiments for each corridor and each direction. We
simply positioned the robot approximately in front of the corridor and recorded the
IMP feature output at each time step within the corridor. We when fed 7 data runs to a
MLP (2×33 neurons in the input layer, 2×33 neurons in the hidden layer and 4 neurons
in the output layer), keeping the 3 others runs to test the learning result. A typical data
run length was ∼ 7000.

Results. Once the learning was completed, we ran four series of 20 additional exper-
iments to evaluate the capacity of the robot to turn in the right direction at each end
of each corridor. While the robot moved in a given corridor, in a given direction, we
fed the smoothed (low pass filter) 2 × 33 IMP output to the previously learned MLP
and computed the WTA on the output layer. By accumulating this winner value through
the whole corridor, we obtained a mean decision vector which served to take the final
decision (once again by a WTA). The corresponding results are summarized in Table
3. As expected, the trajectory stability played a role in performances as dithering in
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Table 3. Confusion matrix obtained for 20 runs for each corridor, in each direction

Corridor-direction 1-1 1-2 2-1 2-2
1-1 75 15 10 0
1-2 0 100 0 0
2-1 15 0 85 0
2-2 0 15 0 85

Fig. 10. Typical trajectory of the robot into the maze. Top: left oriented start. Bottom: right
oriented start.

the corridor induced variations in the perceived vibrations. Most of the errors occurred
when the robot’s trajectories were unstable (lot of dithering).

We finally conducted qualitative experiments in the whole maze using the above de-
scribed navigation rules. The maze was a round corner rectangle of 2.20m by 4.10m
made of cardboard boxes with 2 corridors (cf. Fig 9). We added a simple hand cabled
behavior consisting of turning left or right at the end of a corridor, depending on the
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recognized textures. The robot was initially positioned near the wall on the top of the
maze with left or right orientations. Any other starting position could have been used
with the limitation of avoiding a direct wall facing, as no “reversal” behavior was imple-
mented. In these conditions, the robot succeeded to autonomously circulate around the
maze, following either direction indicated by the textures on the corridor’s sides. Sev-
eral tours could be completed in a row thus demonstrating the efficiency of the robot’s
haptic system.

Figure 10 shows an example of the kind of trajectories obtained.

4 Discussion

If some research efforts have been devoted to texture discrimination in “fixed head”
tasks [10,11,12,14], very few robots have been able to navigate and recognize tactile
cues in a less constrained environment using whiskers. One such work was done using
curvature sensors with two different types of surfaces that one may consider more as a
“shapes” than as a “textures”, as they seem to induce a mere deflection sequence rather
than a complex vibration [13]. This robot could be conditioned to associate an aver-
sive response with a given texture. A related work concerned a smooth versus rough
discrimination task in an open arena and involved an active microphone-based whisker
sensor with a natural rat’s hair [26]. Feature extraction called upon spectral analysis and
lead to qualitatively good results. However, as the author concludes, such system could
not be used to perform a more complex task without an improvement of its discrimi-
natory capability and reliability. Finally, Fox et al. (2009) also obtained good results in
a smooth/rough discrimination task on a mobile robot equipped with active whiskers
using an “onset” feature. This “onset” feature is roughly the FFT magnitude within a
short frequency band (2-3kHz) during the onset period of the whisker-texture contact
(the first 12.8ms of the contact). Moreover, this feature is invariant to the relative po-
sition and orientation of whiskers and textures. Experimental conditions were slightly
different from ours, as the texture position was chosen randomly and the robot didn’t
move while touching a texture.

None of these related approaches seems suitable for performing a more complex task
than simply discriminating smooth versus rough textures. In contrast, the haptic system
that has been described herein proved to be able to use texture discrimination to afford
minimal navigation capacities in a complex environment. Such capacities could be used
to complement vision in daylight conditions or to replace it in the dark.

With this haptic system, texture recognition is possible in both fixed and mobile robot
conditions. This tends to indicate that, despite the underlying simple algorithm and the
various approximations on which it relies, the IMP feature is robust.

Conversely, we already mentioned that the whisker orientations in our system is not
always well suited. Indeed, our whiskers are oriented toward the front (cf. Fig 5), which
occasionally prevents all the whiskers from touching a texture. Within a corridor, for
instance, about 10 whiskers only were touching the walls. Additionally, our implemen-
tation sometimes entails brusque return jumps of some whiskers when they are stuck on
a given surface, rather than a gentle sweeping, which makes their signals totally unreli-
able. Fortunately, this problem only occurs in corridors and with a minority of whiskers
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(usually the more dorsal and ventral ones) and thus the classifier can see it as mere
noise. Obviously, a system in which the whisker orientation could be dynamically con-
trolled - such as the one used in [14] - would be more adapted to alleviate this specific
inconvenience and would be closer to the natural active whiskering system of rats.

Another remark concerns our feature extraction technique. We chose to design an
algorithm that extracts an estimation of the amplitude-frequency product. This choice
was based on a recent finding about how texture signals are encoded in a rat’s brain
[17]. Using such a feature, we were able to perform fine texture discrimination. This
finding is an argument in favor of the so-called “kinetic signature” hypothesis which
stands that each vibrissa encodes a specific signature of the touched surface in term of
magnitude and temporal pattern.

Likewise, the fact that our results suggest that the texture discrimination capacities
depend both on the length and number of the involved whiskers, seems to back up
the “resonance hypothesis” [27,28] which stands that the self resonance property of a
vibrissa plays a crucial role in vibration transduction and, in some way, helps to enhance
texture perception. The exact manner in which this resonance property is exploited in
rats is still unclear, but it seems quite reasonable to think that a kind of signal filtering is
involved. Additional experiments with the current system might help clarify this issue.

Be that as it may, already acquired results strongly suggest that two hypotheses that
are currently considered as mutually exclusive to explain texture recognition in rats -
i.e., the “kinetic signature hypothesis” and the “resonance hypothesis” - may be, in fact,
complementary.

5 Conclusions

We endowed a whiskered robot with a simple algorithm allowing to discriminate tex-
tures. Its efficiency has been demonstrated using both a fixed head and a mobile robot.
Comparatively to previous similar approaches, this system affords greater behavioral
capacities and may complement or supply vision in simple navigation tasks. Future
work will be devoted to demonstrating its ability to perform shape recognition. On a
fundamental level, it will also be used to investigate the influence of whiskers reso-
nance properties on texture transduction.
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Abstract. It is well-known that the electrocardiogram (ECG) is a non-invasive 
method that can be used to measure heart rate variability (HRV). 
Photoplethysmogram (PPG) signals also reflect the cardiac rhythm since the 
mechanical activity of the heart is coupled to its electrical activity. Pho-
toplethysmography is a non-invasive, safe, and easy-to-use technique that has 
been developed for experimental use in vascular disease. A useful algorithm for 
a-wave detection in the acceleration plethysmogram (APG, the second deriva-
tive of the PPG) is introduced to determine the interval between successive 
heartbeats and heart rate variability. In this study, finger-tip PPG signals were 
recorded for twenty seconds from 27 healthy subjects measured at rest. The use 
of the aa interval in APG signals showed very promising results in calculating 
the HRV statistical indices, SDNN and rMSSD. 

Keywords: Heart rate, HRV, Photoplethysmogram, APG. 

1   Introduction 

The focus of this paper is the variation  in the interval between consecutive heartbeats. 

Heart rate variability has become the conventionally accepted term to describe varia-
tions of both instantaneous heart rate and RR intervals in electrocardiogram (ECG) 
signals. A number of terms have been used in the literature to describe heart rate vari-
ability, for example, cycle length variability, heart period variability, RR variability, 

and RR interval tachogram. In this paper the acronym HRV will be used to describe 
the heart rate variability. 

HRV measures the heart rate variations around the mean heart rate (HR). HRV 
provides information about the sympathetic-parasympathetic autonomic stability and 
consequently about the risk of unpredicted cardiac death. The traditional method to 
detect heart beats is detecting R peaks in ECG signals, a very promising tool to derive 
useful information about the hemodynamics as well as autonomic nerve system is the 
photoplethysmogram (PPG) signals. Accurate detection of inter-beat intervals from 
fingertip PPG signals is considered difficult. Ventricular pressure and other parame-
ters of cardiac output however can influence the form and timing of the pulse  
waveform. In addition, peripheral effects, such as changes in vascular tone, may also 
influence distal pulse peak detection. 
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These possible weaknesses of  using the fingertip PPG signals in measuring HRV are 
mentioned by Bernston et al. [1]. Hence, they recommend the usage of RR intervals 
from ECG signals to determine inter-beat intervals. They do believe, however, that with 
a sophisticated peak detection algorithm the use of intra-arterial pressure pulses may be 
acceptable. According to them indirect measures, such as photoplethymographic signals 
need further validation.  

Giardino et al.[2] demonstrated that under resting conditions the distal pulse pres-
sure, as shown in Fig.1 (a), is sufficient for determining the heart rate. However, they 
recommended extra studies that include test–retest reliability evaluation of different 
data collection techniques.  

These reasons may explain the lack in investigating the use of PPG signals instead 
of ECG signals to measure the heart rate (HR) and the heart rate variability (HRV). 

The PPG contour itself can be used to detect the heart beat and consequently HRV 
can be measured [3], as shown in Fig.1 (a) the two circles represent two consecutive 
heart beats with the smallest positive values in the PPG signal. However, reliable 
detection of heart beats from the PPG contour is challenging due to PPG noise and its 
interference incorporated nature [4]. 

To overcome the PPG contour analysis, the second derivative of photoplethys-
mogram, also called the acceleration plethysmogram (APG), has been introduced, as 
shown in Fig.1 (b); the two circles represent two consecutive heart beats with the 
largest positive values in the APG signal. Because the peaks in the APG signal are 
more clearly defined than the peaks in the PPG contour the heart rate can be more 
accurately detected using the APG. 

 

 

 

Fig. 1. Two successive beats in (a) fingertip photoplethysmogram (PPG) signal (b) second 
derivative wave of photoplethysmogram (APG) signal 
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Fig. 2. One beat measurement (a) PPG (b) APG 

A typical APG tracing of the cardiac cycle (heartbeat) consists of four systolic 
waves and one diastolic wave [5], namely a-wave (early systolic positive wave), b-
wave (early systolic negative wave), c-wave (late systolic reincreasing wave), d-wave 
(late systolic redecreasing wave) and e-wave (early diastolic positive wave), as shown 
in Fig.2 (b). The height of each wave was measured from the baseline, with the values 
above the baseline being positive and those under it negative. The first systolic wave, 
the a-wave seems the most suitable for heart rate calculations because of its amplitude 
and steepness. 

Taniguchi et al [6] used the aa interval in the APG signals to determine HR instead 
of using the ECG when assessing the stress experienced by surgeons. 

In the present study, our goal was to determine if variations in the APG signal can 
be used instead of the ECG for measuring the HRV. In addition, we investigate the 
relationship between HR and HRV at rest. In order to measure HRV using the APG 
signals, the accurate detection of a wave is an essential step. To date, there is still a 
lack of studies focusing on the automatic detection of a-waves in APG signals. There-
fore, this investigation also aimed to develop a fast and robust algorithm to detect  
a-waves in APG signals. The APG waveform was measured in a population-based 
sample of healthy males at rest. 

2   Data 

The PPG data were collected as a minor part of a joint project between Charles Dar-
win University, Defence Science and Technology Organisation (DSTO) and the De-
partment of Defence. The background of the entire project can be found in [7]. 
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Fig. 3. Flowchart for new a wave detection algorithm 

Twenty seven healthy volunteers (males) with a mean±SD age of 27±6.9. PPG 
were measured by a photoplethysmography (Salus PPG), with the sensor located at 
the cuticle of the second digit of the left hand. Measurements were performed while 
the subject was at rest on a chair. PPG data were collected at a sampling rate of 200 
Hz. The duration of each data segment is 20 seconds [7]. 
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The test was conducted from 20th of April to 5th of May 2006 at Northern Territory 
Institution of Sport (NTIS). 

All procedures were approved by the ethics committee of Charles Darwin Univer-
sity. Informed consent was obtained from all volunteers. 

3   Methodology 

Accurate HRV calculation depends on accurate a-waves detection in the APG signals. 
The calculation of HRV from APG signals consists of two steps: detection of a-waves 
and calculation of the heart rate variability. 

3.1   Detection of a-Waves 

The proposed a wave detection algorithm consists of three main stages: pre-
processing, feature extractions and classification. The flowchart of the algorithm is 
shown in Fig. 3. 

1) Pre-processing: In this stage the measured PPG signal is filtered, differentiated 
twice (to provide clean APG signals) and then squared (to provide a clear position for 
each heart beat). 

A) Bandpass Filter: the baseline wander and high frequencies, which do not con-
tribute to a-wave detection, have been removed by a second order Butterworth filter 
with passband 0.5-10 Hz. typically a recommended bandpass filter is a bidirectional 
Butterworth implementation [8]. This bandpass filter performs zero-phase digital 
filtering by processing the input data in both the forward and reverse directions. 
Moreover, Butterworth filters offer good transition band chactersitics at low coeffi-
cient orders which make them efficient to implement [8]. 

A second order Butterworth filter with bandpass 0.5-10 Hz implemented by cas-
cading a high pass and low-pass filter to remove the baseline wander and high fre-
quencies which do not contribute to a and b-waves. Since one complete heart cycle 
takes approximately one second, the frequencies below 0.5 Hz can be considered as 
noise (baseline wander). The 10 Hz is chosen because most the energy of the PPG 
signal is below 10 Hz, as shown in Fig. 4(b). 

The time domain representation of the filter is required because the filter is applied 
to PPG data samples, the filter can be defined [9] as  

∑∑
==

−−−=
N

1k

k

N

0k

k ]kn[Sa]kn[PPGb]n[S  (1) 

where, ka and kb are the filter coefficients. S[n] is the result of applying the bandpass 

filter to the input signal PPG[n] . Fig. 5(b) is the result of applying Butterworth filter 

to the original APG signal measured at rest shown Fig. 5(a). 
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Fig. 4. Demonstrating the APG signals frequency bands (a) APG signal (b) the Fourier trans-
form of the APG signal 

B) Second Derivative: To increase accuracy and the detection rate of the inflection 
points and make interpretation easier, the second derivative of photoplethysmogram, 
also called the acceleration plethysmogram (APG), has been introduced. Because the 
peaks in the APG signal are more clearly defined than the peaks in the photoplethys-
mogram the heart rate can be more accurately detected using the APG, as shown in 
Fig. 5(c). In order to obtain the APG signal Z[n] , the second derivative will be ap-

plied to the filtered PPG signal S[n] . 

' [ ] [ ] [ 1]S n S n S n= − −  

' '[ ] [ ] [ 1]Z n S n S n= − −  
(2) 

(a)

(b) 
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C) Squaring: At this stage the a-peak of the APG needs to be emphasized to distin-
guish it clearly for detection. This can be done by setting the negative parts of the 
signal equal to zero, followed by squaring the signal, resulting in y[n] . 

 

 

 

1 1 5 2 2 5 3 3 5 4 4 5 5  

 

Fig. 5. Algorithm structure.(a) original PPG signal (b) filtered PPG signal with Butterworth 
bandpass filter (c) second Derivative of PPG which is APG signal (d) squaring the APG signal 
(e) generating blocks of interest using two moving averages to detect a-waves 

IF  Z[n] < 0  THEN  

        Z[n] = 0  

END 

 

2])n[Z(]n[y =  (3) 

(a) 

(b) 

(c) 

(e) 

(d) 
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2) Features Extraction: In this stage the squared APG will be processed by two mov-
ing averages to generate blocks of interest and then detect a-waves. The moving aver-
ages are low pass filters with filter coefficients equal to the reciprocal of the window 
size. 

A) First Moving Average: The first moving average is used to emphasize the a and b 
wave, shown as the dotted line in Fig. 5(e) for APG signal measured at rest. 

1)/2])-(Wy[ny[n]........1)/2]-(W-(y[n
W

1
[n]MA 11

1
Peak ++++=  (4) 

where 41W1 =  which is the window width of ab segment. 
 

B) Second Moving Average: The purpose of the second moving average, shown as 
the solid line in Fig. 5(e) for APG signal measured at rest, is used as a threshold for 
the output of the first moving average. 

1)/2])-(Wy[ny[n]...........1)/2]-(W-(y[n
W

1
[n]MA 22

2
OneBeat ++++=  (5) 

where 221W2 =  is the window width of approximately one beat.  

When the amplitude of the first moving average filter ( PeakMA ) is greater than the 

amplitude of the second moving average filter ( OneBeatMA ), that part of the signal is 
selected as a block of interest, as follows: 

IF  ]n[MAPeak > ]n[MAOneBeat   THEN

]n[Blocks =1 

ELSE   
  ]n[Blocks =0 

END  

Fig. 5(e) demonstrates the idea of using two filters to generate blocks of interest. Not 
all of the blocks are potential a and b waves. Some block are caused by noise and 
need to be eliminated. 

The blocks associated with small width are considered as blocks caused by noise. 
Blocks which are smaller than half of the expected size for the ab interval are re-
jected. The expected size for the ab interval is based on the statistics for healthy 
adults, as described above. Blocks that is smaller than the expected width 1W  that is 
expected for the ab interval will be rejected and the accepted blocks are considered to 
be containing a-wave. 

The following statistical parameters were used to evaluate the algorithm: 
TPSe

TP FN
TPP

TP FP

= +

+ = +

 (6) 
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Table 1. a-waves detection performance and HRV indices calculated using the APG 

Record No of 
beats 

TP FP FN SDNN rMSSD 

A1 26 26 0 0 0.024 0.013 

A2 24 24 0 0 0.033 0.030 

B1 17 17 0 0 0.080 0.108 

B2 26 26 0 0 0.086 0.043 

C2 20 20 0 0 0.105 0.118 

C3 20 20 0 0 0.105 0.142 

D2 22 22 0 0 0.059 0.051 

D3 19 19 0 0 0.063 0.074 

E1 22 22 0 0 0.045 0.056 

E2 22 22 0 0 0.045 0.056 

E3 19 19 0 0 0.095 0.144 

G2 30 30 0 0 0.019 0.013 

G3 19 19 0 0 0.056 0.033 

H3 23 23 0 0 0.058 0.051 

I1 22 22 0 0 0.034 0.037 

I2 17 17 0 0 0.052 0.079 

J2 23 23 0 0 0.0778 0.048 

L2 24 24 0 0 0.033 0.030 

L3 24 24 0 0 0.037 0.029 

N2 18 18 0 0 0.032 0.039 

N3 20 20 0 0 0.064 0.053 

O1 24 24 0 0 0.043 0.037 

O2 17 17 0 0 0.0459 0.050 

P1 26 26 0 0 0.083 0.073 

P2 20 20 0 0 0.129 0.137 

Q1 22 22 0 0 0.036 0.043 

Q2 18 18 0 0 0.140 0.161 

True Positive (TP): a wave has been classified as a wave. 

False Negative (FN): a wave has been missed. 

False Positive (FP): Non- a wave classified as a wave. 

The sensitivity (Se) is the percentage of true a waves that were correctly detected by 
the algorithm. The positive predictivity (+P) is the percentage of detected a waves 
which are real a waves.  
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Table 1 shows the result of a waves detection in 27 different records of collected 
APG at rest, containing a total of 584 heart beats. The number of false negatives (FN) 
and false positives (FP) were zero. The overall average sensitivity for a waves 
detection was 100% and the positive predictivity was 100%. 

3.2   HRV Analysis  

Once the location of each a wave is detected the duration of the consecutive aa inter-
vals can be determined. Two time domain parameters are calculated and compared. 
These parameters are often used with ECG signals. The first parameter, the SDNN , is 
the standard deviation of the duration of heart beats; normal-to-normal R-to-R inter-
vals in ECG signal. The second parameter, the rMSSD , is the root-mean square of the 
difference of successive heart beats or R-to-R intervals in ECG signals. Here, the RR 
interval is replaced by aa intervals. These were calculated in the previous step. 

     

2
1 1

)2

i i

SDNN (aa aa
N N

= −
⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

∑ ∑  (7) 

∑=
i

2)a(a
N

1
rMSSD  (8) 

where is N  the total number of aa  intervals, i is a counter. 

4   Results 

The SDNN and the rMSSD index were calculated for 27 subjects at rest, using re-
cordings of the PPG of 20 seconds. The results are shown in table 1. 

In order to calculate the correlation between the heart rate and the HRV indices, the 
correlation coefficient is used as follows: 

yx

y)cov(x,
r

σσ
=  (9) 

where is r  the correlation coefficient, y)cov(x,  is the covariance between data x and 

data y , xσ  is the standard deviation of data x  and yσ  is the standard deviation of 

data y . 

As can be seen from Fig. 6 (a) and Fig. 6 (b) there is a negative correlation be-
tween the heart rate and the heart rate variability indices. The rMSSD index is more 
negative correlated with the HR (r = - 0.565) than the SDNN index (r = - 0.39).  

Fig. 6 (c) shows the correlation between the two HRV indices. As can be expected, 
there is a strong positive correlation (r = 0.894). 
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Fig. 6. Relations between (a) HR and SDNN (b) HR and rMSSD (c) SDNN and rMSSD calcu-
lated from APG signals for all subjects measured at rest 
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5   Conclusions 

The acceleration photoplethysmogram can be used to calculate heart rate variability. 
The accurate detection of a-waves leads to an accurate detection of aa interval and 

consequently reliable HRV measurement. Therefore, the proposed a-wave detection 
algorithm achieved an overall average sensitivity 100% and a positive predictivity 
was 100%. over 27 PPG records measured at rest, containing a total of 584 heart 
beats. 

As discussed above, HRV indices which are normally used with ECG signals can 
also be applied to APG signals. The negative correlation between HR and both indi-
ces SDNN and rMSSD  confirmed that the 20 seconds recordings of APG signal are 
suitable for short duration signal. As expected the rMSSD  index decreased more than 
SDNN . The reason is rMSSD  used to estimate the short-term components of HRV, 
related to the parasympathetic activity while SDNN  is related to overall HRV. There 
is a strong positive correlation between the two HRV indices, indicating that the 20 
second APG recordings are sufficient to reliably measure the HRV. The usage of 
APG can be useful for HRV analysis and identification of individuals at risk. 

Acknowledgements. The authors would like to thank Dr. Aya Matsuyama for col-
lecting the data. 
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Abstract. We investigated the neural connectivity induced by face presentation 
with different emotional valences in Parkinson's disease (PD) patients and a 
control group of healthy, drug-free volunteers, using event-related fMRI in a 
parametric design. The focus of this work was  applying Dynamic Causal Mod-
elling (DCM), an approach that allows the assessment of effective connectivity 
within cortical networks [1], to the study of effective connectivity between 
maximally activated brain regions in response to passive viewing of facial stim-
uli. A connectivity model was built based on the literature and in our fMRI 
analyses, which included the fusiform gyrus (FG), the anterior cingulate cortex 
(ACG), the dorsolateral prefrontal cortex (DLPFC) and the dorso-medial pre-
frontal cortex (DMPFC) areas. The results showed differences in connectivity 
between the PD group and the control group. We found that the intrinsic con-
nectivities among DLPFC/DMPFC and FG, DLPFC/DMPFC and ACG, were 
higher in PD patients than in healthy subjects, while the effective connectivity 
among FG and ACG was lower in PD patients. 

Keywords: Dynamic causal modelling, fMRI, connectivity, Parkinson’s dis-
ease, Face perception. 

1   Introduction 

The branch of Neuroscience that studies functional integration between cerebral areas 
has recently shown a significant growth. Functional integration refers to the interac-
tions among specialized neuronal populations, where the integration is mediated by 
the so called effective connectivity. Effective connectivity is defined as the influence 
that regions, which encompass given neuronal populations, exert on each other. Effec-
tive connectivity studies are important to assess how different areas, involved in a 
particular brain processing task, are related.  

Facial perception is one of the fundamental tasks in our daily life and plays a criti-
cal role in social interactions. It is a highly developed visual ability in humans and it 

1
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is mediated by activation in a distributed neural system that encompasses visual, lim-
bic, and prefrontal regions [2,3]. Facial perception with different emotional valences 
involves the emotional recognition that is related to the activity of amygdala, insula, 
orbitofrontal cortex and ventral striatum. The areas linked to emotional regulation 
include the anterior cingulate, dorsolateral and medial prefrontal cortices [4, 5]. 

To investigate effective connectivity within the distributed cortical network for 
face perception, we combined conventional Statistical Parametric Mapping (SPM) 
and the technique of Dynamic Causal Modelling (DCM) [1]. DCM consists of a theo-
retical-experimental approach that treats the brain as a nonlinear deterministic dy-
namic system. DCM regards an experiment of fMRI as a designed perturbation of 
neuronal dynamics that is distributed throughout a system of coupled anatomical 
nodes to change region-specific neuronal activity [1]. In practical terms, a reasonably 
realistic neuronal model of interacting cortical regions is built, with neuro-
physiologically meaningful parameters. This model is supplemented with a forward 
model of how neuronal or synaptic activity is transformed into a measured response, 
and the parameters of this model can be estimated by attempting to match the pre-
dicted BOLD signal to the observed BOLD signal. DCM has been previously used to 
investigate visual perception and visual imagery of faces [6] and face perception in 
healthy subjects [2, 7]. 

The etiology of depression in PD is multifactorial. Although neurological deficits 
might lead to depressive symptoms, increasing evidence suggests that PD depression 
is also related to the degenerative process that underlies the disease. Our previous 
studies in this field have shown a decreased activation of the dorso-medial pre-frontal 
cortex (DMPFC), which is restored with different treatments. Also, treatment has 
produced changes mainly in areas that are responsible for emotional regulation, but 
also in the fusiform gyrus [8,9]. 

In this study we investigated the effective connectivity induced by face presenta-
tion with different emotional valences in Parkinson's disease (PD) patients and in a 
control group of healthy, drug-free volunteers. Bearing in mind the physiological 
model of facial perception, and the changes induced by depression in PD, we con-
ducted a ROI based analysis of the following areas: DMPFC (including the anterior 
cingulate cortex (ACG)), dorsolateral prefrontal cortex (DLPFC) and fusiform gyrus 
(FG). We hypothesized that the modulatory connectivity between the 
DLPFC/DMPFC and the FG, induced by faces, would change in both groups. In addi-
tion, PD patients compared to normal volunteers would present changes in the modu-
latory and intrinsic connectivity between the DLPFC/DMPFC and the FG. 

2   Methods 

Study Population 
We studied 17 male patients with idiopathic Parkinson's disease according to the UK 
Parkinson's Disease Brain Bank. We excluded patients with severe motor symptoms 
and severe motor fluctuation; ferromagnetic metallic implants; seizures; major head 
trauma; dementia; previous neurological surgery; depression with psychotic  
symptoms; or those under antidepressants treatment within one year of the beginning 
of the study. All patients were recruited from the Movement Disorders Clinics of 
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“Hospital das Clínicas” - University of São Paulo (São Paulo - Brazil) and all gave 
their written informed consent. The study was approved by the Ethics Committee of 
the University of São Paulo (Project Approval number: 414/03). Healthy volunteers 
were paired with patients in age and level of education. The demographic data is 
shown in Table 1. 

Table 1. Demographic and clinical data from healthy subjects and patients with idiopathic 
Parkinson's disease 

Clinical and Demographic Characteristics 
 

Parkinson’s Disease Healthy Subjects 
Age 62.5 (6.5) 59.5 (6.4) 
Mini-Mental State Examination (MMSE) 28.1 (2.1) 27.5 (1.6) 
Time since diagnosis 11.2 (6.9) - 

Daily dose of L-dopa (mg) 875 (500) - 
Hoehn and Yahr 2.1 (0.6) - 

Unified Parkinson's Disease Rating Scale (UPDRS) 30.1 (8.1) - 

Image Acquisition 
All images were acquired in a 1.5 T GE scanner, equipped with a 33 mT/m gradient. 
The images were oriented according to the AC–PC line; and 168 brain volumes were 
acquired, with 15 slices each (7 mm thickness, 0.7 gap), 64×64 pixels matrix, 20×20 
cm FOV, 90° flip angle, 2.0 s TR, 40 ms TE, using a gradient echo EPI acquisition. 

fMRI Paradigm 
Eckmann’s faces were morphed to produce neutral, low and high intensities of sadness, 
as shown in Figure 1. An event-related fMRI paradigm, similar to Fu et al. [10] was 
used. Facial stimuli and baseline trials (crosshair fixation) were presented in random 
order. Each trial and control condition was presented for 2 s, and the inter-trial interval 
was randomly varied according to a Poisson distribution (2–12 s; mean 5 s).  

 

Fig. 1. An example of stimuli set used. Eckmann’s faces were morphed to produce neutral, low 
and high intensities of sadness. Facial stimuli and baseline trials (crosshair fixation) were  
presented in random order in the event related fMRI paradigm. 
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Image Analysis 
The fMRI statistical and DCM analyses were performed using the free software Sta-
tistical Parametric Mapping (SPM8, www.fil.ion.ucl.ac.uk/spm/). All volumes were 
slice time corrected, realigned to the middle volume, corrected for motion artifacts, 
mean-adjusted by proportional scaling, normalized into standard stereotactic space 
(template provided by SPM8), and smoothed using an 8 mm full-width at half-
maximum (FWHM) Gaussian kernel. The time series were high-pass filtered to 
eliminate low-frequency components (filter width = 128 s) and adjusted for system-
atic differences across trials.  

Dynamic Causal Modelling 
Dynamic Causal Modelling (DCM) is an approach that allows the assessment of ef-
fective connectivity within cortical networks [1]. The central idea behind DCM is to 
treat the brain as a deterministic nonlinear dynamic system that is subject to inputs 
and produces outputs. In this way, the effective connectivity is parameterized in terms 
of neuronal activity in different regions. DCM is constructed by a bilinear approxima-
tion given by equation 1: 

CuzBuAzz j

j
j , 

 
(1) 

where ż is a vector that represents the change in activity with time of the neuronal 
regions involved, A is a matrix that represents the first order connectivity among the 
regions in the absence of input, Bj

 are matrices that account for the change in coupling 
among the regions induced by the jth input uj, and the matrix C embodies the extrinsic 
influences of inputs u on the neuronal activity of the regions. This approximation 
allows the dynamics of the system to depend on these three groups of parameters: 
parameters that mediate intrinsic coupling among the areas (matrix A), parameters 
that mediate the influence of extrinsic inputs on the areas (matrix C) and (bilinear) 
parameters that allow the extrinsic inputs to modulate that coupling (matrix B) [1]. 
The model depends on the experimental design, where the extrinsic inputs enter by 
two ways: directly influencing the areas (driving inputs) and/or influencing the cou-
pling among the areas (contextual inputs). 

2.1   Effective Connectivity Analysis 

Initially, a standard fMRI (General Linear Model – GLM) analysis was used for locat-
ing brain responses to the experimental task (face perception with different emotional 
valences). Individual maps of activations were generated using voxel based analysis. 
Next, second-level analysis was used to generate maps of the group using a one sam-
ple t-test, with corrected (FWE) p-value < 0.05. 

Based on our analysis of the healthy group data and on related literature data [4,5], 
we determined which areas should enter the DCM model. The model included 3 ar-
eas: left and right Fusiform Gyri (FG), Anterior Cingulate Gyrus (ACG), and Dorso-
lateral Prefrontal Cortex (DLPFC) / Dorsomedial Prefrontal Cortex (DMPFC). These 
regions of interest (ROIs) were defined using masks created with the WFU Pickatlas 
software [11, 12]. 
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After delimiting the brain areas aforementioned in the individual brain activation 
map, averaged time series of voxels limited by a sphere of 8 mm were extracted. The 
centres of these spheres were located in the local maxima of the activation map for 
each anatomical area included in the model. This procedure was performed for each 
of the subjects. These three volumes of interest (VOIs) were identified for each indi-
vidual subject. Mean localization and t-values of these areas are shown in Table 2 for 
healthy subjects and PD patients. All three VOIs were reliably delineated in 16 of the 
19 healthy subjects and 10 of the 17 PD patients (Table 2) (p < 0.05, uncorrected). 

Table 2. Regions of the DCM model for healthy subjects and PD patients. The x, y, z, columns 
give the average coordinates across all subjects for the location of each region (with the  
standard deviation – SD – in parentheses). The t column shows the average t-statistics across 
subjects in the first-level analysis (and the SD in parentheses). “L” and “R” mean left and right, 
respectively.  

Healthy subjects 

Regions x y z T 

FG (R) 31.3(7.1) -59.5(6.9) -18.4(3.1) 4.0(1.5) 

ACG (R) 3.7(4.0) 14.2(9.9) 20(16,9) 2.53(0.8) 

DMPFC/ DLPFC(R) 21.8(13.8) 19.3(14.7) 56(18) 4.6(1.5) 

 

FG (L) -31.3(7.9) -58(14.4) -20(4.9) 3.8(1.1) 

ACG (L) -7(2) 22.3(8.2) 8.3(14.9) 2.5(0.5) 

DMPFC/ DLPFC(L) -30.1(13.1) -2.5(8.7) 63.2(8.7) 4.0(1.4) 

  

PD patients 

Regions x y z T 

FG (R) 30(8.6) 48.6(16.5) -21.1(7.9) 4.1(1.2) 

ACG (R) 5.2(3.2) 20.3(5.6) 28.1(12,8) 2.9(0.6) 

DMPFC/ DLPFC(R) 17(15.2) 9.0(8.3) 59.7(13,3) 4.1(1.0) 

  

FG(L) -22(0) -67.5(10.6) -16.0(0) 4.9(1.2) 

ACG (L) -11(0) 26.0(0) 28.0(0) 2.9(0) 

DMPFC/ DLPFC(L) -32(2.8) -3.5(10.6) 63.0(4.2) 4.3(0.7) 

Initially the DCM model was estimated separately for each subject. In order to 
generalize our results to the population level, the estimated connection strengths from 
that analysis were then subjected to a second-level analysis (using Matlab functions), 
where the significance of inferred connections was tested using one-sample t-tests 
against the null hypothesis that the connection strength was equal to zero. 

A model that connects the different areas was defined according to our hypotheses, 
taking into account the FG, ACG and prefrontal cortex regions. As a first model we 
admitted that all regions interacted with one another; and that the face stimuli entered 
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the model as driving inputs only on FG. The face stimuli also entered the model as 
contextual factors on all connections. From this model, the intrinsic connections be-
tween each of the components of the model were estimated using a DCM analysis. 

3   Results 

The fMRI analysis using the GLM approach (see above) showed significant BOLD 
effect in the FG, ACG, DLPFC and DMPFC brain areas (p < 0.05, FWE corrected). 

The group connectivity maps for healthy subjects and PD patients are shown in 
Figures 2 and 3, respectively. Only connections that were significant (non-zero mean) 
after the one-sample t-test (p < 0.05) are shown. Filled arrows among areas (and their 
values) are the results of intrinsic connections, which do not depend on external stim-
uli. Dashed arrows (and their values) are the results of modulatory connections given 
by contextual inputs; these values increase or decrease the influence of the intrinsic 
connections and depend on the external stimulus. Filled arrows among stimuli and the 
FG area are results of direct influence of stimuli on the areas. Values are shown when 
significant (one-sample t-test) for each of the experimental conditions (neutral, low 
and high sadness). 

Control subjects (Figure 2) showed an increase in activity in the FG area induced 
by modulation of connectivity by neutral and high sadness faces (FG → FG connec-
tion) and in the DLPFC/DMPFC area induced by modulation of connectivity by all 
faces (DLPFC / DMPFC → DLPFC / DMPFC and ACG → DLPFC / DMPFC con-
nections). Neutral faces increased activity in the ACG area (FG → ACG connection) 
and decreased activity in the FG (DLPFC / DMPFC → FG connection). 

 

Fig. 2. DCM results for healthy subjects. Filled arrows among areas (and their values) are the 
results of intrinsic connections, filled arrows among stimuli and the FG area are the results of 
direct influence of the stimuli on this area, dashed arrows (and their values) are the results of 
modulatory connections. 
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For PD patients (Figure 3), we notice an increase in activity in the DLPFC and 
DMPFC areas induced by the modulation of connectivity by low sadness 
(DLPFC/DMPFC → DLPFC/DMPFC connection) and high sadness faces (DLPFC/ 
DMPFC → DLPFC/DMPFC and ACG → DLPFC/DMPFC connections). We can 
also see an increase in activity in the ACG area induced by the modulation of connec-
tivity by high sadness faces (ACG → ACG connection). In addition, we see a de-
crease in activity of the FG area induced by the modulation of connectivity by neutral 
faces (FG → FG). 

Using a two-sample t-test (through Matlab functions) we compared the connections 
of the two groups (healthy and PD) and found a significant difference among the 
intrinsic connections (black lines in Figures 2 and 3) DLPFC/DMPFC → ACG  
(p-value of 0.0345), DLPFC/DMPFC → FG (p-value of 0.0303) and FG → ACG  
(p-value of 0.0487). 

 

Fig. 3. DCM results for PD patients. Filled and dashed arrows represent the same as for Figure 2. 

We found that the effective couplings DLPFC/DMPFC → FG and 
DLPFC/DMPFC → ACG were higher in PD patients than in healthy subjects, while 
the effective coupling FG → ACG was lower in PD patients. The results are shown in 
Table 3. 

To compare the connectivity patterns between the stimuli of highly sad and neutral 
faces, we used a paired t-test among these conditions within each group (PD patients 
and controls), for every connection (intrinsic, modulatory and direct influence) in 
every region. We found a significant difference between the connectivity for these 
two conditions in healthy subjects and PD patients (Table 4). The connection FG → 
DLPFC (intrinsic and modulatory) is not shown in the table because it was not in-
cluded in the model. For clarity only the results for the comparison between the neu-
tral and high sadness conditions are shown. 
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Table 3. Comparison between healthy subjects and PD patients connections. Significant  
differences are marked with bold font. Connections marked with asterisk are higher in PD 
patients than in healthy subjects.  

Comparison between groups 

Connections Healthy Subjects PD Patients P-value 

Intrinsic Connections 

FG→FG -1.000 -1.000 - 

FG→ACG 0.4908 0.2620 0.0487 

ACG→FG 0.2080 0.2090 0.9850 

ACG→ACG -1.000 -1.000 - 

ACG→DLPFC 0.5636 0.5003 0.6691 

DLPFC→FG* 0.0361 0.1596 0.0303 

DLPFC→ACG* 0.0855 0.2404 0.0345 

DLPFC→DLPFC -1.000 -1.000 - 

FG→FG 0.0587 0.0590 0.9896 

FG→ACG 0.0557 -0.0820 0.0047 

ACG→FG -0.0059 0.0017 0.6207 

ACG→ACG 0.0014 0.0404 0.1135 

ACG→DLPFC 0.0530 0.0390 0.6259 

DLPFC→FG* -0.0373 0.0128 0.0345 

DLPFC→ACG -0.0300 -0.0055 0.3046 

DLPFC→DLPFC 0.0183 0.0261 0.6131 

Modulatory Connections (Low Sadness) 

FG→FG -0.0192 0.0180 0.2513 

FG→ACG 0.0102 0.0236 0.7676 

ACG→FG -0.0245 -0.0010 0.3873 

ACG→ACG 0.0042 0.0387 0.1190 

ACG→DLPFC 0.0943 0.0671 0.5274 

DLPFC→FG* -0.0246 0.0239 0.0324 

DLPFC→ACG -0.0024 0.0011 0.8531 

DLPFC→DLPFC 0.0621 0.0660 0.8996 

Modulatory Connections (High Sadness) 

FG→FG 0.0337 0.0234 0.6424 

FG→ACG 0.0047 0.0076 0.9513 

ACG→FG 0.0226 0.0111 0.5818 
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Table 3. (Continued) 

Comparison between groups 

Connections Healthy Subjects PD Patients P-value 

ACG→ACG* 0.0087 0.0477 0.0344 

ACG→DLPFC 0.0649 0.0754 0.7691 

DLPFC→FG 0.0179 0.0068 0.6267 

DLPFC→ACG 0.0061 0.0095 0.8716 

DLPFC→DLPFC 0.0404 0.0403 0.9974 

Extrinsic Connections 

Stimulus → FG (All others connections not included in the model) 

Neutral 0.1530 0.0845 0.0330 

Low Sadness 0.1469 0.0999 0.2165 

High Sadness 0.1390 0.0939 0.2400 

Table 4. Comparison between neutral and high sadness faces conditions, for healthy subjects 
and PD patients connections. Significant differences are marked with bold font. Connections 
marked with asterisk are higher in the high sadness than in the neutral condition. Healthy  
subjects show many more significant differences between high sadness and neutral faces than 
PD patients. 

Healthy Subjects 
(Comparison between conditions) 

Modulatory Connections 

Connections Neutral High Sadness P-value 

FG→FG 0.0587 0.0337 0.2430 

FG→ACG 0.0557 0.0047 0.1149 

ACG→FG* -0.0059 0.0226 0.0459 

ACG→ACG 0.0014 0.0087 0.6311 

ACG→DLPFC 0.0530 0.0649 0.5454 

DLPFC→FG* -0.0373 0.0179 0.0100 

DLPFC→ACG* -0.0300 0.0061 0.0346 

DLPFC→DLPFC* 0.0183 0.0404 0.0470 

Extrinsic Connections 

Stimulus → FG 
(All others extrinsic connections were not 
included in the  model) 

Neutral High Sadness P-value 

 0.1530 0.1390 0.0414 
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Table 4. (Continued) 

 
PD Patients 

(Comparison between conditions) 

Modulatory Connections 

 Neutral High Sadness P-value 

FG→FG 0.0590 0.0234 0.1538 
FG→ACG* -0.0820 0.0076 0.0427 
ACG→FG 0.0017 0.0111 0.5809 

ACG→ACG 0.0404 0.0477 0.7515 
ACG→DLPFC 0.0390 0.0754 0.2473 
DLPFC→FG 0.0128 0.0068 0.7276 

DLPFC→ACG -0.0055 0.0095 0.6463 
Healthy Subjects 

(Comparison between conditions) 
DLPFC→DLPFC 0.0261 0.0403 0.5526 

Extrinsic Connections 
Stimulus →FG 
(All others extrinsic connections were not
included in the model) 

Neutral High Sadness P-value 

 0.0845 0.0939 0.4041 

4   Discussion 

Dynamic Causal Modelling was able to detect significant connections between the 
known areas involved in facial perception and emotional regulation in both groups.  

In healthy subjects, the increase of sad content in the stimuli induced a progressive 
increase in the connectivity between the prefrontal areas and ACG with FG. This 
supports the current model of emotional stimuli, showing a top-down modulation 
exercised by the pre-frontal areas over the fusiform gyrus, which increases as the 
emotional valence increases. The connectivity for the sad faces stimulus has greater 
modulation by prefrontal areas in the ACG and FG, which is in agreement to the arti-
cle by Phillips et al. [4]. According to Phillips et al., the prefrontal areas are responsi-
ble for the regulation of the emotional state and the perception of emotion. 

Therefore, we may conclude that in healthy subjects, the prefrontal area regulated 
the emotional state due to the presentation of the sad faces stimulus. On the other 
hand, we did not observe this difference in the group of Parkinson's disease patients: 
the t-test did not show significant differences in connectivity (DLPFC/DMPFC → FG 
and DLPFC/DMPFC → ACG) between the different face conditions (Table 4 and 
Figure 4). In fact, facial emotion recognition deficits have been reported in early Park-
inson’s disease [13-15]. The dysfunction in dopaminergic pathways (nigrostriatal and 
mesolimbic) leads to changes in the frontal–striatal circuitry, which are critical for 
emotional recognition [16]. Differently than what occurred for healthy volunteers, 
changes in emotional valence did not increase the connectivity between the DLPFC 
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and ACG with the FG in PD patients. In these patients, the only significant change 
observed when going from neutral to sad faces was an increased connectivity between 
the FG and the ACG (Figure 4). We might speculate that these changes might be a 
consequence of an ineffective top-down modulation of the DLPFC. 

When comparing healthy volunteers with PD patients, we observed an increased 
intrinsic and modulatory connectivity between DLPFC with both the ACG and the FG 
in the latter. These areas are part of the system responsible for the regulation of emo-
tional stimuli. As PD leads to a dysfunction in the DLPFC (as we observed in fMRI 
maps), we also see that these changes influence the behavior of areas that are con-
nected to them, leading to a global dysfunction  of  the  system  that  results  in  an 
abnormal perception. 

Some limitations should be entertained. PD is a progressive disorder, which fol-
lows a known course of involvement of brain areas. We can not infer from our data if 
changes observed in the DLPFC in PD are due to changes in dopaminergic pathways, 
as the main areas of this system, such as the ventral tegmental area and the striatum, 
were not included in the model. We decided not to include these areas because they 
were not activated during the task in most of the individuals. Future studies should 
evaluate fronto-striatal circuits in PD. 

 

Fig. 4. Comparison between high sadness and neutral faces, we used a paired t-test among these 
conditions. These connections are higher in the high sadness than in the neutral condition. 

5   Conclusions 

Using DCM, we explored the effective connectivity of the main cerebral regions in-
volved in responses to facial stimuli with different intensities of sadness, for both PD 
patients and healthy subjects. The results showed differences in connectivity between 
the PD group and the control group, suggesting that these changes in connectivity can 
play an important role in Parkinson's disease and may thus provide insights on the 
underlying mechanisms of PD impairment in processing human facial emotions. 

However, as the success of DCM is dependent on the experimental design and on 
the specified interacting regions model, other models involving those regions should 
be tested for a more definitive conclusion. 
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Abstract. This paper studies the suitability of brain activity, namely electroen-
cephalogram signals, as raw material for conducting biometric authentication of
individuals. Brain responses were extracted in particular scenarios, namely with
visual stimulation leading to biological brain responses known as visual evoked
potentials. In our study, we evaluated a novel method, using only 8 occipital elec-
trodes and the energy of differential EEG signals, to extract information about
the subjects for further use as their biometric features. To classify the features ob-
tained from each individual we used a one-class classifier per subject. These clas-
sifiers are trained only with target class features, which is the correct procedure
to apply in biometric authentication scenarios. Two types of one-class classifiers
were tested, K-Nearest Neighbor and Support Vector Data Description. Two other
classifier architectures were also studied, both resulting from the combination of
the two previously mentioned classifiers. After testing these classifiers with the
features extracted from 70 subjects, the results showed that brain responses to
visual stimuli are suitable for an accurate biometric authentication.

1 Introduction

This document presents a study on the suitability of induced electroencephalograms
(EEGs) for implementing high-quality, practical biometric authentication systems. EEGs
are impossible to forge because they reflect the inner self of a person, and they are likely
to be different from person to person when performing similar mental activities. How-
ever, EEGs are complex and noisy signals, being affected by different brain activities and
other body activities as well. Thus, we conducted our study with EEG signals measured
in particular scenarios, namely with visual stimulations leading to very focused brain
activities known as Visual Evoked Potentials (VEP). To the best of our knowledge, this
is the first work on EEG-based authentication using VEPs, though some works exist on
EEG-based identification using VEPs and EEG-based authentication using other brain
activity stimuli (e.g. specific imagining tasks).

A biometric authentication system has four fundamental requirements [8]:

– Universality: it should be possible to use the system with all persons.
– Uniqueness: the system should be able to separate different persons with a reason-

ably low failure probability.
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– Constancy: biometric characteristics of the persons should remain fairly constant
for a reasonable time (months, years).

– Collectability: biometric values should be easy to obtain, easy to quantify and cause
no discomfort.

Considering the first requirement (universality), we believe that only a small percentage
of people could not use the presented EEG authentication procedure. As we used the
perception of simple drawings for triggering EEG signals, which are the raw input for
the biometric authentication system, people with severe visual impairments or blindness
cannot be authenticated; other evoked potentials must be studied for them (e.g. sound-
evoked potentials).

Considering the second requirement (uniqueness), we did an empirical observation
of the separation of individuals among a limited population of 70 people for which
we had several EEG samples. Therefore, we have no proof that it will work on other
populations, but we cannot as well anticipate any reason for not working. Furthermore,
the proposed system is configurable, as most biometric authentication system are, and
allows administrators to tune several parameters for achieving the required levels of
quality in the separation of individuals.

Considering the third requirement (constancy), our study is still limited. Our au-
thentication system uses images to trigger brain cognitive activities, which are then
measured and classified. Cognitive activities may be affected by several factors, such
as stress, fatigue, medication, alcohol ingestion, etc., some of them with natural daily
variations. However, the raw EEG data used was collected from a set of people at a par-
ticular measurement session, thus not reflecting daily variations or even variations along
the required time spans (months or years). Nevertheless, in our study we concluded that
EEGs collected in a row upon many similar visual stimuli are constant enough for im-
plementing an authentication system based upon them, which is a good starting point.

Considering the fourth requirement (collectability), the current EEG measurement
technology raises many problems. As EEG signals are very low-power, EEGs measure-
ment must be done with special care to increase signal-to-noise ratios. This means that
electrodes must have a good contact with the scalp, that all relevant induced electro-
magnetic signals (e.g. caused by power lines) must be filtered out and that interferences
from other body activities (e.g. eye blinking) should be taken into consideration when
collecting EEG signals or in a posteriori analysis. Finally, electrodes must be placed
always in the same scalp location, an issue usually solved by using EEG helmets. We
anticipate that the actual technological problems for EEG measurement may disappear
in a near future, for instance, by using sensors under the scalp, thus we do not see it as
a definitive barrier to the use of EEGs for biometric authentication. Nevertheless, in our
study we made an effort to facilitate its deployment, both with the current technology
or with future solutions. More specifically, we tried to get the best authentication results
with the minimum possible set of electrodes (or EEG channels), all of them located in
the occipital area of the brain, were the relevant EEG signals are to be measured.

For this study we did not obtain our own EEG samples from people. Instead,
we used a public data set1 containing EEG signals of 70 individuals, acquired with 64

1 Hosted in http://kdd.ics.uci.edu/. It contains data for 122 subjects, but we could one find 70
subjects with more than 40 single object trials.
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electrodes after their visual stimulation. After an initial period of evaluation, we learned
that 8 channels were enough to achieve acceptable authentication results, namely re-
duced false positive and false negative ratios. These 8 channels are all located in the
occipital area, where cognitive workload is more relevant.

For authenticating people using VEP features we used personal one-class classifiers
(OCCs). These classifiers get as input the VEP features of the person being classi-
fied and produce a TRUE/FALSE output value. We used two different OCCs in order
to study which one would produce better authentication results: K-Nearest Neighbor
(KNN) and Support Vector Data Description (SVDD) [29]. After testing both classi-
fiers, we also tested a two classification architectures combining both KNN and SVDD.
These combined classifiers, that we nicknamed OR and AND , produce outputs after
computing a logic function of the outputs of each individual classifier.

The results, obtained with personal OCCs of the four types, showed that VEPs can
be used as a biometric data for authentication systems, producing results with high
correctness, namely low false positive and false negative ratios. The results also showed
that correctness is fairly stable for all evaluated subjects, an important requirement of
biometric authentication systems.

2 Electroencephalograms

EEG signals are electric signals gathered in the scalp of an individual and result from
the combination of signals from two different sources: (i) close-by cerebral activity (ii)
and non-cerebral origins, such as eye motion, eye blinking and electrocardiac activity,
called artifacts.

EEG signals generated by cerebral activity are usually decomposed in several fre-
quency bands. Each band contains signals associated with particular brain activities [3].
The standard EEG frequency bands are: 0.5–3.5 Hz (δ), 4–7 Hz (θ), 8–15 Hz (α), 15–
30 Hz (β), 30-70 Hz or around 40 Hz (γ). This last one, γ band, has been related both
to gestalt perception [10] and to cognitive functions such as attention, learning, visual
perception and memory.

For each particular brain activity there is one particular area that produces stronger
electrical activity in one of the previously referred frequency bands; similarly, artifact
manifestations are more relevant in some parts of the scalp than in others. Consequently,
EEG signals are multi-channel signals, where each channel corresponds to a specific
scalp electrode location. In this study we will consider only the occipital area of the
scalp, which is known to provide stronger electrical signals in the γ band in response to
visual stimulation and perception of pictures [30,28,7].

2.1 Visual Evoked Potentials (VEPs)

Visual evoked potentials (VEPs) are brain activity responses to visual stimuli, which
may comprise different components, such as color, texture, motion, objects, readability
(text vs. non-text), etc. Each of these components has impact in the spacial dispersion
of the VEP through the scalp, being observed differently in each EEG channel and in
different frequency bands. Therefore, for focusing the VEP production and analysis,



Biometric Authentication with Electroencephalograms 293

Fig. 1. Pictures of the Snodgrass & Vanderwart standard 260 picture set

the set of visual stimuli must be coherent, i.e., it should stimulate always the same brain
areas.

Several research works (see Section 3) were previously conducted for achieving in-
dividual identification using VEPs produced upon the presentation of images from the
Snodgrass and Vanderwart picture set [26]. This standard set of 260 pictures was con-
ceived for experiments investigating differences and similarities in the cognitive pro-
cessing of pictures. The pictures are black-and-white line drawings executed according
to a set of rules that provide consistency of pictorial representation (see example in
Fig. 1).

Various studies [1,2,6] showed that VEPs recorded from the human scalp contain a
train of short latency wavelets in the γ band, precisely time locked to the stimulus and
lasting approximately 100 ms. Furthermore, a more recent study showed that perception
of pictures from the Snodgrass & Vanderwart picture set induced highly synchronized
neural activity, in the γ band, between posterior electrodes [7].

3 Related Work

Poulos et al. [17,18] proposed a method to distinguish an individual from the rest using
EEG signals. They performed a parametric spectral analysis of α band EEG signals by
fitting to them a linear all-pole autoregressive model. The coefficients of the fitted model
were then used as features for the identification component. In [17] the identification
component was built with computational geometric algorithms; in [18] they changed it
to a neural network, namely for a Kohonen’s Linear Vector Quantizer [11]. The cerebral
activity was recorded from subjects at rest, with closed eyes, using only one channel and
during three minutes.

Although the goal of Poulos et al. was person identification using his brain activity,
in [18] they experimented classification of a person as one of a finite set of known
persons. In the tests they recorded 45 EEG features from each of 4 individuals (the
X set) and one EEG feature from each of 75 individuals (the non-X set). The neural
network was trained using 20 features from each X member and 30 features from non-
X members. Then the system was used to classify the remaining 25 features of each
X member and the 45 features from the remaining non-X members. This process was
repeated for all the 4 X members, attaining a correct classification score between 72%
and 84%.

Using VEPs and signals in the γ band to perform subject identification was proposed
by Palaniappan [13] and followed on his posterior studies [15,20,19,21,16]. In all these
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works is used the same dataset of VEPs, recorded from 40 individuals and comprising
a 61-channel EEG for 30 VEPs triggered by pictures from the Snodgrass & Vanderwart
set.

These six subject identification studies are all similar; they mainly differ in filtering
and classification components. First VEP signals are processed to remove artifacts and
noise caused by other background brain activities not related with the VEP. Next they
are filtered with a pass-band, digital filter in to isolate signals from the γ band. Then,
for each of the 61 channels is computed its spectral power and normalized with the
energy values from all the 61 channels; the 61 resulting values form a feature array.
These features are then used to perform subject identification using a classifier with as
many output categories as the number of individuals used to train it; in this case there
were 40 individuals, thus the classifier has 40 different outputs. In the experiments, half
of the features from each individual were used to train the classifier and the other half
for testing the correctness of its output. The tested correctness of all these approaches
is somewhat similar, ranging from 85.59% up to 99.62%.

For filtering, in [13,19,21] a Butterworth filter was used, while in [20,15,16] an
elliptic FIR filter was used (in the latter the lower pass-band threshold was lower,
20 Hz). For classifying, in [20,15,21,16] was used an Elman back-propagation neural
network [5], in [13] a back-propagation multi-layer perceptron, in [19,21] a simplified
fuzzy ARTMAP [9] and in [19] a KNN.

Some attempts were made to reduce the number of channels used in these VEP-
based approaches. In [16] Davies-Bouldin Indexes [4] were used to order the channels
according to their relevance. Correct identification results using the most relevant DBI-
oriented channels gave 13.63% with 1 channel, about 50% with 6 channels and 99.0%
with 50 channels.

There are already several studies on authentication with EEG signals, but all them
use different approaches [12,27,14]. Table 1 resumes some of their differences.

Table 1. Some differences among EEG-based authentication proposals

[12] Marcel and de R. Milln, 2007 [26] Sun, 2008 [14] Palaniappan, 2008

EEG channels α, β α, β, γ α, β, γ
Electrodes 8 15 8
Feature array elements 96 (12 freqs./channel) 8 (CSP reduction) 11 (PCA reduction)
Tested subjects 9 9 5

In [12], authors collected EEGs from subjects performing 3 mental activities: imag-
ination of movements with the right or left hand and imagination of words beginning
with the random letter. Features’ classification uses Gaussian Mixture Models and Max-
imum A Posteriori model adaptation. The correctness results were satisfactory but not
very conclusive, because the number of evaluated subjects was too small (we used 70).
A drawback of the classification approach is that it relies on a generic EEG model,
which may not exist or requires training with EEGs from many people.

In [27], authors used 15 signals from the same dataset used in [12], raw feature
reduction with common spatial patterns (CSP) and using multi-task learning to evaluate
the advantage regarding single-task learning.
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In [14], authors collected EEGs from subjects performing 5 imagined activities:
nothing in particular (baseline activity), mathematical multiplication, geometric figure
rotation, letter composition and visual counting. Feature arrays are initially composed
by 18 channel spectral powers, 27 inter-hemispheric channel spectral power differences
and 18 entropy values (yielding the non-linearity of channel signals). Features are then
reduced to 11 elements using Principal Component Analysis (PCA). Features’ classifi-
cation uses a two-stage authentication process using maximum and minimum threshold
values stored in personal profiles. Like in the previous article, correctness results were
satisfactory but even less conclusive, due to the extremelly small number of evaluated
subjects (only 5).

All these three works used imagined activities to focus EEG-signals; we used VEPs
instead. The advantages of VEPs is that they do not require any effort from the subjects
being authenticated, as VEPs occur without any sort of human control. Furthermore,
we did an evaluation with a larger population (roughly an order of magnitude more)
than all these works, therefore our results yield a more trustworthy evaluation of the
universality and uniqueness requirements. Finally, we did not use more electrodes than
any of them, thus we do not require a more complex EEG acquisition setup.

Finally, some studies have been done with multi-modal biometrics involving EEG
signals [24]. The main advantage of this approach regarding the simple EEG authenti-
cation is that one can reduce the number of electrodes (only 2 were used).

4 An EEG-Based Authentication System Using VEP

As previously stated, our goal was to build an authentication system based only in oc-
cipital VEP EEG signals gathered by a small number of electrodes. Note that, authenti-
cation is different from identification: an identification system gives the identity of the
subject being evaluated, while an authentication system gives a yes/no answer whether
or not the subject being evaluated is who he claims to be.

The VEP-based identification systems developed by Palaniappan et al. are also not
directly usable as authentication systems. These systems were designed for identifying
members of a set X of N subjects, having N possible output classifications. When these
systems are used by other non-X subjects, these will be identified as someone belonging
to X. Thus, a non-X person being authenticated only has to guess the erroneous identity
the system gives to him, in order to get an authentication match.

Therefore, a new architecture is required to use EEG patterns for authenticating in-
dividuals. We propose a new one where we merge part of the contributions of the pre-
viously referred systems with some new ideas introduced by us.

4.1 Personal Classifiers

Our key design principle is to analyse EEG patterns in the γ band, namely VEPs in
occipital area of the brain, with one classifier per individual, and not a classifier for
all individuals. Furthermore, we used an OCC for each personal classifier, which is the
correct type of classifier for an authentication scenario. Thus, when a subject claims to
be X, we use Xs OCC classifier to evaluate the correctness of the claim.
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Fig. 2. Authentication components and inner activities of each component

OCCs may have many inputs to handle the features obtained from subjects, but al-
ways two possible output responses: TRUE or FALSE. Each personal OCC is trained
only with inputs provided by its owner. When the individual being evaluated is the
owner of the classifier, the output should be TRUE; otherwise, the output should be
FALSE. Other outputs are errors, either false negatives or false positives, respectively
(see table below).

OCC output
Feature provider TRUE FALSE

OCC owner Correct result Error (false negative)
other individual Error (false positive) Correct result

As previously referred, the goal for this new architecture was to use a reduced num-
ber of EEG channels. In the limit we would like to use only one channel, just like in
the work of Poulos et al.. However, unlike the approach described in [16], we have not
tried to detect the “best” channels (the ones with less correlation) from a set of mea-
sured features. Instead, we chose specific channel locations in the occipital area of the
scalp and we ran authentication tests with them to find out the set of channels providing
the highest authentication quality.

4.2 Authentication Process

Our authentication process is formed by three main components (see Fig. 2): (i) EEG
signal acquisition, (ii) feature array extraction and (iii) feature array classification.

First VEP EEG signals are acquired from electrodes placed in the subject’s scalp.
Then the feature array extractor processes raw EEG samples from C channels in order
to extract a biometric measure of the subject: a feature array with C′ energy values.
Finally, this feature is processed by the OCC of the subject being authenticated, either
to train the OCC or to get a TRUE or FALSE authentication outcome.

4.3 Description of the Data Set

As previously explained, we did not collect EEG signals for this study. Instead, we
used a public data set registered for conducting other EEG studies, namely the genetic
predisposition of people to alcoholism. Thus, it was not in any way specially gathered
for authenticating people.

The data set is composed by EEG signals recorded from 70 individuals, both alco-
holic and non-alcoholic, while exposed to short latency (300ms) visual stimuli. Each
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Fig. 3. Location of the 64 electrodes used to collect the used data set and the 8 occipital electrodes
used in our authentication system (grey)

Fig. 4. Stimuli visualization procedure

(a) (b) (c) (d)

Fig. 5. Feature extraction: (a) VEP acquired by 8 occipital channels, (b) γ-band filtered VEP (30-
50Hz), (c) feature signals formed by 8 γ-band filtered VEPs and 28 differential VEPs and (d)
normalized energy feature from original and differential VEP signals

individual completed a total number of 45 trials corresponding to the visualization of
45 pictures from the Snodgrass & Vanderwart picture set. EEG signals were acquired
by 64 electrodes (61 actives + 3 reference), placed in the individuals’ scalp, hardware
filtered with a 0.1–50Hz passband and measured at a sampling rate of 256 samples per
second. For building our authentication system we considered only 8 occipital channels
from the 64 available in the dataset — channels PO3, PO4, POZ, PO7, PO8, O1, O2
and OZ (see Fig. 3).

Individuals were asked to recognise the pictures as soon as they were presented in a
CRT screen, located 1 meter away from individuals’ eyes. Each picture was presented
only for 300 ms, separated by blank screen intervals of 5.1 seconds (see Fig. 4). After
each picture presentation, only 1 second of EEG signal was recorded, corresponding to
the VEP occurrence interval.
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4.4 Feature Array Extraction

VEP signals, which are raw EEG signals with 1 second measured after the presentation
of the stimuli images, are the source data for for the biometric authentication process of
each individual. The feature extraction procedure from these signals is detailed below
(cf. Fig. 5).

Detection of Artifacts. First, VEP signals containing artifacts are discarded. We con-
sidered only artifacts produced by eye blinking, which are the most common and intru-
sive ones. Detection of eye blinking artifacts is achieved with an amplitude threshold
method: VEP signals with magnitude above 50 μV are assumed to be contaminated [25]
so they are discarded .

EEG γ-band (30-50Hz) Frequency Filtering. The resulting artifact-free VEP signals
are filtered with a 30-50 Hz pass-band, using a 10th order Butterworth digital filter.
The non-linearity of this filter was cancelled by using forward and reverse filtering. The
resulting signal has zero phase distortion and an amplitude multiplied by the square
of the amplitude response of the filter. After filtering, the 20 first and 20 last output
samples are discarded, because they do not represent a properly filtered signal.

Signal Composition. For computing feature arrays we use C original EEG signals
plus differential signals resulting from the subtraction of pairs of the C EEG signals.
Thus, features include C′ = C +

(
C
2

)
signals, which in our case, for C = 8, means that

C′ = 36.
By computing differential signals from the subtraction of pairs of EEG signals we

expect to provide to classifiers information about the phase of the EEG signals and
not just information about their amplitudes (energies). Phase shifts between subtracted
sinusoidal signals with equal frequency and amplitude produce non-null signals with
an energy that is a function of the phase shift. Therefore, we included the energy of
differential signals in the features because it could denote phase shifts between EEG
channels, thus more information about the subjects.

These differential signals are somewhat similar to the ones used in [14] but with two
main differences: (i) we compute the energy of differential signals, while they compute
differences between powers of different signals and (ii) we produce a differential signal
from all pairs of signals, while they only compute differential powers between signal on
different hemispheres. Thus, we are able to evaluate phase shifts on differential signals
and we produce more information that may help to differentiate subjects.

Energy Calculation and Normalization. The energy of original and differential sig-
nals is computed with the Parseval’s spectral power ratio theorem:

E(s) =
1
N

N∑
n=1

s2
n

where sn is the n-th sample of signal s and N is the total number of samples in the
signal. In our case N = 216, because we discard 40 samples of the 256 measured in 1
second of VEP after the γ filtering stage.
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Finally, feature values are computed by normalizing the energy feature array. For this
normalization we divide all array values by the maximum among them. This way, we
get features with elements in the [0, 1] interval.

F [1· · ·C′] =
E [1· · ·C′]

max (E [1· · ·C′])

4.5 The Feature Classifier

The feature classifier is formed by independent, personal classifiers; so, for authenti-
cating someone claiming to be X, we use the personal classifier of X, or the classifier
owned by X. Each personal classifier is formed by an OCC, providing two different
outputs (or classifications): TRUE and FALSE.

One-Class Classification is a type of classification where we deal with a two-class
classification problem (target and outlier) but we only need to provide information to
the classifier about the target. During an OCC train, the boundary between the target
class and all other possible outlier classes is estimated from the target class data only.
In our authentication goal, the target class is the classifier owner while the outlier class
represents all other individuals.

In our study we used two types of OCCs in order to check which one would produce
better authentication results: KNN with k=1 and SVDD with a Radial Basis Function
kernel [29]. We also tested two other OCC architectures, combining the outputs the
KNN with SVDD. The goal of the combinations was to evaluate if there was any ad-
vantage in combining them in order to complement their individual correctness. The
OR combination uses arithmetical averages, and the AND geometrical averages. For
simplicity, we will call the first a OR KNN-SVDD and the second a AND KNN-SVDD.

We also found out that each classifier should be trained with single features from its
owner, but should be used for authentication with average tests F features, obtained from
the visualization of F images of the subject. A possible explanation of this fact is the fol-
lowing. Perception activities performed by individual’s brain are not exactly the same for
all visual stimuli, resulting in different VEP features. By training the classifier with as dif-
ferent as possible VEP features from its owner, we improve its ability to recognize them
in the future, disregarding possible noise occurrences. On the other hand, by averaging
VEP features during authentication processes, we reduce the probability of presenting
to the classifier features from its owner too different from the ones it was trained with.

During the training of each classifier, we have to provide a rejection fraction thresh-
old that will be used to establish acceptance or rejection ratios. Low rejection fraction
values lead classifiers to produce low false negative and high false positive ratios, while
high rejection fraction values, on the contrary, lead classifiers to produce high false
negative and low false positive ratios. The choice of the best rejection fraction thresh-
old implies a balance between security (low false positive ratio) and comfort for the
individuals engaged in a correct authentication process (low false negative ratio).

5 Experimentation

The number of feature arrays used per subject was variable, both from start (in the data
set) and furthermore after eye blink detection. Therefore, we decided to test classifiers
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Table 2. Features evaluated per classifier

Composition Features evaluated per classifier
of features From the owner Total

Single features 15 70 × 15 = 1050
Pairs of features

(
15
2

)
= 105 70 × (15

2

)
= 7350

Trios of features
(
15
3

)
= 455 70 × (15

3

)
= 31850

Table 3. Mean and standard deviation (inside parenthesis) of correctness results for the four OCC
classifiers obtained in 10 independent classification tests. Columns labeled 1, 2 and 3 represent
tests using singular features and average combinations of pairs and trios of features, respectively

Rejection Owners Correctness(%) Outliers acceptance (%)
fraction 1 2 3 1 2 3

K
N

N 0.2 78.7 (13.1) 90.6 ( 7.5) 95.1 ( 5.3) 5.2 (1.3) 5.6 (1.6) 6.4 (1.9)
0.5 50.1 (15.9) 65.3 ( 9.3) 74.1 ( 8.6) 1.9 (0.7) 2.2 (0.9) 2.3 (1.3)
0.7 31.3 (18.5) 46.1 (11.3) 66.3 ( 9.8) 0.9 (0.4) 1.1 (0.5) 1.3 (0.7)

SV
D

D 0.2 76.1 (12.8) 95.2 ( 4.9) 98.5 ( 3.5) 5.7 (1.8) 8.5 (2.1) 10.1 (3.2)
0.5 58.5 (17.4) 88.3 ( 8.7) 93.7 ( 5.7) 2.8 (1.6) 4.4 (1.8) 5.1 (2.7)
0.7 44.2 (20.5) 77.7 (12.3) 85.3 ( 9.8) 1.7 (1.6) 2.6 (1.7) 3.6 (1.9)

A
N

D 0.2 83.3 (12.1) 96.4 ( 6.1) 99.0 ( 3.0) 4.5 (5.6) 6.0 (7.4) 6.8 (8.2)
0.5 60.4 (16.8) 85.6 (12.4) 92.8 (11.3) 1.3 (2.2) 1.8 (2.9) 1.9 (3.0)
0.7 37.8 (18.7) 68.4 (18.1) 79.4 (19.2) 0.4 (0.9) 0.6 (1.1) 0.6 (1.4)
0.2 83.8 (11.0) 96.5 ( 6.0) 99.1 ( 3.5) 4.7 (5.7) 6.2 (7.6) 6.8 (8.4)
0.5 59.7 (17.2) 85.7 (13.1) 92.8 (11.5) 1.2 (1.9) 1.7 (2.8) 2.0 (3.2)
0.7 38.7 (18.2) 69.8 (18.1) 80.5 (18.1) 0.4 (0.8) 0.6 (1.2) 0.6 (1.3)

with fixed numbers of features and train classifiers with the maximum possible number
of features until a given maximum. This is a conservative approach, since some clas-
sifiers may not have enough features to be properly trained. Nevertheless, we did not
observe abnormal errors in such classifiers.

Thus, to train each personal classifier we used no more than 30 features of its owner.
For testing each personal classifier, we used 15 features of its owner and 15 features
from each of the other 69 subjects, which makes a total of 1050 test features. Note that
each classifier had never “seen” the test feature before. The test features of each indi-
vidual were used alone or averaged in pairs or trios. The number of features evaluated
per classifier is presented in Table 5.

We run authentication tests with all the proposed four classifiers, in order to verify
which one of them is more suitable for our authentication system. In the tests we tried
also to assess the impact of two configuration parameters for the overall correctness of
the authentication system: OCC rejection fraction threshold and classification of multi-
ple, averaged features.

5.1 Overall Evaluation Results

The overall biometric authentication results of the 70 classifiers for three rejection frac-
tion thresholds and different combinations of features are summarized in Table 5. The
values presented are the mean and standard deviation obtained from 10 independent
tests with the 70 OCCs, each one of them using different features from the owner (to
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Fig. 6. Average individual classification results of the combined OR KNN-SVDD classifier, ob-
tained after 10 independent tests. The upper (green) curve in each graphic shows the average
correct owner classifications per classifier, while the lower (red) curve shows the average false
positives per classifier. The vertical line under each average value shows the maximum and min-
imum values observed in the 10 tests.

train and test his classifier) and from outliers (to test). The graphics of Fig. 6 show the
values of these 10 independent tests per personal classifier, but only for the combined
OR KNN-SVDD classifier, using single and trios of features.

The results show that the rejection fraction threshold used while training classifiers
had the expected impact on authentication results: for low rejection values the classi-
fier provides a correct classification of its owner (low false negative ratio) but can be
mislead by many other individuals (high false positive ratio), while for higher rejection
values the correct classification of owners decreases but the same happens to the wrong
acceptance of other individuals.

Comparing KNN and SVDD, we can conclude that both have advantages and dis-
advantages: KNN gives lower outliers acceptance ratios (false positives), while SVDD
gives higher owners’ correctness ratios (true positives).

The combined OR and AND KNN-SVDD classifiers also have advantages and dis-
advantages when compared with the isolated OCCs. In general, they decrease the false
positive ratio and most times (67%) they increase the owners’ correctness ratio. How-
ever, they have a noticeable tendency to increase the standard deviation of the results,
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KNN, avg. AUC = 0.9817 SVDD, avg. AUC = 0.9913

combined AND KNN-SVDD, avg. AUC=0.9962 combined OR KNN-SVDD, avg. AUC=0.9965

Fig. 7. ROC of the 70 individual classifiers and their average AUC for each type of OCC consid-
ered and using feature trios

being thus less assertive than the isolated OCCs. Comparing the two combined KNN-
SVDD classifiers, the results show that they are quite similar, but the OR combination
is slightly better.

Finally, these results clearly show that the quality of the authentication increases
when we use combinations of features instead of singular features. In absolute value,
the owners’ correctness gain is much higher that the loss in the false positive ratio.

5.2 Evaluation of Individual Classifiers

From the graphics of Fig. 6 we can conclude that average classification results are fairly
stable for all the considered subjects. Therefore, with these tests we have reasons to
believe that a biometric authentication system using EEGs may be suitable for a large
majority of the population. Note that the evaluated subjects already include a group of
people (alcoholics) that may have visual cognition problems and that was not noticeable
in the authentication results.

The impact of false negatives and false positives can be reduced by making several
independent authentication attempts in a row and accepting the subject as the legitimate
classifier owner after a certain percentage of successful classifications. This percentage
can be defined globally for all classifiers or specifically for each personal classifier.

A good indicator about an OCC performance is the plot of its receiver operating
characteristic (ROC) curve. A ROC curve is calculated with several tests of the classi-
fier with different rejection fraction thresholds applied to target objects and shows the
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percentage of true positives in order to the percentage of the false positives during each
test. Thus, ROC curves are useful to assert the effect of the rejection fraction threshold
in tuning the correctness of the OCC.

The OCC with the best performance is the one that simultaneously maximizes true
positive ratios and minimizes false negative ratios. This performance can be measure
by calculating the area under curve (AUC). This way, the OCC with the higher AUC is
assumed to be the OCC with best performance.

Figure 7 shows the ROCs of the 70 individual classifiers and their average AUC
values for each of the four OCC types considered; these ROC curves where obtained
with feature trios. These results clearly show that for evaluating trios of features the
best OCC is the combined OR KNN-SVDD, while the worse is KNN.

6 Open Issue: Constancy

As referred in the introduction, a fundamental requirement of biometric authentication
systems is constancy. If raw biometric data does not show enough constancy, then au-
thentication may fail unexpectedly.

In our work we have not evaluated constancy because the data set we used was
collected in a single session per subject. Therefore, at this point we can only extrapolate
constancy expectations from other studies using VEPs.

The evaluation of constancy within EEG data is a complex task, mainly because
high-quality EEG signal acquisition is still a non-trivial operation. For getting trustwor-
thy data for evaluating constancy within EEGs, electrodes must be placed always in the
same scalp location, electrodes must have a good contact with the scalp, all relevant
induced electromagnetic signals must be filtered out and all relevant interferences from
other body activities must be taken into consideration. Not surprisingly, all the works
regarding identification and authentication with EEGs signals referred in Section 3 did
not evaluate constancy and many of them used exactly the same data set we did.

Nevertheless, there are some publications on the constancy of VEPs, although using
visual stimuli other than the images from the Snodgrass and Vanderwart set. Regan &
Neima [22] reported an amplitude attenuation on VEPs caused by visual fatigue (loss of
visual sensitivity). Rhodes et al [23] studied the effect of alcohol on VEP, both with and
without a visual discrimination tasks. Results showed that a mean blood alcohol content
of 90 mg% affected VEPs recorded from the central scalp by attenuating the overall
amplitude of the later VEP components (60-200 msec) and by significantly reducing
hemispheric asymmetry in the amplitude of these VEP components.

Both this studies evaluated amplitude changes in VEPs, and not energy. Therefore,
the results cannot be easily extrapolated to our authentication system. Nevertheless,
we assume that it is natural that VEPs could be influenced by many factors, such as
diseases, stress, fatigue (either physical, visual or mental), or by ingestion of several
substances (alcohol, stimulants, drugs, etc.).

In conclusion, we imagine that two different scenarios are possible, regarding the
constancy of the VEPs we used:

– Non-constancy: VEPs change substantially during short time periods, such as daily
or hourly, without any specific cause. In this case, our authentication system could
not simply be used.
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– Quasi-constancy: VEPs are fairly stable for a subject at the occasions when the
VEPs are recorded, but can be influenced by several factors, such as stress, fatigue
and ingestion of alcohol, stimulants or drugs. In this case, our system is able to
detected deviations from the normal, which may be an interesting area to explore
for authenticating people performing highly demanding jobs (air traffic controllers,
truck drivers, medical doctors, etc.).

7 Conclusions

We presented in this paper a novel method for authenticating individuals using their
brain activity. The EEG signals used were VEPs, i.e., brain responses associated to
visual stimuli. In the described system we used EEG signals acquired with only 8 elec-
trodes placed on occipital area of the brain, which is associated to visual and cognitive
perception.

The authentication system presents several improvements over other previous works
in the area of subject identification using VEPs:

– We used a reduced number of electrodes (8) and we placed them in the scalp area
where EEG signals have more correlation with the stimuli.

– We used the differences between pairs of the 8 EEG signals to create other sig-
nals (differential signals) that provide extra information to classifiers. Namely, the
energy of differential signals may reflect phase shifts between the original EEG sig-
nals. As far was we know, this technique was never used to increase the information
provided by VEPs.

– Feature arrays with the energy of original and differential EEG signals are classified
using personal classifiers. Personal classifiers are not general classifiers that use
personal biometric templates, but classifiers trained to recognise their owner and to
reject all other subjects.

– We used OCC personal classifiers instead of other types of classifiers (e.g. neural
networks) or generic classifiers. OCCs are more appropriate to authentication be-
cause they only have to be trained with the owner biometric data. By using personal
classifiers instead of generic ones we avoid the definition of EEG template models.

– OCCs are trained with single owner features but provide better results when tested
with average of features instead of single ones.

Regarding other systems performing EEG-based authentication, we used VEPs, which
are effortless for subjects, while others used more complex and annoying brain stimuli,
such as activity imagining, we obtained satisfactory results with a population one order
of magnitude larger then the other proposals (70 vs. 5 or 9 subjects), and we did not
use more electrodes (only 8). Therefore, our system has clear advantages regarding the
collectability requirements.

Average results obtained with authentication tests with 70 individuals, using a pub-
lic VEP data set, showed that authentication with EEGs is possible and may be used
in future applications. The ratios of owner’s correctness and false positives are fairly
stable for the tested population, which is a positive indication for the universality and
uniqueness of the process.
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A fundamental requirement of biometric authentication was not evaluated in this
document: constancy. In fact, we assumed that the public data set, per subject, was col-
lected in a very short time, thus it is not possible to take any conclusions about the
constancy of VEPs in other scenarios. Since several factors may affect VEPs signifi-
cantly, such as stress and fatigue, the constancy of VEP-based biometric authentication
must be addressed by future research.

Since we are using cognitive brain activity as raw material for conducting authentica-
tion, authentication failures may reveal substantial deviations from the normal. There-
fore, the lack of constancy would not necessarily be a problem for our authentication
system. If we could experience such authentication errors in some specific scenarios,
such as subjects under the influence of drugs or alcohol, or with mental or physical
fatigue, this system could be used to detect dangerous cognitive deviations in subjects
performing highly demanding jobs (air traffic controllers, truck drivers, medical doc-
tors, etc.).
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Abstract. Different authors have subscribed to varied opinions on the phyloge-
netic relationships and systematic position of cyclophyllidean cestodes owing to 
high degree of non-significant morphological variations among these taxa. Mo-
lecular phylogenetic analysis based on ITS2 rDNA of 16 representatives span-
ning 6 different families (Mesocestoididae, Davaineidae, Anoplocephalidae, 
Taeniidae, Dipylidiidae and Hymenolepididae) of the Order Cyclophyllidea and 
one out group from the family Diphyllobothriidae of the Order Pseudophyllidea 
revealed the order Order Cyclophyllidea to be a monophyletic clade. The results 
were further validated by bayesian analysis, primary sequence-structure align-
ment and subsequent molecular morphometrics analysis. A consistent support 
for all the major nodes was seen across all the phylogenetic trees. Interestingly, 
the genus Mesocestoides, in which the genital pores are ventral in position, a 
feature of the Order Pseudophyllidea, was accommodated within Cyclophyl-
lidea and served as a sister clade close to the families Taeniidae, Anoplo-
cephalidae, Hymenolepididae and Dipylidiidae. 

Keywords: Mesocestoides, Cyclophyllidea cestodes, ITS2 rDNA, Molecular 
morphometrics, Sequence-structure alignment. 

1   Introduction 

Cyclophyllidean cestodes are parasites occurring as adult or larval stage in a wide 
variety of avian and mammalian hosts and are cosmopolitan in nature commonly 
called tapeworms that live in the digestive tract of vertebrates as adults and often in 
the bodies of various animals as juveniles. Taxonomists face inconsistent or even 
contradictory information when they examine the systematic relationships between 
cestodes at higher taxonomic groupings [1]. The phylogeny at higher levels is of little 
significance as the taxonomy is primarily based on morphological characters and in 
case of cestodes it is often difficult to discern between secondary loss and conver-
gence of morphological characters as several authors have weighed the characters of 
taxa differently [2]. This applies well to the taxonomic positions of Mesocestoides, 
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which is quite complicated by a high degree of non-significant morphological varia-
tion. Cyclophyllidean cestodes of the Family Mesocestoididae differ from other taxa 
in the Order Cyclophyllidea in some important characteristics. The life cycle of 
Mesocestoides spp. requires three hosts and not two; the median ventral position of 
the genital atrium and the presence of bipartite vitelline gland in Mesocestoides spp. 
appear to be unique among the Cyclophyllidea [3]. 

Although, nowadays, most authors agree that there are 15 families included in the 
monophyletic Order Cyclophyllidea, till date no study has pinpointed the complete 
taxonomic linkage of all the 15 families persuasively with genetic evidence. Besides, 
the taxonomic position of Mesocestoididae remains unclear as some of the cestodes at 
the generic level of the family bear similarity to those of the Order Pseudophyllidea; 
one such is the case of M. lineatus, with a wide range of hosts thus lacking host speci-
ficity, which is atypical of Cyclophyllidea but resembles the cestodes (viz. Diphyllo-
bothrium dendriticum) of the Order Pseudophyllidea [4]. 

The phylogeny of cyclophyllidean cestodes has been reported with aid of 12S 
rRNA markers of mitochondrial genomic regions from 21 cestode species spanning 
eight families[5]. In the present study, we address the overall taxonomic resolution of 
cyclophyllidean cestodes with a different phylogenetic marker using a combinatorial 
approach of sequence analysis and molecular morphometrics. The internal transcribed 
spacer 2 (ITS2), the region of ribosomal RNA between 5.8S rRNA gene and the large 
subunit (28S rRNA) has proven to be appropriate marker for analysis of microscale 
phylogenies of close relatives [6]. Moreover, the ITS2 sequence data can be subjected 
to secondary structure predictions and as the secondary structure seems to be well 
conserved, it can provide clues for higher taxonomic studies [7]. This is quite obvious 
that phylogenetic analyses are improvable by inclusion of molecular morphometrics 
information in common sequence analysis [8]. Here, we combine sequence with struc-
tural information and apart from the biological problem, address the different in-silico 
practices in vogue for phylogeny studies using ITS2 r-DNA. 

2   Materials and Methods 

2.1   Sequence Alignments and Molecular Phylogenetic Analysis 

The Cyclophyllidean Cestoda sequences from several geographical locations span-
ning six different families and one from the Pseudophyllidea order (taken as out 
group) was retrieved from the NCBI GenBank databases in the present study. Nucleo-
tide sequences were aligned and edited using ClustalW [9]. A phylogenetic tree was 
constructed using the Neighbor-Joining as well as Maximum Parsimony methods in 
MEGA 4.0 [10]. Branch support was given using 1000 bootstrap replicates. Maxi-
mum parsimony was accomplished with gaps treated as missing data and all charac-
ters coded as “unordered” and equally weighted. 

2.2   Bayeasian Phylogenetic Analysis 

A Bayesian analysis using MrBayes V 3.12 [11] was carried out for tree construction 
using a general time reversible substitution model (GTR) with substitution rates esti-
mated by MrBayes. Metropolis-Coupled Markov Chain Monte Carlo (MCMCMC) 
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sampling was performed with two incrementally heated chains that were combinatori-
ally run for 20,000 generations. The convergence of MCMCMC was then monitored 
by examining the value of the marginal likelihood through generations. Coalescence 
of substitution rate and rate model parameters were also examined. Average standard 
deviation of split frequencies was checked and the generations were kept on adding 
until the standard deviation value was below 0.01. The values slightly differed be-
cause of stochastic effects. The sample of substitution model parameters and samples 
of trees and branch lengths were summarized by the “sump burnin” and “sumt 
burnin” commands, respectively. The values in the following commands were ad-
justed as per the 25% of our samples. A cladogram with the posterior probabilities for 
each split and a phylogram with mean branch lengths were generated and subse-
quently read by the tree drawing program Tree view V1.6.6 [12]. 

2.3   ITS2 Secondary Structure Prediction and Sequence Structure Alignment    
Footnotes 

ITS2 secondary structures of the cestodes were folded with the help of MFold [13] by 
screening for thermodynamically optimal and suboptimal secondary structures (de-
fault settings, with T=25oC). The secondary structures in Vienna (dot-bracket-dot) 
format was used as an input for MARNA [14] to calculate sequence-structure multi-
ple alignment. However, there was a limitation with the online server that the maxi-
mum length of one RNA sequence is restricted to 500 bases; hence some of the ITS 
sequences whose exact boundary information was available from GenBank graphics 
view was trimmed for facilitating MARNA to run. Some more cestode sequences 
were also taken whose 5.8S, 28S and ITS2 regions were clearly defined so as to in-
clude in the sequence-structure multiple alignment dataset. A phylogenetic tree was 
created using ProfDistS [15] that takes the multiple aligned sequence-structure as an 
input and a consensus tree was built using RNA/DNA structure profile neighbor-
joining method with 100 bootstraps.  

Besides, the GC content of the ITS 2 regions was calculated using Oligo Calculator 
available at http://www.pitt.edu/~rsup/OligoCalc.html. 

3   Results 

3.1   Neighbour-Joining (NJ) and Maximum Parsimony (MP) Trees 

GenBank accession numbers of ITS2 sequences for the cestodes spanning 6 families 
of the Order Cyclophyllidea and one from the Order Pseudophyllidea (as out group) 
are given in Table 1. The evolutionary history was inferred using the NJ method [16] 
and the bootstrap consensus tree (Fig. 1), inferred from 1000 replicates, depicted an 
overall robust topology of the cyclophyllidean cestodes’ phylogeny. Branches corre-
sponding to partitions reproduced in less than 50% bootstrap replicates are collapsed. 
The evolutionary distances were computed using the Maximum Composite Likeli-
hood method (17) and are in the units of the number of base substitutions per site. All 
positions containing gaps and missing data were eliminated from the dataset (com-
plete deletion option). There was a total of 168 positions in the final dataset.  
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Table 1. Percentage of GC content in the ITS2 region of various cyclophyllidean cestodes 

Species GenBank Accession 
No. Order & Family 

Hymenolepis diminuta India_Meghalaya FJ939132.1 Cyclophyllidea:  
Hymenolepididae 

Hymenolepis diminuta Japan AB494475.1 Cyclophyllidea:  
Hymenolepididae 

Hymenolepis microstoma Japan AB494478.1 Cyclophyllidea:  
Hymenolepididae 

Hymenolepis nana Japan AB494477.1 Cyclophyllidea:  
Hymenolepididae 

Dipylidium caninum China AM491339.1 Cyclophyllidea: Dipylidiidae 
Taenia saginata China AY825540.1 Cyclophyllidea: Taeniidae 

Echinococcus granulosus China AY389985.1 Cyclophyllidea: Taeniidae 
Taenia serialis Canada DQ099571.1 Cyclophyllidea: Taeniidae 

Taenia crassiceps California DQ099564.1 Cyclophyllidea: Taeniidae 
Taenia taeniaeformis 
India_Andhra Pradesh 

EU051352.1 Cyclophyllidea: Taeniidae 

Taenia taeniaeformis India_Meghalaya FJ939133.1 Cyclophyllidea: Taeniidae 
Moniezia expansa Japan AB367793.1 Cyclophyllidea:  

Anoplocephalidae 
Anoplocephala perfoliata Germany AJ578153.1 Cyclophyllidea:  

Anoplocephalidae 
Mesocestoides spp. USA AF119697.1 Cyclophyllidea:  

Mesocestoididae 
Raillietina beveridgei Australia AY382318.1 Cyclophyllidea: Davaineidae 
Raillietina dromaius Australia AY382320.1 Cyclophyllidea: Davaineidae 

*Diphyllobothrium latum Japan AB302387.1 Pseudophyllidea: Diphyllo-
bothriidae 

 
With MP method [18] the most parsimonious tree drawn had the length=727. The 

percentage of replicate trees in which the associated taxa clustered together in the 
bootstrap test (1000 replicates) are shown next to the branches (Fig. 2) and the MP 
tree was obtained using the Close-Neighbor-Interchange algorithm [19] with search 
level 3 in which initial trees were obtained with the random addition of sequences. 
After deletion of the positions containing the gaps, there were a total of 168 positions 
in the final dataset out of which 139 were parsimony informative. 

The phylogenetic analysis using the distance and character state methods showed 
very good bootstrap values (Figs. 1 & 2) and all the six cyclophyllidean families de-
picted reliable monophyletic groupings. Bootstrap values for the six monophyletic 
groups ranged from 70-100%. 

3.2   Bayesian Phylogeny 

Bayesian analysis of the alignment retained the same topology and supported the 
branches with good bootstrap values (Fig. 3), though there were slight variations in 
the placing of some species of the Family Taeniidae (Taenia saginata from China and 
Taenia taeniaeformis from India) that were grouped in another node from the rest of  
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Fig. 1. Neighbor-Joining Tree 

 

Fig. 2. Maximum Parsimony Tree 

 

the Taenia species. Diphyllobothrium latum of the Order Pseudophyllidea was rooted 
as an out group.  
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Fig. 3. Bayesian Analysis Phylogeny 

3.3   Secondary Structure Analysis and GC Content 

ITS2 Secondary Structures 
The ITS 2 secondary structures (Figs. 4, 5A-J) were analyzed for conserved stem and 
loop. The Hymenolepis species showed characteristic hallmark of ITS 2 secondary 
structure, i.e., four helices were clearly visible in secondary structures with third one 
as the longest. However, the third helix contains a side branch  (Fig. 4). Species of 
Mesocestoides and Raillietina also maintained common secondary ITS2 core struc-
ture. Taenia and Echinococcus species showed a lot of variation in the secondary 
structure with many extra helices, loops and side branches. UGGU motif (Fig. 4) in 
the secondary structure was present in almost all the species of Hymenolepis genus 
and the U-U mismatch motif was completely absent in them. Secondary structures of 
species, belonging to the same genus showed high overall structural similarity except 
Taenia species in which considerable differences were noticed. The grouping of the 
families Taeniidae, Mesocestoididae and Hymenolepididae together in phylogenetic 
trees (Figs. 1, 2 & 3) forming a monophyletic group was supported by ITS2 secon-
dary structure similarity. 

GC Content 
The GC content in the ITS2 region was calculated (Table. 2) and it was found that for 
Taenia species the GC content varied from 54.6% to 62.6%. For species of Hy-
menolepis, it ranged from 43.7% to 54%. Taenia species showed a higher GC content 
compared to others. The GC content also somewhat reflected grouping pattern of the 
organisms in the phylogenetic tree. Among many other factors, GC content is one of 
the factors related with stability of the secondary structure. 
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Fig. 4. ITS2 Secondary Structure showing UGGU motif: Hymenolepis nana 

Table 2. Percentage of GC content in the ITS2 region of various cyclophyllidean cestodes 

Organism name  GC Content 
Taenia saginata 62.4% 
Taenia serialis 62.6% 
Taenia crassiceps 57% 
Taenia taeniaeformis 61.6% 
Taenia pisiformis 54.6% 
Hymenolepis nana 50.5% 
Hymenolepis diminuta 43.7% 
Raillietina beveridgei 50.5% 
Raillietina australis 49.4% 
Mesocestoides spp. 58.8% 
Anoplocephala perfoliata 46% 
Echinococcus granulosus 59% 
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5A     5B 

             

5C     5D 

Fig. 5. A-J. ITS2 Secondary Structures of Cyclophyllidean cestodes 
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5G     5H 

Fig. 5. (Continued) 
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5I     5J 

Fig. 5. (Continued) 

Primary Sequence-secondary Structure Alignment 
Apart from the ITS 2 sequences initially used for the primary sequence analysis, some 
more sequences were included for secondary structure alignment with the primary 
sequence. Multiple sequence-structure alignment from MARNA was used in  
ProfDistS program to build phylogenetic tree (Fig. 6); though secondary structure 
information helped to improve  alignment, the proposed phylogeny showed slight 
differences. However, the monophyletic character of different groups was retained 
with few exceptions. The Echinococcus species were placed close to species of Hy-
menolepis. Taenia saginata and Taenia crassiceps were placed in the upper branch of 
the phylogenetic tree away from the basal group of Taenia species. These slight dif-
ferences in tree topology may be due to specific ITS2 rate matrix used in the analysis. 
As most of the studies related to ITS2 have been carried out pertaining to plants and 
fungi, the specific rate matrix developed largely depends on those data. The ITS2 
region of cestodes may follow different rates of evolution and thus ITS2 rate matrix 
specific to cestode may provide better results. Overall there was considerable similar-
ity between the ITS analysis and the consensus of previous phylogenetic reconstruc-
tion using other DNA loci. 

4   Discussion 

The ITS2 region is a requisite in ribosome biogenesis [20] and its gradual removal 
from mature rRNA is driven by its specific secondary structure. Using the secondary 
structure of ITS2 sequences from various cyclophyllidean cestodes covering six im-
portant families in this study, we aimed to pursue three consecutive queries concern-
ing their systematic relationships (i) whether the cyclophyllidean cestodes retain the 
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same taxonomic positions at higher levels and can be regarded as monophyletic con-
sidering ITS2 as molecular markers for drawing the phylogeny; (ii) how does the 
secondary structure of ITS2 sequences contribute to the Cyclophyllidea phylogeny 
using molecular morphometrics approach, and whether the latter would corroborate 
the monophyletic characteristics at the family level? 

 

Fig. 6. Multiple sequence-structure alignment 

The order Cyclophyllidea comprises 15 families. Of these 6 families viz. Hy-
menolepididae, Dipylidiidae, Taeniidae, Anoplocephalidae Mesocestoididae and 
Davaineidae were considered for analysis in the present study. Using the ITS2 se-
quence data of Diphyllobothrium latum that represents the Order Pseudophyllidea as 
an out group, we constructed phylogenetic trees using distance-based, character-based 
and Bayesian methods. Besides, molecular morphometrics approach was employed 
taking sequence-structure alignment into consideration. Our study shows that all the 
taxa were clearly monophyletic within their families and principally correspond to 
earlier classifications based upon morphology and biology [2]. 

The genus Mesocestoides (Family: Mesocestoididae) has a complicated taxonomy 
owing to its high degree of nonsignificant morphological variations and uncertain 
relationship with Cyclophyllidea [2]. The two known genera (Mesocestoides and 
Mesogyna) differ from the other taxa in Cyclophyllidea in several important features. 
The midventral (and not lateral) position of the genital atrium, the vitelline gland 
consisting of two compact masses, and the requirement of three hosts in the life cycle 
of Mesocestoides are the unique features that make the group stand apart from other 
Cyclophyllidea. The families Mesocestoididae and Taeniidae share a common origin 
as tentatively suggested on the basis of tegumental hairs of their metacestodes; in 
contrast the cysticercoids of other cyclophyllideans have series of fibrous layers in-
stead [21]. Moreover, the entire lifecycle of Mesocestoides is quite aberrant and the 
number of intermediate hosts remains enigmatic. Our dendrograms, predicted through 
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several in-silico approaches, demonstrate that Mesocestoides spp from USA are closer 
to the families Anoplocephalidae and Taeniidae. Due to the lack of ITS 2 sequences 
of other Mesocestoidae taxa in the public domain, we could not build a better dataset 
for accurate resolution of the family with high precision. Nevertheless our data sup-
ported Khalil et al’s (1994) arrangement of Mesocestoides into Cyclophyllidea and a 
narrow relationship between Mesocestoididae, Taeniidae, Hymenolepididae and 
Anoplocephalidae. 

Taeniids are the best-known cestodes. The various phylogenetic methods applied 
to Taenia and Echinococcus corroborates the monophyletic grouping of the family 
Taeniidae. The present analysis also agrees to the monophyly of other families under 
Cyclophyllidea; further analysis can be done once more and more molecular markers 
are deposited in public gene bank databases. 

5   Conclusions 

A molecular morphometrics approach that uses combined features both from ana-
tomical and quantitative morphometrics and molecular primary sequence comparison 
was the basis of our study. The approach differentiates significant features between 
anatomical and molecular characters that make molecular morphometrics a strong 
predictive tool for phylogenetic resolution. There is always more than one gene in-
volved in anatomical variations and most importantly the genetic sites responsible for 
morphological characters are usually not known. On the contrary, molecular structural 
variations are attributable to identifiable mutations that can be characterized at the 
single mutational level. The observed anatomical characters are the outcome of both 
the genetic characters as well as epigenetic effects (environmental influences), 
whereas the molecular morphometrics method takes advantage of the fact that mo-
lecular characters are independent of their somatic expression (Smith, 1992).  

The analysis corroborated strong results for phylogenetic relationships of cyclo-
phyllidean cestodes. The use of ITS2 data as phylogenetic molecular markers and the 
inclusion of secondary structure information in this analysis offered a higher resolu-
tion power for relationships from the level of sub species up to the order level. 
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Abstract. Next-Generation Sequencing technologies (NGS) are trasforming to-
day’s biology by making it economically feasible to read the complete genome of
individuals. Single nucleotide polymorphism (SNP) is the most common form of
individual DNA variation; and the set of SNPs present in a chromosome (called
the haplotype) is of interest in a wide area of applications in molecular biology
and biomedicine. Personalized haplotyping of (portions of/all) the chromosomes
of individuals through NGS is one of the most promising basic ingredients leading
to effective personalized medicine (including diagnosis, and eventually therapy).

1 Introduction

The Sanger automated sequencing technology [1], which has dominated the scene for
the past 20 years, has been key to the determination of the genome of several higher
species, most notably homo sapiens [2]. However its limitations due to high costs
in labour and materials became ever more apparent over time, as biologists required
higher throughput and more economical sequencing equipment [3,4]. In recent years
Sanger sequencing has also evolved, but the most promising technological advances
are due to the so called Next Genertion Sequencing technologies [5]. The steady de-
crease in the cost of sequencing equipment will thus soon render cost-effective the
effort of producing complete genomic profiles of individuals versus collecting data
on predefined genetic markers, for which other technologies (such as those based on
micro-arrays) may be more suitable. In a second, converging, trend the attention of
researchers has shifted more and more from what is common among members of a
species (the genome) to what is different among members of the same species, thus to
the individual variations in the chromosomic content. As a consequence, we witness the
rising importance of profiling individual genetic features for the purposed of individual
genomic medicine [6].

The first publication of a complete individual diploid human genome sequence has
been announced [7] in 2007, and two individual diploid human sequences were pub-
lished in 2008 [8,9]. An ambitious project to determine the genetic profile of about
1200 individuals all over the world has been launched in 2008 (see. “1000 Genomes
Project - A Deep Catalog of Human Genetic Variation” http://www.1000genomes.org).
As for the cost-effectiveness of the sequencing technology, the current aim of the re-
search community is to attain within a few years a cost of 1000 USD per individual
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genome sequenced [10]. The cost of state-of-the-art technology is decreasing [11], so
to make the 1000 USD target a realistic one.

The role of individual genomic variations and their impact in the emergence of dis-
eases is also at the core of the so called Common disease common variation hypothesis
(CDCV) [12], [13]. The compilation of complete individual genomes including rare (or
private) variants might help in predicting traits and diseases in that particular person.
Thus it is important to produce accurate individual haplotype maps in a timely manner
and with reduced costs.

A key component of the reconstruction pipeline is the so called “haplotype assem-
bly” problem, also known as the “single individual haplotyping problem” (SIH), ([14],
[15], [16]). During the fragment generation phase, depending on the precise technology
used [17], a large set of fragments of length in the range of 40/900 bases are read which
cover with multiple overlays the (portion of) chromosome being analyzed. By the use
of reference maps it is relatively easy to locate the position and orientation of such
fragments in the chromosome, but not to determine the association of the fragments to
the two homologous copies (paternal and maternal) of a chromosome. The haplotype
assembly problem is the problem of determining the association of each fragment to
one of the two homologous chromosomes and to determine the haplotype (i.e. the value
of the bases in the SNP positions of the two homologous chromosomes). In absence of
errors or gaps, with sufficient coverage, this problem is easily solved, however more re-
alistic models of the problem take into account several types and sources of error/noise
in the data, and in this setting the problem is much more challenging (intractable in
some cases). Several algorithms and heuristics have been proposed in the literature to
solve the haplotype assembly problem (see e.g. [18,19,20,21,22,23,24,25,26,27]).

A common feature of all these researches is that, due to lack of a common benchmark
and of publicly available implementations in a unified framework, experimental com-
parisons among different methods are based on a narrow choice of data, parameters and
algorithms. Thus, in the view of large scale haplotyping projects, when the need comes
to test the available algorithms onto the set of data and parameters of a specific exper-
iment and/or technology, the question as to the best algorithm to employ is currently
not explored to the its full extent. To remedy this situation, and to provide a service
to the bioinformatics community, we have developed the web-based tool (ReHap) that
provides an easy to use environment for testing several algorithms, on a variety of data
sets, and with a variety of parameter settings. We envision three modalities of use for
our tool.

(I) In modality (I) the user supplies as input the two testing haplotype strings and sets
a series of parameters relative to the simulation of the fragment generation. The
system simulates the fragmentation process, applies any number of algorithms
(among the 5 methods currently supported) and is able to measure the reconstruc-
tion rate and the reconstruction time of those methods.

(II) In modality (II) the user provides to the system a matrix of fragments and the sys-
tem returns the reconstructed haplotypes. Note that in this case the reconstruction
error cannot be computed by ReHap. However the quality of the reconstruction
can be assessed by the user that has generated the fragments.



324 F. Geraci and M. Pellegrini

(III) In modality (III) the user has no data yet but an hypothesis to be tested on the
basic parameters of the experiment/techology to be employed. In this case ReHap
will use data from Hapmap ([28]) as haplotype test data. The reconstruction rate
and the reconstruction time is then measured.

Modality III is interesting since in this modality ReHap can give guidance in an early
critical stage of experimental design. In particular the length of the haplotypes chunks
to be reconstructed, the (minimum, average) coverage of each SNP by fragments, and
the error rate that can be handled in the final reconstruction phase are critical parameters
to be assessed in early stage of design. Modality I and II can be useful by researchers
wishing to develop new assembly algorithms (even exploiting additional private infor-
mation) since ReHap can provide a common testing framework and a reference bench-
mark for the assessment of performance.

ReHap is complementary to other tools such as Haploview [29], where the emphasis
is on visualization and computation of statistics for haplotype data from population
studies (mainly genotype data).

The paper is organized as follows. Section 2 describes the web interface and the
practical use of the tool. Section 3 gives a brief self-contained description of the five re-
construction algorithms currently supported. Section 4 describes the main output quality
index (i.e. the reconstruction rate). Section 5 gives an example of the results that can be
obtained with this tool.

2 Functionalities

ReHap allows the user to generate a SNP matrix starting from a pair of haplotypes
provided by the HapMap project [28] (or submits his/her own data) according to some
user-defined parameters. Haplotypes in [28] came from four different populations. For
each population, a number ranging from 44 to 60 of different individuals, equally di-
vided in males and females, are available (in total 209 unrelated individuals). For each
individual the two haplotypes of chromosomes 1-22 are available. For females also the
haplotypes of X chromosome are available. The SNP matrix is generated according to a
model similar to that proposed in [30], which is considered a good approximation of the
actual physical process of shotgun sequencing technology. The generator allows users
to select a specific chromosome, individual and population. Once selected the desired
haplotype, it is possible to control many other parameters. Among them: the haplotype
length, the average coverage of each haplotype, the error probability, a range specifying
the length of each fragment, a range specifying the expected hamming distance of the
two haplotypes, and the gaps rate. By default ReHap’s parameters are set with tech-
nologically reasonable values. ReHap allows also the user to upload his/her own SNP
matrix. See Figure 1 for a snapshot of the control pannel for the fragment generation
process.

The generated SNP matrix (with and without errors) can be downloaded or inspected
inside ReHap. Errors are highlighted using color codes and the correct value showed
just clicking on an error basis. Besides the SNP matrix, ReHap also computes as a
reference baseline the output of an “omniscient algorithm” (called the baseline) that
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Fig. 1. A snapshot of ReHap’s interface in which it is possible to select the parameters of the
fragmentation process

can access the true subdivision of the fragments but still decides the imputation of SNPs
based on majority.

ReHap allows the user to test and evaluate the effectiveness of five recent recon-
struction algorithms: SpeedHap [25] (a robust algorithm for individual haplotype re-
construction developed by the authors), Fast Hare [20] (a well known algorithm in the
bio-informatics community), MLF [21], a two-distances clustering algorithm for the
MEC model [23], and SHR [26] (a probabilistic approach to the SIH problem). More-
over ReHap allows the user to upload her/his own solution to evaluate.

All methods have been re-implemented by the authors. SpeedHap has a flag to en-
able the use a entropic filter to break ties in the reconstruction of the haplotypes. MLF
and SHR accept as a parameter the number of trials to run before selecting the “best”
haplotypes. Besides running time, for each selected algorithm ReHap displays the re-
turned haplotype and highlights the reconstruction errors. Moreover a synthetic numer-
ical evaluation of the performance of each algorithm is computed by a weighted variant
of the standard reconstruction rate. All these outputs are available when the data is
generated by ReHap. When the SNP matrix is upload from the user, only the recon-
structed haplotypes are returned. ReHap provides a contextual help for each feature of
the interface, and a general help page.

3 Algorithms Supported

ReHap implements five recently proposed algorithms for the haplotype assembly prob-
lem: Speedhap [25], FastHare [20], MLF [21], 2D [23] and SHR [26]. These five algo-
rithm have been selected because (i) they represent different approaches to the assembly
problem and (ii) they are described in the literature with sufficient detail so that accurate
re-implementation is possible.
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Fig. 2. A snapshot of ReHap’s interface in which it is possible to select the algorithms to run and
the corresponding parameters, or to upload a candidate solution

A common feature of the above cited algorithms is the use of a notion of distance
similar to the standard Hamming distance to compare two fragments. When considering
a certain position of the compared strings, if both character in that position are not gaps
they contribute to the distance as in the case of standard Hamming distance, otherwise
they do not contribute.

As shown in figure 2, ReHap also allows the user to upload a pair of candidate
consensus haplotypes generated by the user with a private algorithm. This gives to the
user the opportunity of easily comparing her/his solution with all the other algorithms
with respect to the same scoring function.

In the following, for sake of completeness, we provide synthetic description of the
implemented algorithms.

SpeedHap [25] follows a multi-phase greedy approach: it has four phases and makes
choices that are optimal in a local sense. In each phase SpeedHap performs three tasks:
1) detect likely positions of errors 2) allocate fragments to the two partially built haplo-
type strings, and 3) build partial haplotype strings deciding via majority on ambiguous
SNPs calls. The difference among the four phases is twofold: on one hand the algorithm
uses knowledge built up in the previous phases, and on the other hand in passing from
one phase to the next it relaxes the conditions for the decisions to be taken regarding
tasks 1), 2) and 3). The aim is to be always very conservatives in the choices made so to
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introduce as little error as possible in the early phases. Moreover SpeedHap [25] solves
ties in the allele determination using an entropy-based biased filter so to give priority to
choices that reduce the entropy of the final solution.

Fash Hare [20] is the oldest simple and practical heuristic algorithm for the haplotype
reconstruction problem. It is widely used as a benchmark for comparisons. In a nutshell,
Fast Hare works as follows: as first step the fragments of the SNP matrix are sorted so
that a fragment precedes another fragment if the position of the first non-gap character
of the former is lower or equal to the first non-gap position of the latter. The main
loop of Fast Hare consists in processing the fragments in the SNP matrix one at time
according to their ordering and dividing them in two sets. The first set is initialized with
the first fragment while the second set is left empty. At each iteration, from each set
Fast Hare derives the consensus haplotypes. A fragment is compared to the consensus
haplotypes and assigned to the set with lower distance.

The MLF algorithm [21] is based on the well-known one-pass k-means clustering
algorithm due to McQueen [31]. The procedure initialization consists in randomly split-
ting the SNP matrix in two partitions and, for each one, compute its consensus string.
Then, in the main loop fragments are partitioned again in two sets according to the
following procedure. Each fragment is compared with the two consensus strings and
assigned to the set associated to the closest haplotype. Once all fragments are processed
two new consensus strings can be computed and returned. Since this procedure perfor-
mance strongly depends from the initial random partition, it is repeated a certain (large)
number of times and as final result is returned the pair of consensus haplotypes that
minimize the MEC (Minimum Error Correction) score.

The 2D algorithm [23] main contribution is the introduction of a notion of distance
that overcome the structural drawbacks of Hamming distance which assign distance 0
to both: two equal strings and two strings which cover two disjoint set of SNPs. The
distance introduced in 2D not only gives a penalty to different characters in a certain
position, but also gives a bonus to equal (not gaps) characters in a certain position.
The procedure goal is to partition the rows of the SNP matrix in two partitions and
works as follows: using the Hamming distance compute the two furthest fragments
and initialize each partition with one of them. Each fragment is compared using the
Hamming distance with the consensus strings derived from each partition. In case of tie
the second distance function is used to break the tie and select the partition to which
assign the fragment. The corresponding consensus haplotype is updated.

The SHR algorithm [26] uses a probabilistic framework to approach the SIH prob-
lem. Fragments in the SNP matrix are divided in two partitions according with the fol-
lowing procedure. At the beginning two fragments f1 and f2 randomly extracted from
the SNP matrix are used to initialize two empty sets, Then, each fragment is compared
to f1 and f2 and inserted in the set corresponding to the lower distance. Once all frag-
ments are assigned to a set, the procedure computes the MEC score induced from f1,
f2 and the computed bipartition. Due to its probabilistic nature, the above procedure is
repeated a certain number of times and as final bipartition it is selected the one with
lower MEC score. At the end the consensus haplotypes are computed by majority from
the final bipartition. The main contribution of this algorithm stands in the theoretical
framework developed by its authors.
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Fig. 3. A snapshot of ReHap’s interface in which are shown the results of two algorithms. For each
one ReHap gives the consensus sequence (in which errors are highlighted), the reconstruction rate
and the running time.

4 Algorithms Evaluation

ReHap is endowed with an interface in which details about the results of each algorithm
are reported. As shown in fugure 3, for each algorithm, ReHap reports the consensus
haplotypes (in which errors are highlighted), the running time and the reconstruction
rate. As mentioned in Section 2, we slightly modified the reconstruction rate formula.
We observed that, using the standard formula, the insertion of a gap in the consensus
string is considered as good as the insertion of the correct character. This can introduce
a positive bias for those algorithns that output a gap when they are unable to reconstruct
the haplotype in a certain position. In order to control such a situation, ReHap introduces
a parameter in the recontruction rate that allows to penalize gaps in the consensus string.
Our modified version of the reconstruction rate is:

RRĤ,H = 1 − min(D(h1, ĥ1) + D(h2, ĥ2), D(h1, ĥ2) + D(h2, ĥ1))
2m

where H = {h1, h2} is the correct haplotype pair, Ĥ = {ĥ1, ĥ2} is the consensus
haplotype pair, m is the length of each haplotye and D() is defined as follows:
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Fig. 4. Reconstruction rate of 5 reconstruction algorithms and the baseline algorithm for covering
in the range [3,..,10]. The other parameters are fixed: error rate 0.15 and haplotype length 250
bases. Each point is the average of 20 experiments with randomly chosen haplotype strings of
Hapmap.

D(hi, ĥj) =
m∑

k=1

d(hi[k], ĥj [k])

where

d(hi[k], ĥj [k]) =

⎧⎨⎩
0 if hi[k] = ĥj [k]
α elseif ĥj [k] = −
1 otherwise

Note that when α = 0 the above formula reduce to the standard reconstruction rate.
When α = 1 the insertion of a gap in the consensus string is penalized as a reconstruc-
tion error. The user can select any value for α in the range [0, 1].

5 Experiments

In this section we report on experiments in modality (III), using Hapmap data to explore
relative performance in a range of possible parameter choices. We concentrate on three
parameters (covering, error rate, length) and we measure the reconstruction rate, with
α = 0, of the reconstructed haplotype returned by five algorithms. The reconstruction
rate is a real number in the range [0.0, .., 1.0] and has value 1.0 for perfect reconstruc-
tion. We also include the outcome of the baseline algorithm that has access to the true
association of the fragments to the two haplotype strings and decides the base call by
majority vote. This algorithm is clearly useful only as a reference in simulations, as an
ideal for the proper algorithms that have no access to this information. To the best of
our knowledge this is the first published report of a comparison among five different
haplotype assembly algorithms on a common data and algorithmic framework.
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Fig. 5. Reconstruction rate of 5 reconstruction algorithms and the baseline algorithm for error
rates in the range [0.0,..,0.30]. The other parameters are fixed: covering 8 and haplotype length
250 bases. Each point is the average of 20 experiments with randomly chosen haplotype strings
of Hapmap.
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Fig. 6. Reconstruction rate of 5 reconstruction algorithms and the baseline algorithm for length in
the range [50,..,500]. The other parameters are fixed: error rate 0.15 and covering 8. Each point
is the average of 20 experiments with randomly chosen haplotype strings of Hapmap.

As fragment coverage increases we expect the performance of all the algorithms also
to improve. This is expectation confirmed for all algorithms, except SHR that seems
unaffected. From figure 4 one can observe that for high coverage (say 10 and more)
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SpeedHap, Fast Hare, MLF and 2D match the baseline and are above 95% reconstruc-
tion rate, while at low coverage (3-7) Speedhap is notably more accurate and very close
to the baseline.

From figure 5 one observes that increasing the error rate in the range [0.0,..,0.3] the
baseline reference algorithm is also affected. This is to be expected, as the accumulation
of many errors in the same SNP position makes it impossible even for the baseline
method to decide correctly by majority. Speedhap although performing worse than the
baseline is not far from it, and it is much better than the other 4 algorithms at high error
rate, attaining a respectable reconstruction rate only 0.1 below the baseline, even with
30% of reading errors. Fast Hare MLF, and 2D perform reasonably well, better than
SHR, but all four converge to the similar reconstruction rate (about 0.70-0.75) for the
higher reading error situation.

From figure 6 one can observe that for the set of parameters tested the length of the
haplotype has little influence on the relative performance of the 5 algorithms w.r.t. the
baseline. Speedhap, Fast hare and 2D have reconstruction rate above 90% for the range
of length considered, while MLF and SHR have reconstruction rate in a lower region
(0.75% - 0.85%).

6 Conclusions

The integrated framework ReHap for testing and comparing five different haplotype
assembly algorithms is described. Our hope is that ReHap will help the bioinformatics
community in selecting the most suitable algorithm for each specific haplotype assem-
bly task, as large scale individual haplotyping programmes using NGS techniques are
getting momentum. This system can be accessed and used by researchers freely at the
url: http://bioalgo.iit.cnr.it/rehap/ without any login requirement.
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Abstract. The neighbour-joining method is a widely used method for phylo-
genetic reconstruction which scales to thousands of taxa. However, advances in
sequencing technology have made data sets with more than 10,000 related taxa
widely available. Inference of such large phylogenies takes hours or days us-
ing the Neighbour-Joining method on a normal desktop computer because of
the O(n3) running time. RapidNJ is a search heuristic which reduce the run-
ning time of the Neighbour-Joining method significantly but at the cost of an in-
creased memory consumption making inference of large phylogenies infeasible.
We present two extensions for RapidNJ which reduce the memory requirements
and allows phylogenies with more than 50,000 taxa to be inferred efficiently on
a desktop computer. Furthermore, an improved version of the search heuristic is
presented which reduces the running time of RapidNJ on many data sets.

1 Introduction

The neighbour-joining (NJ) method [10] is a widely used method for phylogenetic in-
ference, made popular by reasonable accuracy combined with a cubic running time
algorithm by Studier and Kepler [14]. The NJ method scales to hundreds of species,
and while it is usually possible to infer phylogenies with thousands of species, tens or
hundreds of thousands of species is computationally infeasible.

Implementations like QuickTree [5] and QuickJoin [6,7] use various approaches to
reduce the running time of NJ considerably, and recently we presented a new heuristic,
RapidNJ [12], which uses a simple branch and bound technique to reduce the running
time even further. Though RapidNJ is able to build NJ trees very efficiently it requires,
like the canonical NJ method, O

(
n2
)

space to build a tree with n taxa. The space con-
sumption of RapidNJ, and the NJ method in general, is thus a practical problem when
building large trees, and since RapidNJ uses some additional data structures of size
O
(
n2
)
, this method has limited application to data sets with more than 10,000 taxa

which is of interest when building phylogenetic trees from e.g. Pfam [4] sequence data.
In this paper we present two extensions for RapidNJ that reduce the memory require-

ments of RapidNJ. The first extension uses a simple heuristic which takes advantage of
RapidNJ’s memory access pattern to reduce the internal memory (RAM) consumption.
The second extension is based on the first extension and makes use of external mem-
ory, i.e. a hard disk drive (HDD), to reduce internal memory consumption. We also
present an improved version of the search heuristic used in RapidNJ which increases
performance on data sets that RapidNJ has difficulties handling.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 334–344, 2011.
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The two extensions combined with the improved search heuristic allow large NJ
trees to be reconstructed efficiently which is important as sequence family data with
more than 50,000 taxa are becoming widely available [4,2]. Also, the NJ method is
used as a clustering method in both micro array data analysis and metagenomics where
data sets can become very large. Using the methods proposed in this paper, clustering
of large data sets can be handled efficiently on normal desktop computers.

We evaluate the performance of the extended RapidNJ method (ERapidNJ), by com-
paring running times of an implementation of the ERapidNJ method with other fast
implementations for building canonical NJ trees.

2 Methods

2.1 The Neighbour-Joining Method

NJ is a hierarchical clustering algorithm. It takes a distance matrix D as input, where
D(i, j) is the distance between clusters, i and j. Clusters are then iteratively joined
using a greedy algorithm, which minimises the total sum of branch lengths in the tree.
Basically the algorithm uses n iterations, where two clusters, i and j, are selected and
joined into a new cluster in each iteration. The pair i and j is selected by minimising

Q(i, j) = D(i, j) − u(i) − u(j) , (1)

where

u(l) =
r−1∑
k=0

D(l, k)/(r − 2) , (2)

and r is the number of remaining clusters. When a minimum q-value qmin =
min0≤i,j<r Q(i, j) is found, D is updated, by removing the i’th and j’th row and col-
umn. A new row and a new column are inserted with the distances to the new cluster.
The distance between the new cluster a = i ∪ j and one of the remaining clusters k, is
calculated as

D(a, k) =
D(i, k) + D(j, k) − D(i, j)

2
. (3)

The result of the algorithm is an unrooted bifurcating tree where the initial clusters
correspond to leafs and each join corresponds to inserting an internal node in the tree.

2.2 RapidNJ

RapidNJ [12] computes an upper bound for the distance between clusters which is used
to exclude a large portion of D when searching for a minimum q-value. To utilise the
upper bound two new data structures, S and I , are needed. Matrix S contains the dis-
tances from D but with each row sorted in increasing order and matrix I maps the
ordering in S back to positions in D. Let o1, o2, . . . , on be a permutation of 1, 2, . . . , n
such that D(i, o1) ≤ D(i, o2) ≤ · · · ≤ D(i, on), then

S(i, j) = D(i, oj) , (4)
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and
I(i, oj) = j . (5)

The upper bound is computed and used to speed up the search for a minimum q-value
as follows.

1. Set qmin = ∞, i = −1, j = −1, umax = max(u(l))
2. for each row r in S and column c in r:

(a) if S(r, c) − u(r) − umax > qmin then move to the next row.
(b) if Q(r, I(r, c)) < qmin then set qmin = Q(r, I(r, c)), i = r and j = I(r, c).

The algorithm searches S row-wise and stops searching within a row when the condition

S(r, c) − u(r) − umax > qmin (6)

is true, or the end of a row is reached. If we reached an entry in S where (6) is true,
we are looking at a pair (i, j), where D(i, j) is too large for (i, j) to be a candidate for
qmin, and because S is sorted in increasing order, all the following entries in S(i) can
now be disregarded in the search.

When the cluster-pair (i′, j′) with the minimum q-value is found, D is updated as
described in Sec. 2.1. The S and I matrices are then updated to reflect the changes
made in the D as follows. Row and column i′ and j′ are marked as deleted and entries
in S belonging to these rows/columns are then identified using I and ignored in the
following iterations of the NJ method. A new row containing the distances of the new
cluster is sorted and inserted into S.

2.3 Reducing the Memory Consumption of RapidNJ

RapidNJ consumes about four times more memory than a straightforward implemen-
tation of canonical neighbour-joining, which makes it impractical to use on large data
sets. We propose an extension to RapidNJ which reduces the memory consumption
significantly while only causing a small reduction in performance.

First we reduce the size of the D-matrix. RapidNJ stores the complete D-matrix in
memory, even though only the upper or lower triangular matrix is needed, because it
allows for a more efficient memory access scheme. By only storing the lower triangular
matrix, the size of D is halved without affecting performance seriously.

Secondly, the size of S and, consequently, I are reduced. As seen in Fig. 1, RapidNJ
rarely needs to search more than a few percent of each row in S. Hence it is not neces-
sary to store the full S-matrix in memory to receive a speed up similar to the original
RapidNJ method. An increase in both maximum and average search depth is observed
when the last quarter of the clusters remains, but as the number of remaining clusters is
low at this point, the increase only causes a relatively small increase in the total number
of entries searched. The size of S is reduced by only storing as many columns of S as
can fit in the available internal memory after D has been loaded. Of course we might
not store enough columns of S to complete the search for qmin in all rows of S, i.e. we
might not reach an entry where (6) becomes true. If this happens we simply search the
corresponding row in D.
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Fig. 1. The maximum and average number of entries of each row in S that RapidNJ searched
during each iteration of the NJ method when building a typical tree containing 10,403 taxa

There is a lower limit on the number of columns of S we must store before the
performance is severely affected, but there is no exact number as it depends on the data
set. Our experiments imply that at least 5% of the columns in S are needed to receive a
significant speed up in general.

2.4 An I/O Algorithm for Building Very Large Trees

Even when using the extension described in Sec. 2.3, RapidNJ will run out of memory
at some point and begin to swap out memory pages to the HDD. This will seriously
reduce the performance because the data structures used by RapidNJ are not designed
to be I/O efficient. I/O efficiency is achieved by accessing data in the external memory
in blocks of typical 4-8 KB corresponding to the block size B of the HDD used [1], and
it is often better to access data in blocks larger than B to take full advantage of hardware
and software caching. However, even when using an I/O efficient algorithm, accessing
data in the external memory has very high latency compared to accessing data in the
internal memory, thus external memory data access should be kept at a minimum.

RapidDiskNJ is an extension to RapidNJ which employs both internal and external
memory storage efficiently. Because RapidNJ only uses S (and I) to search for qmin, D
can be stored in the external memory without affecting performance significantly. Fur-
thermore, as explained in Sec. 2.3, RapidNJ usually only needs to search a small frac-
tion of S in each iteration, so the total internal memory consumption can be reduced by
only representing a sufficient part of S in the internal memory. Using external memory
to store D affects the running time by a large but constant factor, thus RapidDiskNJ has
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the same O
(
n3
)

asymptotic running time as RapidNJ. qmin is found as described in
Sec. 2.3 the only difference being that searching D is done using the external memory.

Data Structures. D is stored row-wise in the external memory, so all access to D
must be done row-wise as accessing a column of D would result in r I/O operations
(read/write operations) assuming that an entry in D has size ≤ B. A row in D can be
accessed using r·α

B I/O operations where α is the size of an entry in D, which is much
more efficient.

As explained in Sec. 2.3 storing half of D is sufficient, but by storing the whole D-
matrix in the external memory, all distances from one cluster to all other clusters can be
accessed by reading one row of D. After each iteration of the NJ method, at least one
column of D needs to be updated with new distances after a join of two clusters. This
would trigger column-wise external memory access but by using an internal memory
cache this can be avoided as described below. Deletion of columns in D is done in O (1)
time by simply marking columns as deleted and then ignoring entries in D belonging to
deleted columns. This gives rise to a lot of “garbage” in D, i.e. deleted columns, which
needs to be removed to avoid a significant overhead. An efficient garbage collection
strategy to handle this problem is proposed below.

RapidDiskNJ builds the S-matrix by sorting D row by row and for each sorted row
the first 1

γ entries are stored in the internal memory where the size of n
γ is M

2 and
M is the size of the internal memory. If enough columns of S can be stored in the
internal memory, RapidDiskNJ can usually find qmin using only S which means that
RapidDiskNJ rarely needs to access the external memory.

The other half of the internal memory is used for caching columns of D. After each
iteration a new column for D is created but instead of inserting this in D, The column
is stored in an internal memory cache C. By keeping track of which columns have
been updated and in which order, updated entries in D can quickly be identified and
read from C. When C is full (i.e. the size has reached M

2 ), all updated values in C are
flushed to D, by updating D row by row which is more efficient than writing columns
to D when C is large.

Garbage Collection. Entries belonging to deleted columns are left in both D and S
after clusters are joined. We just skip these entries when we meet them. This is not
a problem for small data sets but in larger data sets they need to be removed to keep
S and D as small as possible. Garbage collection in both D and S is expensive so
RapidDiskNJ only performs garbage collection when C is flushed. During a flush of C,
all rows in D are loaded into the internal memory where deleted entries can be removed
at an insignificant extra cost. By removing entries belonging to both deleted rows and
columns the size of D is reduced to r which makes both searching D and future flushes
of C more efficient.

Garbage collection in S is performed by completely rebuilding S during a flush of
C. Our experiments showed that rebuilding S each time we flush C actually decreases
performance because of the time it takes to sort D. We found that the best average
performance was achieved if S was rebuild only when more than half of S consisted of
garbage. During garbage collection of S the number of rows in S decreases to r, which
allows more columns to be added to S so that S attains size M

2 again.



Inference of Large Phylogenies Using Neighbour-Joining 339

2.5 Improving the Search Heuristic

RapidNJ uses the maximum average row sum, umax, to compute an upper bound on
q-values. However, because D is a symmetric matrix row i in S only needs to con-
tain i columns which makes it possible to compute tighter bounds as follows. Initially,
we compute umax for each row in S as u(i)max = max0≤l≤i(u(l)), instead of the
global umax value. For each new row, i′, created after a join, we compute u(i′)max =
max0≤l≤r(u(l)). Updating the existing u(i)max values can be done in time O(r) by
updating u-values in the same order as the rows of S were created, assuming that the
initial rows of S were created in the order, shortest to longest. Now u(i)max = u′

max

where u′
max is the largest u-value seen when u(i) is updated. These new bounds are

particularly effective on data sets containing cluttered taxa (where a large group of taxa
has almost identical distances to each other and a small or zero mutual distance), which
gave rise to poor performance in RapidNJ (see Fig. 2 and Fig. 3).

Redundant taxa (taxa with equal distances to all other taxa and a mutual distance of
0) are quite common in Pfam data sets. Redundant data often causes a significant loss
of performance in RapidNJ because a lot of q-values fall under the upper bound at the
same time forcing RapidNJ to search all pairs of redundant taxa in each iteration until
they are joined. To address this problem we initially treat redundant taxa as a single
taxon. When a cluster representing such a taxon is selected for a join, we only delete
the cluster if the number of redundant taxa it represents drops to 0. Identifying and
processing redundant taxa can be done in O(n2) time in a preprocessing phase and
reduces the problem of redundant taxa considerably (see Fig. 3).

3 Experiments

The methods described in Sec. 2 were used to extend the original RapidNJ tool and
create the ERapidNJ tool (Source code available at http://birc.au.dk/research/software/
rapidnj/). To assess the performance of the ERapidNJ tool, we compared running times
on Pfam data sets with running times of three other tools which to our knowlegde are
the fastest tools available for computing canonical NJ trees at the moment.

– QuickTree [5]. An efficient implementation of the NJ method with a heuristic for
handling redundant data.

– QuickJoin [7]. Reduces the running time of the NJ method by using information
from previous iterations of the NJ method to reduce the search space significantly.

– NINJA [15]. Uses an upper bound on q-values like RapidNJ but computes a tighter
bound. NINJA also uses the same technique as QuickJoin to further reduce the
search space and can also utilise external memory efficiently.

QuickTree is implemented in C, QuickJoin and ERapidNJ in C++ while NINJA is
implemented in Java.

Tools such as Fast Neighbor-Joining [3], Clearcut [11] and FastTree [9] which mod-
ify the NJ optimisation criteria are not included in the experiments. FastTree is able to
construct large trees efficiently, but as this tool operates on multiple alignments and not
on distance matrices a direct comparison of the performance of ERapidNJ and Fast-
Tree is difficult. See [12] and [9] for a comparison of the original RapidNJ tool and
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Fig. 2. A NJ tree reconstructed from a data set with 1111 taxa where the upper bound used in
RapidNJ is ineffective. All taxa in the rightmost part of the tree fall under the upper bound, used
in RapidNJ, simultaneously resulting in a large search space.
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Fig. 3. The difference in running time between the original RapidNJ search heuristic and the
improved search heuristic. We observe that many of the outliers have been removed when using
the improved bounds on q-values and efficient redundant data handling.
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Fig. 4. Running times on data sets with 100 to 8,000 taxa

some of these tools. The data used in our experiments is distance matrices computed by
QuickTree using multiple alignments from the Pfam database.

The ERapidNJ tool automatically chooses one of three methods for building trees,
based on the memory requirements of a given data set and the available amount of
memory in the system. For small data sets the original RapidNJ method is used, for
medium sized data sets the method described in Sec. 2.3 is used to reduce the memory
consumption and for large inputs RapidDiskNJ described in Sec. 2.4 is used. The im-
proved search heuristic described in Sec. 2.5 is used in all three methods to limit the
impact of redundant data and reduce the search space.

NINJA, like the ERapidNJ tool, is capable of using both internal and external mem-
ory. In the experiments NINJA was configured to use only internal memory for data sets
which could fit in the 2 GB memory. For larger data sets NINJA used both internal and
external memory.

3.1 Experimental Setup

All experiments were performed on machines with an Intel Core 2 6600 2.4 GHz CPU,
2 GB 667 MHz RAM and a 7200 RPM 160 GB, Western Digital HDD. The operating
system was Red Hat Enterprise 5.2 32 bit with Java 1.6 installed.

3.2 Results and Discussion

As seen in Fig. 4, ERapidNJ is faster than the three other tools on data sets up to 3,000
taxa. NINJA seems to suffer from an overhead on small data sets which is probably
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Fig. 5. Running times on data sets with 5,000 to 55,000 taxa

caused by the time required to initialise Java and the data structures NINJA needs, which
are larger and more complex than those used by ERapidNJ. Except for a few outliers
from NINJA, ERapidNJ and NINJA have roughly the same running time on data sets
with 3,000 to 7,000 taxa. On data sets with more than 7,000 taxa NINJA runs out of
internal memory and starts using external memory. Both QuickJoin and QuickTree are
consistently slower than ERapidNJ and QuickJoin runs out of memory on data sets with
more than 7,000 taxa like NINJA.

Figure 5 shows running times on data sets with 5,000 to 55,000 taxa. Because
ERapidNJ is able to scale its memory consumption to the size of the data set, we ob-
serve that ERapidNJ is significantly faster than NINJA on data sets containing less than
28,000 taxa. On larger data sets ERapidNJ is still much faster than NINJA on most
data sets, and we only found two large data sets where NINJA outperformed ERapidNJ.
One of these results (a data set with 49,376 taxa) is not shown in Fig. 5 for ERapidNJ
because ERapidNJ did not finish within 48 hours due to cluttering of data. NINJA was
able to finish this data set in 16 hours because NINJA computes much tighter bounds on
q-values than ERapidNJ. NINJA also uses a technique called q-filtering [15] to further
reduce the search space when searching for qmin. This is computationally expensive but
on a few large data sets with cluttering the tighter bounds give NINJA an advantage
because ERapidNJ cannot store enough columns of S in the internal memory. More
memory improves ERapidNJs performance on these data sets significantly.

The performance of QuickTree was inferior to both NINJA and ERapidNJ on all
data sets. When trying to build trees with more than 32,000 taxa using QuickTree the
running time exceeded 48 hours because more than 2GB of internal memory is needed
to build such trees which results in memory page swapping. Since QuickTree is not I/O
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efficient, page swapping causes a large time penalty which prevents QuickTree from
finishing within a resonable amount of time.

Improving Performance by Parallelisation. Parallisation of the original NJ method
can be done by dividing the rows of D into t sets of approximately the same size and
then searching each set for qmin in parallel. Similarly, ERapidNJ can be parallised by
searching rows of S in parallel. The performance of the canonical NJ method can easily
be improved in this way, as searching for qmin is the most time consuming step of the
canonical NJ method. This is not always the case with ERapidNJ where the time spent
on operations such as accessing external memory, sorting and updating data structures
is similar to the total time used on searching for qmin when building relatively small
trees. As an example, ERapidNJ uses only 24% of the total running time on searching
for qmin when building a tree containing 10,403 taxa. The remaining time is spend on
loading D from external memory and updating data structures after each iteration of the
NJ method, which are operations that does not benefit significantly from parallelisation.
Consequently, the performance gain from parallelisation of ERapidNJ is expected to be
small on small data sets. On larger data sets the total time used to search for qmin takes
up a substantial part of the total time consumption and here parallelisation is expected
to be more effective.

Experiments with a parallelised version of ERapidNJ showed a reduction of the total
running time by a factor 2.2 on a 2.66 GHz quad core Intel Core 2 Duo processor com-
pared to the unparallised ERapidNJ on the same processor when building a tree with
25,803 taxa. When building a tree with 10,403 taxa the total running time was only
reduced by a factor 1.12. Both these data sets were computed in internal memory and
parallelisation of RapidDiskNJ will not increase performance significantly as Rapid-
DiskNJ is I/O bound, i.e. most of the running time is spend on waiting for the external
memory.

4 Conclusions

We have presented two extensions and an improved search heuristic for the RapidNJ
method which both increases the performance of RapidNJ and decreases internal mem-
ory requirements significantly. Using the methods described in this paper, we were able
to overcome RapidNJs limitations regarding the memory consumption and performance
on data sets containing redundant and cluttered taxa. We have presented experiments
with the extended RapidNJ tool showing that canonical NJ trees containing more than
50,000 taxa can be build in a few hours on a desktop computer with only 2GB of RAM.
Our experiments also showed that in comparison with the fastest tools available for
building canonical NJ trees, the ERapidNJ tool is significantly faster on any size of
input.

We are aware that statistical phylogenetic inference methods with better precision
than distance based method are available. However, the time complexity of these meth-
ods are high compared to the NJ method and currently they do not scale well to large
data sets [13,8], which justify the existence of distance based methods as presented in
this paper.
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Abstract. Predicting the secondary structure with minimum free energy of an
RNA molecule is an important problem in computational biology. Unfortunately,
the problem is in general NP-hard if there are pseudoknots in the structure. Ex-
isting algorithms usually target at some restricted classes of pseudoknots. In this
paper, we extend the current classification of pseudoknots to capture more com-
plicated pseudoknots, namely the simple non-standard pseudoknots of degree k.
We provide an algorithm to compute the structure with minimum free energy for
this type of pseudoknots of degree 4 which covers all known secondary structures
of RNAs in this class. Our algorithm runs in O(m4) time where m is the length
of the input RNA sequence.

Keywords: RNA, Secondary structure prediction, Simple non-standard pseudo-
knot, Complex pseudoknot.

1 Introduction

RNA molecules are known to play important roles in living cells and are involved in
many biological processes [5] [8] [13]. The structure of an RNA molecule provides im-
portant information about the functions of the molecule. Thus, finding the structure of
an RNA molecule is an important problem. Unfortunately, finding or predicting the 3D
(or tertiary) structure of an RNA molecule is a complicated and time consuming task.
A more promising direction is to predict the secondary structure (that is, which pair of
bases of the molecule forms a hydrogen bond) of the molecule with minimum free en-
ergy based on its primary sequence. The predicted secondary structure can already help
researchers to deduce the functions of the molecule. However, predicting secondary
structure of an RNA molecule is not an easy problem and is computationally difficult in
the presence of pseudoknots (base pairs crossing each other, secondary structure with-
out pseudoknots are referred as regular structures). In general, the problem is NP-hard
[7]. Most of the existing algorithms aim at restricted classes of pseudoknots.

Pseudoknot structures can be classified as follows in increasing order of complexity:
H pseudoknots [7], simple pseudoknots [1], standard pseudoknots (see the definition in
Section 2), recursive pseudoknots (i.e., pseudoknot/regular structure inside a pseudo-
knot) [1]. For the definitions of these pseudoknot structures, please refer to the given
references.

Rivas and Eddy were among the first who tackled the problem of RNA secondary
structure prediction with pseudoknots [10]. They described a dynamic programming
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algorithm to solve the problem for simple pseudoknots, certain restricted cases for stan-
dard pseudoknots and recursive pseudoknots, as well as some restricted cases in a more
complicated class of pseudoknots, simple non-standard pseudoknots, to be defined in
Section 2. Their algorithm runs in O(m6) time where m is the length of the input
RNA sequence. Their algorithm is still the most powerful algorithm that can handle the
largest set of pseudoknot structures including some complicated ones for which none
of the existing polynomial-time algorithms can handle.

Lyngso and Pedersen provided a faster algorithm that runs in O(m5) time [7], but
can only handle H pseudoknots. Later on, Uemura et al. gave an improved prediction
algorithm for H pseudoknots that runs in O(m4) time [12]. The algorithm can, in fact,
handle simple pseudoknots and some limited cases for standard pseudoknots and recur-
sive pseudoknots. Their algorithm is based on a tree adjoining grammar (TAG) to model
RNA secondary structures that include pseudoknots. However, tree adjoining grammar
is not easy to understand.

Akutsu provided another dynamic programming algorithm that runs in O(m4) time
for predicting simple pseudoknots [1]. This algorithm is much simpler than the algo-
rithm given in [12]. He also extended the algorithm to support recursive simple pseu-
doknot structures (i.e., there can only be simple pseudoknots/regular structures inside
another simple pseudoknot). The algorithm in [1] was implemented and evaluated by
Deogun [3]. Recently, Chen et al. provided a faster algorithm that runs in O(m5) time
[2] that handles almost all pseudoknot structures that can be handled by the algorithm
in [10]. The ones that cannot be handled by the algorithm in [2] are those in which there
are three base pairs that cross one another. Other related work includes [4] [9] in which
the pseudoknots considered are also more restricted than those in [10] [2].

Our Contributions. In this paper, we consider a more complicated class of pseudoknot
structures, called simple non-standard pseudoknots, which extend the current classifica-
tion of pseudoknots to capture more complicated pseudoknots and include some cases
for which three base pairs cross one another. For example, it can include a complex
structure (shown in Figure 1) with three base pairs crossing one another that is known
to be a topology present in Escherichia coli α mRNA [6] and some other complex struc-
tures as shown in Figure 2 listed in [4]. We provide an O(m4) time algorithm for pre-
dicting simple non- standard pseudoknots of degree 4 which already include all known
structures in this class. Note that our algorithm can handle all structures defined in the
class of simple non-standard pseudoknots with degree 4 while algorithms in [10] [1]
cannot. Our algorithm can be extended for general degree k with running time O(mk).

2 Simple Non-standard Pseudoknots

Let A = a1a2am be a length-m RNA sequence with alphabet {A, C, G, U} and M be
a secondary structure of A. M can be represented as a set of base pair positions, i.e.,
M = {(i, j)|1 ≤ i ≤ j ≤ m, (ai, aj)is a base pair}. Let Mx,y ⊆ M be the set of base
pairs within the subsequence axax+1...ay, 1 ≤ x < y ≤ m, i.e., Mx,y = {(i, j) ∈
M |x ≤ i < j ≤ y}. Note that M = M1,m. We assume that there is no two base pairs
sharing the same position, i.e., for any (i1, j1), (i2, j2) ∈ M , i1 �= j2, i2 �= j1, and
i1 = i2 if and only if j1 = j2.
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Fig. 1. A complex psuedoknot structure present in Esherichia coli α mRNA [6]. It consist three
base pairs that cross one another.

Fig. 2. The two complex pseudoknot structures (a) and (b) listed in [11]. The gray box represents
a set of base pairs in the regions.

Fig. 3. (a) A standard pseudoknot of degree k. (b) A simple non-standard pseudoknot of degree
k (Type I). (c) A simple non-standard pseudoknot of degree k (Type II).

Pseudoknots are base pairs that cross each other. For example, let (i, j) and (i, j),
where i < j and i < j, be two base pairs. They form a pseudoknot if i < i < j < j
or i < i < j < j. Mx,y is a regular structure if there does not exist pseudoknots. Note
that an empty set is also considered as a regular structure.

We now define a standard pseudoknot of degree k as follows. A structure is a standard
pseudoknot of degree k if the RNA sequence can be divided into k consecutive regions
(see Figure 3(a)) such that base pairs must have end points in adjacent regions and base
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pairs that are in the same adjacent regions cannot cross each other. The formal definition
is as follows.

Mx,y is a standard pseudoknot of degree k ≥ 3 if there exists a set of pivot points
x1, x2, ..., xk−1(x = x0 < x1 < x2 < ... < xk−1 < xk = y) that satisfy the
following. Let Mw(1 ≤ w ≤ k − 1) = {(i, j) ∈ Mx,y|xw−1 ≤ i < xw ≤ j < xw+1}.
Note that we allow j = xk for Mk−1 to resolve the boundary case.

– For each (i, j) ∈ Mx,y, (i, j) ∈ Mw for some 1 ≤ w ≤ k − 1.
– Mw(1 ≤ w ≤ k − 1) is a regular structure.

Note that a standard pseudoknot of degree 3 is simply referred as a simple pseudoknot.
Now, we define a simple non-standard pseudoknot that extends the standard pseudoknot
to include some structures with three base pairs crossing each other. For a simple non-
standard pseudoknot of degree k, similar to a standard pseudoknot, the RNA sequence
can be divided into k regions with the region at one of the ends (say, the right end)
designated as the special region. Base pairs with both end points in the first k − 1
regions have the same requirements as in a standard pseudoknot. And there is an extra
group of base pairs that can start in one of the first k − 2 regions and end at the last
special region and again these pairs do not cross each other (see Figure 3(b)). See the
formal definition below.

Mx,y is a simple non-standard pseudoknot of degree k ≥ 4 (Type I) if there exist
x1, ..., xk−1 and t where x = x0 < x1 < ... < xk−1 < xk = y and 1 ≤ t ≤ k − 2 that
satisfy the following. Let Mw(1 ≤ w ≤ k − 2) = {(i, j) ∈ Mx,y|xw−1 ≤ i < xw ≤
j < xw + 1}. Let X = {(i, j) ∈ Mx,y|xt−1 ≤ i < xt, xk−1 ≤ j ≤ y}.

– For each (i, j) ∈ Mx,y, either (i, j) ∈ Mw(1 ≤ w ≤ k − 2) or (i, j) ∈ X .
– Mw and X is a regular structure.

Type II simple non-standard pseudoknots (see Figure 3(c)) are symmetric to Type I
simple nonstandard pseudoknots with the special region on the left end. As shown in
Figure 4, the complex structures in Figure 1 and Figure 2 belongs to the simple non-
standard pseudoknot structure. For the sake of simplicity, in the rest of the paper, we
only consider Type I simple non-standard pseudoknots and simply refer it as simple
non-standard pseudoknots. So, we omit the definition of Type II simple non-standard
pseudoknots.

3 Problem Definition

In the following, we assume that the secondary structure of the given RNA sequence is
of simple nonstandard pseudoknot. We now define a free energy model for a standard
non-standard pseduoknot structure. We use a similar model as defined in [1] and [2].
The free energy of a structure is the sum of the free energy of all the stems and the free
energy of all the unpaired bases which do not belong to any stem.

Roughly speaking, considering the structure of a simple nonstandard pseudoknot, a
stem is a pair of maximal regions bounded by two base pairs such that no base pair with
one end inside any of the two regions and another end outside the region. A stem is
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Fig. 4. The complex pseudoknot structure (a) and (c) are type I simple non-standard pseudoknots
shown in (b) and (d) respectively. Structure (e) is type II simple non-standard pseudoknot shown
in (f). The gray region represents a set of base pairs and the green region represents a set of base
pairs in the special region of simple non-standard pseudoknot structure.

Fig. 5. Dot lines represent base pairs. Two regions on the RNA sequence covered by the same
color are a stem region. Say [6, 10] ∪ [23, 27] represents a stem region. In this example, there are
4 stem regions.

defined formally as two non-overlapping regions [aiai+p] and [aj−q...aj ] such that (i)
(ai, aj) and (ai+p, aj−q) both are base pairs; (ii) all base pairs (ar, as) where i ≤ r ≤
i + p and j − q ≤ s ≤ j do not cross each other; (iii) there does not exist any base pair
such that one end is inside the regions, but another one is outside the regions; (iv) there
does not exist any base pair (ar, as) such that both ends are inside the same region (i.e.
i ≤ ar < as ≤ i + p or j − q ≤ ar < as ≤ j ); (v) the values of p and q are maximum.
Note that every base pair will belong to a stem of p, q ≥ 1. Figure 5 illustrates the idea
of stems inside the simple non-standard pseudoknot structure.

For the stem consists of two size-1 regions, we define the free energy of the stem as
e1. For the other stems (i.e. the sizes of both regions are at least 2), each of them can be
partitioned into loops. The free energy of the stem is defined as the sum of free energy
of all the loops inside the stem. The definitions of different loops inside a stem and the
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corresponding energy are as follows. Let the minimum distance between ai and aj of
any base pair (ai, aj) be M .

– A stacking pair represents two consecutive base pairs. [ai...ai+1] and [aj−1...aj ]
where i + 1 < j − 1 + M is a stacking pair if (ai, aj) and (ai+1, aj−1) are both
base pairs. The corresponding energy is defined as estack(ai, aj, ai+1, aj−1).

– A left-side bulge is a loop enclosed by two base pairs (ai, aj) and (ai′ , aj′) such
that i′− i = 1 and j−j′ > 1 and i′ < j′+M . The corresponding energy is defined
as α0 + (j − j′ − 1)α1.

– Similarly, a right-side bulge is a loop enclosed by two base pairs (ai, aj) and
(ai′ , aj′) such that i′ − i > 1 and j − j′ = 1 and i′ < j′ + M . The corresponding
energy is defined as β0 + (i′ − i − 1)β1.

– A internal loop is a loop enclosed by two base pairs (ai, aj) and (ai′ , aj′ ) such that
i′ − i > 1 and j − j′ > 1 and i′ < j′ + M . The corresponding energy is defined as
γ0 + ((i′ − i − 1) + (j − j′ − 1))γ1.

For the energy of the unpaired bases which do not belong to any stem, we use a simple
function as follows: let L be the total number of these unpaired bases. The correspond-
ing energy is defined as (L)e0. Table 1 summarizes the parameters of the energy model.
Our dynamic programming algorithm (which will be described in the next section) is
designed to compute the minimum energy according to this energy model. The algo-
rithm can be further extended to consider a more complicated energy model and include
more parameters to increase the accuracy of the structure prediction.

Table 1. Parameters of the energy model

Parameters Description
estack(ai, aj , ai+1, aj−1) energy of a stacking pair enclosed by (ai, aj) and (ai+1, aj−1)

α0 energy for initiation of a left-side bulge
α1(k) energy for k unpaired bases inside a left-side bulge

β0 energy for initiation of a right-side bulge
β1(k) energy for k unpaired bases inside a right-side bulge

γ0 energy for initiation of an internal loop
γ1(k) energy for k unpaired bases inside an internal loop
e0(k) energy for k unpaired bases which do not belong to any stem

e1 energy for a stem with two size-1 regions

The problem is defined as follows. Given an RNA sequence, compute a secondary
structure which is a simple non-standard pseudoknot with minimum free energy.

4 Prediction Algorithm

We predict the optimal structure with minimum free energy using a dynamic program-
ming algorithm. The core of our algorithm is based on the concept of a subregion so
that we can find the optimal structure recursively. In the following, we first explain the
concept of subregion, then we provide the details of the algorithm followed by the time
and space complexity analysis.
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Fig. 6. Subregion of a simple non-standard pseudoknot

4.1 Subregion in Simple Non-standard Pseudoknot

Since all known RNAs with simple non-standard pseudoknots are of degree at most
4, in the following, we only consider degree 4 simple non-standard pseudoknots. The
subregion is defined in a way such that we do not have base pairs with one end inside
the subregion and the other end outside the subregion, thus enabling us to use dynamic
programming approach to solve the problem. To make it easy to understand what a
subregion is, we redraw the pseudoknot structure as in Figure 6(b). Based on the way
we draw the structure, it is easy to see that for the optimal secondary structure, base
pairs can be ordered from top to bottom without crossing each other.

We define a subregion using four points p, q, r, s with x ≤ p < q < r < s ≤ y.
An example is shown in Figure 6(c) in which the highlighted part is the subregion
defined by the four points. Note that when we predict the secondary structure, we do
not actually know the locations of x1, x2, x3. So, we try all possible combination of p,
q, r, s to define subregions. These points are added in Figure 6 to illustrate that there is
always a way to define a subregion so that base pairs in the optimal structure will not
have one end point inside the subregion while the other end outside the subregion. So,
for each subregion we define in the dynamic programming algorithm, we will not have
base pairs having one end point inside the subregion and the other end point outside the
subregion.

The same definition of subregion cannot be applied when t is even. Figure 6(d) shows
the problem by using the same definition as there can be base pair with one end point
inside the subregion and the other end point outside the subregion, thus dynamic pro-
gramming approach cannot be applied easily. Note that the two base pairs that appear
to cross each other in Figure 6(d) is only due to the way we draw it, they do not actually
cross each other, so the structure is still a simple non-standard pseudoknot. To solve the
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problem, we use a different definition for subregions when t is even as shown in Figure
6(e). Formally speaking, we define a subregion as follows. Let A[x...y] be an RNA se-
quence. Let v = (p, q, r, s) be a quadruple with x ≤ p < q < r < s ≤ y. If t is odd,
define the subregion Rodd(v) = [p...q] ∪ [r...s]. For t is even, we need an additional
parameter x3 and define the subregion Reven(x3, v) = [p...q] ∪ [r...x3 − 1] ∪ [s...y].

4.2 Dynamic Programming Algorithm

We first show how to compute the minimum free energy of the optimal secondary struc-
ture for the case of Rodd.

Let Sodd
Y (p, q, r, s) be the minimum free energy of the optimal secondary struc-

ture in Rodd(p, q, r, s) where Y ∈ {Lz, Rz, Sz , D} and z ∈ {start, pair, Lbulge,
Rbulge, internal} is one of the possible cases to consider for having the optimal sec-
ondary structure inside Rodd(p, q, r, s). These cases are explained in the following. Note
that according to the definition of simple non-standard pseudoknot (for t is odd), only
(p, q), (q, r), and (p, s) can form a base pair. If the bases p and q inside the same stem,
then we have one of the following cases: (1) (p, q) is a base pair which may start a
stem, or extend a stem; (2) (p, q) is not a base pair and belongs to either stacking pair,
left-side bulge, right-side bulge or internal loop; The following shows all these cases
for different value of Y .

Lstart refers to the case that (p, q) forms a base pair to start a stem;
Lpair refers to the case that (p, q) form a base pair but it is not the start of the stem;
LLbulge refers to the case that (p, q) is inside a left-side bulge but does not form a

base pair;
LRbulge refers to the case that (p, r) is inside a right-side bulge but does not form a

base pair;
Linternal refers to the case that (p, r) is inside an internal loop but does not form a

base pair;
Similar for Rz and Sz where z ∈ {start, pair, Lbulge, Rbulge, internal}, which

refers to the case for (q, r) and (p, s) respectively.
D refers to the case that all bases x ∈ {p, q, r, s} may either (i) contribute to the last

base pair in some stems, or (ii) do not form base pairs and do not belong to any stem.
For any two bases ai, aj in the RNA sequence, let v(ai, aj) = 0 if ai and aj can

form a base pair, otherwise let v(ai, aj) = +∞. The following shows how to compute
Sodd

Y (p, q, r, s) recursively by considering all possible cases.

Recurrences. We first consider the situation when p and q are in the same stem.
For the case when (p, q) is a base pair and starts a stem:

Sodd
Lstart

(p, q, r, s) = v(ap, aq) + Sodd
D (p + 1, q − 1, r, s)

For the case when p and q do not form base pair but belong to a left-side bulge:

Sodd
LLbulge

(p, q, r, s) = min

{
Sodd

Lstart
(p + 1, q, r, s) + α0 + α1

Sodd
LLbulge

(p + 1, q, r, s) + α1
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For the case when p and q do not form base pair but belong to a right-side bulge:

Sodd
LRbulge

(p, q, r, s) = min

{
Sodd

Lstart
(p, q − 1, r, s) + β0 + β1

Sodd
LRbulge

(p, q − 1, r, s) + β1

For the case when p and q do not form base pair but belong to an internal loop:

Sodd
Linternal

(p, q, r, s) = min

⎧⎪⎪⎨⎪⎪⎩
// for internal loop, each side has at least 1 unpaired base.

Sodd
Lstart

(p + 1, q − 1, r, s) + γ0 + 2γ1

Sodd
Linternal

(p + 1, q, r, s) + γ1

Sodd
Linternal

(p, q − 1, r, s) + γ1

For the case when p and q is a base pair and inside a stem (i.e. not starting a stem):

Sodd
Lpair

(p, q, r, s)=v(ap, aq)+min

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Sodd
Lstart

(p + 1, q − 1, r, s) + estack(ap, aq, ap+1, aq−1)
Sodd

Lpair
(p + 1, q − 1, r, s) + estack(ap, aq, ap+1, aq−1)

Sodd
LLbulge

(p + 1, q − 1, r, s)
Sodd

LRbulge
(p + 1, q − 1, r, s)

Sodd
Linternal

(p + 1, q − 1, r, s)

It is similar for the other situations when q, r are in the same stem, and p, s are in the
same stem (i.e. Sodd

Rz
and Sodd

Sz
where z ∈ {start, pair, Lbulge, Rbulge, internal}).

For the cases when all bases x ∈ {p, q, r, s} may either (i) contribute to the last base
pair in some stems, or (ii) do not form base pairs and do not belong to any stem:

Sodd
D (p, q, r, s) = min{CLOSE, BETWEEN}

where CLOSE refers to the closing of a stem and BETWEEN refers to the case that
it is not inside a stem.

CLOSE = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Sodd
Lstart

(p, q, r, s) + e1

Sodd
Lpair

(p, q, r, s)
Sodd

Rstart
(p, q, r, s) + e1

Sodd
Rpair

(p, q, r, s)
Sodd

Sstart
(p, q, r, s) + e1

Sodd
Spair

(p, q, r, s)

BETWEEN = min

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Sodd

D (p + 1, q, r, s) + e0

Sodd
D (p, q − 1, r, s) + e0

Sodd
D (p, q, r + 1, s) + e0

Sodd
D (p, q, r, s − 1) + e0

The recurrences for computing the minimum free energy of the optimal secondary
structure for Reven(p, q, r, s, x3) will be similar, but note the additional parameter re-
quired for this case due to the slightly different definition of subregions. Let Seven

Y (p, q,
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r, s, x3) be the minimum free energy of the optimal secondary structure in Reven(p, q, r,
s, x3) where Y ∈ {Lz, Rz , Sz, D} and z ∈ {start, pair, Lbulge, Rbulge, internal}
is one of the possible cases. The definitions of Y is the same as that for Sodd

Y (p, q, r, s)
except with (q, s) replacing (p, s) as for this case (p, s) will not form a base pair, but
(q, s) can form a base pair.

The minimum free energy of the optimal structure for the whole RNA sequence is
the minimum value of {minx{Sodd

D (1, x, x+1, n)}, miny<x3{Seven
D (1, y, y +1, x3, x3)}}.

From the real data, the distance between x3 and the end of the sequence is usually
bounded by a small constant, so we assume that the number of different x3 values we
need to consider is only a small constant. The time complexity of the above algorithm
is O(m4). The memory complexity of the algorithm is also O(m4) .

5 Conclusions

In this paper, we consider a new class of pseudoknots which include more complicated
structures that none of the existing algorithms can handle. We then provide an O(m4)
time algorithm for predicting these a structure of degree 4 with minimum free energy
which already covers all known secondary structures of this class in existing databases.
We implemented our algorithm and the running time is reasonable, which takes about
70sec for a RNA of length about 100 and about 3 times faster than the one in [10].
We will evaluate the accuracy of the predicted structures once we can locate a set of
appropriate parameters for the energy model. In fact, there are not many known RNAs
with simple non-standard pseudoknots. One of the reasons may be due to the limita-
tion of existing computational prediction tools. With our algorithm, we may be able to
predict more RNAs with such a structure for follow-up verification. Although there are
no other more complicated known pseudoknot structures, there is a high chance that
there exist novel RNAs with more complicated structures, so designing efficient predic-
tion algorithms for more complicated pseudoknot structures remains an important open
problem.
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Abstract. The stability, fold, and the function of proteins need to be maintained
throughout the evolution of these molecules – inducing a selective pressure, that
can be revealed in sequence data sets. The conservation of structure and func-
tion implies coevolution of amino acids within the protein. To understand such
selective pressure in the evolution of the human immunodeficiency virus (HIV),
we apply information theoretical measures to the two most important enzymes
for the progression of viral infection: the reverse transcriptase and the protease.
We computed the mutual information to derive insight into the selective pressure
acting locally and globally on the enzymes. We found intra- and inter-protein
co-evolution of residues in these enzymes and annotate important structural-evo-
lutionary correlations. We discuss a signal indicating a potential co-evolution be-
tween the protease and the reverse transcriptase.

Keywords: Mutual information, HIV, Molecular evolution, Coevolution,
Sequence analysis.

1 Introduction

The acquired immunodeficiency syndrome (AIDS) is induced by the human immunod-
eficiency virus (HIV). Its viral replication cycle depends on the virus own protease and
several other enzymes such as the reverse transcriptase. Currently the anti-HIV drugs
target these two enzymes to prevent the maturation of new virions [1,2].

Neutral evolution and drug resistance development have been under investigation for
a long time: 1) the high mutation rate of HIV makes the virus an interesting evolutionary
object in itself as it performs a large-scale mutagenesis study [3]; 2) a deeper knowledge
of potential evolutionary barriers might lead to new therapeutics besides the HAART-
procedure [4].

The theoretical understanding of the viral evolution has greatly improved over the
recent years [5,6,7,8], even the biophysical annotation based on in silico models of the
molecular dynamics is under way [9].

At the same time the wealth of information on HIV - in particular the large data
sets of sequences - prompt for a deeper analysis on the sequence level alone. Here we
leverage an available data set of 45,161 mutant sequences of the HIV-1 protease (PR)
and reverse transcriptase (RT).

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 356–366, 2011.
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2 Materials and Methods

2.1 Sequence Data

The 45,161 positive selection mutant sequences have been collected by the Lee lab
[10,11] and were made available on the net. The data set contains the genomic, nu-
cleotide sequences from treated and untreated patients under various drug regimes. The
individual entries are, however, not annotated by the drug treatment regime of the par-
ticular patient. We therefore find in this data set the diverse evolutionary dynamics,
including effects such as neutral drift, drug resistance development, and other selective
pressures on the two enzymes. Wherever a codon could not be mapped unequivocally
to an amino acid we used a wild-card character, treating these cases similar to gaps.

2.2 Information Theoretical Measures on (Co-)evolution

The evolution of an amino acid at a position i means a change in the symbols Si over
time within a set of acceptable values S. One way to quantify the information content
of such collections of symbols is the Shannon entropy [12]

Hi := −
∑

Si∈S
p(Si) · log2

(
p(Si)

)
(1)

where p(Si) is the probability of the occurrence of the symbol Si within the empirical
or theoretical data set under investigation. For empirical data sets one usually sets this
probability to the frequency of the symbol within the data set. Positions (in e.g. a se-
quence alignment) with high entropy are then amino acids with high variability during
evolutionary times. Our choice of S comprised the 20 standard amino acids and the
above mentioned wild-card character.

The correlated change in the amino acid composition within a molecule or between
molecules is now based on empirical found two-point probabilities p(Si, Sj) for the
co-evolution of positions i and j. We can define the Mutual Information (MI) between
these positions as a relative entropy as follows [13]:

MIi,j :=
∑

Si,Sj∈S
p(Si, Sj) · log2

(
p(Si, Sj)

p(Si) · p(Sj)

)
= Hi,j − Hi − Hj (2)

The value of the MI gives the amount of information that one position i conveys about
the other position j. The MI can be derived from the Kullback-Leibler divergence as a
relative entropy, which has - besides sequence based approaches - also attracted atten-
tion as a measure in in silico drug design and phylogenies [14,15,16,17]. We discuss
the statistical relevance and possible normalization procedures elsewhere [18].

3 Results

3.1 Comparing Intra- and Inter-Protein Co-evolution of Residues

In figure 1 we show distributions of the naked MI-values from our study on both, the
HIV-1 PR and the HIV-1 RT, as well as the inter-MI for a potential co-evolution of
residues in these enzymes.
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Fig. 1. Comparison of the MI-values for the intra-protein co-evolution within the HIV-1 Pro-
tease (black) and the HIV-1 Reverse Transcriptase (blue). We compare to the inter-MI for the
co-evolution between residues of the HIV-1 Protease on the one hand and the HIV-1 Reverse
Transcriptase on the other (red).

We observe similarity of MI results for the intra-co-evolution within the individual,
isolated enzymes. Obviously the evolutionary dynamics gave rise to the same overall
“mutual information picture”.

The dissimilarity of the MI-distributions for the RT/PR and the one for the inter-
molecular MI comes as no surprise: within a molecule the evolutionary pressure on the
co-evolving dynamics of amino acids can be regarded as quite different in the evolution-
ary dynamics between residues in different molecules, despite potential protein-protein-
interactions or other implicit interdependencies resulting from cell biological effects or
drug combinations.

Although the RT consists of four domains – namely the finger, palm, thumb, con-
nection domains – the potential for co-evolution between sites distributed over the four
domains runs approximately in parallel to the scenario of the protease, both of which -
in turn - are constructed as a molecular phenotype in form of homodimers.

Our results on the HIV-1 PR are in agreement with an early study on this particular
molecule [9]. The raw data is available from our web-site [19] for future analysis.

To analyze our MI results further and to overlay these with structural knowledge, we
went on with a spectral decomposition of the MI matrices for the HIV-1 PR and HIV-1
RT. For the inter-MI values, that would indicate potential co-evolution between residues
of different molecules, the MI matrix is, however, non-quadratic as the protein lengths
are in general different. We therefore applied a singular value decomposition [20] to ob-
tain a pseudo-spectral decomposition with respect to the singular values of the inter-MI
matrix. We found a dominating eigenvalues/singular value [17]. If we now overlay the
corresponding eigenvectors onto the structures of the molecules, we can immediately
connect structural and evolutionary information. This is done in figures 2 and 3.
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Figures 2 and 3 both show high mutual information for secondary structure elements.
In particular the β-sheet in the PR needs to be maintained as a structural basis of the
fold of this protein. This is achieved by co-evolution of the residues within this element.
In the RT the β-sheet close to the reactive center, as well as the α-helices forming
the “finger” of the RT are structurally maintained by co-evolving the residues without
giving them the freedom to independently mutate.

a)a)

b)b)

c)c)

Fig. 2. a) sequence entropy of the HIV-1 PR as in eq. 1; b) absolute values of the entries of
the 1st eigenvector for the MI matrix of HIV-1 PR; c) absolute values of the entries of the 2nd

eigenvector. We rescaled all values so that blue=maximum value, red=minimum value.
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In figure 3 we show in addition relevant residues as small spheres. The colors
indicate: yellow=three catalytic aspartic acids; green=residues that enhance the exci-
sion reaction; red=non-nucleoside inhibitor binding pocket; black=residues involved in
NRTI-resistance. This mapping was done in accordance with previous work [21].

We note in passing that the level of conservation needs to be taken into account:
an absolutely conserved position shows a MI of zero, always, as the knowledge about
the identity of a residue here does not convey any information on any other position.
We therefore decided to also display the sequence entropy of equation 1 as a measure

I)
a)
I)
a)

b)b)

II)
a)
II)
a)

b)b)

Fig. 3. I) a) sequence entropy of the HIV-1 RT as in eq. 1; b) absolute values of the entries of the
1st eigenvector for the MI of HIV-1 RT. II) viewed from orthogonal projection & rescaled as in
fig. 2. The black part is the C-terminus for which we had only insufficient statistics; we omitted
it from our analysis. The small spheres indicate functional sites as discussed in the text. Domains
are indicated as follows: light blue=”fingers”, green=”thumb”, gray=”palm”.
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of local sequence conservation in the figures 2 and 3. We return to this issue in the
disucssion section.

Furthermore one can see the “correlation” of low sequence entropy and therefore the
necessarily low mutual information in figure 4. In this figure we motivate the classifi-
cation of an amino acid by its two evolutionary/co-evolutionary measures, that is the
sequence variability as expressed by the entropy of eq. 1 and the contribution to mutual
information correlation expressed by the respective entry in the leading eigenvector.

Class I (low sequence entropy, high MI) must be empty. Classes II and IV are the
important ones for evolution: amino acids found in class IV are subject to extensive
selective pressure to maintain their identity (low sequence entropy, thus small sequence
variability). Evolution acts here locally to force sequence stabilization. Amino Acids in
class II on the other hand can vary extensively (large sequence entropy), but at the same
time convey information about other amino acids, thus show correlation with other sites
within the protein. Accordingly the high MI reflects a selective pressure to maintain
not a particular amino acid character, but instead to maintain some “interaction”. This
“interaction” might be a physical, direct interaction such as steric repulsion or charge
interactions, but could also reflect, e.g. folding properties of a monomer or recognition
capabilities in protein-protein-binding mechanisms. One might hypothesize about the
origin of this correlation or “interaction”, but a high MI indicates always a selective
pressure to connect residues.

Class III on the other hand consists of those amino acids, which are highly variable
(high sequence entropy), but at the same time show low dependence on other sites
within the protein, and thus low connection via MI to these other positions.

a) b)
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Fig. 4. a) The correlation of MI contributions as found in the first eigenvector of the MI-matrix of
PR vs. the respective sequence entropy of the amino aids in the PR. We applied an intuition driven
classification scheme to decompose the results into four classes, numbered by Roman letters and
illustrated by the red and green line. b) same as a), but for the RT.

3.2 Co-evolution between Residues in the PR and the RT?

In figure 1 we have seen that the inter-MI is some two orders of magnitude smaller than
the overall MI of the intra-MI. Combining this insight with the typical values found
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in MI studies [17] we nevertheless find a basal co-evolution between the two enzymes
under investigation.

Although such a co-evolution is counter-intuitive at first sight, their might be some
small or even unknown interdependencies between the two molecules. For example
one effect might be due to the packing of RNA in the viral capsid and the genes coding
for the enzymes are in close vicinity of the RNA. Such packing is highly suscepti-
ble to local charges and balances thereof - probably leading to long-range correlations
along the genomic sequence. Additional potential effects are discussed in the discussion
section 4.

In figure 5 we show our results for the pseudo-spectral reconstruction of the inter-MI
between the PR and the RT.

4 Discussion and Summary

In this paper we have analyzed two of the most important enzymes for the progression
of viral infection by the human immunodeficiency virus (HIV-1 protease and the HIV-1
reverse transcriptase) in an information theoretical setting to investigate evolutionary
dynamics and extract positions under exceptional selective pressure.

A first insight is possible by looking solely at the sequence variability, which reveals
selective pressure to maintain local properties within the molecule - local is meant here
in the sense of an individual position. Sites of enzymatic action are prone examples of
such findings.

Nevertheless molecular evolution provides for an extended selective pressure, which
we label as non-local as it involves several amino acids at the same time. Despite indi-
vidual amino acids being variable, pairs of residues are connected or correlated. This is
revealed by the mutual information they carry.

We have shown that our sampling statistics is sufficient and a standard normalization
procedure usually applied is not necessary in our case - due to large sample size and
absence of gaps in aligned sequences.

A particularly interesting result is the high sequences variability in the β-sheets of
the PR, as shown in figure 2 a). At the same time we find these residues also to be
relevant for the high MI (parts b & c of the same figure). This was recently discussed
and annotated in a biophysical simulation setting [9].

At the same time, we find one residue (I54 in the wild-type) in the flaps to be highly
variable and well correlated to other parts of the PR, see the blue residue in the upper
strand of the β-sheet forming the flaps in figure 2.

Interestingly in figure 2 the dimerization interface of the PR in the lower part of the
molecule shows over a larger range high sequence variability as well as large contribu-
tions to the mutual information. This indicates HIV-1’s ability to vary the composition
of the binding interface to dimerize the PR-monomers to become the PR-homodimer.
Obviously maintaining recognition capabilities for binding is of paramount importance
for the virus, revealing itself in the high MI.

The implications of relating sequence variability and mutual information can be seen
in figure 4. An intuitive classification scheme can be justified on grounds of selective
pressure induced by the ongoing evolution of these molecular phenotypes and divided
in accordance with this classification procedure.
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a)a)

b)b)

c)c)

Fig. 5. Absolute values of the entries of the 1st left- and right-singular vector for a) the HIV-
1 PR and b)+c) for the HIV-1 RT. Again we rescaled all values so that blue=maximum value,
red=minimum value, and show the non-analyzed parts of the RT in black.
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Table 1. The most pronounced members of the classes as introduced in figure 4 for both enzymes.
For class I no points exist that fulfill the particular requirement. The enumeration is in accordance
with p66 monomer of the RT dimer. We used the numbering convention of [22,21] for RT.

HIV-1 PR HIV-1 RT

I II III IV
63 41 49
10 69 78
71 57 29
12 60 56

none 20 70 28
7 61 27

90 16 86
82 39 52
46 67 98
54 92 51

I II III IV
334 102 349
335 49 348
329 108 347
333 106 344

none 339 249 346
338 48 343
324 165 345
322 100 342
326 90 341
311 4 152

In table 1 we extracted the most pronounced residues under these classification
schemes - the ones that correspond the most to the three existing classes. To this end
we have chosen visually those residues most distant from the intersection of the red and
green lines in figure 4.

We find in table 1 the L10 and M46 for the protease to be of class II. Correlated muta-
tions in these positions are known to reduce binding of well-known protease inhibitors,
such as JE-2147 by an order of magnitude or even more [23,24]. This makes the ac-
quisition of mutations relatively easy: these amino acids are not to be preserved, they
only need to maintain “interactions” or correlations, thus opening the path to change
the sequence locally in a correlated fashion to reduce drug efficiency while maintaining
the structure, function, and thus the infectious outcome of the protease.

In class IV we found some of the amino acids building the flaps of the PR (res. no. 52-
58 are usually labeled to be part of the flaps). As is known from extensive simulations
[25] the flaps need to be most flexible to embrace the substrate of the PR. This - as indi-
cated by our findings - is achieved evolutionary to strictly conserve the overall sequence
composition of the flaps.

For the RT we find in table 1 the class III very interesting: residues of the binding
pocket for the non-nucleoside inhibitors are to be found here. Class III contains, how-
ever, those positions that vary a lot, but do not show high correlation to other positions
in the molecule. This implies that the amino acids binding the inhibitor can more or
less freely mutate, because they are not correlated to other positions and thus there is
not need for correlated mutations, which turned out to be necessary for the resistance
development of the protease (see above).

We found some indications for a potential co-evolution between the PR and the RT.
We can think of three reasons to this end:

The weak co-evolution between the proteins might be – as speculated in the results
section – induced by implicit interactions of the coding genes during packing of the
viral RNA into the capsid. Obviously charge distributions play a prominent role during
these events and that might correlate (slightly) nucleotides and therefore also the coded
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amino acids. It is, however, reasonable to assume this effect to be distributed all over
the proteins and not localized on particular residues.

Another selective pressure on both proteins is collectively induced by application of
protease and reverse transcriptase inhibitors at the same time or in temporal proxim-
ity, as in e.g. HAART treatment [4], combining both types of inhibitors, for example
lopinavir, ritonavir, tenofovir and emtricitabine. We note that we at least in the RT
structure no contribution from portions of the complex that bind RT inhibitors can be
observed, making this explanation less likely.

And finally one cannot completely neglect the possibility of functional protein-
protein-interactions between the RT and the PR. Although there are currently no in-
dications to this effect and we doubt that they exist, we mention this possibility for the
sake of completeness here.
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lehrernachwuchs.
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Abstract. Enzyme function prediction is an important problem in post-genomic
bioinformatics, needed for reconstruction of metabolic networks of organisms.
Currently there are two general methods for solving the problem: annotation
transfer from a similar annotated protein, and machine learning approaches that
treat the problem as classification against a fixed taxonomy, such as Gene Ontol-
ogy or the EC hierarchy. These methods are suitable in cases where the function
of the new protein is indeed previously characterized and included in the tax-
onomy. However, given a new function that is not previously described, these
approaches are not of significant assistance to the human expert. The goal of
this paper is to bring forward structured output learning approaches for the case
where the exactly correct function of the enzyme to be annotated may not be
contained in the training set. Our approach hinges on fine-grained representation
of the enzyme function via the so called reaction kernels that allow interpolation
and extrapolation in the output (reaction) space. A kernel-based structured output
prediction model is used to predict enzymatic reactions from sequence motifs.
We bring forward several choices for constructing reaction kernels and experi-
ment with them in the remote homology case where the functions in the test set
have not been seen in the training phase.

1 Introduction

Enzymes are the workhorses of living cells, producing energy and building blocks for
cell growth as well as participating in maintaining and regulation of the metabolic states
of the cells. Reliable assignment of enzyme function, that is, the biochemical reactions
catalyzed by the enzymes, is a prerequisite of high-quality metabolic reconstruction
[14,10], pathway analysis [13] and metabolic flux estimation [16].

In literature, the enzyme function prediction problem comes in two general formu-
lations: annotation transfer or classification by machine learning. In the first approach,
given an unannotated protein, a similar annotated protein with experimentally verified
function is searched for in databases, and the annotation is transferred to the new pro-
tein. In the second approach, a model is trained to classify the new protein into one
of the predefined functional classes such as four-level hierarchical EC classification of
enzymatic functions.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 367–379, 2011.
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The success of the above approaches depends on the set of previously characterized
and catalogued enzymatic functions. If the new protein belongs to the existing function
classes, annotation transfer or classification learning may work. If the new protein, how-
ever, posseses a function that is not pre-existing, correct function cannot be predicted
even in principle.

Given the diversity of the tree of life, it is likely that completely new functions are
encountered as sequencing and annotation efforts widen. Tools, which can give accu-
rate predictions of what the new functions might be, could expedite these efforts. In
this paper, we develop a structured output prediction approach that, to our knowledge
is the first enzyme function prediction tool to possess the capability of prediction pre-
viously unseen functions. The key component of our method is the representation of
enzyme function in fine-grained fashion with the so called reaction kernels, that allow
interpolation and extrapolation in the space of enzymatic function.

The organization of the paper is the following. In section 2 we briefly describe main
existing approaches in enzyme function prediction. In section 3, we review structured
output prediction approaches, in particular Kernel Density Estimation and Maximum
Margin Regression which are applied in the subsequent sections. In section 4, we de-
scribe representations for structured output prediction of enzyme function. We put for-
ward two reaction kernel variants that allow us to interpolate and extrapolate in the
space of enzymatic reactions. Section 5 describes experiments validating our approach.
Section 6 discusses the relative merits of the current and competing methods, and out-
lines directions for future work.

2 Enzyme Function Prediction

Protein function prediction is recognized as one of the key problems in bioinformat-
ics, and hence there is a large number of approaches to tackle this problem. Most
enzyme function prediction methods are instantiations of the more general protein func-
tion prediction problem. Here we give a brief overview of protein function prediction
approaches. For more information, we refer the interested reader to the recent survey
of [15].

2.1 Annotation Transfer Approaches

The most widely used function prediction approach is still annotation transfer based
on sequence similarity: given an unannotated protein, using a sequence comparison
tool such as BLAST, search for an annotated sequence homolog with an experimentally
verified function, and transfer the annotation to the new protein. This approach has well-
known pitfalls: sequence similarity does not equate to homology, function is typically
determined by a small group of residues whose contribution in the overall similarity
may fail to be detected, and the danger of the propagation of the annotation errors.

Sequence motifs or signatures are used to overcome shortcomings of overall se-
quence similarity. As the protein function is typically dependent on a small region of
the sequence (e.g. for enzymes the residues forming the active center), a significant
amount of research has been conducted to derive sequence motifs that are predictive
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of the function [15]. In this paper, we apply the Global Trace Graph [9] features that
can be interpreted as predicted conserved residues. The GTG features are derived from
a global alignment of all known protein sequences. In this alignment, GTG features
correspond to residues that align consistently within a group of proteins.

Information about the 3D structure is known to be a powerful aid in function pre-
diction, due to the fact that it is ultimately the three-dimensional structure that deter-
mines the protein function. Structural similarity of two proteins may indicate common
evolutionary origin even in the absence of significant sequence similarity. Numerous
structural alignment methods (e.g. [11]) have been developed to make use of the 3D
structures. Structural motifs are an analogous concept to sequence motifs: a local con-
stellation of residues in the active center of an enzyme may be higly predictive of the
function. In this paper, we do not apply 3D information, but leave this as future work.

2.2 Machine Learning Approaches

Machine learning methods are potentially useful in cases where the new protein does
not possess significant sequence (or structure) similarity to existing proteins. Given
large enough data, machine learning methods are able to distill non-trivial associations
between the input features and the function.

In the machine learning setting, enzyme function prediction has been generally de-
fined as a classification problem. The works by Lanckriet et al. [12] and Borgwardt
et al. [4] use kernel methods to predict the main categories in MIPS and EC taxonomies,
respectively.

Other works aim to predict the membership in the whole taxonomy. These include
the work by Clare and King [5] who use decision trees to predict the membership in the
MIPS taxonomy. Barutcuoglu et al. [2] combine Bayesian networks with a hierarchy of
support vector machines to predict Gene Ontology classification. Blockeel et al. [3] use
multilabel decision tree approaches to functional class classification according to the
MIPS FunCat taxonomy.

Structured output approaches (see below) for hierarchical multilabel classification
(c.f. [17]) have been applied to enzyme function prediction by Astikainen et al. [1] and
Sokolov and Ben-hur [19]. In this paper, we take the hierarchical classification against
the EC hierarchy [1] as one of the comparison methods to the reaction kernel approach.

3 Structured Output Learning

Our objective is to learn a function that, given (a feature representation of) a sequence,
can predict (a feature representation of) an enzymatic reaction.

Learning algorithms that are designed for structured prediction tasks like the above,
are many. We concentrate on kernel methods, that let us utilize high-dimensional
feature spaces without computing the feature maps explicitly. Structured SVM [22], Max-
Margin-Markov networks [21,17], Kernel Density Estimation (KDE) and Maximum-
Margin Regression (MMR) [20] are learning methods falling into this category.

We consider a training set of (sequence,reaction)-pairsDm = {(xi, yi)|xi ∈ X , yi ∈
Y}m

i=1 drawn from an unknown joint distribution P(X ,Y).
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For sequences and reactions, respectively, we assume feature mappings φ: X �→ FX
and ψ: Y �→ FY , mapping the input and output objects into associated inner prod-
uct spaces FX and FY . The kernels KX(x, x′) = 〈φ(x), φ(x′)〉 and KY (y, y′) =
〈ψ(y), ψ(y′)〉 defined by the feature maps are called the input and output kernel, re-
spectively. Above 〈·〉 denotes the inner product. Subsequently, we discuss particular
choices for the feature mappings and the kernels suitable for the enzyme function pre-
diction task.

3.1 Joint Kernels

In structured prediction models based on kernels, the associations between the inputs
and outputs are typically represented by a joint kernel, defined by some feature map
joint for inputs and outputs. In this paper, we use a joint feature map

ϕ(x, y): X × Y �→ FX⊗Y ,

where ϕ(x, y) = φ(x) ⊗ ψ(y) is the tensor product of input and output feature maps,
thus consisting of all pairwise products φj(x)ψk(y) between input and output features.
This choice gives us the joint kernel representation as elementwise product of the input
and output kernels

KXY (x, y; x′, y′) = KX(x, x′)KY (y, y′).

The tensor product kernel is suitable in situations where there is no prior alignment
information of input and output features available, but the learning machine is expected
to learn the alignments. This is the case in our enzyme function prediction setup.

3.2 Learning Task

Most structured prediction models [21,22,20,17] take the form of a linear score function

Fw(x, y) = 〈w, ϕ(x, y)〉 = 〈w, φ(x) ⊗ ψ(y)〉

in the joint feature space. The model’s prediction ŷ(x) corresponds to highest scoring
output y:

ŷ(x) = argmaxyFw(x, y).

For the model learning we use two computational methods. The first method is Kernel
Density Estimation (KDE) which uses the joint kernel density function

Fw(x, y) =
∑

i

KXY (x, y; xi, yi) (1)

for scoring. This is the simplest model we use for prediction, since there is no weighting
vector w for the training examples and all the datapoints are thus equally important.

The second method, Max-Margin Regression (MMR) [20] aims to separate the train-
ing data ϕ(xi, yi) from the origin of the joint feature space with maximum margin, thus
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it can be seen analogous to the one-class SVM [18]. The primal form of the MMR
optimization problem can be written as

min
1
2
||w||2 + C

∑
i

ξi

s.t. 〈w, ϕ(xi, yi)〉 ≥ 1 − ξi

ξi ≥ 0, i = 1, . . . , m.

The dual form of the MMR problem can be expressed as

max
m∑

i=1

αi −
1
2

m∑
i,j=1

αiαjKX(xi, xj)KY (yi, yj)

s.t. 0 ≤ αi ≤ C, i = 1, . . . , m. (2)

MMR, due to its simple form, can be optimized very efficiently which makes, for ex-
ample, the optimization of kernel parameters a feasible task on medium sized datasets
(103-104 examples), which is not true for most competing approaches [21,22,17].

Furthermore, as the output representation is kernelized, it is possible to learn in very
complex output spaces, as we will demonstrate subsequently.

3.3 Preimage Problem

In all structured output prediction approaches, the prediction of the model needs to be
extracted by solving the preimage problem

ŷ(x) = argmaxy∈YFw(x, y).

Depending on the output space, solving the preimage exactly can be computationally
challenging or intractable.

Using kernelized outputs, as in the case of dual MMR (2), the preimage takes an
even more challenging form

ŷ(x) = argmaxy∈Y
∑

i

αiKX(x, xi)KY (y, yi),

for which efficient algorithms are hard to come by. However, a difference between
MMR and most structured output prediction methods is that there is no need to solve
the preimage problem as part of the training, only during prediction. Thus, the compu-
tational complexity of the preimage is not as a crucial issue.

In the experiments reported in this paper, we use a brute-force preimage algorithm:
we enumerate the set of outputs contained in our whole dataset (training and test ex-
amples included) Yn = {y|(x, y) ∈ Dn}. This approach will give us an approximate
solution to the preimage problem, that is, the globally best scoring prediction may lie
outside the set Yn. This approach is sufficient for first evaluation of the proposed pre-
diction methods. We note that the set of putative reactions Y could be much larger, e.g.
all chemical reactions among metabolites below certain size.
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4 Kernels for Chemical Reactions

In this section, we consider how to build kernels for chemical reactions, using molecule
graph kernels as the building blocks.

Let us first introduce some notation used in this section. We denote a basic set of
reactions R, where a reaction ρ(S(ρ), P (ρ)) ∈ R is given by a set substrates S(ρ) ⊂
M and products P (ρ) ⊂ M1. The set of reactants is simply the union of substrates and
products R(ρ) = S(ρ) ∪ P (ρ). A feature vector describing a reaction ρ is denoted by
ψ(ρ) and the feature vector describing a molecule M is denoted by φ(M).

For illustration, consider a chemical reaction ρ = ({S1}, {P1, P2}) converting a sub-
strate molecule S1 into two product molecules P1 and P2, thus defined by the reaction
equation

ρ: S1 ⇒ P1 + P2.

Consider now a second reaction ρ′ = ({S′
1, S

′
2}, {P ′

1, P
′
2}), converting substrates S′

1,
S′

2 into products P ′
1 + P ′

2, and back, expressed as

ρ′: S′
1 + S′

2 ⇔ P ′
1 + P ′

2

How can we measure the similarity of these reactions via kernels? The approach in this
paper is to consider pairwise similarities of the constituent molecules and compute an
aggregate on them. While there are many ways how this could be done in principle, two
important considerations arise from the (bio)chemical reality:

– Similarity of Reaction Events vs. Reactants. We should make a distinction be-
tween the similarity of the reaction events versus the similarity of the reactant
molecules. For example, enzymes belonging to the amino-transferase group are
similar to each other in that they transfer a certain functional group (the amino
group) from a reactant molecule to another. However, the reactant molecules need
not be similar.

Conversely, there are many different transformations which can be performed
on the same molecule. For example, pyruvate, an important hub metabolite in the
central metabolism of all living cells, participates in many reactions. The transfor-
mations applied by the reactions may be very different from each other, although
they work on the same substrate molecule pyruvate.

Thus, depending on the application, our kernel should be designed to measure
one of these similarity notions, or measure both of them in some proportion.

– Directionality of Reactions. The reactions may be defined as unidirectional or
bidirectional. As the direction of a reaction depends on thermodynamical condi-
tions, this may or may not be a relevant issue. For example, most enzymatic re-
actions are bidirectional in principle, but the conditions inside a living cell force
unidirectionality.

When the directionality of reactions is of importance, each bidirectional reaction
can be divided into forward and backward reactions. In our example, we would
obtain

ρ′fwd: S′
1 + S′

2 ⇒ P ′
1 + P ′

2,

1 To fully represent chemical reaction equations, we would also need to consider the stoichio-
metric coefficients for each reactant; However, we ignore this modelling aspect here.
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and
ρ′bwd: P ′

1 + P ′
2 ⇒ S′

1 + S′
2.

In this case we would like our kernel to be sensitive to the direction so that forward
and backward directions of the same reaction can be discriminated in the feature
space.

However, when reaction direction is of no importance, the forward and backward
directions of a bidirectional reaction should be treated the same by our kernel.

Below, we will describe a molecule graph kernel matrix KM which constitutes the basic
component of the two alternative reaction kernels described next. For both reaction
kernels we also show the underlying feature map which will suffice to show that both of
the reaction kernels below are valid Mercer kernels if the underlying molecule kernel is
a valid Mercer kernel.

Both of the reaction kernels described below are very fast to compute, given that
the molecule kernel KM is pre-computed: the time complexity of the reaction kernel
computation is then linear in the number of the elements in the kernel matrix.

4.1 Kernels for Molecule Graphs

As the molecule kernel KM underlying the reaction kernels we use a subgraph kernel
restricted to small subgraphs (10 nodes or less). The kernel computes the product graph
of the two molecule graphs and counts its connected subgraphs. The kernel constructed
in this way may in general not be a valid Mercer kernel. However, on our dataset, the
kernel matrix was observed to be positive semidefinite.

Enumerating the subgraphs up to the maximum subgraph size d takes O(md) time,
where m is the number of edges in the product graph. Thus the kernel is quite time-
consuming to compute. In practice, we were able to compute the common connected
subgraphs of 1767 KEGG LIGAND [7] molecules up to subgraph size 10 in a week with
approximately 50 Pentium 4 class computers. Considering the computational resources
available nowadays in research labs, and the time available to solve a typical problem
involving molecular data, the computational complexity hardly presents a prohibitive
constraint.

We note that it would also be possible to use a more quickly computable graph kernel
based on common walks [6], that is, sequences of labeled atoms and bonds, which can
be thought to approximate common subgraphs (each common subgraph induces a set
of common walks). However, we leave exploring this direction as future work.

4.2 Sum-of-Reactants Kernel

A simple kernel, called the Sum-of-Reactants (SoR) kernel, is obtained by defining

KSoR(ρ, ρ′) = m(ρ)T KMm(ρ′),

where the vector m(ρ) consists of indicators mj(ρ) = 1{Mj∈Rρ} for the presence or
absence of a molecule Mj in the set of reactants of ρ. The corresponding feature vector
is simply the sum of feature vectors of molecule graphs in Rρ:

ψ(ρ) =
∑

M∈Rρ

φ(M)
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Fig. 1. Examples of matchings induced by the SoR kernel. Top left and top right pictures represent
a valid and a spurious matching for a unidirectional reaction, respectively. Bottom left and bottom
right pictures represent a spurious and a valid matching for a bidirectional reaction, respectively.

Intuitively, the kernel measures the similarity of reactions in terms of how similar the
molecules manipulated by the reactions are on average, rather than the similarity of re-
action events. The reaction representation and the kernel can be considered bidirectional
as the different roles of reactant molecules are not considered.

4.3 Reactant-Matching Kernels

In the SoR kernel there is an underlying all-against-all matching between the substrate
sets (Sρ, S

′
ρ), product sets (Pρ, P

′
ρ) and between the cross-pairs (Sρ, P

′
ρ) and (Pρ, S

′
ρ).

This measure implicitly contains spurious matches of two kinds:

1. Given two unidirectional reactions, matching substrates of one reaction with the
products of another (e.g. Fig 1, top right) is not justified. However, it may be per-
fectly sensible to match the first substrate of one reaction to the second substrate of
another as the order of declaring the reactants one one side of the reaction is merely
a convention (e.g. Fig 1, top left).

2. Matching one substrate s1 ∈ Sρ against a substrate s′ ∈ S′
ρ and another s2 ∈ Sρ

against a product p′ ∈ Pρ has no biological justification (Fig 1, bottom left). How-
ever, for bidirectional reactions, matching all substrates of one reaction against the
products of another is perfectly sensible as it corresponds to flipping the nominal
direction of one of the reactions (Fig 1, bottom right).

We can filter out the above spurious matches by defining a feature map via the tensor
product

ψ(ρ) =
∑

M∈Sρ

φ(M) ⊗
∑

M∈Pρ

φ(M),

which gives us the Reactant-Matching (RM) kernel

K(ρ, ρ′) = K(Sρ, Sρ′)K(Pρ, Pρ′ ),
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where we use the shorthand

K(S, S′) =
∑
M∈S

∑
M ′∈S′

KM(M, M ′).

The above kernel is obviously unidirectional as it matches the reactions in the forward
direction. To obtain a bidirectional kernel we compute the backward direction by taking
the cross terms

K(ρ, ρ′) =
1
2
(K(Sρ, Sρ′)K(Pρ, Pρ′) + K(Sρ, Pρ′ )K(Pρ, Sρ′))

We note that the bidirectional kernel still filters out the above mentioned spurious
matches, in the second term the other reaction is just flipped around.

5 Experiments

5.1 Data

The dataset is a sample(sequence, reaction) pairs from the KEGG LIGAND database
[7]. As the input (sequence) representation, we use Global Trace Graph (GTG, [9])
features that can be interpreted as predicted conserved amino acids.

We have two separate datasets: the parameter validation set of 1481 enzymes and
testing set of 8112 enzymes, which do not have overlapping EC numbers. Parameter
validation set is yet divided into two folds, training set of 930 and test set of 551 en-
zymes. Testing dataset is divided into five folds with average of 1622 enzymes. Mem-
bers of the folds are chosen such that each of the different EC number exist only in one
of the folds, so the training sets have no enzymes with the test set EC number appear.
This is to simulate setting where a previously unseen functions are to be predicted.

Both the input (GTG) kernel and the output (reaction) kernels are fed to a polynomial
kernel Kpoly(x, z) = (K(x, z) + 1)d and normalized. The restricted size subgraph
kernel is used as the molecule kernel underlying all the reaction kernel variants.

5.2 Compared Methods

We compare the following methods:

– NN(BLAST): This is the baseline annotation transfer method: given a test se-
quence, find the nearest sequence neighbor in the training set and transfer the an-
notation to the new protein. Sequence similarity is taken from pre-computed Blast
scores from the Pairs-DB server [8].

– NN(GTG): This is the annotation transfer methods using the GTG data. Given a
test sequence, find the training sequence with the most common GTG features with
the test sequence, and transfer the annotation.

– MMR(GTG,Hierarchical): The hierarchical structured output prediction from [1].
The method predicts the membership of the new protein in the EC hierarchy; gen-
erally the prediction is a root-to-leaf path in the EC hierarchy.
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– MMR(GTG,RM): MMR with GTG as input kernel and Reactant-Matching as out-
put kernel.

– KDE(GTG,RM): KDE with GTG as input kernel and Reactant-Matching as output
kernel.

We have beforehand made an experiment where we compared the function prediction
accuracy with both of the reaction kernels using degree-6 polynomial kernel over the
inputs and degree-20 polynomial kernel over the outputs. F1 score for RM was 27.9%
and for SoR it was 25.9%. Since the RM outperformed SoR, we use the RM as output
kernel in all the following experiments.

5.3 Measure of Success

To measure accuracy of prediction, for each test instance (x, y), we first compute the
set of top-scoring functions Ŷ(x) = {yi ∈ Yn|F (α, x, yi) ≥ F (α, x, y′), ∀y′ ∈ Yn},
that is the reactions that the prediction model considers the (equally) best. This set is
considered as the prediction of the model.

For each function y′ ∈ Ŷ(x), we check how many consecutive digits starting from
the left of the EC number associated with y′ coincide with digits of the EC number
associated with the reference function y. Each such correctly predicted EC digits counts
as a true positive, rest of the EC digits counts as a false positive. For example, if the
reference function y is 3.1.1.1 and prediction set Ŷ(x) contains two members 3.1.2.1
and 3.1.1.10, there are five true positives (marked bold) and three false positives out of
8 EC digits. The EC digit F1 is then the F1 score taken over all EC digit predictions in
the test set.

5.4 Results

Effect of Polynomial Kernel Degree. In the first experiment we illustrate the be-
haviour of the structured output learning of MMR in very high-dimensional joint fea-
ture space. We use the GTG kernel (predicted conserved residues) as the base input
kernel and the RM kernel as the base output kernel.

In this experiments we use two sets: one for training and second for testing. Figure
2 shows a heat map of the EC digit F1 score. The F1 score improves when the degree
either the input, the output or both input and output polynomial kernels increases. The
optimum reaches a plateau at input degrees 1-4 and output degrees 8-16 indicating
robustness with respect to changes in parameter values.

Applying a high-degree polynomial to the base kernel makes the resulting output ker-
nel more sparse, which suggests that the reactant matching kernel alone is too smooth
for optimum performance. We note that optimizing the input and output kernels inde-
pendently can be useful in other structured prediction settings as well.

Prediction under Remote Homology. In the final experiment, we demonstrate the
generalization ability of the structured output prediction methods. We measure how
many EC digit are correctly predicted in testing over a five fold set of enzyme families
where the four digit EC numbers are not overlapping between folds. Thus the training
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Fig. 2. The EC digit F1 score plotted as the function of the degrees of the input and output kernels.
The best results are obtained with degree 2 polynomial over the inputs and degree 8 or higher over
the outputs.

set contains no enzyme that has exactly the same EC number, but families that have
three matching EC digits typically appear in the training.

In this setup is should be clear that the nearest neighbor classifier or the hierarchical
classifier cannot ever predict four-digit EC number correctly, as the methods have not
seen any examples of that particular family. The reaction kernel approach, however,
does not suffer from this limitation: as all possible reactions can be represented in the
output space, it is in principle possible to predict the correct function.
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Each member of the top ranking preditions Ŷ(x) contributes one item in the distribution.
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Figure 3 shows the results of this experiment. Here, we used a degree 8 polynomial
kernel over the RM kernel and degree 2 polynomial kernel over the inputs. In the bottom
chart is the cumulative chart depicting the number of enzyme families that have at least
certain number of correctly predicted EC digits.

It can be seen that the methods relying on the GTG features (NN(GTG), KDE(GTG,
RM) and both MMR methods) are more effective in predicting more than one EC digits
correcly. The KDE reaction kernel and MMR hierarchical approach is slightly better
in predicting two or more EC digits correctly than the competing approaches. Finally,
we note that the reaction kernel approach is the only method that, at times, can get the
whole EC number correct. In other words, the set of top-ranking reactions Ŷ(x) contain
reactions that possess the exactly correct EC number.

6 Discussion and Future Work

The present experiments show the potential of structured output prediction using reac-
tion kernels: given a novel, previously unseen enzymatic function, the reaction kernel
approach is significantly more accurate than the annotation transfer approach and also
compares with a hierarchical classifier trained with structured output learning.

Also we note that the reaction kernel approach is an enabling technique: it is possible,
albeit not easy, to predict the new function exactly correctly. Interestingly best results
are obtained with a highly complex output representation: a high-degree polynomial
kernel over reactant matching kernel.

As the result show, using the reaction kernel methods for enzyme function prediction
is encouraging way to go, even if the prediction accuracy is still very low for all of the
methods used. There are many areas where the methods can be improved. First, we
only used predicted conserved residues (GTG) as inputs. Although they work well,
augmenting them with other types of data, e.g. structural information should be helpful.
Second, the presented reaction kernels certain can be improved and completely different
kinds of encodings of enzyme function can be imagined.

Third, a better preimage algorithm will be needed for efficient prediction, brute-force
enumeration of reactions will not be feasible for huge collection of putative reactions
needed for truly novel function prediction. Also, as simpler output representations may
provide more efficient preimage algorithms, it would be tempting to simplify the rep-
resentations. However, in our view this should not be done at the expense of predictive
accuracy.
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Abstract. Many natural and artificial structures can be represented as complex
networks. Computing the frequency of all subgraphs of a certain size can give a
very comprehensive structural characterization of these networks. This is known
as the subgraph census problem, and it is also important as an intermediate step
in the computation of other features of the network, such as network motifs. The
subgraph census problem is computationally hard and most associated algorithms
for it are sequential. Here we present several increasingly efficient parallel strate-
gies for, culminating in a scalable and adaptive parallel algorithm. We applied
our strategies to a representative set of biological networks and achieved almost
linear speedups up to 128 processors, paving the way for making it possible to
compute the census for bigger networks and larger subgraph sizes.

Keywords: Complex networks, Graph mining, Parallel algorithms, Subgraph
census.

1 Introduction

A broad range of biological structures can be represented as complex networks. The
study of such networks is relatively recent and has received increased attention by the
scientific community [2]. A large number of concepts and techniques appeared to an-
alyze and understand complex networks, leading to an impressive panoply of different
measurements used to mine interesting data from them [6].

One important measure is the frequency in which subgraphs appear in a network.
Sometimes we are just interested in determining frequent patterns [13], while in others
we need to determine a full count of all different classes of isomorphic subgraphs [4].
This last option is also known as a subgraph census and can provide a very accurate
structural characterization of a network. This is typically applied for subgraphs of a
specific size and it is normally limited to small sizes, mostly for efficiency reasons.
This has been done not only on biological networks [16], but also on other domains,
such as social networks analysis, where the triad census is very common [25].

Subgraph census also plays a major role as an intermediate step in the calculation of
other important measures, such as network motifs [17], which are basically subgraphs
that are statistically over-represented in the network (and conjectured to have some
functional significance). Network motifs have applications on several biological do-
mains, like protein-protein interaction [1] and brain networks [22], or in other domains,
like electronic circuits [10]. The practical available algorithms and tools for network
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motifs all use a census to discover the frequency in the original network and then cal-
culate it again for a series of similar randomized networks [17,27]. This is a computa-
tionally hard problem that is closely related to the problem of graph isomorphism [15].
Some techniques were developed to speedup the calculations, like sampling [12], but
they normally trade accuracy for speed.

In all these applications, having a more efficient way to calculate the census is highly
desirable. As we increase the size of the subgraphs, their frequency increases exponen-
tially and it becomes unfeasible to count all of them using traditional approaches. More-
over, to date, almost all algorithms for complete subgraph census are sequential. Some
exceptions exist, particularly in the area of network motifs, but they are scarce and still
limited (c.f. section 2.3). One reason is that present network motifs methods still resort
to the generation of hundreds of random networks to measure significance. This puts
the obvious opportunity for parallelism not in the census itself but in the generation of
random networks and their respective census. However, analytical methods to estimate
the significance are now appearing [14,19] and once they are fully developed the burden
of the calculation will then reside on the census of the original network.

Considering the relevance of calculating exhaustive census and the computational
complexity involved, resorting to parallel algorithms to speedup the calculation is, in
our view, an approach that will impact in many application areas, particularly in the
study of biological networks. The use of parallelism can not only speed up the calcula-
tion of census, but also allow the calculation of the census for subgraph sizes that were
until now unreachable.

This paper focuses on strategies for solving the subgraph census problem in parallel.
With this objective in mind we start with an efficient sequential algorithm, ESU [27],
and progressively modify it to accommodate scalable parallel execution and data-struc-
tures. This process led us to the formulation of a novel adaptive parallel algorithm for
subgraph census that features a work sharing scheme that dynamically adjusts to the
available search-space. The results obtained show that the algorithm is efficient and
scalable.

The remainder of this paper is organized as follows. Section 2 establishes a network
terminology, formalizes the problem we want to tackle and gives an overview of related
work. Section 3 details all the followed parallel strategies and the algorithm we devel-
oped. Section 4 discusses the results obtained when applied to a set of representative
biological networks. Section 5 concludes the paper, commenting on the obtained results
and suggesting possible future work.

2 Preliminaries

2.1 Network Terminology

In order to have a well defined and coherent network terminology throughout the paper,
we first review the main concepts and introduce some notation that will be used on the
following sections.

A network can be modeled as a graph G composed of the set V (G) of vertices or
nodes and the set E(G) of edges or connections. The size of a graph is the number of
vertices and is written as |V (G)|. A k-graph is graph of size k. The neighborhood of
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a vertex u ∈ V (G), denoted as N(u), is composed by the set of vertices v ∈ V (G)
that are adjacent to u (u is not included). All vertices are assigned consecutive integer
numbers starting from 0, and the comparison v < u means that the index of v is lower
than that of u.

A subgraph Gk of a graph G is a graph of size k in which V (Gk)⊆V (G) and
E(Gk)⊆E(G). This subgraph is said to be induced if for any pair of vertices u and
v of V (Gk), (u, v) is an edge of Gk if and only if (u, v) is an edge of G. The neighbor-
hood of a subgraph Gk , denoted by N(Gk) is the union of N(u) for all u ∈ V (Gk).
The exclusive neighborhood of a vertex u relative to a subgraph Gk is defined as
Nexcl(u, Gk) = {v ∈ N(u) : v /∈ Gk ∪ N(Gk)}.

A mapping of a graph is a bijection where each vertex is assigned a value. Two
graphs G and H are said to be isomorphic if there is a one-to-one mapping between
the vertices of both graphs where two vertices of G share an edge if and only if their
corresponding vertices in H also share an edge.

2.2 Subgraph Census

We give a rigorous definition for the subgraph census problem:

Definition 1 (k-subgraph Census). A k-subgraph census of a graph G is determined
by the exact count of all occurrences of isomorphic induced subgraph classes of size k
in G, where k ≤ |V (G)|.

Note that this definition is very broad and can be applied to all kinds of networks,
whether they are directed or undirected, colored or not and weighted or unweighted.
Also note that here, unlike in [12], we are concerned with an exact result and not just
an approximation.

A crucial concept that we have not yet completely defined is how to distinguish
two different occurrences of a subgraph. Given that we are only interested in finding
induced subgraphs, we can allow an arbitrary overlap of vertices and edges or have
some constraints such as no edge or vertex sharing by two occurrences. The several
possibilities that we can have for the frequency are considered and discussed in [21].
Here we focus on the most widely used definition that we formalize next:

Definition 2 (Different Occurrences of k-subgraphs). Two occurrences of subgraphs
of size k, in a graph G, are considered different if they have at least one vertex or edge
that they do not share. All other vertices and edges can overlap.

Note that this has a vital importance on the number of subgraphs we find and conse-
quently to the tractability of the problem.

2.3 Related Work

There exists a vast amount of work on graph mining. Particularly, the field of fre-
quent subgraph mining has been very prolific, producing sequential algorithms like
Gaston [18]. Although related, these algorithms differ substantially in concept from our
approach since their goal is to find the most frequent subgraphs that appear in a set of
graphs, while we try to find the frequency of all subgraphs on a single graph.
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Regarding subgraph census itself, most of the work on social networks is based on
small sized subgraphs - mostly triads [25,8] - and therefore does not focus on efficiency,
but rather on the interpretation of the results. However, for network motifs, efficiency
does play an important role and much importance is given to the algorithm for generat-
ing the census. Increasing the speed may lead to detection of bigger patterns and even
an increase in size of just one can yield scientifically important results because a new
previously unseen pattern with functional significance may be discovered.

The three best known production tools for finding motifs are all based on serial algo-
rithms. Mfinder [17] was the first and it is based on a recursive backtracking algorithm
that generates all k-subgraphs. It may generate the same subgraph several times because
it initiates a search procedure in each of its nodes. Fanmod [27] uses an improved algo-
rithm called ESU, that only allows searches being initiated on the nodes with an index
higher than the root node and therefore each subgraph is found only once. MAVisto [21]
does not improve efficiency except when it uses a different concept for frequency.

Work on parallel algorithms for subgraph census is scarce. [23] propose an algorithm
for finding frequent subgraphs but do not count all of them. [20] focuses on network
motifs and how to parallelize queries of individual subgraphs and not on how to enu-
merate all of them.[24] takes the closest approach to our work. Their algorithm relies
on finding a neighborhood assignment for each node that avoids overlap and redun-
dancy on subgraph counts, as in [27], and tries to statically balance the workload “a
priori” based only on each node degree (no details are given on how this is done and
how it scales). Another distinctive characteristic of their approach is that they do not do
isomorphism tests during the parallel computation, they wait until the end to check all
the subgraphs and compute the corresponding isomorphic classes. As we will see, our
approach differs significantly from this one as it contributes with dynamic and adaptive
strategies for load balancing, thus attaining higher efficiency.

3 Parallel Algorithms

3.1 Core Sequential Unit

Given that we are interested in having an exact count of all classes of isomorphic sub-
graphs, we must enumerate all subgraphs. The ESU algorithm [27] is a key component
of the fastest network motif tool available and as far as we know it is one of the most
efficient algorithms for subgraph enumeration. Thus we chose the ESU algorithm as our
starting point and modified its recursive part to create a procedure that given a graph
G, a size k, a vertex minimum index min, a partially constructed subgraph Gsubgraph,
and a list of possible extension nodes Vext, enumerates all k-subgraphs that contain
Gsubgraph and no nodes with index lower than min. This procedure is depicted in al-
gorithm 1. It recursively extends the subgraph Gsubgraph by first adding the new node
u. If the new subgraph has size k, then it determines a unique identification and saves it
in a dictionary. Otherwise, it expands the set of possible extension nodes, Vext, with the
nodes that are in the exclusive neighborhood of u relative to the subgraph Gsubgraph

and also satisfy the property of being numerically bigger then min. If the extension set
of nodes is not null then a new node is removed from extended Vext and recursion is
made.
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Algorithm 1. Extending a partially enumerated subgraph

1: procedure EXTEND(G,k, min, u, Gsubgraph, Vext)
2: G′

subgraph ← Gsubgraph ∪ {u}
3: if |V (G′

subgraph)| = k then
4: str ← CanonicalString(G′

subgraph)
5: Dictionary.AddAndIncrement(str)
6: else
7: V ′

ext←Vext∪{v∈Nexcl(u, Gsubgraph) : v > min}
8: while V ′

ext �= ∅ do
9: Remove an arbitrarily chosen v ∈ V ′

ext

10: Extend(G, k, min, v, G′
subgraph, V ′

ext)

Fig. 1. Example of how Extend() calls generate all subgraphs

Calling Extend(G,k,u,u,{},{}) for every u ∈ V (G) is exactly the equivalent
to the original ESU algorithm. Therefore, as long as we call it on all nodes, we can be
certain that it will produce complete results, as shown in [27]. Moreover, Extend()
guarantees that each existent subgraph will only be found once on the call of its lowest
index, as exemplified in figure 1. This avoids redundant calculations as in [24] and is
crucial to achieve an efficient census.

Before going into the details of the parallelism two additional notes are needed. First,
isomorphism (line 4 of the procedure) is taken care of by using the canonical string rep-
resentation of the graphs, defined as the concatenation of the elements of the adjacency
matrix of the canonical labeling. In our case we use McKay’s nauty algorithm [15], a
widely known fast and practical implementation of isomorphism detection. Second, in
order to store the results found within one call to our procedure (line 5), we use a string
dictionary structure. This can be implemented in many ways, for example using an hash
table or a balanced red-black tree. We implement the later (using STL map from C++).

3.2 Initial Parallel Approaches

Each of the aforementioned calls to Extend(G,k,u,u,{},{}) is completely inde-
pendent from each other and we call it a primary work unit. A possible way of paral-
lelizing subgraph census is then to distribute these work units among all CPUs1. The
problem is that these units have a computational cost with a huge variance, as the in-
herent substructure and the number of subgraphs each one enumerates are also quite
different.

1 From now on we will refer to processors in computational nodes as CPUs or workers to avoid
confusion between them and graph nodes.
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We experimented several strategies for the distribution in order to obtain the desired
load balance. The first one was to statically allocate the units to workers before start-
ing the census computation. In order to obtain good results this would need accurate
estimates of the time that each unit takes to compute. We were unable to do that with
the desired accuracy, since calculating this is almost as difficult as enumerating the
subgraphs themselves.

We then took the path of a more dynamic approach using a master-worker architec-
ture. The master maintains a list of unprocessed primary work units. Workers ask the
master for a unit, process it and repeat until there is nothing more to compute. Each
worker maintains its own dictionary of frequencies. When all work units have been
computed the master is responsible for collecting and merging all results, summing up
the frequencies found.

The position of the work units on the master’s list will determine the total time
needed and we tried several strategies. Initially we just added all work units to the list in
chronological order of the nodes. This proved to be a bad strategy since it is the same as
a random assignment, which is in principle the worst possible. We then experimented
giving the work units sorted to an estimated cost, using LPTF (Largest Processing Time
First) strategy. If the estimate was perfect, it is known that we would achieve at least
3
4 of the optimum [9]. We only had an approximation (based on the number of nodes
achievable in k−1 steps) and therefore that boundary is not guaranteed. However, since
our heuristic function maintained a reasonable ordering of the nodes, the performance
was vastly improved.

We still had the problem that the call to a few primary work units (potentially even
just one) could consume almost all the necessary compute time. This prevents good load
balance strategies, given that each work units runs sequentially. This problems occurs
very often in reality because typical complex networks are scale free [3]. Whenever their
hubs are the starting nodes of a work unit, very large neighborhoods are induced and a
huge amount of subgraphs is generated. No matter what we do, there will always be a
worker computing the largest sequential work unit and therefore the total compute time
needed cannot be smaller than that. On some of our experiments with real biological
networks, this largest atomic unit could consume more than 25% of the total execution
time, which limits our scalability.

Considering that a work unit only calculates subgraphs containing nodes with indices
greater than the index of the initial node, we devised a novel strategy in which we
give higher index numbers to the potentially more time consuming nodes (those with
larger degrees). This reduces the number of subgraphs spawning from these nodes,
thus reducing the granularity of the work units induced by those nodes. To accomplish
this strategy, we implemented a node relabeling algorithm in which the nodes are sorted
increasingly by their degree. This improved our results, but we could not reduce enough
the granularity, and we need a strategy that can divide the work units further.

3.3 Adaptive Parallel Enumeration

By inspecting the computation flow of a primary work unit, we can observe that there
are several recursive calls to Extend(), as exemplified in figure 2 (for simplicity, we
do not show G and k since these are fixed arguments).
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Extend(1, 1, {}, {}); V ′
ext = {2, 3, 4}

Extend(1, 2, {1}, {3, 4}); V ′
ext = {3, 4, 5}

Extend(0, 3, {1, 2}, {4, 5})→ Found {1, 2, 3}
Extend(0, 4, {1, 2}, {5})→ Found {1, 2, 4}
Extend(0, 5, {1, 2}, {})→ Found {1, 2, 5}

Extend(0, 3, {1}, {4}); V ′
ext = {4}

Extend(0, 4, {1, 3}, {})→ Found {1, 3, 4}
Extend(0, 4, {1}, {}); V ′

ext = {5}
Extend(0, 5, {1, 4}, {})→ Found {1, 4, 5}

Fig. 2. The computation flow of a primary work unit

With our formulation of Extend(), all recursive calls are independent with no
need for information of previous data on the recursion stack besides the arguments it
was called with. One way to divide a primary work unit is therefore to partitionate it in
its recursive calls. A tuple (min, u, Gsubgraph, Vext) completely defines the resulting
call to Extend() and we will now call work unit to a tuple like this, with primary
work units being only a particular case.

Our new strategy to reduce the granularity of the work units uses a threshold pa-
rameter to indicate the point in the computation at which we split the execution of the
current work unit into smaller work units. Instead of really computing subsequent re-
cursive calls, we encapsulate their arguments into new smaller work units and send
them to the master to be added to the list of unprocessed work, effectively dividing our
previously atomic sequential units. This leads to a simpler, yet elegant, solution when
compared to more common adaptive strategies that need a queue in each computation
node [7]. Figure 3 illustrates our strategy at work. Remember that the new work units
are still independent and we do not need to be concerned with locality. All subgraphs
will be found and added to the respective worker’s dictionary of frequencies, being
merged in the end of the whole computation to determine the global resulting census.

Our algorithm is able to adjust itself during execution using this division strategy. It
splits large work units into new smaller work units ensuring that their grain-size will
never be larger than the size of work units executed up to the threshold value. In doing
so, we are able to improve the load balancing and thus achieve an effective dynamic
and adaptive behavior.

The splitting threshold parameter is central in our adaptive algorithm. If it is set too
high, the work units will not be sufficiently divided in order to adequately balance the
work among all CPUs. If it is too low, work will be divided too soon and the commu-
nication costs will increase. As a proof of concept our current implementation uses a
threshold that limits the computation time spent on a work unit to a maximum value,
but other measures could be used like for example the number of subgraphs already
enumerated.

One aspect not yet discussed, but that is orthogonal to all discussed strategies, con-
cerns the aggregation of results at the master. If a naive approach was taken, then each
worker would be sending their results to the master sequentially. This would be highly
inefficient and therefore we devised a parallel approach for this final step. We use an hi-
erarchical binary tree to organize the aggregation of results, where each worker receives
the results of two other child workers, updates its own frequency dictionary accordingly,
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Extend(1, 1, {}, {}); V ′
ext = {2, 3, 4}

Extend(1, 2, {1}, {3, 4}); V ′
ext = {3, 4, 5}

Extend(0, 3, {1, 2}, {4, 5})→ Found {1, 2, 3}
Extend(0, 4, {1, 2}, {5})→ Found {1, 2, 4}
——– Splitting Threshold ——–
Extend(0, 5, {1, 2}, {})

⇒ New work unit with these arguments

Extend(0, 3, {1}, {4}); V ′
ext = {4}

⇒ New work unit with these arguments

Extend(0, 4, {1}, {}); V ′
ext = {5}

⇒ New work unit with these arguments

Fig. 3. The computation flow of a primary work unit

and then in turn sends the aggregated results to its parent. This has the potential to log-
arithmically reduce the total time needed to accomplish this step.

All the ideas described are the basis for our main algorithm that we called Adaptive
Parallel Enumeration (APE). Algorithms 2 and 3 describe in detail our APE master and
worker procedures.

Algorithm 2. APE master node
1: procedure MASTER(G,k)
2: LWorkUnits.add(AllPrimaryWorkUnits)
3: while CPUsWorking �= ∅ do
4: msg ← ReceiveMessage(AnyWorker)
5: if msg.type = RequestForWork then
6: if LWorkUnits.notEmpty() then
7: W ← LWorkUnits.pop()
8: newMsg ← EncapsulateWorkUnit(W )
9: SendMessage(msg.Sender, newMsg)

10: else
11: IdleWorkers.push(msg.Sender)

12: else if msg.type = NewWorkUnit then
13: if IdleWorkers.notEmpty() then
14: worker ← IdleWorker.pop()
15: SendMessage(worker, msg)
16: else
17: W ← ExtractWorkUnit(msg)
18: LWorkUnits.push(W)

19: BroadcastMessage(Terminate);
20: ReceiveResults(LeftChild, RightChild)

The master starts by adding all primary work units to the list of unprocessed work
units (LWorkUnits). Then starts its main cycle where it waits for a message from a
worker. If the message indicates that the worker needs more work, the master sends
it the next unprocessed work unit LWorkUnits. If the list is empty, the master signals
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Algorithm 3. APE worker node
1: procedure WORKER(G,k)
2: while msg.type �= Terminate do
3: msg ← ReceiveMessage(Master)
4: if msg.type = NewWorkUnit then
5: W = (G, k, min, u, Gsubgraph, Vext) ← ExtractWorkUnit(msg)
6: Extend’(W )

7: ReceiveResults(LeftChild, RightChild)
8: SendResults(ParentWorker)

9: procedure EXTEND’(W )
10: if SplittingThresholdAchieved() then
11: msg ← EncapsulateWorkUnit(W )
12: SendMessage(Master, msg)
13: else
14: lines 2 to 9 of algorithm 1
15: Extend’(W ′ = (G, k, min, v, G′

subgraph, V ′
ext))

16: lines 11 and 12 of algorithm 1

the worker as being idle. If the message indicates that the worker is splitting work and
thus sending a new unprocessed work unit, then the master adds that new work unit to
LWorkUnits. If there is an idle worker, then this unit is sent right away to that worker.
When all workers are idle, the subgraph enumeration is complete and the master ends
its main cycle, broadcasting to all workers that event. What remains is then to collect
the results and following the explained hierarchical aggregation process, the master
receives the results of two workers and merges them in an unified global dictionary of
the frequencies of each isomorphic class of k-subgraphs.

The worker has a main cycle where it waits for messages from the master. If the
message signals a new work unit to be processed, than it calls a modified version of the
Extend() procedure to compute it. If the message signals termination, then it exits
the cycle, receiving and merging the results from two other workers with its own dic-
tionary. It then send those results to a single parent processor, that depending on the
worker rank number may be other worker or the master itself, completing the hierarchi-
cal aggregation phase. Regarding the modified version of the Extend() procedure, it
is exactly the same as the version depicted on algorithm 1 except the fact than when
the splitting threshold is achieved, the computation is stopped and all subsequent calls
consist now in encapsulating the arguments into a new work unit and sending it to the
master.

There are two issues that we would like to clarify. First, we decided to use a dedicated
master because it is a central piece in the architecture and we needed the highest possi-
ble throughput in the assignment of new work units to idle workers. Second, APE was
originally created having in mind homogeneous resources but its dynamic and adaptive
design makes it also suited for heterogeneous environments.
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4 Results

All experimental results were obtained on a dedicated cluster with 12 SuperMicro Twin-
view Servers for a total of 24 nodes. Each node has 2 quad core Xeon 5335 processors
and 12 GB of RAM, totaling 192 cores, 288 GB of RAM, and 3.8TB of disk space,
using Infiniband interconnect. The code was developed in C++ and compiled with gcc
4.1.2. For message passing we used OpenMPI 1.2.7. All the times measured were wall
clock times meaning real time from the start to the end of all processes.

In order to evaluate our parallel algorithms we used four different representative bio-
logical networks from different domains: Neural [26], Gene [17], Metabolic [11]
and Protein [5]. The networks present varied topological features that are summa-
rized in Table 1.

Table 1. Networks used for experimental testing of the algorithms

Network Nodes Edges Avg. Degree Description

Neural 297 2345 7.90 Neural network of C. elegans
Gene 688 1079 1.57 Gene regulation network of S. cerevisiae

Metabolic 1057 2527 2.39 Metabolic network of S. pneumoniae
Protein 2361 7182 3.04 Protein-protein interaction network of S. cerevisiae

We first studied the computational behaviour of each network using the equivalent to
the ESU algorithm, sequentially calling all primary work units (with no MPI overhead).
This measures how much time a serial program would take to calculate a subgraph
census. We took note of what was the maximum possible subgraph size k achievable
in a reasonable amount of time (we chose one hour as the maximum time limit). We
calculated the average growth ratio, that is, by which factor did the execution time grew
up as we increased k by one. Finally, we also calculated the total number of different
occurrences of k-subgraphs and the number of different classes of isomorphism found
on those subgraphs. The results obtained can be seen in table 2.

Table 2. Maximum achievable subgraph sizes k using a serial program

Network k
Time Average Total nr of Isomor.

spent (s) Growth subgraphs classes

Neural 6 10,982.9 47.6±0.4 1.3 × 1010 286,376
Gene 7 4,951.0 19.0±1.4 4.2 × 109 4,089

Metabolic 6 14,000.1 46.5±2.7 1.9 × 1010 1,696
Protein 6 10,055.2 31.2±3.1 1.3 × 1010 231,620

Note the relatively small subgraph sizes achievable. This is not caused by our imple-
mentation, since using the FANMOD tool [27], the fastest available for network motifs
calculation, we also were only able to achieve the same maximum k in one hour. The
cause is that, as expected, the computing time grows exponentially as the subgraph size
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Fig. 4. Speedups obtained with several parallel approaches

increases. We also observe that although different graphs present very different aver-
age growths, the growth rate for a given graph seems fairly constant (note the standard
deviation).

For the next set of results we decided to fix the respective k for each graph to the
values depicted in table 2, in order to have more comparable results. We evaluated the
parallel strategies described in section 3. We compared the speedup obtained on all
three graphs for the dynamic strategy with chronological order in the work units list
(DYN-CRON), with LPTF ordering (DYN-LPTF), with graph relabeling followed by
LPTF (DYN-RELABEL) and finally with the APE strategy.

For the APE algorithm it is necessary to explain how we chose the value for the
splitting threshold parameter. We chose to employ the time spent in the same work
unit as a proof of concept for the usefulness of APE and we empirically experimented
several values for this time limit, reducing it while verifying that the speedup was being
improved. This value controls the granularity of the work units. We want it as small as
possible, as long as the increase in communication costs does not overcome the effect
of increased sharing. We found that for our context 2 seconds appeared to be a good
and balanced value (the time spent in communications during the enumeration of the
subgraphs was always smaller than 2% of the total time spent), and we measured the
speedup with that particular value chosen as the threshold (APE-2s).

We used a minimum of 8 CPUs because each computation node in the cluster had
precisely that number of processors. With less CPUs the nodes would not be exclusively
dedicated to the subgraph census. The results obtained up to 128 processors are depicted
in figure 4. The results obtained clearly show different performance levels for the dif-
ferent strategies. Generally speaking, the strategies based on the atomic primary work
units do not scale well, although the incremental strategies used show some improve-
ments in the speedup. Overall, as expected, the adaptive strategy, APE-2s, outperforms
all others and clearly achieves scalability.

Next, we further analyze the performance of APE-2s on all networks. Table 3 details
the performance of the APE-2s up to 128 processors, and show the percentage of time
spent in the final step of aggregating all frequency results in the master CPU.

We can observe that for Gene and Metabolic, APE-2s obtains almost perfect lin-
ear speedup, with a reduced amount of time spent in the aggregation phase. In Neural
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Table 3. Detailed APE behavior with splitting threshold set to 2s

Network k
#CPUs: speedup (% time spent in aggregating results)
8 16 32 64 128

Neural 6 7.0 (0.2%) 14.8 (1.2%) 30.1 (3.4%) 58.7 (8.0%) 107.0 (16.9%)
Gene 7 7.0 (0.1%) 15.0 (0.2%) 30.7 (0.4%) 62.0 (0.8%) 125.0 (0.7%)

Metabolic 6 6.9 (0.1%) 14.9 (0.1%) 30.8 (0.3%) 62.4 (0.6%) 125.5 (1.3%)
Protein 6 6.6 (0.2%) 13.7 (1.2%) 28.0 (3.3%) 54.6 (7.4%) 96.9 (18.8%)

and Protein, despite the good results, there is still some room for improvement. The
time spent communicating the results in the end of the computation, more than 15%
of the execution time with 128 processors, is the cause for the loss in the speedup. In
fact, with more than 200,000 classes of isomorphic subgraphs in the network (see ta-
ble 2), each worker has to communicate all of the frequencies it finds in its respective
computation. On average, the number of different classes of isomorphism discovered
on the same CPU, is larger than 150,000. Each of these classes has to be encapsulated
(uniquely identifying the class) in order for the receiver to be able to decode it and
merge the results. Even with our hierarchical method for aggregating the results, this
still takes a considerable amount of time. This effect is not so noticeable in the other
networks since the number of different classes found is much lower (due to inherent
network topology, with a smaller average degree per node).

As a final demonstration of the relevance of our algorithm, consider the average
growth as we increase k (shown in Table 2). As long as the number of processors we
have available is larger than the average growth, we should be able to compute the (k +
1)-census in the same amount of time we initially were able to compute the k-census
sequentially. For example, using the average growth, we can estimate that calculating a
7-census of Metabolic would take more than one week, if done sequentially. Using
128 processors and APE-2s, we were able to calculate it in less than 1h30m, spending
even less than half of the time a sequential 6-census takes.

5 Conclusions

We presented several strategies for calculating subgraph census of biological networks
in parallel. Our approaches are based on an efficient sequential algorithm called ESU
that we parallelized by initially modifying it to a version capable of producing indepen-
dent and dividable work units. We started with a dynamic master-worker strategy and
subsequently improved it with an LPTF order of processing and a smart relabeling of
the nodes in the graph. We also presented APE, a novel adaptive load balancing algo-
rithm, which includes an hierarchical aggregation of the results found in each worker.
APE proved to be an acceptable and scalable solution for the set of representative net-
works studied, successfully reducing the time needed to calculate the subgraph census
and achieving larger subgraph sizes than were before possible.

The main drawback of APE seems to be the final aggregation of results. We plan
to research and improve this step in the future. One way of doing it would be to use a
more compact and compressed representation of the results. We also plan to research
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the splitting threshold parameter in order to better understand on what does it depend,
exactly how does it affect the computation and how could it be automatically determined
by the algorithm. We are collaborating with neuroinformatics scientists in order to apply
the described strategies on real neural networks to obtain new and interesting results on
previously unfeasible subgraph census.
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Abstract. Searching genomic sequences for motifs representing functionally im-
portant sites is a significant and well–established subfield of bioinformatics. In
that context, Position Weight Matrices are a popular way of representing variable
motifs, as they have been widely used for describing the binding sites of tran-
scriptional proteins. However, the standard implementation of PWM matching,
while not inefficient on shorter sequences, is too expensive for whole–genome
searches. In this paper we present an algorithm we have developed for efficient
matching of PWMs in long target sequences. After the initial pre–processing of
the matrix it performs in time linear to the size of the genomic segment.

Keywords: DNA motifs, Position weight matrices, Genome–wide analysis,
Algorithms, Genomics, Pattern matching.

1 Introduction

Eukaryotic genes are generally regulated in complex ways, through networks of protein–
DNA and protein–protein interactions, which direct chromatin remodeling, histone
modifications, formation of transcriptional initiation complexes and RNA Polymerase
elongation. The prevailing opinion, corroborated by some studies [8,22] but being in-
creasingly questioned [11,16], especially in the light of the somewhat surprising find-
ings of the ENCODE Consortium [19], is that most of these interactions take place within
a few hundred bases upstream of the transcription start sites. Even as regions important
for the regulation of genes have been found at distal loci, around alternative first ex-
ons, in introns and sequences located downstream of the transcription start sites or even
genes themselves, core promoter sites are still considered the most important for the
gene expression. It is also generally accepted that the binding of transcriptional en-
zymes is in large part directed by specific motifs in DNA sequence. However, while
there are proteins which bind only to exact layouts of bases, most transcription factors
are rather non-specific in their choice of a binding site.

Consequently, the search for transcription factor binding sites has become one of the
most popular subfields of bioinformatics, and many algorithms have been developed
over about two decades of intensive research. The early approaches relied on a rather
naive assumption that the motifs at the target sites of proteins must feature informa-
tion content sufficient for their recognition, but disillusionment soon followed, as any
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attempt to isolate these and other functional elements in DNA following this logic re-
sulted in a very large number of false positives. Recent methods have thus concentrated
on the incorporation of additional information to the raw sequence data, although they
have so far neglected many important biochemical aspects. The additional information
often relied on clustering of important motifs in putative regulatory modules, phyloge-
netic conservation or matching the sequence to databases of experimentally confirmed
sites, such as TRANSFAC [21] or Jaspar [3].

Since many proteins important for transcriptional regulation bind with low speci-
ficity, the experimentally determined target motifs in DNA, of the same transcription
factor, can be substantially different. Nevertheless, they often feature a well defined
consensus sequence, with specific loci varying only marginally from the consensus.
The extent of that variation is usually captured by Position Weight Matrices (PWMs),
described in more detail below. Briefly, the PWMs record the information about the per-
missible variation of letters over the 4–letter DNA alphabet, assigning a weight to each
letter at each position in the motif in accordance with how often that letter has been
seen at that position within the experimentally determined binding sequences of the
corresponding factor. The information about functional motifs in DNA recorded in the
databases is nowadays usually in the form of PWMs, and they can be used for searches
in previously uncharacterized DNA fragments, for motifs sufficiently similar to the con-
sensus of a particular protein binding site. Over the years many programs have been
written for matching PWMs, including MATCH [7] by the TRANSFAC database team,
and variants such as combinations of PWMs using mixture model [5].

With the advances in microarray technology large sets of putatively co-expressed
genes became available, stimulating the development of methods to detect conserved
motifs in their upstream regions, such as [6], as well as the search for putatively co-
regulated genes by the identification of shared regulatory modules, such as in [13]. It
is intuitive that if a group of genes is coordinately regulated, it should be controlled by
similar sets of transcription factors. From the hypothesis that protein binding is largely
directed by target DNA sequence motifs it follows that same (or similar) motifs should
be present in regulatory sequences of co-expressed genes, moreover as a cluster, or clus-
ters. Consequently, this led to further exploitation of motif over-representation in sets
of target sequences [2,20].

In the course of our work on the study of these genomic environments, we have de-
veloped software which extracts the most significant shared short (5–25 bases) approx-
imate motifs found within the upstream sequences (i.e. putative promoter regions) of
genes postulated to be co-expressed by microarray and other experiments [14]. We have
recently expanded that work to genome–wide searches for similar layouts, as reflected
by conglomerations of a statistically significant number of motifs previously discovered
to be shared within the promoters of a training set of co-expressed genes [15]. Unfortu-
nately, even as we were able to record the consensus of the over-represented motifs of
interest in the form of PWMs, our genome–wide search had to be executed using string
representation (standing for multiple exact patterns), since the current methods for PWM
matching were not efficient. When the matching needs to be performed in limited en-
vironments representing gene upstream sequences, genomic domains or gene clusters,
naive approaches work well, however for whole–genome scans any performance worse
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than linear is not practical having in mind that, for instance, the human genome features
more than three billion bases, and that it is not even the largest genome around.

In this paper we describe an algorithm we have devised to efficiently match pat-
terns represented by Position Weight Matrices. It relies on a somewhat expensive pre–
processing step, however the cost of that pre–processing is well compensated by the
efficiency gains once it is applied to long target sequences, such as chromosomes or
genomes. Before proceeding with the algorithm itself, we shall present some basic ideas
governing the construction and use of the PWMs.

2 Position Weight Matrices

If all sites where a same protein binds would feature identical bases it would be a matter
of simple pattern matching to find them all. Unfortunately, for gene regulatory proteins
that is usually not the case, and one has to deal with approximate matching, consensus
sequences and ambiguity codes. This is more than a technical complication, as it intro-
duces substantial unreliability to motif recognition. The ambiguity codes do not distin-
guish between the bases they stand for, so rare or even impossible (concerning protein
binding) combinations of characters in the represented motifs may match, leading to a
large fraction of false positives. On the other hand, if a character which infrequently
appears in the binding sequences is completely eliminated from the consensus, sites
which do bind the protein may be skipped, adding poor sensitivity to already compro-
mised specificity. Furthermore, binding motifs often contain irrelevant positions, and
trying to match any particular character at these loci would obviously be futile.

A partial remedy to this problem can be an assignment of weights to characters of the
consensus sequence, so that for each position where more than one base is possible there
is a probability of occurrence associated with each choice. Stormo [18] thus proposed
a matrix–based approach, where a position in a protein binding site is represented by a
column of a matrix, with one row for each nucleotide. The guiding idea of the method
was that if every character possible at a given position is assigned a score such that the
addition of scores for all positions provides an estimate about how close the sequence
is to the known protein binding site patterns, one can decide whether to accept or reject
the site based on whether the cumulative score is above or below a certain predefined
threshold. At any scanned sequence position j aligned with matrix column i, a simple
lookup at the matrix entry at column i and row corresponding to the letter found at j
would then provide the score for that position.

The threshold can be empirically determined as the critical value of the ratio of
probabilities PF (s)/PG(s), where s is the examined string, subscript F denotes that
the probability is based on the distribution of strings within the population of binding
sites, and subscript G denotes that the probability is based entirely on chance, given the
overall distribution of nucleic acids in the DNA sequence under consideration. As the
probabilities of the occurrence of s are based on two population models, this amounts
to the likelihood ratio, as defined in statistics. It is also (somewhat unrealistically) as-
sumed that character distributions at different positions are independent. That way, for
a string s = c1c2 . . . cL, of length L, the probability of its random occurrence would be
PG(s) =

∏L
i=1 pg(ci), where pg(ci) stands for the general probability of an individual

character ci.
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c)

a) b)

Fig. 1. An example of a Position Weight Matrix: a) A set of motifs on which the matrix is built;
b) Letter counts at each position in the motif, in matrix representation; c) Full matrix, obtained by
taking log2 of the probability of the character occurrence at the position, divided by the general
probability of the character, here assumed to be 0.25 for each of the ‘A’, ‘C’, ‘G’, ‘T’. ‘—’
indicates an infinitesimally small value.

In order to estimate PF for a given string, one also assumes the independence of
probabilities for character occurrences at different positions. For any position i, we es-
timate the probability of occurrence of any base pf,i(b) based on how frequently it
occurred at the particular position i in known binding patterns. Thus, having a string
s = c1c2 . . . cL, of length L, the probability that it occurred under the distribution spe-
cific for the particular protein binding sites would be PF (s) =

∏L
i=1 pf,i(ci). This

approach can suffer from artifacts (for instance, if only combinations “AG” or “TC”
would occur within motif instances used to construct the matrix, once it is constructed
it may assign equally high scores to combinations of “AC” and “TG” which have never
been observed), which has led to the development of di-nucleotide [4] and even more
elaborate models. It can also be imprecise due to incomplete experimental data or overly
permissible thresholds. However, over many years of PWM application this method has
been shown to yield better results than raw pattern matching, either exact or approx-
imate. If it is only a relatively small number of motifs used for the construction of a
PWM, it may be more appropriate to construct a finite state automaton which would
recognize all these motifs [1], rather than approximating through a PWM, but that then
introduces the risk of over-fitting.

Expanded, the likelihood ratio PF (s)/PG(s) is then
∏L

i=1 pf,i(ci)/
∏L

i=1 pg(ci) =∏L
i=1 [pf,i(ci)/pg(ci)]. One can take a logarithm of this formula and convert it to addi-

tive form
∑L

i=1 log2 [pf,i(ci)/pg(ci)], although some correction factors are necessary
in practice, in order to avoid taking a logarithm of zero when a character does not ap-
pear at a given position in any of the motifs used to construct the matrix. The matrix
associated with the protein binding pattern of length L has L columns and 4 rows, one
for each nucleotide ‘A’, ‘C’, ‘G’ or ‘T’. If a base b occurs mb times at the position cor-
responding to matrix column i within M known binding sites, then pf,i(b) = mb/M ,
and if it occurs nb times within N nucleotides in the genome, then pg(b) = nb/N . The
matrix entry for base b in column i thus contains log2(mbN/nbM). An illustration of a
set of motifs used to determine a PWM, and the resulting matrix, is shown in Figure 1.
In practice there are several variants of PWMs, however they are all based on the same
principle.
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Once a PWM is constructed, it can be used for scanning genomic sequences, for mo-
tifs which are sufficiently similar to these captured by the matrix. Looking at a string
s = c1c2 . . . cL one locates the corresponding row of the matrix for each ci, in col-
umn i, and adds these values to obtain the likelihood ratio PF /PG. If that likelihood
ratio is above the pre–determined (and inevitably heuristic) threshold, a match is de-
clared. Since the shift for just one position can result in a dramatically different score,
PWM matching programs advance for one position, and start the matching process over
the entire matrix every time after the shift has been made. As matrices usually do not
feature too many columns, reflecting the fact that they model short motifs, this does
not lead to intractability, yet it slows down any search for an order of magnitude, and
on the genomic scale that presents a problem. Pruning techniques have been explored,
although one can only stop further matching attempts from a position if it has been de-
termined that the score–so–far is insufficient for a match. The other option, recognizing
a match before all characters have been examined is not possible, since some letters at
some positions may contribute (large) negative scores. Other algorithmic solutions have
also been applied, such as building indexing schemes to facilitate matching of multiple
matrices in the same sequence [10].

3 Algorithm

We here present an algorithm which matches a single Position Weight Matrix against a
genomic sequence in linear time.

We start by pre-processing the matrix M, of dimension 4×L, into a tree–like struc-
ture, following the basic ideas of classic algorithms of Knuth–Morris–Pratt [9] and
Aho–Corasick [1]. For every position p our algorithm keeps track of its longest possi-
ble suffix [k..p], 1 < k < p, in M, which can still lead to a match, and thus the amount
of shift which can be made after M has been successfully matched, or when it has been
determined that a match at the current starting position, represented by the root, is not
possible.

In order to enable the tracking, the matrix M is thus converted into a finite state
automaton, implementing a tree T with cross–linked branches. At every node of the
tree a structure is maintained, with the following fields:

level: Keeps track of the length of the branch starting at the root and ending at the
current node, following the most direct (i.e. downward) path. This information is
used to determine whether a match along the current branch is still possible, and
to check whether a match has already been successful (when a node whose level
equals L is reached).

score: Keeps track of the score achieved so far along the path from the root through
the current node. If the score is less than required for the current node level it is an
indication that no match is possible at the position currently aligned with the root
and a shift to a suffix has to be made; if a match has been achieved, this score can
be reported along with match data.

suffix: A pointer to another node in T , positioned on the branch which represents a
suffix of the branch ending in the current node (the longest suffix which can still
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Fig. 2. An example of an FSA created for a simple PWM: a) Position weight matrix; b) Minimal
scores which have to be reached at every position in order for threshold value of 9 to be met at
the end (a match); c) FSA constructed based on the matrix. Only three strings. “CAA”, “CTA” and
“CTT”, would score sufficiently high to meet the threshold, as reflected by three paths from the
root to the reporting nodes (level 3), shown as solid circles. Scores at each node are shown inside
the circles. Transitions are guided by the letters labeling the edges.

lead to a viable match from its starting position). The target node of this pointer
follows the transition on the same letter as the current node1.

move: A four–element array, providing a pointer to another node in T , directing the
move on each of the four letters of the DNA alphabet (‘A’, ‘C’, ‘G’ and ‘T’). It
can lead to forward motion if a match along the current branch is still possible,
or backward to another path starting from the root (a suffix) if the match at the
currently examined position cannot be achieved.

The preprocessing starts with the establishment of a score array minimum, whose
dimension L equals the length of the motif represented by M. Each entry in minimum
records the minimal score which must be achieved at that position in order to lead to a
possible match. Since a match is defined as a sequence scoring at threshold value or
higher, it must be minimum[L] = threshold. If max[i] is the maximal score recorded
in the i-th column of M, then minimum[i− 1] = minimum[i]− max[i]. Whenever
a position p in M is reached it is checked whether the score so far is still greater than
or equal to minimum[p].

The FSA T is constructed in the breadth–first fashion, after the root node has been
formed, and its immediate children have been placed in the queue (if their score war-
ranted the placement). Every time a node is dequeued, it is first checked if its level
l equals L. If that is the case (indicating time to report a match and move on), its

1 In our implementation we have kept this field outside of the FSA, as it is used only once
during the pre-processing of a matrix, in situations when the branch needs to be changed on
an occurrence of a letter.
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Algorithm 3.1. PREPROCESS(matrix, dimension, threshold)

// Find the minimal values necessary at positions
minimum[dimension] ← threshold
for i ← dimension − 1 downto 0

do
{

max ←Maximal value in matrix column i + 1
minimum[i] ← minimum[i + 1] − max

//Process the root
root.level ← 0
root.score ← 0
root.suffix ← root
for letter ←A,C,G,T

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

score ← matrix[letter][1]
if score < minimum[1]

then root.move[letter] ← root

else

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
child.score ← score
child.level ← 1
child.suffix ← root
root.move[letter] ← child
ENQUEUE(child)

// Process the remaining nodes, breadth–first
while Queue not empty

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

current ← DEQUEUE()
if current.level = dimension

then
{

for letter ←A,C,G,T
do current.move[letter] ← current.suffix.move[letter]

else

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for letter ←A,C,G,T

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

score ← current.score + matrix[letter][current.level + 1]
if score < minimum[current.level + 1]

then current.move[letter] ← current.suffix.move[letter]

else

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
child.score ← score
child.level ← current.level + 1
child.suffix ← current.suffix.move[letter]
current.move[letter] ← child
ENQUEUE(child)

return (root)

Algorithm 3.2. MATCH(matrix, text, threshold)

track ← PREPROCESS(matrix,matrix column count, threshold)
for i ← 1 to text length − matrix column count + 1

do

⎧⎨⎩
track ← track.move[text[i]]
if track.level = matrix column count

then Report a match at i − matrix column count + 1, scoring track.score

Fig. 3. Pseudo–code of the PWM matching algorithm
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transitions on all four letters are determined by following the transition on that letter
from the (suffix) node pointed to by the suffix pointer. If l < L, forward transitions
(and the increment of the level) are considered. If the score of the transition on a letter
falls below the minimum required at l, a back pointer is created to the extension from
the node pointed to by the suffix. Otherwise, a child node is created and enqueued,
defining a forward transition on the letter. An example of an FSA created for a simple
PWM is provided in Figure 2, and the pseudo–code of the preprocessing algorithm is
provided in the function Preprocess in Figure 3. The complete matching function is
shown as function Match.

After the preprocessing is completed, the matrix matching itself is rather straightfor-
ward. The algorithm maintains two pointers, one to the currently examined position i in
the DNA sequence (initialized at 1), and the other to the current node in T (initialized
at the root). A transition in T is done depending on the character at position i, and if
the level of the reached node equals L a match can be reported (with appropriate score).
This process continues until the end of the sequence is reached.

4 Algorithm Performance

Since the matching done by this algorithm is completely guided by the FSA T , it can be
proven correct by observing that every matching substring would lead to a traversal of a
path from the root to a node at level L, and that no mismatching substring would reach
level L. Since every time an insufficient score is obtained it would result in a stagnation
or decrease in the current level, and every time a sufficient score is obtained it results
in an increase of the current level, the above properties will hold if it can be proven that
the back pointers indeed lead to a node N such that the direct path from the root to N
represents the longest feasible suffix of the currently examined substring.

The formal proof can be derived by mathematical induction, showing that the fol-
lowing invariants hold every time a node is dequeued and processed during the matrix
pre-processing phase:

1. If there is a viable continuation from the position represented by the node, on a
particular letter, that leads to the creation of a forward link, i.e. a node at the next
deeper level.

2. If there is no continuation from the position represented by the node, for each letter,
that leads to the creation of a backward link, to a node at the same level as current,
or closer to the root.

3. The suffix pointer of a newly enqueued node points to another node in the FSA, at
some level closer to the root, which is the end of a path from the root representing
the longest suffix of the string represented by the path to the enqueued node, and
which can still yield a match.

4. If a path cannot be continued to a further level, on some letter, then the transition on
that letter is made to a node representing the end of the longest suffix of the current
path which can still yield a match.

For the induction base, it is trivial to show that properties 1 through 4 hold at the
time the root is processed (initialization), and its children are being placed in the queue.
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We can assume that they are also satisfied when kth node is being processed, and show
that they hold after the k + 1th has been handled. It should be noted that the suffix
pointers are already fixed at the time of enqueuing the node.

Invariant 1 holds trivially, as it is the decision made in the code while processing
the dequeued node. Since the tree is processed breath–first, that means that all nodes at
depths smaller than that of the current one have already been processed. If there is no
viable continuation of a match on a currently considered letter, that leads to following
the transition from the node pointed to by the suffix pointer, which is, by invariant 3,
at a level closer to the root, and thus, by invariants 1 and 2 being already satisfied at
earlier nodes, cannot lead to level deeper than the current. This proves that invariant 2
also holds after the current node is processed.

If there is a viable continuation from the current node on any particular letter, then
the suffix pointer assigned to the newly created child is to the link of the node at the
other end of the current suffix pointer, and thus at the level closer to the root than
the newly created child. If the node pointed to by the current suffix featured a viable
forward move on the letter, that extends that suffix which can yield a match. If not, it
extends its longest suffix which can, by the induction hypothesis, and thus represents a
new longest suffix which can still yield a match. Therefore, invariant 3 also holds.

When a forward move (one continuing the match) cannot be done on a particular
letter, it is being done from the node pointed to by the suffix pointer, which, by
invariant 3, represents the longest suffix of the current path which can still yield a
match. Therefore, the transition is being made to the node extending the other end of
the suffix pointer on that letter, and the invariant 4 holds.

During the search phase the traversal of the FSA T proceeds in the forward direction
(i.e. to deeper levels) for as long as a match is still possible (invariant 1). When it is no
longer the case, invariant 4 guarantees that the jump is being made to the next position
from which there may be a possible match. As a determined mismatch cannot lead to
a forward move in T no mismatching positions can lead to reaching level L (and thus
be reported), and as the jump is being made to the beginning of the longest suffix of the
currently examined substring which can still yield a match (invariant 4), no matching
positions can be skipped. We thus conclude that the algorithm is correct.

4.1 Space Performance

This algorithm can have large space requirements. For a matrix of length L it can the-
oretically build an FSA with O(4L) nodes, since every possible matching substring has
to be represented by a path through T reaching level L. However, all internal nodes,
and thus their children as well, for which it has been established that they could not
lead to a match, are promptly pruned. Since in practice PWMs are constructed, and
their thresholds set, so that they accept a very limited number of variants of the tar-
get site, it is expected that in most practical situations pruning will be quite dramatic.
The only situation when there can exist a large conglomeration of nodes towards the
top of the tree, the most space–consuming setting, is when there is a variety of possi-
ble characters occurring in relatively high percentages at the left hand side of the pat-
tern, thus dictating extensive branching near the root of the tree, and a more inclusive
threshold value. However, this situation practically never happens, since tails exhibiting
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substantial variations normally do not get included in the patterns captured by PWMs.
Towards the bottom of the tree the only branches which have not been pruned would be
these leading to a pattern variant matching the matrix (as set by the given threshold).

Apart from the FSA encoding the matrix, the only space requirement for the matching
process itself is the space needed to store the sequence in which the matching is to be
done.

4.2 Time Performance

Since, during the matching, no character in the text is examined more than once (as sig-
nified by the single for–loop with constant–time body in the algorithm in
Figure 3), this process clearly executes in linear time. The construction of the FSA
(pre-processing) takes time proportional to the number of nodes which are being cre-
ated (as each node is being processed in constant time), which, under the worst–case
scenario of a large number of matching strings, can be exponential. However, since the
children of the pruned nodes never get processed, the exponential blowout is expected
to take place only at shallow depth, towards the top of the tree. Furthermore, whereas
pre-processing of the long PWMs would take the longest time, these are precisely the
cases where the gain from subsequent linear–time matching would be the largest.

Even as the PWMs are generally short (rarely exceeding 15 columns, and almost
never exceeding 25) and pruning extensive (as the thresholds are usually very stringent),
the pre-processing step has the potential of annihilating the gains from the subsequent
linear–time processing. This algorithm is thus recommended for use only in very large
scale analyses, such as our whole–genome scans [15]. In our recent tests, done on a
genomic segment of about 500 million bases (corresponding to a large chromosome),
the naive match was taking an average of 144.33 seconds per matrix, on an Apple
Mac Pro 2.5 GHz Intel Core Duo with 4 Gb 667 MHz DDR2 SDRAM memory laptop
computer, while an implementation of our algorithm was taking an average of 16.58
seconds per matrix. On whole–genome scale the average gain would be about 10–20
fold per matrix.

5 Discussion

The space requirements of this algorithm can be further reduced by a simple extension
of the pre-processing step, alas at the price of an increase in the computational time.
This would require the maintenance of two additional fields at the nodes of the FSA:
parent pointer and number of forward links. An additional traversal pass through the
FSA can then eliminate all partial paths which do not extend until the bottom (match),
reducing the number of nodes to less than the sum of the lengths of all strings which
would score above the threshold. However, we have not implemented this modification,
as the space requirements of the FSA have never been a limiting factor in practice, and
time was critical.

Often a PWM will feature letters which must not be found at a specific position, with
the corresponding score in the PWM of (theoretically)−∞. This situation is particularly
favorable to our algorithm, as it leads to immediate pruning, especially when these
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positions are concentrated towards the beginning of the matrix. If they are concentrated
towards the end, the least favorable setting, one can do the matching in the inverse
complement of the sequence. For long matrices one can also attempt the match of their
most specific core, then attempt the full match, using the naive approach, only around
the positions where the core has matched.

Despite of its relatively expensive pre-processing, we have found this algorithm use-
ful for whole–genome scans, such as our search for the conglomerations of variable
motifs, with a potential of reducing days of computation to just a few hours. This can be
of particular importance for the tools implemented as a part of a web server. Our earlier
version of the matcher [15] implemented at http://bioinformatics.uta.edu/toolkit/motifs/
used direct pattern matching (i.e. not based on PWMs), and the development of this al-
gorithm has allowed us to consider the matrix–based approach, too.

After the original version of this manuscript has been reported [17], it has come to
our attention that at around the same time we have developed this algorithm another
group has published essentially the same result, although in a broader context [12].
However, it is our opinion that our presentation, if not approach, is better structured,
yielding itself to a straightforward software construction. This is unlike the exposition
of Pizzi et al., which, although sound, may require some “reading between the lines”.
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