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Preface

The present book includes extended and revised versions of a set of selected pa-
pers from the Third International Joint Conference on Biomedical Engineering
Systems and Technologies (BIOSTEC 2010), organized by the Institute for Sys-
tems and Technologies of Information Control and Communication (INSTICC),
technically co-sponsored by the IEEE Engineering in Medicine and Biology So-
ciety (EMB), and in cooperation with AAAI, Workflow Management Coalition
(WIMC), ACM SIGART, Universidad Politecnica de Valencia and Centro en
Red en Ingenieria Biomédica (CRIB).

The purpose of the International Joint Conference on Biomedical Engineer-
ing Systems and Technologies is to bring together researchers and practitioners,
including engineers, biologists, health professionals and informatics/computer
scientists, interested in both theoretical advances and applications of informa-
tion systems, artificial intelligence, signal processing, electronics and other engi-
neering tools in knowledge areas related to biology and medicine.

BIOSTEC is composed of four co-located conferences; each specializes in one
of the aforementioned main knowledge areas, namely:

— HEALTHINF (International Conference on Health Informatics) promotes re-
search and development in the application of information and communication
technologies (ICT) to healthcare and medicine in general and to the special-
ized support to persons with special needs in particular. Databases, network-
ing, graphical interfaces, intelligent decision support systems and specialized
programming languages are just a few of the technologies currently used in
medical informatics. Mobility and ubiquity in healthcare systems, standard-
ization of technologies and procedures, certification, privacy are some of the
issues that medical informatics professionals and the ICT industry in general
need to address in order to further promote ICT in healthcare.

— BIODEVICES (International Conference on Biomedical Electronics and De-
vices) focuses on aspects related to electronics and mechanical engineering,
especially equipment and materials inspired by biological systems and/or
addressing biological requirements. Monitoring devices, instrumentation sen-
sors and systems, biorobotics, micro-nanotechnologies and biomaterials are
some of the technologies addressed at this conference.

— BIOSIGNALS (International Conference on Bio-inspired Systems and Signal
Processing) is a forum for those studying and using models and techniques
inspired by or applied to biological systems. A diversity of signal types can
be found in this area, including image, audio and other biological sources
of information. The analysis and use of these signals is a multidisciplinary
area including signal processing, pattern recognition and computational in-
telligence techniques, amongst others.



VI Preface

— BIOINFORMATICS (International Conference on Bioinformatics) focuses
on the application of computational systems and information technologies to
the field of molecular biology, including for example the use of statistics and
algorithms to understanding biological processes and systems, with emphasis
on new developments in genome bioinformatics and computational biology.

The joint conference, BIOSTEC, received 410 paper submissions from more than
55 countries in all continents. In all, 46 papers were published and presented as
full papers, i.e., completed work (8 pages/30’ oral presentation), 113 papers
reflecting work-in-progress or position papers were accepted for short presenta-
tion, and another 78 contributions were accepted for poster presentation. These
numbers, leading to a “full-paper” acceptance ratio of about 11% and a total
oral paper presentation acceptance ratio close to 39%, show the intention of
preserving a high-quality forum for the next editions of this conference.

The conference included a panel and four invited talks delivered by inter-
nationally distinguished speakers, namely: Peter D. Karp, Rui M. C. Ferreira,
Tony Cass and Vicente Traver.

We must thank the authors, whose research and development efforts are
recorded here. We also thank the keynote speakers for their invaluable contri-
bution and for taking the time to synthesize and prepare their talks. Finally,
special thanks to all the members of the INSTICC team, whose collaboration
was fundamental for the success of this conference.

June 2010 Ana Fred
Joaquim Filipe
Hugo Gamboa
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Personal Health:
The New Paradigm to Make Sustainable
the Health Care System

Vicente Traver and Raquel Faubel

Instituto de Aplicaciones de las Tecnologias de la Informacién y Comunicaciones Avanzadas
(ITACA), Universidad Politécnica de Valencia
Camino de Vera sn, ed. 8G, 46022 Valencia, Spain
vtraver@itaca.upv.es

Abstract. New technologies and innovation are leading a new paradigm in
health care systems in order to face the growing demand and expectations in
promoting and maintaining health and in disease prevention, treatment and care.
ICT could have several applications in health scope (care, management,
information and training) being an enabler for a personalized health system.
RFID system, sensors, internet 2.0, electronic health records and ambient
intelligence are some tools for catalyzing changes in health systems towards
Personal Health.

Keywords: Personal health, e-Health, Telemedicine, ICT.

1 Introduction

In the last few years, health systems are facing a growing demand and expectations in
promoting and maintaining health and in disease prevention, treatment and care. In
order to confront such demand, new routes must be found to provide a greater number
of complex patient-centered services. Experts indicate that a radical transformation of
the health services supply process is required [1, 2]. This new approach, called per-
sonal health (pHealth), must be focused on health in a broader sense, not just on the
treatment, incorporating information and communication technologies (ICT) and
recognizing the influence of the patient as a service consumer. This implies a shift of
paradigm in which ICT and patient empowerment will be drivers towards a sustain-
able and patient-centered health systems. Under the personal health, the patient, as a
consumer of health services, acts more as a client, and therefore demands the corre-
sponding rights and obligations; care task will be focused on promoting and prevent-
ing rather than treatment; finally, disease management will be converted towards a
holistic concept of health and life management. In this new model, ICT is considered
a tool towards personalized treatments, sustainable health services, better quality of
service, closed loop relationship and evidence based medicine.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 3 2011.
© Springer-Verlag Berlin Heidelberg 2011



4 V. Traver and R. Faubel

This chapter aims to approach to pHealth and ICT in the healthcare scope. The
latest contributions in ICT as RFID, sensors, ambient intelligence (Aml), social
health media - health 2.0- and barriers and initiatives to achieve interoperability
between different information systems are other relevant aspects of the applica-
tion of ICT in health that will be held during this chapter.

1.1 Telemedicine and Health

Telemedicine was defined by the World Health Organization (WHO) in 1997, as the
delivery of healthcare services, where distance is a critical factor, by all healthcare
professionals using information and communication technologies for the exchange of
valid information for diagnosis, treatment and prevention of diseases and injuries,
research and evaluation, and for the continuing education of healthcare providers, all in
the interest of advancing the health of individuals and their communities [3].

According to this concept, telemedicine could have several applications in health
scope. It can be useful to inform the population about health issues, for the training
and information for healthcare professionals, to support for the continuum of
care (management) and, finally, in purely assistance processes either for diagnosis,
treatment and care.

Assistance process

Diagnosis Treatment Care

(uawabeuew) ssasoud poddng

Training and information for healthcare professionals

Health Information for population

Fig. 1. Telemedicine applications

e-Health policy in the EU is part of the 'Strategy Europe 2020 with the facing
goal of achieving in the European Union, in 2010, an economy based on knowl-
edge, competitive and dynamic, with improvements in employment and social co-
hesion. This plan of action includes measures to obtain a more efficient supply of
services for citizens (e-government, e-health e-learning and e-commerce), interven-
ing authorities, generating demand and promoting the creation of new networks. In
2006, the European Commission published a new strategy to accelerate the growth
of the e-health market in Europe, 'Accelerating the Development of the e-health
Market in Europe' [4] which deals with the elimination of several legal/regulatory
barriers that restrict the development of the e-health.
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2 New Paradigm for Health Care Systems

2.1 Disruptive Innovation

Disruptive innovation is a combination of technological advances and new business
models that has the potential to transform the structure, organization, and performance
of the healthcare system as a whole. Christensen [5] introduced the theory of
disruptive innovation asserting that consumers could produce transformations of the
prevailing business models by purchasing new products and services that were more
affordable and accessible than those that had been traditionally offered. For the dis-
ruptive innovation, two drivers are needed: technological enablers and a disruptive
business model that can profitably deliver these routine solutions to customers in
affordable and convenient ways.

Technologies drivers for disruptive innovation in healthcare are advances in
medical knowledge and advances in ICT. The ICT advances not only support the
development of new techniques and devices. They also facilitate the codification,
continuous updating, and diffusion of therapies and best-practice care protocols. ICT
can make feasible the integration of a patient’s health care data to provide real-time
medical decision support to professional, as well as to patients and their families. ICT
also enables the collection, integration, and analysis of data on the performance of the
overall system and supports the use of many advanced systems design, analysis, and
governance tools and methods to improve system performance.

Accelerating the development and application of ICT tools and techniques would
make possible the design, analysis, and governance of new processes and systems
throughout the health care system [6]. Disruptive innovation, applied to healthcare sys-
tem, implies affordable, simple and network system, comparing with the current health-
care system with complex and high cost alternatives based in an oligarchic system.

2.2 Chronic Disease Challenge

Chronic disease management represents one of the greatest challenges for health in
Europe. Growth rates of the adult population and aging projections in Spain only
serve to highlight the need to implement comprehensive strategies for changing the
routines and resources tackling chronic diseases. In the EU, currently 86% of deaths
are attributed to chronic illness, accounting for 50-80% of the total expenditure on
health, as appropriate. Under these conditions, reports the WHO, those health systems
maintaining their current system of disease management will be facing a large prob-
lem and they cannot keep the current level of service for the growing number of peo-
ple under chronic conditions.

Considering this challenge and trying to fit health services and needs, the patients’
stratification by risk levels allows an adequate adaptation to the populations’ health-
care needs, giving them the most appropriate response. The Kaiser Permanente pyra-
mid [7, 8] has proved to be a very useful method for conceptualizing risk stratified
groups of patients with long term conditions. The pyramid models long-term condi-
tions by splitting the population into those who can care for themselves, individuals
who need help to manage their diseases, and people who require more intensive
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case management. The upper level includes patients who need a more systematic
follow up due to the complexity of their clinical situation. It implies 3-5 % of the
population with chronic disease. The second level represents 15-25% of chronic pa-
tients and includes individuals with high risk of the disease progression, requiring
healthcare delivery management. In the first level, we have the population diagnosed
with a chronic disease, needing only supportive care to achieve a proper self-
management of the disease.

Level 3. High complexity
3-5 % of COP
60% of adult

population
(CDP*)

Level 2. High risk

15-25% of COP

management T

Level 1

70-82% of COP

Level 0

“Chronic Disease Patients

Fig. 2. Kaiser Permanent Pyramid

2.3 Personal Health Systems

Personal health systems assist in the provision of continuous, quality controlled, and
personalized health services to empowered individuals, regardless of location. In
2002, WHO defined some key elements for this paradigm shift moving towards to the
personal health [9] (table 1).

Table 1. Key Elements for pHealth

1. Identify, score and stratify population

2. Plan and coordinate care within all health care levels,
using case management methodology

3. Specific guidelines and protocols for each disease

4. Specific educational disease programmes

5. Integrated Information Systems, allowing a predefined
Balanced ScoreBoard

6.  Align resources and incentives

7. Evaluate and improve quality, cost and service
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First of all, the population must be identified, scored and stratified according to
the health risk. For every level, it’s needed to plan and coordinate care, using case
management methodology. According to the risk level, case management will be
applied for patients with high complexity, disease management for the high risk
patients and self-care support for the lower level of chronic patients. Specific guide-
lines and educational programs must be described for each disease. On the other
hand, the integration of the information system can facilitate the establishment of a
predefined Balanced Scoreboard. In this entire paradigm shift, resources and incen-
tives must be aligned and it’s fundamental to evaluate all the process trying to in-
corporate a continuous improvement system for quality, cost and service.

3 Information and Communication Technologies (ICT)

Some technologies are mature enough to be used extensively, being drivers and
enablers for the paradigm shift in healthcare. Identification by radio frequency
(RFID), sensors to measure any physiological parameter in a simpler and more
reliable way, web 2.0 to facilitate the exchange of information and experience
between family and/or patients and health professionals, or electronic medical history
are some ICT that can be key elements for the new personal health system.

3.1 RFID

RFID (Radio Frequency Identification) system is a technology that allows detecting
and identifying an object, previously tagged with a smart label, through the infor-
mation transmitted wirelessly by the tag. A RFID system has two main components.
Firstly, a tag, that is attached to the object to be identified. It integrates onboard
memory, an integrated circuit or machine state circuit capable to manipulate and
store the data and a coupling element to communicate with the reader. It can be
included sensors or a power supply (active tags). Secondly, a reader, that typically
contains a control unit to manipulate the information and an antenna to communi-
cate with tags, hence reading or writing their memories. The reader connects with a
network so it can forward the identity of the tag as well as the information read to a
centralized system [10].

RFID enables unique localization, tracking and management identification of any
item or living being without contact or direct line of sight. In healthcare it can be
applied to ensuring right identification of each patient and his corresponding medi-
cal data anywhere in the hospital, guarantying appropriate actions are granted to the
right persons (drugs administration, surgical procedures,...) regardless the time and
place, identifying lab samples (blood, urine, exudations, biopsies, etc), verifying
authenticity and origin of drugs and checking their status and expiry dates while
they are moved among different departments and sections, etc [11]. Additionally,
inventory control of medical equipment or theft prevention of devices and medical
utensils is also susceptible to be accomplished ubiquitously by means of RFID
technology.
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3.2 Sensors

Telemonitoring is a part of telemedicine that includes diagnosis, monitoring, treat-
ment or education of a patient in a remote location. The effective performance of
telemonitoring programs requires appropriate infrastructure involving technological
innovation and effective communication systems to facilitate the acquisition, trans-
mission, storage, processing and real-time viewing of data, sounds and images. For
suppliers, these programs can provide cost savings because they control the evolu-
tion of chronic diseases and ensure the efficient use of health resources while main-
taining the appropriate and quality care for patients. For consumers (patients),
telemonitoring brings a sense of empowerment in their condition management.

Telemonitoring platforms are a group of components consisting of a terminal pa-
tient, -which could be several hardware solutions depending on the circumstances
of use or application- a set of monitoring devices and software applications that
include secure communications with centralized management system. In the market,
there are several solutions, each one with its own characteristics. However, all these
solutions have limitations of integration into broader services architecture as they
are closed and with proprietary protocols.

In the coming years, telemonitoring skills will be improved by increasing diver-
sity and capacity of the sensors (size, transmission capacity, power usage...), im-
provements in images capturing, telecommunications more affordable, increase in
computing power, improvements in consumption (thermal efficiency, battery
life ...). Many companies that have shown their ability in this discipline will be
involved in this development as Philips Medical Systems, Telehealthcare Viterion,
Biotronik, Aerotel Medical Systems, Card Guard AG.

3.3 Internet 2.0

The new health system is apatient-centered model [12, 13, 14], where the individual
has greater responsibility on their health, either in lifestyle and in decision-making
autonomy (patient empowerment). Empowerment implies a greater demand for
information -much more relevant for people with chronic diseases- which is in-
creasingly channeled through the Web.

Patients use the web 2.0 [15], to handle personal medical information (personal
health records), access to health information and applications, knowledge and in-
formation dissemination, and also as a tool of socialization in virtual communities.
We must also highlight continued and growing development of alternative devices
allowing connection to internet as mobile phones or consumer electronics devices:
MP3, game consoles, televisions...

However, it is becoming more complex to find relevant and quality contents due
to the increased availability of health information. Several initiatives are being
developed in order to avoid the risk of data overload like semi-automatic labeling
based on semantic technologies, data mining, collaborative filtering and personal-
ized search engines [16, 17].
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3.4 Electronic Health Records

Currently, interoperability between different existing health information systems is a
great relevance issue and not yet resolved. The most complicated, technically, is to
achieve semantic interoperability between electronic health records systems (EHR).
Already in 2008 the European Commission sets interoperability as one of the most
relevant topics in recommendation COM (2008) 3282. This document provides a set of
guidelines for the development and deployment of interoperable EHR systems that
allow cross-border patient data exchange, a goal that, from a down-to-earth point of
view, could take 20 years to attain. This document was materialized in the EpSOS pro-
ject (Smart Open Services for European Patients) involving 12 European countries:
Austria, Sweden, Czech Republic, Germany, Denmark, France, Greece, Italy, Nether-
lands, Slovakia, United Kingdom and Spain. EpSOS aims to develop a practical frame-
work for eHealth and ICT infrastructure to guarantee the compatibility of the different
health records systems. Thereby, health professionals could access electronically - in
their own language — to the essential health data of a patient from another country and
pharmacies could dispense prescriptions issued by other EU states.

Some key points must be taking into account in order to perform interoperability.
The benefits of sharing patient information must be clear; the reliability of the proc-
esses should be increased to improve security and confidentiality of data; organiza-
tions must rely on those with whom they share information, and information exchange
should not cause conflicts with business or legal interests of the participants. Many
agencies are working on the standards specification in order to facilitate interoperabil-
ity. One of these agencies is Continua Health Alliance [18] this non-profit organiza-
tion is based on a coalition of health-related industry that was formed with the aim of
promoting and fostering interoperability among telemedicine peripheral devices and
data systems. It comprises specifications for devices to include its own profile, to
define the data according to ISO / IEEE, to define the integration with health records
(EHRs), HL7 and XDR profile specification.

3.5 Ambient Intelligence

Ambient Intelligence (Aml) [19] suggests a model of interaction between people and
their surrounded context-sensitive environment responding adaptively to user needs
and habits. Technologies are embedded in daily life elements and present in the envi-
ronment in a nonintrusive way, invisible but perceptible, accessed via intelligent but
simple and natural interfaces. Mobile devices (PDAs and third generation phones),
sensors, in-door localization systems, middleware and embedded computing devices
on user clothes are some of the devices that can be found in this kind of environment.
Integration and interoperability between the different devices are essential and neces-
sary to define a common communications protocol.

4 Conclusions

Health systems are undergoing a paradigm shift towards personal health and this new
model requires comprehensive action, integrating all the stakeholders of health sys-
tem. In this new model, ICT are a tool to face up the new challenges in the health
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scope. This challenge facing Europe and Spain in the coming years is well repre-
sented in the 5 Challenge of the 7th Framework Programme of the European Com-
mission for the 2011-2012: ICT for health, ageing well, inclusion and governance.
This strategy focuses on the application of ICT for disease prediction, prevention,
minimally invasive treatments, disease management and support for healthy lifestyles
as well as technological solutions to prolong independent living and technologies for
people with disabilities. A new model of healthcare is required; consequently, pHealth
will happen and the only pending question is when. However, the changes necessary
for the transformation sought depend not only on technology: are also related to other
factors such as the introduction of new models of organization, professional roles,
training plans or new stakeholders in the health system [20].
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Abstract. In this work, we present an integrated system for the registration and
fusion of medical images, named «dlaGnosis». It is often necessary to align
medical images to illustrate the changes between the data retrieved at different
times so as to assess the progress of a disease, or to assess the effectiveness of a
treatment. The proposed system supports the storage, retrieval, distribution and
presentation of medical images from different modalities, such as CT and MRI,
in DICOM format. It also supports multiple examinations per patient and uses
parallel processing threads to perform the processing of the acquired three-
dimensional (3D) images in almost real time. In this paper, the architecture and
the working environment of the implemented system are presented in detail,
along with a pilot scenario that demonstrates the system in use. Additionally,
the registration and fusion algorithms implemented are presented and evaluated,
along with the image processing techniques used for the enhancement of medi-
cal images. The contribution of the proposed work is multilayered. It provides
automatic matching methods based on both segmented surfaces and on different
levels of gray, and it improves the alignment process when there is a relative
movement and / or distortion of images in the data collected from different
imaging systems.

Keywords: Medical systems, Image processing, Registration, Fusion.

1 Introduction

Medical imaging is a vital component of diagnostic medicine, and it also has a sig-
nificant role in the areas of surgical planning and radiotherapy [1]. Often, medical
images acquired in the clinical track are using different imaging technologies.
Integrating these images, which are often complementary in nature, is a challenging
problem. The first step in the integration process is bringing the tomographic images
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into spatial registration, so that the same anatomical regions coincide, a procedure
referred to as registration [2]. After registration, a fusion step is required in order to
combine information from different modalities, or from the same modalities at
different examination periods [3].

A prominent example where the fusion of registered images maximizes the avail-
able diagnostic information is tumor diagnosis and radiotherapy treatment. The Mag-
netic Resonance (MR) imaging system, the SPECT medical imaging and the Positron
Emission Tomography (PET) provide functional information even at very early stages
of cancerous tumors, but they do not reliably depict the anatomical characteristics of
the tested organs. On the other hand, tomographic imaging techniques such as Com-
puter Tomography (CT) and magnetic (MR) scanners, the ultrasound and X-rays
provide anatomical information, but usually determine the existence of a cancer tumor
only when it is in a later stage compared to the functional techniques. Thus, the com-
bined use of different modalities that offers complementary clinical information is
much more effective, allowing early diagnosis and accurate identification of a cancer
tumor and hence the effective planning of the radiotherapy treatment.

It is often necessary to align medical data to illustrate the changes between the data
retrieved at different times so as to assess the progress of a disease, or to assess the
effectiveness of the treatment. In this case the fusion of data is implemented to illus-
trate the changes, as in the measurement of bone support for implants using
dental radiographs. Moreover, the data registration applies to cases where data from
anatomical atlases in conjunction with real clinical data and studies on patient popula-
tions are used.

In this work, a global alignment-fusion system of medical data was developed,
which was named «dlaGnosis». Comparable software systems for processing and
visualization of medical data are also implemented by Philips Medical Systems Inc.,
Siemens Medical Systems Inc and others. Medical data in commercial systems are
represented in DICOM format, which is the prominent medical data protocol. Most
commercial software provide semi-automatic and automatic registration options, as
well as possibilities for data fusion after registration alignment, either on sections base
(2D problem) or on surfaces base (3D problem). The proposed system overbalances
the existing registration techniques. Specifically, it provides automatic matching
based on both segmented surfaces and on different levels of gray, while algorithms
are applied directly to three-dimensional (3D) data. In addition, it allows the applica-
tion of different geometric transformations, including an elastic transformation to
improve the registration when there is movement and / or distortion in the data collec-
tion of the patient from different imaging systems. Finally, it allows comparison of
registration accuracy for the different techniques based on specific criteria to quantify
registration.

This paper is organized as follows. Section 2 outlines the architecture of the
system proposed and presents the algorithms used for image preprocessing, registra-
tion and fusion. Section 3 describes the working environment of the implemented
system. Section 4 presents the baseline scenario where most of the procedures sup-
ported by the system are shown. The efficiency of registration techniques was tested
during the pilot study on skull patient data collected from CT and MR scanners.
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2 System Architecture

In Fig. 1 the overall system architecture is depicted. The system consists of five com-
plementary layers-subsystems, managing the registration and fusion of the medical data,
as well as the interaction with the final user. According to the proposed architecture, the
system consists of the following five subsystems.

Subsystern of data collection
and data management

¥ Graphical
(Subsystem of medical data interface

preprocessing siubsystem

I
¥ ¥
Subsystern of medical Subsystern of medical

data alignment data fusion

Fig. 1. The system architecture

2.1 Data Collection and Data Management Subsystem

The subsystem of data collection and management allows the storage, retrieval, distribu-
tion and presentation of medical images:

= Using Magneto-optical instrument, and

= Data transfer via network from the diagnostic consoles of the CT and MR scanners,
or a workstation where digital medical data are acquired.

The medical data collected are a series of sections from the same patient from different
imaging modalities (CT and MR scanners) and correspond to a specific region of the
human body. In the pilot version of the system the data correspond to the region of the
skull as acquired from both CT and MR scanners.

As mentioned earlier, DICOM format is the prominent international protocol for
medical data. Thus, the medical data acquired by the scanners are compatible with this
format. The entry, management and export data are in DICOM format too [4].

In this subsystem we implemented a function that reads the header of the DICOM
file (DICOM header) and includes automatically the following technical characteristics
of the system: the number of sections, the number of pixels per section, a data analysis
per section (mm/pixel), the interval sections (mm), the number of bits/pixel and the
patient data (patient code, DATE examination, etc.), if available.

The basic technical capabilities of the subsystem include:

= Patient (code) correspondence with the initial data of his/her examination.

= Multiple examinations per patient (through appropriate code).

= Data display with multiple horizontal sections in icon size.

= Data storage after their process (in DICOM or other format) in the hard disk of the
computer system.

= Determination of reference data from the user.

= Ability to support multiple data to align common reference data.
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2.2 Medical Data Preprocessing Subsystem

The data preprocessing is an optional step. It applies to data which are characterized by
high levels of noise and the containment is achieved by using the appropriate filters. So,
it is usual that before the registration a re-sampling of one or both data sets that have the
same discretionary analysis is needed. Thus in the subsystem an appropriate technique
for re-sampling is incorporated [5]. The data pre-processing subsystem includes the
segmentation technique as developed. In this case, anatomical information is extracted
from the two data sets (for example the external surfaces of the skull from both CT and
MR scanners), which is then used to perform the registration.

Pre-Processing Techniques
The acquired 3D data may include noise and/or characterized by heterogeneous back-
ground. This noise is undesirable and should be removed, without the loss of signifi-
cant anatomical information contained in images. For noise reduction, suitable filters
are implemented to improve the quality of images, which are applied on section based
(two-dimensional problem - 2D) [6].

Specifically, within the subsystem the following filters have been implemented to
improve image quality:
= Mean filter: It is a low-pass filter which reduces high-frequency noise in an image.
= Median filter: it is another filter for noise containment.

= Gamma correction: The factor y determines the function which distributes the
values of pixels, according to the intensity of brightness of the screen. The factor v is
equal to one when there is a linear relationship between pixel values and intensity of
brightness. Images that appear darker usually require the factor y have values larger
than one, while those which appear bright usually require the factor y have values
smaller than one.

= Histogram Equalization filter: it is a commonly used technique for better visualiza-
tion of the diagnostic information of an image. In cases where the biological tissue of
interest shows rates (different levels of gray), which vary between certain limits in the
digital image, the visualization of the tissue is significantly enhanced if the function
which corresponds the values of pixels in the image with brightness in screen changes.

= Adjust brightness and contrast: It is one of the most basic functions for image edit-
ing. The implementation of this subsystem provides the opportunity to change the
brightness and contrast of images by the simple linear transformation:

I'(x,y)=al(x,y)+b ey

Where I(x,y) is the pixel of the initial image with coordinates (x,y) and I'(X,y) is the
pixel of the adjusted image.

Medical Data Segmentation

This technical requirement is particularly important as it allows the automatic seg-
mentation of the human body structure (s) of the same patient as shown in Fig. 2.
Within the project, appropriate algorithms were developed and integrated for struc-
tures segmentation using:
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= Canny edge detector

= 3D region growing operator: According to this method [7], one or more pixels are
initially used (x;, y;, z;) that are considered as seed points of the region Ri={(x;, y;, z;) }-
Then, the gray level for each seed-point is compared with the gray level of each of its
neighboring pixels of the region R;. The same procedure is repeated for all the
neighboring pixels of the pixels that belong to R;. The procedure stops when no more
pixels can be added to the region R; The result of applying the above algorithm is
homogeneous regions of pixels. Areas consisting of a small number of pixels are
incorporated into neighboring regions with similar levels of gray.

(a) (b)

Fig. 2. Example of MRI image segmentation. (a) Original image. (b) External contour using the
3D region growing operator.

2.3 Medical Data Alignment Subsystem

In many cases in the current clinical practice it is desirable to combine information
provided by two or more imaging modalities or to monitor the development of a
treatment based on data collected at different times by the same modality. In particu-
lar, when monitoring the development of a treatment, it is very often the imaging
anatomical structures displayed in two sets of data that have been collected at differ-
ent times to be characterized by geometrical movements, revolutions, etc. It is neces-
sary to find an appropriate geometric transformation, which achieves the spatial
coincidence of anatomical structures of the two images. This process of finding the
transformation is called registration.

The medical data alignment subsystem consists of a set of techniques for 3D regis-
tration of brain data on surface based or using the levels of gray (gray-based). Particu-
lar attention has been given to the design of the automatic registration techniques.
Alternatively, there is the option of manual registration using appropriate surface
driving points as selected by the expert.

Within the design of this subsystem three registration techniques were implemented:

= Automatic registration based on surfaces,
= Automatic registration based on gray levels and

= Manual registration.
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Surface-Based Registration Technique
This technique is automatic and based on the spatial matching of segmented anatomi-
cal structures of data from different imaging modalities [8].

The basic stages of the automatic method for surfaces registration include:

= Surface Pre-alignment. The stage of pre-alignment includes the spatial displace-
ment of two triangulated surfaces, so that the centers of mass coincide. Also, a
transformation of scale in each axis is done separately, based on the voxel sizes of
the two images [9].

= Geometric transformation application. The second phase implements an overall
geometric transformation. Its parameters are calculated by optimizing a function
that quantifies the spatial matching of a triangulated surface of the reference image
(computer tomography - CT) and the modified image (MRI - MRI). Four models
of geometric transformation in three dimensions are explored and evaluated based
on the final results of the registration [10].

= Matching function definition. The registration can be seen as the optimization of a
Measure of Match - MOM according to the variables of the selected transforma-
tion. At the case of surfaces matching an appropriate matching function is the aver-
age of the geometric distance between the transformed points of the magnetic
scanner data and the corresponding closest points of computer scanner data.

Registration Based on Gray Levels

This data registration technique is based on the automatic spatial identification of data
from different imaging systems and is applied on image values directly, without the
prior requirement for segmenting common anatomical structures [11].

Manual Registration

In the case of the manual registration method, the expert selects points in the respec-
tive sections of the two imaging modalities and the registration of the data is based on
the selection of a particular geometric transformation [12]. This method has been
developed so that its performance can be compared to the performance of the pro-
posed automatic registration methods.

2.4 Medical Data Fusion Subsystem

Medical data fusions scope is to combine information from different modalities, after
the application of the medical image registration process. The fusion subsystem is
designed appropriately to allow the composition of anatomical information from the
aligned medical data using techniques such as the pseudo-colour scale, logic functions
for the diverse overlay of image parts on another image and change the degree of
transparency in the overlay of anatomical structures [13].

Fusion Techniques
Within the proposed system, the following techniques for medical data fusion, were
developed and applied after registration:

= Implementation of logical functions for the diverse parts overlay of one image on the
other. Specifically, after the data registration, the anatomical information derived
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from data of the CT Scanner overlays on the respective aligned sections of the MR
scanner in order to fuse the information from the two imaging systems. This process
is mathematically standardized with the logical operator Exclusive Or (XOR), which
is implemented as follows:

10x,y) =1, (6, y)1 =M (x, y))+ 1, (x, y)M (x, y) )

where 1A and IB the reference image and the image to align respectively and M is
the mask that has value 1 at the pixels that overlay from both the IB to the IA. The
mask M may be the segmented structure of interest of the IB image that has to be
visualized from the reference system of IA, or repeated normalized geometric
shapes, where the aim is to visually confirm the accuracy of the registration of IB
relatively to IA.

In the pilot study, information from the CT scanner was isolated and was inserted
in the aligned data of the magnetic scanner using logic functions (XOR). This fu-
sion method allows the expert — a doctor to assess the accuracy of the registration
method, while it gives information on the position of the bones from the computer
tomography in comparison with other soft tissues or tumors, as shown in MR.

= Ability to change the degree of transparency ‘a’ during the overlay of anatomical
structures in order to achieve a combination of information and assess the
quality of the registration result. This technique was implemented on the basis of
the relationship:

I(x,y)=1,(x.yJi-a)+al,(x.y) 3

= Fusion of data in 3D is a particularly difficult problem because the extra dimen-
sion makes the data display difficult even without the extra complexity of the
data fusion. In this work, a simultaneous demonstration of common anatomical
structures - surfaces before and after the registration is achieved using the pro-
posed representation techniques in the form of VRML.

= The results are visualized using pseudo-coloring according to the medical system
used (e.g. red for the visualization of the anatomical structure of the axial scan-
ner and blue for the magnet scanner), to make clear to the expert the relative po-
sition of the two surfaces and the change before and after the registration [14].

2.5 Graphical Interface Subsystem

The graphical interface subsystem is an important part of the developed system, as
it allows the final user use the necessary functions of the registration software. The
subsystem was developed having in mind the following requirements:

= Ease of use and user friendliness,
= Speed enforcement functions and
= Reliable performance of the software’s individual applications
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Fig. 3. (a) Selection of registration parameters (b) Selection of the fusion parameters and
implementation of the fusion settings

The key features of the graphical interface subsystem include:

3

Creation of an appropriate graphical environment: This feature concerns the design
and development of an appropriate interface that offers: a) easy navigation to the
software’s menus, b) easy access to medical data and c) a clear definition of the in-
tegrated techniques — algorithms as shown in Fig. 3.

Visualization of the medical information: An important feature of the software is
the ability to visualize data and present the results of the applications and tech-
niques applied in a comprehensible manner. It provides: a) visualization of the
original medical data, b) visualization of the data processing results, particularly
the results of automatic registration methods and c) visualization of the fusion of
information from the registration. In particular it allows simultaneous display of
relevant medical data (e.g. CT and MR sections) before and after the registration
and presentation of the fusion results. Quantification of the registration results:
Beyond the visualization of the registration and fusion results another important
feature is the presentation of quantitative data. The data are related to registration
results based on a)specific success criteria and b) on geometrical differences (dis-
placements and rotations) of the data to align from the reference data.

Working Environment

The user can use the basic components and navigate to the input and output data using
a tree structure (Fig. 4). The tree structure starts from the node of the project. The
project is the main component of the system. A project consists of source images,
processing settings and output images and can be saved and retrieved at will without
losing the settings of the user. It is the root of the tree that represents, while the inter-
mediate nodes and leaves of the tree represent individual project data or processing
information.
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There are also collection nodes, which group different snapshots of similar in-
formation existing in each project. Each node, depending on the information that
represents may correspond to a dynamic description, have associated notes, contain
interfaces presenting information and have properties that are processed by the user
and others. New nodes can be created by the user and added to the project while
some existing may be removed.

In Fig. 5 the general working environment of the application is shown. The
working environment is dynamic. The user interfaces can be aggregated into tabs,
to activate the automatic concealment within the window, to match them all
together and more. The user options are saved by closing the application, and re-
trieved the next time booted. Also some templates of the user interface are created
and the user can easily select the one he likes.

The images can be loaded either from an existing list or with the process of
surveying examination (Fig. 6).

As the recovery process of the examining image from DICOM files may be
slow, the system makes the process to use parallel processing threads. During the
information retrieval the system notifies the user about the status of recovery and
does not allow access to the node’s data.
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Fig. 6. Image loading with the process of surveying examination

4 Pilot Scenario

In order to have an exhaustive testing of the system a testing scenario was defined.
This scenario uses all the processes supported.

Specifically, the system was installed and evaluated by an expert-radiologist on
the credibility of the operation and performance of the registration techniques.

Data sets from axial (CT) and magnetic tomography (MRI) from 5 patients from
Strahlenklinik of the Stadtische Kliniken Offenbach of Germany were used. The
axial tomography data were the «Reference data», while the magnetic tomography
data were the «Data to align».

After any registration technique an overlay - fusion of the CT data on the corre-
sponding sections of the MRI data took place. In this way, the expert assessed opti-
cally the performance of the registration techniques.

Fig. 7 shows characteristic results of the registration-fusion techniques using
real medical data. Based on an analysis of these results we came to the following
conclusions:

= The performance of the automatic registration techniques is much better com-
pared to the semi-automatic alignment technique.

= Among the automatic registration techniques based on gray levels, the technique
of mutual information has better performance compared to the technique using
the correlation coefficient.

= The technique of surface registration is worse compared to the technique using
mutual information and is almost equivalent to the technique using the correlation
coefficient.
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Fig. 7. Registration results using (a) Automatic registration using correlation coefficient
(b) Automatic surfaces registration (c) Automatic registration using mutual data coefficient
(d) Semi-automatic registration technique

4.1 Quantitative Analysis of Registration Results

The four registration techniques implemented within the proposed system were fur-
ther quantitatively evaluated in terms of accuracy. Towards this direction, five pa-
tients were used forming five pairs of sets, each set consisting of CT and MRI head
data of the same patient. The accuracy of each registration technique was measured as
the mean distance of the centers of all the external markers for each data set before
and after registration (in pixels). The centers of the external markers were obtained
manually by an experienced radiotherapist. Comparisons on the performance of these
registration techniques based on this criterion are shown in Table 1.

From the quantitative result in Table 1 it is shown that all automatic techniques
were performed better than the semi-automatic technique. Furthermore, the mutual
information registration technique was outperformed from the other two automatic
registration techniques. Finally, the surface and the correlation coefficient registration
techniques were performed equivalently.

Table 1. Registration Techniques comparison

Registration Techniques
Data Sets | Automatic Mutual Automati.c Automatic— Semf—autolmatic
Information Corre.la.tton Surface _ Registration
Coefficient Registration
Set 1 0.27 £0.01 0.59 £0.02 0.60 £0.03 1.89 +0.37
Set 2 0.28 £0.02 0.67 £0.03 0.63 £0.01 1.87 £1.21
Set 3 0.32 £0.01 0.80 £0.02 0.49 £0.07 1.33 £0.07
Set 4 0.31 £0.01 0.61 £0.05 0.50 £0.01 0.47 £0.00
Set 5 0.29 £0.01 0.46 £0.02 0.43 +0.00 0.53 £0.04
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4.2 Three-Dimensional Display of Anatomic Structures

An important factor in the process of medical data fusion is the ability of the
system to visualize the results of the registration. Specifically, the system supports the
display of the anatomical structures - three-dimensional surfaces - before and after the
registration.

The basic method followed to visualize the surface of the CTI and MRI is the
technique of Surface Rendering. The surface rendering technique is based on the
surface of interest detection based on gray levels. It constructs a set of polygons that
is based on neighborly relations between the points forming the surface. The March-
ing Cubes algorithm is more representative of this category and is used in this appli-
cation due to the rapid and realistic organs representation such as the skull.

Images were visualized as a 3D surface, using a well known surface rendering al-
gorithm called Marching Cubes [15]. The DICOM images that consist of MRI or CT
sectors, are stored as three-dimensional scalar fields, where scalar values represent
shades of gray. The algorithm divides the image in imaginary cubes, taking eight
neighbor locations at a time and then determines the polygons needed to represent the
part of the iso-surface that passes through this cube. The iso-surface is an area of the
image with a constant value of gray level (iso-value).

This basic region is called cube and its tops are equal to 1 if the corresponding
value of the image gray level is greater than or equal to the iso-value, otherwise 0.
The model created in this way is called the topology of the cube. All possible topolo-
gies of a cube are 256, as the levels of gray, and in each one of them the iso-surface is
pre-triangulated.

In this system, the algorithm was applied to skull binary data from CT and MRI,
which will occur after the implementation of the pre-processing and segmentation
algorithms. A result of a three-dimensional skull reconstruction of CT and MRI sec-
tors, using the above algorithm is shown in Fig. 8.

Fig. 8. Three-dimensional skull reconstruction of CT and MRI images
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Furthermore, an indicative visual result of the overlay of the axial and magnetic
scanner surfaces is presented using VRML and a surface representation algorithm.

It may be noted that the pre-aligned skin surfaces are different and the area of the
axial tomography is external and above the area of the MRI. With the method of sur-
faces registration the registration between two surfaces is enhanced, as shown by the
alternation of the two colors of the surfaces.

In Fig. 9 we can see the overlay of the skin surface of the axial tomography (red
color) on the corresponding surface of the magnetic tomography (blue color) for a
specific couple using the algorithm for surface representation in VRML format.

Fig. 9. (a) Before registration (b) Registration using the surface registration method

5 Conclusions

In this paper we have illustrated our registration-fusion system in detail, described the
algorithms used and shown the basic scenario of the application’s usage. Diagnosis is
an integrated environment that facilitates the automatic matching based on both
segmented surfaces and on different levels of gray and it allows comparison of regis-
tration accuracy for the different techniques based on specific criteria to quantify
registration. It also improves the registration in case of movement and / or distortion
in the data collection of the patient from different imaging systems.

After the implementation of the system, a number of tests were performed for
evaluating the developed registration techniques both qualitatively and quantitatively
in order to test the stability and accuracy of the techniques. As for future work, we
plan to extend our system by developing further fusion and registration techniques.
Additionally, more tests will be conducted to support the efficiency of the imple-
mented system.
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Abstract. Cancer survival forecasting may be attempted using models
constructed through predictive techniques of various kinds, including statistical
multivariate regression and machine learning. However, no single such technique
provides the best predictive performance in all cases. We present an automated
meta-learning approach that learns to predict the best performing technique for
each individual patient. The individually selected technique is then used to fore-
cast survival for the given patient. We evaluate the proposed approach over a
database of retrospective records of pancreatic cancer surgical resections.

1 Introduction

Adenocarcinoma of the pancreas is one of the most lethal of all cancers. As a result of
substantial progress in the treatment of this disorder over the past quarter—century, the
five year survival rate has doubled, but is still less than 6%, based on the most recent
(2010) National Cancer Institute data for cancers diagnosed between 1999 and 2006
([1]], Table 22.8). Fortunately, there are groups of patients for whom the outlook is sig-
nificantly better. Cancer stage at diagnosis is of particular importance. For example, the
survival rate for localized cancers is fully four times the average. The results of specific
diagnostic tests and individual patient attributes including age also affect prognosis.

1.1 Machine Learning

Machine learning refers to a set of techniques, including decision tree induction, neu-
ral and Bayesian network learning, and support-vector machines, in which a predictive
model is constructed or learned from data in a semi-automated fashion (e.g., [2]]). In
supervised learning, which is the sort considered in the present paper, each data in-
stance used for learning (training) consists of two portions: an unlabeled portion, and a
categorical or numerical label known as the class or target attribute that is provided by
human experts. The object of learning is to predict each data instance’s label based on

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 29 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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the instance’s unlabeled portion. The result of learning is a model that can be used to
make such predictions for new, unlabeled data instances.

Machine learning has been successfully applied to pancreatic cancer detection [3|]
and to the analysis of proteomics data in pancreatic cancer [4]. Machine learning tech-
niques have also been shown to provide improved prediction of pancreatic cancer
patient survival and quality of life when used either instead of, or together with, the
traditional technique of logistic regression [3]], [6], [7].

The quality of the predictions produced by a given machine learning method varies
across patients. In particular, the method that provides the best predictive model for one
patient will not necessarily be optimal for another patient. The latter fact suggests that
overall predictive performance across all patients could be improved if it were possible
to reliably predict, for each patient, what machine learning method will provide the
best performance for that particular patient. The selected method can then be used to
make predictions for the patient in question. This is the basic idea behind the approach
described in the present paper.

1.2 Classical Meta-learning

Several meta-learning approaches have been developed in machine learning, includ-
ing bagging, boosting, and stacking (see below). These approaches are also known as
ensemble methods because they aggregate the predictions of a collection of machine
learning models to construct the final predictive model. Ensemble machine learning
methods have previously been applied to cancer [9], [[10], [4]]. The present paper de-
scribes a new ensemble machine learning approach and its application to prognosis in
pancreatic cancer.

In bagging [[L1], the models in the ensemble are typically derived by applying the
same machine learning technique (e.g., decision tree induction, or neural network learn-
ing) to several different random samples of the dataset over which learning is to take
place. The bagging prediction is made by a plurality vote taken among the learned mod-
els in the case of categorical classification, and by averaging the models predictions in
the case of a numerical target. In boosting [12]], a sequence of models is learned, usu-
ally by the same learning technique, with each model focusing on data instances that
are poorly handled by previous models. The overall boosting prediction is made by
weighted voting among the learned models. Stacking [13]] allows the use of different
machine learning techniques to construct the models over which aggregation is to take
place. In this context, the individual models are known as level 0 models. The outputs
of the level 0 models are then viewed as inputs to a second layer of learning, known as
the level 1 model, the output of which is used for prediction.

1.3 Proposed Automated Model Selection Meta-learning Approach

The model selection approach proposed in the present paper is an ensemble meta-
learning approach in that it involves learning a collection of models. Our approach
is more similar to boosting and stacking than to bagging in its use of the full train-
ing dataset to learn the individual models. However, it differs from classical bagging,

! This paper is based on our previous paper [8].
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boosting, and stacking, and is characterized by, its adoption of a new prediction target.
Rather than aiming to predict the original target, say survival, directly, the goal changes
in our approach to identifying what learned model is best qualified to make the desired
prediction for a given data instance. Once identified, the selected model alone is used
to predict the original target.

1.4 Plan of the Paper

Section 2] describes the pancreatic cancer patient database that was constructed for our
work. Section [3| presents the details of the model selection meta-learning method pro-
posed in the present paper. Section[d] describes the results of an experimental evaluation
of model selection meta-learning over pancreatic cancer clinical data.

2 Pancreatic Cancer Clinical Datasets

A clinical database was assembled containing retrospective records of 60 patients
treated by resection for pancreatic adenocarcinoma at the University of Massachusetts
Memorial Hospital in Worcester. Each patient record is described by 190 fields com-
prising information about preliminary outlook, personal and family medical history,
diagnostic tests, tumor pathology, treatment course, surgical proceedings, and length
of survival. The attributes are divided into three major categories: 111 pre-operative
attributes, 78 peri-operative attributes, and the target attribute. A summary of the cate-
gories of attributes and the number of attributes in each category is presented in Table 1
and Table 2.

2.1 Pre-operative and All-attributes Predictive Attribute Sets

We consider two different subsets of predictive (non-target) attributes, each of which
gives rise to a dataset when the survival attribute is added as a prediction target:

— The subset containing only the 111 pre-operative attributes (yields the
Pre-Operative Dataset).
— The full set of all 189 non-target attributes (yields the All-Attributes Dataset).

2.2 Prediction Target Attribute

The prediction target (or target attribute) of our analysis is survival time, measured
as the number of months between diagnosis and death. All patients considered in the
present study have known dates of death, hence the potential statistical issue of data
censoring on the right [14], that is, prematurely “cut off” data, does not occur.

Survival Discretization. This work views survival prediction as a classification task,
which requires a discrete target attribute. We consider the following three alternative
binnings of the target attribute:

— 9 month split, resulting in 2 target values: less than 9 months (containing 30
patients), and 9 months or more (30 patients).
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Table 1. Pre-operative attributes

Category Number of attributes Description
Patient 6 Biographical, physicians
Presentation 21 Symptoms at diagnosis
History 27 Health history
Serum 8 Lab test results
Imaging 23 Diagnostic image details
Endoscopy 25 Endoscopy details
Preliminary outlook 1 Physician’s pre-surgical evaluation
Total 111

Table 2. Peri-operative attributes

Category Number of attributes Description
Treatment 36 Treatment details
Resection 24 Surgical removal details
Pathology 7 Post-surgical tumor type results
No resection 11 Reasons for tumor non-removal
Total 78

— 6 month split, resulting in 2 target values: less than 6 months (20 patients), and 6
months or more (40 patients).

— 6 and 12 month splits, resulting in 3 target values: less than 6 months (20 patients),
6 to 12 months (20 patients), and over 12 months (20 patients).

2.3 Summary of Datasets Considered

Each dataset considered in our evaluation is determined by a choice of the set of pre-
dictive attributes (see2.1)) together with a choice of discretization of the survival target
attribute (see[2.2). Taking into account the two possible subsets of predictive attributes
and the three possible discretizations of the target attribute, we therefore consider a total
of six distinct datasets in our evaluation.

3 Learning to Predict the Best Performing Model

The present paper proposes a new meta-learning approach that identifies for each data
instance the predictive model that is best suited to handle that instance. We refer to
this approach as model selection meta-learning. The motivation behind our approach
is the fact that different models may make correct predictions for different subsets of
instances. If we could accurately select a correct model for each instance, overall clas-
sification performance would be improved.

3.1 Model Selection Meta-learning for Prediction

The proposed model selection meta-learner approach uses two levels of classifiers to
predict the unknown target class of a set of a previously unseen input instance, as fol-
lows. First, the level 1 model predicts which of the level 0 models is expected to perform
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best on the given instance. The instance is then presented to the selected level 0 model
to make the final prediction for that instance. The prediction process is described in
more detailed pseudocode below. Details of the training process, which must be carried
out before prediction can take place, are described in section[3.21

Model Selection Meta-learning Prediction Algorithm Pseudocode. It is assumed
below that both levels of the meta-learner have previously been trained (see section[3.2).
For a previously unseen data instance:

1. Run data instance through level 1 model to select which level 0 model to use.
We assume that the learned level 0 models produce class probability distributions
(p1-- - px) as their outputs for a given input instance x, with each p; an estimate
of the conditional probability P(target value j|z) that the given instance has tar-
get value j (e.g., the conditional probability of a patient surviving 9 months or
more given the patient’s data). These numerical outputs provide the basis for the
selection of a best model during meta-learning. The selected model is the one
that is expected, based on training data, to output the highest posterior probabil-
ity Py ode] (correct target value for z|x) for the instance .

2. Run data instance through level 0 model selected by level 1 model to predict the
target value of the instance (e.g., survival time of the patient).

Our model selector meta-learning approach is similar to stacking in that it uses a collec-
tion of level 0 machine learning models followed by a level 1 learner. The key difference
is in the function of the level 1 meta-learner. Stacking’s level 1 classifier combines the
target class probability distributions generated by running the unseen instance through
each of the level 0 models, while our model selector’s level 1 classifier selects which of
the level 0 models is expected to output the highest probability for the correct class of
the given test instance. Despite this fundamental difference with stacking, we will use
the level O and level 1 stacking terminology throughout, for convenience.

3.2 Training the Model Selection Metalearner

In section 3.1] we described how the model selection meta-learner is used to predict
the target class of a new instance, assuming that the meta-learner has previously been
trained. We now describe how the training is carried out.

Level 0 Models. We will denote the original input dataset by Iy. Individual machine
learning or other predictive techniques may be applied to Iy to construct predictive
models based on details of the learning algorithms for the respective techniques. We
assume that each trained model outputs a probability distribution over the possible tar-
get values. In our case, the input dataset will be one of the pancreatic cancer datasets
described in Section2l Hence, each level 0 model will be trained to predict the survival
time of patients, given as a probability distribution over the possible survival time val-
ues. For instance, if the 6 and 12 month survival splits are used, then given a patient’s
data, the trained level 0 model will output the probabilities that the patient will survive
less than 6 months, between 6 and 12 months, and more than 12 months.



34 S. Floyd et al.

Training Procedure. Given choices LY --- LY and L' of learning algorithms at levels
0 and 1 respectively, a two-stage approach is used to train the model selection met-
alearner. First, a new dataset I; is constructed from the original dataset I using cross—
validation, by relabeling each training instance with the name of the level 0 technique
LY that outputs the highest probability for that instance’s correct target class; this level
0 technique is considered to be the best predictor for that instance. In the second stage,
a level 1 model is constructed by applying the learning algorithm L' over the new
dataset [;. Finally, level 0 models are constructed over the full dataset Iy following the
respective individual learning algorithms L9 - - - LY. Detailed pseudocode follows the
example below.

Example 1. An example to illustrate the construction of the dataset to train the level 1
model is illustrated in Table

Table 3. Generation of the level 1 dataset for model selection

Instance Actual class PAnNN(4) Pnp(+) Model selected

a® - 28 88 ANN
a® + 41 53 NB
a® + 99 .88 ANN
a® - 97 .89 NB

Each row of Table [3| corresponds to a patient instance from the level 0 dataset Ij.
The instance is described by the input attribute vector a() in the first column, and
belongs to either the + class or — class as shown in the second column. The third and
fourth columns show the probability rating that the level 0 models, in this case artificial
neural networks (ANN) and Naive Bayes (NB) respectively, predict for the instance
belonging to the + class. The rightmost column lists the model that most highly rates
the actual class (or, equivalently, least highly rates the incorrect class). For each row,
a new instance is added to the level 1 dataset ;. The new instance contains the input
attribute vector a(?) together with the model selected (rightmost column in Table 3) as
the target class. The resulting level 1 dataset I is shown in Table[4]

Table 4. Resulting level 1 dataset I; based on Table[3]

Instance Target class

a® ANN
a® NB
a® ANN

a® NB
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Model Selection Meta-learning Training Algorithm Pseudocode

Inputs

Set I of input data instances (in our case, each input instance corresponds to the
data of a pancreatic cancer patient labeled with the patients survival time as a nom-
inal range)

Set of level 0 machine learning techniques to use, each of which outputs a class
probability distribution

Level 1 machine learning technique to use

Integer n (user—selected number of folds in which to split the input dataset)

Output: Trained Level 1 model
(A) Construct a new dataset of training instances I; (to be used to train the level 1
model) as follows:

1. Initialize I; as empty.
2. Randomly split Iy into n stratified folds: Iol, R
3. For each fold Ioi, with1 <7 <n:
(a) For each level 0 machine learning technique received as input, train a level 0
model using the machine learning technique and the data instances in the union
of all the n folds except for fold I
(b) For each data instance d in fold I,*:
i. Run each level 0 model on d. Each will output a probability distribution of
the target values.
ii. Among the level 0 models, select one with the highest probability for d’s
correct target value. This correct target value is given in the input training
data I.
iii. Add instance d to I, replacing its original target value with the identifier
of the level 0 technique selected in the preceding step (see Example[T).

(B) Train the level 1 model using the dataset [;.
(C) Rebuild each level 0 model over all training instances in .

4 Evaluation

We present our experimental evaluation of the model selection meta—learning tech-
nique proposed in section [3] over the pancreatic cancer resection datasets described in
section

4.1 Preprocessing and Predictive Techniques Used

Attribute and Feature Selection. We evaluate models built with different machine
learning algorithms using subsets of attributes selected by various feature or attribute
selection techniques. Previous work in pancreatic cancer [4], [6], [[7] has shown that
feature selection can improve the prediction performance of classification methods.
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In the current paper we investigate the use of the Gain Ratio, Principal Components
Analysis (PCA), ReliefF, and Support Vector Machines (SVM) for feature selection.
All of these techniques rank order the most important features, allowing the number of
features retained to be prescribed. We experimentally seek the optimal feature selection
approach for a given machine learning algorithm.

Machine Learning Techniques for Level 0 and Level 1 Classifiers. We consider ar-
tificial neural networks (ANN), Bayesian networks (BN), decision trees, naive Bayes
networks (NB), and support vector machines (SVM). The first three classification meth-
ods above have previously been identified [6] as the most accurate for prediction tasks
over pancreatic cancer datasets closely related to those in the present study among a
wide range of methods. SVM is included in the present work both as an attribute selec-
tion method and as a classification method.

For each dataset, we find the best combination of feature selection and machine
learning algorithm. We use ZeroR (majority class classifier) and logistic regression as
benchmarks against which to compare the performance of the models constructed.

4.2 Experimental Protocol

All experiments reported here were carried out using the Weka machine learning toolkit
[L5]. The classification accuracy for all experiments is calculated as the average value
over ten repetitions of 10-fold cross validation, each repetition with a different initial
random seed (for a total of 100 runs of each experiment).

For each of the 6 datasets described in Section 2, we apply the following procedure
systematically:

1. Select the Level 0 Classifiers. We applied each of the machine learning techniques
under consideration with and without feature selection to the dataset and recorded
the resulting accuracy reported by the 10 repetitions of 10-fold cross validation
procedure described above. For each of the machine learning techniques, all of the
feature selection approaches were tested with a varying number of attributes to be
selected. In most cases, feature selection increased the accuracy of the machine
learning methods. Then we selected the top 3 most accurate models among all
models: the ones with and the ones without feature selection.

2. Select the Level 1 Classifier. Once the top 3 performing level 0 models were iden-
tified, we experimentally determined what subset of those 3 top models together
with what level 1 machine learning technique would yield the model-selector meta-
classifier with the highest predictive accuracy. As above, all machine learning tech-
niques with and without feature selection (and allowing the size of the selected at-
tribute set to vary) were considered for level 1 model construction. Note than in this
case, feature selection is applied to the level 1 dataset, not to the original dataset. The
model selector meta-classifier with the highest predictive accuracy is reported.

4.3 Results and Discussion

We discuss the results of our experimental evaluation, focusing on the pre-operative
dataset described by 111 attributes (section [2)).
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Fig. 1. Classification performance of Bayesian techniques for different degrees of attribute
selection

Attribute Selection. Fig. [[illustrates two different behaviors that can occur as the
number of attributes selected is varied. Only pre-operative predictive attributes are used,
with a 6 month survival target split and Support Vector Machine (SVM) attribute selec-
tion. The naive Bayes (NB) classifier clearly benefits from attribute selection here: its
classification accuracy is higher when trained over a relatively small number of se-
lected attributes. On the other hand, the Bayes Network (BN) classifier performs best
when allowed to operate over a larger set of attributes that has undergone little or no
selection. The different results in the two cases may be explained by the fact that the
naive Bayes technique, unlike Bayes Networks, is based on the assumption of condi-
tional independence among the non-class attributes given the class. Attribute selection
extracts a smaller set of less-correlated predictive attributes, thus bringing the attribute
set closer to satisfying the conditional independence assumption.

The ROC plots in Fig. 2] compare the classification performance of logistic regres-
sion, logistic regression with suitably tuned Gain Ratio attribute selection (40 attributes
selected), and random prediction of survival time, using only pre-operative predictive
attributes and 6 month survival discretization. The plots provide visual confirmation of
the fact that the improvement in classification performance due to attribute selection is
comparable to the improvement of logistic regression over a purely random prediction
of survival time. The corresponding areas under the ROC curves in Fig. 2] are .50, .60,
and .72.

Pre-Operative Dataset, 9 Month Split. We consider predictive performance when
patient survival is discretized into two classes, splitting at nine months. Survival predic-
tions are based on pre-operative attributes only.
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Fig. 2. Classification performance of logistic regression with and without gain ratio attribute
selection

Table 3] shows the classification accuracies of the best performing combinations of a
classifier and attribute selection technique for a 9 month survival split, together with the
accuracy of the model selection meta-learning approach proposed in the present paper.
Among individual predictive techniques, the highest classification accuracies were ob-
tained using Gain Ratio attribute selection in conjunction with either a logistic regres-
sion classifier (65.5% accuracy) or an SVM classifier (65.5% accuracy), and ReliefF
attribute selection with a Bayesian network classifier (65.3% accuracy). The proposed
model selection meta-learning approach slightly outperforms the best individual level
0 classifier methods. In passing, we note that the model selection meta-classifier also
outperformed the standard meta-learning techniques of bagging, boosting, and stacking.

Pre-Operative Dataset, 6 Month Split. Splitting survival time at 6 months rather than
9 leads to a 2 to 1 class ratio (two-thirds of the patients in this study survived for 6
months or more). This leads to an increase in classification accuracies. Table [6] shows
the top three combinations of machine learning classification and feature selection ob-
tained, and the most accurate level 1 classifier constructed over them. Once again our
model selection meta-learning method outperformed individual predictive techniques
as well as standard meta-learning using bagging, boosting, and stacking.

Pre-Operative Dataset, 6 and 12 Month Splits. Classification performance results for
the three class dataset obtained by splitting the target attribute at both 6 and 12 months
appear in Table[7l The accuracy values are lower in Table[7] than in Table[5]and Table
because of the larger number of classes (3 vs. 2). For comparison, randomly guessing
the class would lead to an accuracy of approximately 33.3% for this dataset, as the
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Table 5. Classification accuracy: pre-operative attributes only, nine month split

Machine learning (ML) Technique Attribute selection (AS) No. attributes Accuracy

Best performing ML + AS combinations

Logistic regression GainRatio 70 .655
Support vector machine GainRatio 80 .655
Bayes network ReliefF 100 .653
Best performing model selection meta-learner
Level 1: Naive Bayes None 111 .673
Level 0: LR, SVM GainRatio

Table 6. Classification accuracy: pre-operative attributes only, six month split

Machine learning (ML) Technique Attribute selection (AS) No. attributes Accuracy

Best performing ML + AS combinations

Logistic regression GainRatio 40 702
Support vector machine GainRatio 30 .698
Best performing model selection meta-learner
Level 1: Logistic regression PCA 15 708
Level 0: LR, SVM GainRatio

Table 7. Classification accuracy: pre-operative attributes only, 6 and 12 month splits

Machine learning (ML) Technique Attribute selection (AS) No. attributes Accuracy

Best performing ML + AS combinations

Bayes network ReliefF 20 527
ANN GainRatio 50 518
Support vector machine ReliefF 80 485
Best performing model selection meta-learner
Level 1: Naive Bayes None 111 533
Level 0: ANN GainRatio
SVM ReliefF

three classes are equally frequent. Model selection meta-learning once again slightly
outperforms the individual level 0 models.

Pre and Peri-Operative Attributes, 6 Month Split. We discuss here the best model
selection meta-classifier model obtained via the approach presented in this paper for
the All-Attributes dataset with 6 month survival split, as it illustrates several interesting
points. The classification accuracy of this model (75.2%) is significantly greater than
that of logistic regression (61.3%), the most widely accepted statistical method in the
medical community. As in our other experiments, the model selection meta-classifier is
also superior in predictive performance standard meta-learning techniques of bagging
(74.5%), boosting (67%), and stacking (72.5%).
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Table 8. Classification accuracy: pre and peri-operative attributes, 6 month split

PoNN(> 6 months) Pyg (> 6 months) Pp 4,41 (> 6 months) Correct model(s)

.28 .88 0 ANN
12 .61 0 ANN
1.00 15 0 NB
.05 .92 1 NB
.01 52 1 NB
41 .53 1 NB
.01 15 0 Both
.95 91 1 Both
1.00 .61 1 Both
.99 .55 1 Both
.93 .90 1 Both
.99 .88 1 Both
1.00 .90 1 Both
1.00 .90 0 Neither
.97 .89 0 Neither
94 .93 0 Neither

Details of Model Selection. The meta-classifier constructed by our model selector tech-
nique in this particular context combines the models constructed by two top performing
level O classifiers: Naive Bayes (using Gain Ratio feature selection) and Artificial Neu-
ral Networks (using Gain Ratio feature selection also). A C4.5 decision tree (J4.8 in
Weka) coupled with SVM feature selection was used as the level 1 classifier. Next, we
will examine the operation of the combined model in more detail.

Table [§] shows the class probability distributions for a small number of selected in-
stances over each of the two level 0 models. The actual target value is also in the table
along with a label stating which of the two models (or both) predict this value cor-
rectly, or if neither of the models predicts the target value correctly. In 36 out of these
60 instances both models produce the correct classification (31 of which are 6 months
or more, and 5 are less than 6 months). In eight instances neither model produces the
correct prediction (which is less than 6 months for all eight instances). This leaves 16
instances for which picking the right model would lead to making the correct predic-
tion: in 11 of these naive Bayes is correct (of which 2 are less than 6 months), and in
5 ANN is correct (of which all are less than 6 months). An interesting observation is
that when the artificial neural network and the naive Bayes model both predict the same
target, the artificial neural network is much more certain of its prediction.

Attributes Selected during Meta-learning. As mentioned above, SVM feature selection
was applied to the level 1 training dataset, reducing the number of attributes from 190
to 70. Remarkably all these 70 selected attributes are pre-operative. We describe below
this set of 70 attributes by categories:

Presentation - Demographic. (3 attributes selected): Patient’s Height, Weight, and
Quality-of-life score (ECOG) at admission.
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Presentation - Initial Symptoms. (18 attributes selected): Abdominal pain, Back pain,
Biliary colic, Clay colored stool, Cholecystitis, Cholangitis, Dysphagia, Fatigue, Indi-
gestion, Jaundice, Nausea, Pruritis, Early Satiety, Vomiting, and Weight Loss.

Presentation - Presumptive Diagnosis. (1 attribute selected): Initial diagnosis (e.g.,
pancreatic tumor, periampullary tumor, etc.).

Medical History - Comorbidities. (3 attributes selected): Heart Failure, Ischemic Heart
Disease, and Respiratory Diseases.

Serum Laboratory Tests. (8 attributes selected): Albumin, Alkaline phosphotase, ALT
(alanine transaminase), AST (aspartate aminotransferase), Bilirubin, Amylase, CA19-9
(carbohydrate antigen 19-9), and CEA (carcinoembryonic antigen).

Diagnostic Imaging - Computed Tomography (CT). (19 attributes selected): Celiac
Artery Involvement, Celiac Nodal Disease, Hepatic Vein Involvement, Inferior Vena
Cava Involvement, Lymph node disease or other nodal disease, Node Omission, Portal
Vein Involvement, Superior Mesenteric Artery Involvement, Superior Mesenteric Vein
Involvement, Tumor Height (cm), Tumor Width (cm), Vascular Omission, and CT Di-
agnosis.

Diagnostic Imaging - Endoscopic UltraSound (EUS). (15 attributes selected): Virtually
the same attributes as for CT, and EUS Diagnosis.

Diagnostic Imaging - Chest X-Rays. (1 attribute): Chest X-Ray Diagnosis.

Diagnostic Imaging - Percutaneous Transhepatic Cholangiography (PTC). (3 attributes
selected): Whether stent was used and what type, and PTC diagnosis.

Learned level 1 model. The level 1 machine learning technique used here is C4.5 de-
cision trees (J4.8 in Weka). The resulting pruned decision tree appears below. Of the
70 attributes, only 6 are used in the pruned tree: 2 initial symptoms (presentation), in-
cluding back pain (which was shown to be an important attribute by the Bayesian Nets
constructed in other of our experiments) and the occurrence of jaundice; 2 results of di-
agnostics imaging tests (CT and EUS); and 2 serum lab tests (Bilirubin and Albumin).

If patient presents Back Pain
if CT shows Node Omission
use Naive Bayes
else
if Bilirubin Serum Lab Test <= 0.9
use Naive Bayes
else use Artificial Neural Net
else (* patient does not present Back Pain =)
if patient presents Jaundice
if EUS shows Vascular Omission
use Naive Bayes
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else
if Albumin Serum Lab Test <= 2.4
use Naive Bayes
else use Artificial Neural Net
else use Artificial Neural Net

5 Conclusions

This paper has presented a new approach to combining predictive methods through
automated meta-learning, and an evaluation of this technique for the prediction of pan-
creatic cancer survival using a database of retrospective patient records. The proposed
technique, model selection meta-learning, is based on learning which of several avail-
able predictive methods can be expected to provide the best results for a given input
instance. The motivation for this technique is the fact that different methods sometimes
produce conflicting predictions for the same instance. Thus, a system that reliably iden-
tifies the best predictor for a given instance will achieve better predictive performance
than any of the individual predictors. The experimental evaluation presented in this pa-
per focuses on predicting survival time of pancreatic cancer patients based on attributes
such as demographic information, initial symptoms, and diagnostic test results. Indi-
vidual predictors considered include various machine learning techniques as well as
logistic regression. The evaluation results show that the proposed technique of model
selection meta-learning produces predictions that are better than those of the individ-
ual predictive methods. Also, the proposed technique outperforms the standard meta-
learning techniques of bagging, boosting, and stacking in the experiments conducted for
this paper. Further work is needed to better establish the magnitude of observed perfor-
mance differences, and to determine whether any particular machine learning predictors
are best suited to being combined through the model selection meta-learning technique
introduced in this paper.
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Abstract. In this paper, we present the WOAD architecture, a design-oriented
architecture that allows to build modular and flexible Electronic Patient Record
(EPR) based on the metaphor of Active Document. An Active Document is an
electronic document that users can easily built by aggregating smaller data mod-
ules, called didgets, to mimic their paper-based templates and provide them with
proactive behaviors in support of daily practice. After presenting the basic ele-
ments of WOAD (i.e., datoms, didgets, templates and mechanisms), we summa-
rize the observational studies that inspired the development of ProDoc, our first
WOAD-compliant EPR, and that gave us preliminary user feedbacks for valida-
tion. We then illustrate the core implementation details of the WOAD architec-
ture, as it has been deployed in ProDoc.

Keywords: WOAD, ProDoc, Datoms, Didgets, Electronic patient record.

1 Motivations and Background

In the last five years, our research has focused on the analysis of the Patient Records
(either electronic, i.e., EPR or still paper-based) that were used in a number of hospitals
of our region and on the design of innovative EPRs that could improve user experience,
compliance to hospital and regional healthcare policies, data quality and patient safety.
To gain the necessary knowledge on the EPRs used in the considered settings, and to
get user feedback on what needs these applications met (or failed to met), we undertook
approximately 150 hours of general observations, user shadowing and interviews with
practitioners in five departments of three from the main hospitals in Northern Italy.
In this ethnographic work, we could recognize most of the unintended shortcomings
of ICT reported by other important works (e.g., [[112]), especially problems related to
workflow inclusion in daily practice and paper persistence. The former issue regarded
alterations in work dynamics and ergonomic shortcomings in EPR interfaces that we of-
ten saw contributing in eliciting bad emotions and frustration in practitioners; the latter
issue regarded the observation that practitioners kept using a sort of parallel paper-based
record for utilitarian reasons, as original and informal data entry that is compiled be-
fore the electronic counterpart and as pocket-size and foldable proxy of the screenshots
of their EPR. In particular, some practitioners we interviewed told us that the precise
structure of their paper-based forms was often the outcome of a long-lasting stratifi-
cation of consolidated work practices, agreements and compromises reached between

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 44156] 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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clinicians and administrative staff, and local conventions conceived for a more effec-
tive and less time-consuming charting. Allegedly, two advantages of traditional forms
over electronic ones are lost with the digitization of paper-based patient records: i) high
flexibility and easiness in customizing and modifying the template of official paper-
based forms; in fact, these forms were usually prints of electronic documents that were
created with regular word processors and that, once intended modifications had been
accepted by the hospital management, could be modified just in seconds; ii) high flexi-
bility in document use, i.e., in being free to use whatever document of the record at need
without being forced to follow any predefined flow of work: in fact, new forms could
be created and adopted in daily practice with no strain and without the need to upset
usual practice, as could likely happen, e.g., when new forms have to be filled in either
to gather new data for clinical research, to comply with new accreditation standards, or
new duties about informed consent.

As first results of this long-term project, we conceived the design-oriented frame-
work, WOAD [3]], and developed the first WOAD-compliant application, ProDoc; this
is a prototypical documental application that we customized for the hospital domain
as a highly flexible EPR [4]] to address the two requirements above mentioned. In fact,
ProDoc allows practitioners to build, customize and use a graphical interface for data
entry and retrieval that closely resembles the look and feel of their usual paper-based
artifacts so as to mimic the typical interaction with paper forms (see Figure [T). In fact,
what in regular EPRs is usually a set of masks to (and views from) the underlying DB,
in ProDoc it is a set of persistent documents and forms. Therefore, ProDoc allows users
to natively treat and use data in the very terms of the documents they progressively
compile. Moreover, ProDoc embeds user-defined active process maps that allow users
to get access to any part of the documentation out of any rigid workflow while being
aware of the intended flow of activities as it has been defined locally on the basis of
practitioners’ consensus.

In the next section, we summarize the essential elements of WOAD that underlay
the development of ProDoc, i.e., the concept of Active Document, Web of Active Doc-
uments and Mechanism. Then, in Section 3] we discuss in more details the WOAD
architecture, as it has been deployed in ProDoc, and we illustrate a typical user inter-
action scenario using ProDoc. The conclusions summarize the main advantages of the
WOAD framework in the design of EPRs and outline future lines of research.

2  Webs of Active Documents

WOAD is a design-oriented framework grounded on the concept of “active document”
(see Figure[2). Each Active Document (AD) can be seen as composed by a “passive”
part, i.e., a content container with a specific structure, and an “active” part, i.e., some ex-
ecutable code that provides the passive part with context-aware behaviors. In WOAD,
the former part includes the computable definition (i.e., the schema) of modular data
structures that are intended to represent a particular aspect of the reality of interest
and that, accordingly, we call datoms (from ‘documental atoms’); in a single docu-
ment, a single datom is represented by means of a corresponding didget (from ‘doc-
umental widget’) that can be used and reused to build different document templates
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Fig. 1. Screenshot from the ProDoc main panel. The prototype supported also PDFs to allow for
rich visual annotation of documents.

(where only the didgets’ topological arrangement changes) that share the same groups
of data for different purposes and needs. On the other hand, the active part of an AD is
composed by a set of (one or more) executable and modular constructs, which we called
mechanisms; mechanisms are specialized ‘if-then’ statements that are defined over ei-
ther datoms, didgets or their content and that can be executed by a WOAD-compliant
application (like ProDoc) in order to exhibit document-centered behaviors according to
current data.

The seminal idea of an “active documental artifact” was first proposed in [3] to refer
to data structures capable of assuming an active role in mediating information exchange
and coordination among cooperative actors. The most notable research on active docu-
ments is the Placeless Document Project developed at PARC [[6]]. Placeless documents
are documents that are managed according to their properties, i.e. sort of metadata that
both describe the document’s content and carry the code to implement elementary func-
tionalities of document management (e.g., automatic backup, logging, transmission). In
the WOAD framework, we extend this idea by considering any document and form
that practitioners are supposed to fill in and consult in their daily practice as parts of
an interconnected document system, i.e., what we call a Web of Active Documents,
WoAD. WoADs can be highly customized in different domains and application set-
tings to exhibit active behaviors that support users e.g., in keeping track of the patient’s
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Fig. 2. Relationships between WOAD concepts through an UML entity diagram

illness trajectory, improving the quality of the information exchanged in shift handoffs
and patient handovers, enabling activity- and time-related information retrieval and co-
ordinating collaborative tasks (as e.g., order handling). Accordingly in our case study,
we conceived of any single form, record or document used to enter and retrieve clini-
cal data (e.g., a therapy prescription sheet) as a single AD that is part of the patient’s
WOoAD, i.e., the patient record as a whole. In what follows, we consider in some more
details both the passive part of ADs (i.e., datoms, didgets and templates in Section 2.1))
and their active parts (i.e., mechanisms, in Section[2.2)).

2.1 Datoms, Didgets and Templates

With reference to Figure[3 in WOAD, each document is composed by: i) a set of did-
gets, each of which is created according to a datom specification and is spatially ar-
ranged in a specific document template (see ‘Template’ in Figure[2)); ii) sets of data i.e.,
the document content, that are associated with the didgets contained in the document’s
template (see ‘Content’ in Figure[2)).

Datoms are coherent groups of data: at design time, users build them as
well-circumscribed sets of form elements, e.g., input fields, iconic elements, buttons,
that are gathered together because they relate to either the same abstract data type (e.g.,
the patient), the same work activity (e.g., drug prescription), or even the same portion of
a paper-based artifact, e.g., a table in a chart. Datoms can appear in different positions
in one or more documents of a WoAD: when who edits a template puts a datom into
a template, she automatically creates a didget for that template in a specific position,
i.e., a specific entry point (i.e., a small “form” component) where users can fill in data
and where the associated data are displayed every time that users retrieve that specific
document from the record.
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The relationship between a datom and its associated didgets is that between a schema
specification and the actual data structures that will manage the data at interface level
according to that schema. Therefore, a datom specifies what kind of data didgets can
store and how to display them: more precisely (see Figure [3)), datoms hold a) a con-
tent model (i.e., data types, constraints, ranges) that also encompasses a set of quality-
oriented functions to check the consistency and completeness of the data inserted in the
didgets; b) a layout model (i.e., how data are displayed by didgets according to local
“default” styles, see d in FigureB)); c) a set of rendering functions, i.e., executable code
that can be interpreted by a client application (e.g., a web browser) to change how the
didget’s elements and data are displayed according to the user’s interaction and context.

When who edits a template creates a didget in a certain position of the document, she
can specify whether the associated group of elements must appear only once in the doc-
ument (and exactly there: a so called “single didget”) or, conversely, if users can repeat
its data pattern within the didget in tight succession (a so called “multiple didget”). This
would allow users to cope with extemporaneous needs for additional room for data that
are not predictable at document design time by creating a sort of multi-row table from
the simple specification of the first row. For instance, a template of the Anamnesis form
can contain a didget to record the examinations previously undertaken by the patient. If
this didget has been defined as “multiple”, whenever a physician needs to record more
than one examination for a patient, she can add to the Anamnesis form how many rows
(i.e., examinations) she needs and all of them will be stored into that didget (as different
content items, see Figure 2)). Didgets hold all the data that users feed into them: they
store and time-stamp these data in a permanent memory, manage metadata that allow to
distinguish between (logically) eliminated, provisional and consolidated data and dis-
play these latter data in a last-in-first-out fashion. In this way, users can get access to
the whole history of data imputation for any single didget. As proof of this concept,
in ProDoc we implemented a feature that we informally called “time machine”: in a
collapsable section of the main panel, users could find a graphical timeline conveying
a visual representation of when relevant events occured (e.g., an update in a document,
the availability of a test report). Users could scroll the timeline along the horizontal axis
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by two graduated scales to explore the process history with different time granularity:
a scale reporting monthly intervals allowed for quick shifts upon the time axis, while
the other one was divided in days and hours to allow for more accurate movements.
When a user clicks a point in the timeline, ProDoc gives her access to the documenta-
tion and content that was stored in the patient record at that precise time and exactly
how it looked. That is, even if the templates of the patient record could change over
time (e.g., to comply with a new regional policy that requires to add another checkbox
to all forms for the informed consent procedure, or to apply a different classification
of patients at the triage), the WOAD platform would deal with it easily thanks to the
seamless decoupling at any given time, between clinical content and its topological ar-
rangement in a document, on one hand and, on the other hand, between templates and
the didgets they contain. In inserting the didgets, users can also activate (or de-activate)
the quality checkers that are associated with the corresponding datoms, as well as to
add further elements and areas (i.e., maps, layers) that users can click to get access to
groups of templates and their corresponding documents. This functionality allowed us
to implement workflow support in ProDoc with four levels of increasing flexibility. On
request, ProDoc can display the flow charts of care protocols (the so called clinical path-
ways [7]]) that doctors have wanted to associate to a specific patient. Users can navigate
through these active maps (i.e., particular didgets) and, by clicking a specific activity
box, they can “filter” the whole patient record to get direct access to all and only the
documents associated to that activity. Users could then enact the intended prescriptive-
ness of the active care protocol by switching between four interaction modes: o) full
action allowed: users can browse and edit the whole patient record as a set of web-based
hypertexts and forms; o?) full action allowed with obligation to justify the reason of de-
viation from the intended process; o) partly bound action, according to flow relations;
a*) full constrained action: charts, records and documents can be accessed only in the
intended order in the pathway (e.g., a critical prescription/administration process).

Designers and users can create the datoms and templates they need by means of
the Active Document Designer (ADD): this application encompasses the Datom Editor
(DE) and the Template Editor (TE), respectively. With the Datom Editor, users can
define new datoms in terms of both their content model (e.g., data fields with their type)
and the layout model, i.e., their visual aspect. In addition, the DE allows users to define
specific styles and rendering procedures (currently defined in JavaScript syntax) that
enable advanced features of text formatting and document rendering. For instance, for a
certain datom, users can define a rendering procedure that displays a balloon containing
some information regarding a specified field (the purpose of these procedures will be
clear after reading Section2.2)).

On the other hand, the Template Editor is an editor intended to enable users to create
document templates through a graphical interface: they can do so by picking up specific
datoms from a palette containing the datoms previously defined with the DE and plac-
ing these datoms in the draft template in a what-you-see-is-what-you-get manner. Once
datoms have been created and put together as didgets of some template, users can begin
use the documents that are built on that template. In fact, a WOAD document is gener-
ated by coupling the document template, which is associated with a set of didgets and
provides the topological information for their displaying, with the content of its didgets
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that is related to the specific document associated to a specific resource, e.g., a patient.
The TE also provides a second palette containing the didgets that have already been
created in the same WoAD. Users can use this palette in order to reuse the same didgets
in different templates. These didgets, which are shared by two or more templates, will
display the same content in the documents that, from those templates, are associated to
the same resource, in a transparent and strictly synchronized manner.

The Active Document Designer is currently a highly prototypical application that we
conceive to allow users create new documents as autonomously as possible according
to their ever-changing needs and local conventions [8]]. For instance, doctors could want
to have only one document for each template be associated with a single patient, as in
the case of the Anamnesis form, which reports all the past clinical information through
multiple didgets that allow for multiple rows (see above); conversely, doctors could
also want to associate many documents based on the same template with the same
patient, as in the case of the clinical diary: this is a case where physicians create a
new document every day during the patient’s stay to organize their clinical annotations
in a time-oriented fashion. In both cases, data are recorded as content that is strictly
associated with some didget contained in the templates (see Figure [3). In the former
case (one document for template with multiple didgets for each patient), doctors can
minimize the dispersion of data across different documents and rely on a single “place”
to consult; in the latter case (multiple documents for one template for each patient) they
can have the didgets’ content be partitioned according to some policy (e.g., the stay’s
length) and each partition be associated with a different document so as to organize
the patient record as they were used to in paper-based folders. In either cases, it is
noteworthy that the content of all the documents that are based on the same template
refers to the same data structures, i.e., the didgets that are contained in the template
itself: this guarantees that WOAD-compliant applications can process data as efficiently
as in EPRs based on a traditional DBMS, while allowing a higher flexibility in document
use as stated above. Currently, datoms and corresponding didgets are represented in
XFormdl syntax and stored in the main component of the WOAD architecture: the
Active Document Manager (more details in Section [3). Templates are XML files that
store the description of the cartesian displacement of the specific didgets (referenced by
IDs) that the document contains.

2.2 Mechanisms in the WOAD Framework

As said in Section2] ADs are coupled to sets of WOAD mechanisms that make them
“active” and proactive with respect to their content. Mechanisms are rules that can be
defined at level of either i) datom structures, if they are conceived to be valid in general
and across the whole WoAD (e.g., syntax checkers, email field validators); ii) didget
structures, i.e., when they refer to didgets that are in one or more specific document
templates; iii) specific didgets for specific patients, e.g., when a doctor wants to acti-
vate either a reminder or a threshold trigger over the body temperature of John Doe
only. In all these cases, mechanisms are activated and triggered according to the did-
gets content. These if-then constructs can be expressed in any rule-based language (for

! http://www.w3.org/TR/xforms/
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which an interpreter can be integrated to a WOAD architecture) but we also proposed
an abstract denotational language to facilitate their definition by users with little or no
experience in programming (see the WOAD language presented in [3]). Mechanisms
represent conditions over the didgets’ content in their antecedents (or if parts), and
trigger simple actions expressed in their consequents (or then parts) whenever these
conditions are met. Mechanisms’ antecedents can contain conditions defined over one
or more didgets, which are associated with either only one or many templates of the
same WoAD, as well as on basic environmental variables, like system time, current
users, the patient at hand. Mechanisms are triggered by human interaction with docu-
ments: any application behavior for which a programming interface is available can be
associated to the mechanism’s consequent. Accordingly, we classify mechanisms (to
rationalize their design) according to what they do on the document content: we then
distinguish between mechanisms that (i) modify the content, e.g., to edit or correct val-
ues in data fields; (ii) modify content’s attributes and metadata, e.g., timestamps, status
flags, urgency attributes; (iii) act on the content, e.g., print (parts of) it, check its qual-
ity, validate it, consolidate it (e.g., by digital signature); (iv) transmit the content from
one system to another through a communication medium, e.g., by email; (v) route doc-
uments and build flows of work, e.g., by allowing users link documents of the same
WoAD to each other to easily open a document from another, or by allowing users to
open/compile certain (portions of) documents only after that also other (portions of)
documents have been compiled (and corresponding tasks performed); (vi) change the
content’s appearance, e.g., by changing the background color or the font style (in this
case, overwriting the local didgets’ styles). This last kind of mechanisms act by means
of the rendering functions defined at level of didget (see ¢ in Figure 3)) and have been
object of our recent research on how to improve the ways users access and use docu-
ment content and on how the content can be displayed to make it more “meaningful”.
In fact, as researchers active in the field of CSCW, we agree with [9] that EPRs should
embed specific functionalities to help practitioners be aware of interdependencies be-
tween their work and the activities of others to get an understanding of the collaborative
context for their own activity. To this aim, in [8]] we proposed the concept of Awareness
Promoting Information (API), i.e., any annotation, graphical clue, affordance, textual
style and indication that could make actors aware of something closely related to the
context of reading and writing. The execution of mechanisms can then be seen as a
process of API generation, i.e., an operation by which the affordance and appearance
of documents and their content is modified, and possibly additional information (e.g., a
message) is conveyed to the user in order to make her aware of some condition in the
context of document use.

In order to decline the requirements that physicians explicitly expressed in terms of
mechanisms, we co-defined with some of their key representatives mechanisms that:
could check the correctness of liquid balance values and correct them if necessary (type
iii and 1); that could mark some values filled in by nurses during a night shift as provi-
sional until the doctor on duty officially double checks them and signs the form (type
ii); that could allow practitioners correct a datum without eliminating the previous value
for legal concerns (type ii); that could produce official reports printing only parts of the
record’s content (even distributed across different documents) according to values filled
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in in specific fields, e.g., the treatment indication, the kind of procedure (type iii); that
could prevent users from opening an operation record if the informed consent and the
surgery assessment record have not been duly compiled and signed (type v); that could
send a copy of an examination request form to the laboratory as soon as all the nec-
essary fields have been filled in and that could send the discharge letter to the family
doctor once the hospital stay has been officially closed (both of type iv); and lastly, that
would remind practitioners to compile liquid intakes values at regular intervals and that
would check that blood examination requests are compiled within noon and raise due
alerts if this is not the case so that results can be returned by the end of the day (both of

type vi).

3 Interaction with the WOAD Architecture

In this section, we describe the components of the WOAD architecture (see Figure [)),
whose conceptual elements have been presented in [3], and illustrate how these inter-
act when users are involved in the basic operations of reading and writing an active
document, respectively (see Figure [5). We also provide some details about the current
implementation of the WOAD components in ProDoc. For our description, we assume
that a template has been created through the ADD and stored in a component of the
system that we call Template Manager (see below). When a user asks for a certain doc-
ument from a specific patient record e.g., a drug prescription form, through the GUI
of the application (see step 1 in Figure [3)), the request is taken by the Layout Engine.
This is a standard component that displays active documents, thus allowing the user to
interact with them and communicate with the application. Currently, the Layout Engine
is any regular Internet browser that supports HTML, CSS and JavaScript full standards.
The Layout Engine forwards the request to the Active Document Manager (see 2 in
Figure [3) which is the main component of any application based on the WOAD archi-
tecture. The Active Document Manager builds the (passive) document (see Section[2.1))
coupling a template with the content related to the document that has been requested by
the user in step 1. In addition, the Active Document Manager provides the data struc-
ture on which the application works on the basis of the mechanisms defined by the user
(see Section2.2)). To these aims, the Active Document Manager is divided into five sub-
components: the Template Manager, the Didget Manager, the Document Builder, the
Mechanism Interpreter and the Markup Tagger. The Template Manager is a component
that gives both to the ADD and the other components of the Active Document Man-
ager shared access to templates. The Didget Manager creates and keeps the didgets of
a WoAD in its working memory and maintains them synchronized with the Document
Data Repository (see Figure ), which is any component that provides data persistence
features, e.g., a DBMS. Moreover, the Didget Manager gives both to the ADD and the
Document Builder shared access to the datoms’ definitions. In our current implemen-
tation, the Didget Manager is a Java class that both loads the content associated to the
didgets into correspondent sets of objects, and serializes these objects into the Docu-
ment Data Repository. On the other hand, the Document Builder builds an empty form
on the basis of a template and fills in it with the (passive) content associated with the
specific document requested by the user. The current Document Builder is a Java class
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Fig.4. An UML component diagram of the WOAD architecture underlying the ProDoc
implementation

that creates an XForms form by joining the schemas of the didgets (i.e., the datoms)
contained in the template and associates the didgets’ content with it (see Figure2)). With
reference to Figure 3] the Document Builder retrieves the instance of the requested doc-
ument from its internal memory (step 3), in order to build up it. To perform this retrieval
operation, the Document Builder mantains in its internal memory the document didget
list macrostructure. This is a data structure that contains the whole set of document
instances related to a single resource (e.g., a patient); moreover, for each document
instance, this data structure mantains the references to its associated didgets and the
related didgets’ content. On the basis of the data reported in this document instance, the
Document Builder retrieves i) the datoms referenced from the Didget Manager (steps
4 and 5), ii) the document template from the Template Manager (steps 6 and 7), and
iii) the didgets’ content provided by the Document Data Repository through the Didget
Manager (steps from 8 to 11). This latter operation involves another macrostructure, the
didget content list, that is managed by the Didget Manager and contains the whole set
of didget’s content grouped by didget and related to a single resource. For the sake of
simplicity, we have reported the above steps in a sequential fashion (i.e., from 4 to 11),
but they can all be executed in parallel. Once the operations of retrieval are done, the
Document Builder creates the (passive) document by coupling the document template
with datoms, filling the resulting XForms form with the retrieved contents associated
to the single didgets, and executing a (convenient) set of transform operations in order
to obtain a markup document (e.g., in a XHTML-like] syntax) that the Layout Engine
can easily render. As soon as the Document Manager gets the document contents, it
interacts with the Mechanism Interpreter (step 13) to execute the WOAD mechanisms
associated with all the didgets included in the document. To this aim, the Mechanism
Interpreter checks the WOAD mechanisms against both the document content and the
document structure provided by the Document Manager (steps from 14 to 17), acti-
vates the mechanisms whose antecedents are satisfied by either the didgets’ content
or the document structure, and then selects those to execute according to a resolution
strategy based on specificity and currentness [[10]. The mechanisms’ consequents con-
tain instructions that either modify data or build specific metadata to be associated to

2 www.w3.org/MarkUp/Forms/
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Fig.5. An UML sequence diagram of the typical user interaction with ProDoc

the document (e.g., metadata that prevent data from being modified or metadata that
change the appearance of certain values). This association metadata-document is per-
formed by the Markup Tagger; this component receives both the (passive part of the)
document that has been created by the Document Builder (step 12), and the metadata
that has been produced by the Mechanism Interpreter (step 18), and then it translates
the metadata either into appropriate rendering attributes (e.g., stylesheet classes) or into
calls to rendering procedures (see c in Figure[3). For instance, if the Mechanisms Inter-
preter has associated a didget text field with the metadata <editable>false</editable>,
the Markup Tagger translates it into the HTML attribute “disabled” so that the Layout
Engine cannot receive user input for that element. In the current implementation, the
Mechanisms Interpreter is based on JBoss Droold] and mechanisms are translated into
rules that are checked against both the didgets and document objects that are built re-
spectively by the Didget Manager and the Document Builder. The Markup Tagger is a
Java class that embeds JavaScript code into the XForms form in order to call the render-
ing procedures or to modify the style attributes of the XHTML page of the document.
The output of the Markup Tagger is then the active document itself: this presents the
requested content with the layout specified by the corresponding template and displays
additional information according to the metadata. The active document is sent to the
Layout Engine (step 19) which finally displays it to the user (step 20).

3 http://jboss.org/drools/
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On the way round, when a user modifies an active document (step 21 in Figure [3),
the Layout Engine sends the single modifications of the content to the Didget Man-
ager (step 22). As a consequence, the document (i.e., its didgets) will be automatically
re-processed by the Mechanisms Interpreter (step 23) that constantly monitors all the
WoAD didgets. In this way, every data change can be immediately captured and pro-
cessed by the application logic that is formalized in the mechanisms that fit the current
context best. To this aim, the Mechanisms Interpreter directly interacts with the Didget
Manager in order to commit the instructions that update the content (step 24). Finally,
the Didget Manager stores the documents’ updates into the Document Data Repository
for the sake of data persistence (step 25).

4 Conclusions and Future Work

Summarizing, in this paper we have illustrated the concept of Active Document within
the WOAD framework: an AD is composed by reusable and modular “field nuggets”,
called didgets, and it is made active by modular interpretable code, called mechanisms,
that trigger behaviors according to the context. This modularity and the accentuated
separation of information-related and functional needs (addressed by specific didgets
and mechanisms in the passive and active part of a document, respectively) is what
makes a web of interconnected ADs a suitable electronic document platform that can
be reused in different work settings and maintained over time to flexibly address ever
changing users’ needs. To the present moment, the WOAD framework encompasses (i)
a conceptual model that represents the main entities and relationships involved in col-
laborative work mediated by complex document systems; (ii) a denotational language
by which to express reactive mechanisms in an abstract and platform-independent way
(presented in [3])); (iii) a software component architecture (see Figure d); iv) a set of
prototypical applications designed to facilitate users in building document templates
and active mechanisms.

The first vertical application system to be based on a WOAD architecture is ProDoc:
built as a proof-of-concept and prototypical Electronic Patient Record, it has provided
first feedback from key users and preliminary validation from the field of work, as re-
ported in [4]. In this paper, we have presented the core implementation choices we
undertook for the first deployment of ProDoc, based on JBoss Drools (for the Mech-
anism Interpreter) and an XForms processor (for the Active Document Manager); we
also provided some examples of WOAD mechanisms in the hospital domain to give
evidence of the advantage that a modular and rule-based approach can give over more
traditional approaches that define functionalities at compile-time and then achieve flex-
ibility at run-time through mere configuration facilities.

Users stressed the requirement of being supported in defining and maintaining their
own data structures and associated behaviors without the heavy involvement of ICT
practitioners (mainly to reduce costs and times of intervention). For this reason, our
research agenda aims to build one single application that could integrate user-friendly
functionalities to build active documents also in a visual and intuitive way. Moreover,
we plan to further investigate the design-oriented methodology we first proposed in [[11]]
to assist IT practitioners in planning and performing digitization programmes of paper-
based patient records in a bottom-up and document-centered fashion. In so doing, we
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aim to contribute in the definition of ICT tools and programmes that could significantly
minimize the impact in the healthcare domain of the main unintended shortcomings that
are currently reported in the specialist literature [2]].
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Interpreter, respectively.
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Abstract. In this work, we introduce a personalization environment for the rep-
resentation and efficient management of multi-version clinical guidelines. The
environment is composed of an XML repository accessed through a personaliza-
tion engine, which uses temporal perspective, patient profile and context informa-
tion to reconstruct a guideline version tailored to a specific use case. In particular,
we apply and extend to clinical guidelines solutions we previously developed for
norm texts in the legal domain, and show how multi-version representation capa-
bilities and personalization query facilities can be added to their management.

Keywords: Clinical guidelines, Document retrieval, Temporal database,
Ontologies, Personalization, Versioning, XML.

1 Introduction

Clinical guidelines are definitions of “best practices” encoding and standardizing clin-
ical procedures for a given disease [18]]. The advantages of adopting computer-based
guidelines as a support for improving the work of physicians and optimizing hospital
activities have been acknowledged by many authors and several computer systems have
been developed (see e.g. [8i11]). Clinical guidelines are subject to continuous develop-
ment and revision by committees of expert physicians and health authorities and, thus,
multiple versions coexist as a consequence of the clinical and healthcare activity.

In this paper, we propose to apply to the management of clinical guidelines some
techniques we previously developed for norm documents in the legal domain [1314],
which present strong similarities. Hence, we will introduce solutions to model and to
provide personalized access to multi-version clinical guidelines, which can be stored
both in textual and in executable format in an XML repository [30]. The XML language
has already been proposed by many authors and adopted in several research projects
(e.g. [3l6126])) as a suitable means to encode clinical guidelines. Hence, our approach
can be considered as a compatible extension of such proposals, to which we aim at
adding multi-version representation capabilities and personalization query facilities.

To this end, we will describe how a multi-version XML data model and the proto-
type system we developed for e-Government applications can be applied to the rep-
resentation and management of multi-version clinical guidelines. In this way, multiple
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(© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Personalized access to multi-version guidelines

temporal perspectives, patient profile and context information can be used by an auto-
mated personalization service to build a guideline version tailored to a specific use case
(see Fig.[D).

The paper is organized as follows. In Section 2] temporal and semantic versioning of
clinical guidelines is introduced with reference to advanced application requirements.
Section[3lis devoted to the description of a multidimensional XML data model support-
ing temporal and semantic versioning of guidelines. In Section [l a prototype system
efficiently implementing the personalization engine sketched in Fig. [l is briefly de-
scribed. Conclusions and description of future work will finally be found in Section

2 Versioning of Clinical Guidelines

The fast evolution of medical knowledge and the dynamics involved in clinical prac-
tice imply the coexistence of multiple temporal versions of the clinical guideline doc-
uments stored in a repository, since guidelines are continually subject to amendments
and modifications. In fact, it is crucial to reconstruct, borrowing the term from the legal
field, the consolidated version of a guideline as produced by the application of all the
modifications it underwent so far, that is the form in which it currently belongs to the
state-of-the-art of clinical practice and, thus, must be applied to patients today. How-
ever, also past versions are still important, not only for historical reasons: for example,
a physician might be called upon to justify his/her actions for a given patient P at a time
T on the basis of the clinical guideline versions which were valid at time T and appli-
cable to the pathology of patient P. In other words, temporal concerns are important in
the medical domain as they are in the legal domain and, thus, a guideline management
system should be able to retrieve or reconstruct on demand any temporal version of a
given clinical guideline to meet advanced application requirements.

Moreover, another kind of versioning, which we will call semantic versioning, plays
a fundamental role, because clinical guidelines or some of their parts have limited
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applicability with respect, for instance, to the population of patients. In fact, a given
guideline (e.g. involving treatment of heart diseases) may contain different recommen-
dations which are not uniformly applicable to the same classes of patients: one general
therapy may be non applicable to persons who suffer from some metabolic disorders
(e.g. diabetes mellitus) or chronic diseases (e.g. kidney failure) or present some addic-
tion (e.g. cocaine); one first-choice drug may not be given to patients who are already
under treatment with possibly interacting drugs (e.g. anticoagulants), or show genetic
or acquired hypersensitivity or intolerance to some substances (e.g. patients with enzy-
matic defects or documented allergies), and so on. Hence, when dealing with a specific
patient case, a physician may be interested in finding a personalized version of a clinical
guideline, that is a version tailored to the patient’s health state and anamnesis, only con-
taining recommendations which are safely and effectively applicable to his/her personal
case.

In addition to linking guidelines to classes of patients, semantic versioning can also
involve more generic applicability contexts (e.g. hospitals without PET diagnostic
equipment, or selected centers taking part to a clinical trial), which might require the
application of a particular version of the general guideline, which may also no longer be
part of the consolidated state-of-the-art guideline. For instance, consider version v1 of
a clinical guideline G which prescribes a biopsy to confirm a cancer diagnosis but has
been superseded by a new version v2 which introduces a PET scan for the same cancer
diagnosis, making in most cases the biopsy unnecessary. However, in some hospital H
which is not equipped with a PET scanner, the right version of G to be followed is v1, al-
though no longer considered valid by the medical community. Therefore, the applicable
version of the guideline for context H is G(v1), with biopsy as a mandatory diagnostic
means. This example also shows how temporal and limited applicability aspects may
also interplay in the production and management of versions.

2.1 Temporal Versioning

As far as temporal versioning is concerned, several independent time dimensions are in-
volved in the representation and management of clinical guidelines, in particular when
we consider an environment also supporting the guideline authoring and approval pro-
cess. Relevant time dimensions include valid, event, availability, proposal and accep-
tance times [S127]. Even considering an environment where only approved guidelines
are stored, and retrieved by final users to be consulted or followed, at least two time
dimensions are relevant:

Validity Time. It is the time the guideline is considered in force by the medical com-
munity and, thus, is applied to patients. It has the same semantics of valid time as in
temporal databases [20], since it represents the time the guideline actually belongs
to the state-of-the-art of clinical practice.

Efficacy Time. Borrowing the term from the legal domain, it is the time the guideline
can be applied to a concrete case. It usually corresponds to validity, but it might
be the case that an obsolete, superseded guideline continues to be applicable to a
limited number of cases. While such cases exist, the guideline continues its efficacy
though no longer considered in force.
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Fig. 2. A sample ontology involving a taxonomy of hearth diseases, where each class has a name
and is associated to a (pre-order,post-order) pair

Notice that validity and efficacy time both have the semantics of valid time but repre-
sent different and independent valid time notions. Both are necessary to correctly deal
with cases as the one in the last described example: the guideline version G(v1) for
the applicability context H can still be selected today as its efficacy includes current
time, although its validity does not. Furthermore, in addition to the time dimensions
which model the dynamics of guidelines in the real world, transaction time [20] plays
an important role when automatic management of information through computer sys-
tems is involved and, thus, should never be neglected, since it allows to execute retro- or
pro-active modifications and to keep track of their execution for audit purposes. For ex-
ample, it might be the case that a physician makes a wrong decision in choosing a drug
following the provisions of a guideline retrieved from the system when the returned con-
solidated version is actually out-of-date; the decision is taken while a modified version
of the guideline (e.g. involving the adoption of some more effective and less potentially
dangerous drug) is already available but has not been stored in the information system
yet. Hence, transaction time is needed to ascertain a posteriori that the correct version
was stored retroactively and, thus, the physician acted in good faith.

Temporal versioning along multiple time dimensions can be added to documents
in an XML repository by making temporal the XML encoding [7], that is introducing
timestamps as annotations in the XML document.

2.2 Semantic Versioning

Semantic applicability of multi-version resources can be defined with reference to do-
main ontologies. Ontologies [16417]], which are conceptualizations of a domain into a
machine-understandable format, have recently become quite popular with the advent
of the semantic web [1], where the introduction of common reference ontologies is
necessary to allow information and its interpretation to be shared by both human and
automatic agents.



A Personalization Environment for Multi-version Clinical Guidelines 61

Appropriate applicability of clinical guidelines to individual patients can be defined
according to a consensual taxonomy of diseases, like the ICD-10 endorsed by the World
Health Organization [[19]] or the MeSH Section C maintained by the US National Li-
brary of Medicine [22]]. For instance, consider Fig. 2] which depicts a small portion of
a medical ontology representing a classification of principal heart diseases. Notice that,
at this stage of the research, we deal with “tree-like” ontologies defined as class tax-
onomies induced by the IS-A relationship. This will allows us to exploit during query
processing the pre-order and post-order properties of trees in order to enumerate the
nodes and check ancestor-descendant relationships between the classes; such codes are
displayed in the upper left corner of the ontology classes in the Figure, in the form:
(pre-order,post-order). For instance, the class “Myocardial ischemia” has pre-order
“3” which is also its identifier, whereas its post-order is “6”. Before the personaliza-
tion engine can be used to build a guideline version tailored to a specific patient, the
patient must be classified with respect to the disease ontology, on the basis of medical
records by means of a suitable reasoning service [[L3], or through a profile explicitly
supplied by the physician. Moreover, additional semantic versioning coordinates, refer-
encing specific domain ontologies, can also be considered to model context-dependent
applicability of guidelines.

Hence, in XML resource repositories, reference to ontology concepts (e.g. using
class identifiers like those in Fig. ) can be added to the resource representation and
storage as a new versioning coordinate. In this way, applicability annotations can be
embedded in the guideline documents to be used by automatic personalization tools.
Obviously, also the annotation of clinical guidelines which defines their semantic ver-
sioning must be effected by medical domain experts, as part of the guideline draft-
ing and approval process itself. Whenever an ontology definition is changed, temporal
versions of the ontology also must be maintained, as the temporal perspectives for nav-
igating the ontology and for searching the guideline repository must be same for con-
sistency reasons. The ontology temporal versioning techniques introduced in [[15] can
be used to this purpose.

One of the global effects of versioning is an increase in the number or size of the
documents to be stored, also depending on the fact that different versions of the same
document are stored as separate XML files or are arranged into a single multi-version
XML file, owing to a uniform encoding of variant parts within the document struc-
ture. The latter solution, which is our choice, is often unavoidable in order to keep the
growth of the storage space under control, especially when different versions of the
same document may differ by a few nodes only. Personalization, which has shown to
be a powerful tool to cope with information overload on the internet [25], can also
be particularly effective when used in the management of large XML repositories of
versioned documents [13]]. In this case, the adoption of personalization techniques can
prevent in most cases users to have to go through a huge amount of irrelevant infor-
mation to find out the right version(s) of the one of interest and, thus, might help to
make their search faster and more accurate. Hence, personalization based on semantic
versioning may improve the quality of the interaction with the user by further focus-
ing the search on really relevant versions only, which is a desirable feature for clinical
guideline management. For example, one of the acknowledged most relevant obstacles
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in the use and dissemination of guidelines [4] is the need for adapting them to con-
straints in local settings (e.g. concerning available hospital resources and practitioners’
skills). Management of multi-version guidelines with context-based semantic person-
alization might help to overcome this problem [9.28]]. Other use cases requiring a sort
of location-based semantic personalization can also be found: for instance, consider a
guideline involving the recommendation of a new drug non yet registered in a given
country, or introducing a new protocol only available in selected medical centers par-
ticipating to an experimental program: the actual contents of the guideline should be
changed according to the place where the guideline is retrieved or executed.

From the above discussion and examples, it is evident that the selection and recon-
struction of the version(s) of interest for a user become a new challenging problem to
support personalization in multi-version guideline retrieval.

3 An XML Data Model for Multi-version Guidelines

In this Section, we introduce a multi-version XML document model supporting multiple
temporal and semantic versioning coordinates. In doing this, we do not refer to a specific
document structure (e.g. defined via a DTD or XML Schema), but we rather introduce
a versioning annotation scheme which can be applied to any generic XML resource.
In particular, it can be easily adapted to available proposals for the XML encoding of
clinical guidelines, including those described in [3L6l26].

We start by formally defining as version a piece of text within a guideline document,
with a common temporal and semantic pertinence. Owing to the definition, a version
can be assigned a timestamp and an applicability annotation to uniquely define its tem-
poral and semantic pertinence. Obviously, different versions of the same object must
differ in their temporal and/or semantic pertinence.

For the sake of simplicity, but without loss of generality, we only consider in the ex-
amples which follow one time dimension (i.e. validity) and one semantic dimension (i.e.
reference to classes in an ontology of diseases like the one in Fig.[2). Let us consider
as running example the clinical guideline fragment in Fig.[3] involving recommenda-
tions for the treatment of unstable angina patients. The figure displays the text organi-
zation, which has a three-level section structure, where section 3.2. has two different
versions, namely 3.2(v1) and 3.2(v2), whereas section 3.2(v1).2 has three different ver-
sions, namely 3.2(v1).2(v1), 3.2(v1).2(v2) and 3.2(v1).2(v3). The multi-version XML
encoding of such guideline fragment is shown in Fig.[4l

In the XML encoding, we use the <version> element to delimit the boundaries of
a version within the document. The <valid> and <applies> elements are then used to
assign the temporal and semantic pertinence, respectively, to the version which contains
them. Validity and applicability properties are inherited by descendant nodes in the
XML tree-structure unless locally redefined with a new version definition. Therefore,
there is no reason to repeat the valid or applies annotation when the pertinence is not
changed from the ancestor version in the XML tree-structure. In general, redefinition
may involve only a subset of the versioning dimensions, while the others dimensions
are inherited.
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RECOMMENDATIONS
1. IDENTIFICATION OF PATIENTS
WITH RISK OF UNSTABLE ANGINA

2. INITIAL EVALUATION AND MANAGEMENT

3. EARLY HOSPITAL CARE
3.1. Initial Treatment Strategy

3.2. Drug Therapy
3.2(v1l). Anti-Ischemic and Analgesic Therapy
3.2(v1).1. Therapy with nitrates

3.2(v1).2. Therapy with beta-blockers

3.2(v1).2(v1). ...administration of drug DI...
3.2(v1).2(v2). ...administration of drug D?2...
3.2(v1).2(v3). ...administration of drug D3...

3.2(v1).3. Therapy with ACE inhibitors
3.2(v2). Antiplatelet/Anticoagulant Therapy
4. CORONARY REVASCULARIZATION

5. LATE HOSPITAL CARE

Fig. 3. The structure of a fragment of a sample multi-version clinical guideline

With reference also to Fig. Bl the XML fragment in Fig. ] shows, within the out-
ermost <recommendations> element, a hierarchical structure based on three levels of
sections. The <recommendations> element is composed of one version, which defines
its global semantic and temporal pertinence, that is applicable to class C3 in the ontol-
ogy in Fig. 2| (patients with myocardial ischemia) and valid from 1980 on. It is made of
several first-level sections (see also Fig. [3), of which only section 3 is evidenced in the
Figure. Such a section, made of only one version to specify applicability to ontology
class C4 (patients with angina pectoris), deals with Early Hospital Care. Its temporal
pertinence is inherited from the container element.

In general, by means of redefinitions we can introduce, for each part of a docu-
ment, complex validity and applicability properties including extensions or restrictions
with respect to ancestors. For instance, the applicability assignment to section 3 which
we just described is a restriction and the attribute o is used to this end. Actually,
the applicability assigned to the version is the intersection of the fo value and of the
value inherited by the ancestor version (in this case C4NC3, which equals C4 since
it is a subclass of C3). The same applies to second-level section 3.2 (entitled “Drug
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<recommendations>
<version number="1">
<applies to="C3"/>
<valid from="1980-01-01" to="9999-99-99"/>

<section number="3">
<version number="1">
<applies to="C4"/>
<title>Early Hospital Care</title>

<section number="2">
<title>Drug Therapy</title>
<version number="1">
<applies to="C5"/>
<title>Anti-ischemic and Analgesic Therapy</title>

<section number="2">
<title>Therapy with beta-blockers</title>
<version number="1">
<valid from="1980-01-01" to="1990-12-31"/>
...administration of drug DI...
</version>
<version number="2">
<valid from="1991-01-01" to="1998-12-31"/>
<valid from="2001-01-01" to="2003-12-31"/>
...administration of drug D2...
</version>
<version number="3">
<valid from="1985-01-01" to="9999-99-99"/>
...administration of drug D3...
</version>

</section>
</version>
<version number="2">
<applies also="C7"/>
<title>Antiplatelet/Anticoagulant Therapy</title>
</version>
</section>
</version>
</section>

</version>
</recommendations>

Fig.4. An XML fragment showing the multi-version encoding of the guideline in Fig.[3|

Therapy”), whose first version (entitled “Anti-ischemic and Analgesic Therapy”) ap-
plies to class C5 (unstable angina), which is also a restriction, whereas the second
version (entitled “Antiplatelet/Anticoagulant Therapy”) is also applicable to class C7
(myocardial infarction), which is an extension indeed. Attribute also is used in this
case, and the applicability assigned to the version is the union of the also value and of
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the value inherited by the ancestor version (class C4UC?7). In other words, the contents
of section 3.2(v2) both apply to angina pectoris and myocardial infarction patients.

The third-level section 3.2(v1).2 entitled “Therapy with Beta-blockers” is made of
several versions, each one dealing with the administration of a specific drug and having
its own temporal pertinence, whereas the (inherited) applicability is the same (namely
CS5, unstable angina). In order to derive the validities of the three drugs shown in the
Figure, we assume the recommendations underwent the evolution which follows. Drug
D1 was introduced in 1980 and then replaced by the drug D2 in 1991. However, the
use of drug D2 was suspended from 1999 to 2000, period during which it had been un-
der investigation since suspected of causing adverse reactions. In 2004, due to evidence
of long-term adverse effects, D2 was definitely withdrawn. Drug D3 has been intro-
duced in 1985. Hence, the resulting history of recommended beta-blockers according
to the guideline in Fig. Bl (which will in fact correspond to the answers to a sequence of
snapshot queries issued on the multi-version document) is the following:

— from 1980 to 1984: drug D1

— from 1985 to 1990: drugs D/ and D3

— from 1991 to 1998: drugs D2 and D3

— from 1999 to 2000: drug D3

— from 2001 to 2003: drugs D2 and D3

— from 2004 on: drug D3
As for 3.2(v1).2(v2) in the Figure, versions can be assigned multiple intervals as va-
lidity: this corresponds to adopt temporal elements [10i20], that is disjoint union of
intervals, as timestamps.

3.1 Manipulation and Retrieval Operations

The multi-version XML data model can be equipped with two basic operators for the
management of guideline authoring and maintenance: one devoted to change the textual
content of a guideline portion and the other to allow modifications to the temporal and
semantic pertinence of a given version. The former can be used for deletion of (a part
of) the guideline (abrogation), or the introduction of a new part of the guideline (inte-
gration), or the replacement of (a part of) the guideline (substitution). The latter can be
used to deal with the time/applicability extension or restriction of (part of) the guide-
line. Such operators, in order to preserve the well-formedness of the version structure
and the inheritance semantics, can be defined in a similar way as the ones defined for
multi-temporal norm documents in [14]].

Clinical guideline repositories, like the US National Guideline Clearinghouse [23]] or
the UK National Library of Guidelines [24], are usually managed by traditional infor-
mation retrieval systems where users are allowed to access their contents by means of
keyword-based queries expressing the subjects they are interested in. Adopting a system
like the one described in [13] that we developed for norm documents, users are offered
the possibility of expressing temporal and semantic specifications for the reconstruction
of a consistent version of the retrieved guideline.

In particular, the queries can contain four types of constraints: temporal, structural,
textual and applicability. Such constraints are completely orthogonal and allow the users
to perform very accurate searches in the XML guideline repository. Let us focus first on
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FOR $a IN guidelines.xml

WHERE textConstr ($a//section/title/text(), ’‘anticoagulant’)

AND tempConstr (’vTime OVERLAPS PERIOD(’2007-01-01’,’2008-12-31")")
AND applConstr (’C5")

RETURN $a

Fig.5. An XQuery-equivalent query executable on a clinical guideline personalization system

the applicability constraint. Consider again the ontology in Fig. [2l and guideline frag-
ment in Fig. 4t for the treatment of John Smith, an “infarctuated” patient (i.e. belonging
to class C7), the sample recommendations in Fig. [3 will be selected as pertinent, but
only the second version of Section 3.2 will be actually presented as applicable. Further-
more, the applicability constraint can be combined with the other three ones in order
to fully support a multi-dimensional retrieval. For instance, a physician (or an health
insurance officer) could be interested in all the guidelines ...

e ... which have a section whose title (structural constraint) contains the word anti-
coagulant (fextual constraint), ...

e ... which were valid between 2007 and 2008 (temporal constraint), ...

e ... and which are applicable to a patient suffering from unstable angina (applicabil-
ity constraint).

More precisely, the system is able to answer queries having the XQuery [32] FLWR
syntax in Fig. [S| where textConstr, tempConstr, and applConstr are suit-
able functions allowing the specification of the textual, temporal and applicability con-
straints, respectively (the structural constraint is implicit in the XPath expressions used
in the XQuery statement).

4 Prototype Implementation

The personalization engine in Fig.[Il which is capable to execute queries like the one in
Fig.[3 has been implemented as a prototype Multi-version XML Query Processor. The
prototype code is written in Java JDK 1.5 and employs ad-hoc data structures (relying
on embedded “light” DBMS libraries) and algorithms which allow users to reconstruct
on-the-fly the desired personalized version of the XML guideline, satisfying temporal,
structural, textual and applicability constraints, by means of a multi-version extension
of the holistic twig join approach [2]]. Guidelines are stored in the XML repository using
an indexing scheme based on multi-version inverted indices, that is an extension with
timestamps and semantic annotations of the indexing solution proposed in [33]. In prac-
tice, the query processing algorithm implements the temporal slice operator proposed
in [21]], to which the processing of semantic constraints has been added, without an ap-
preciable overhead. In fact, thanks to the properties of the adopted pre- and post-order
encoding of the ontology classes, applicability constraints can be very efficiently tested
during query processing by means of simple comparisons. A detailed presentation of
the deployed data structures and holistic join techniques, together with a related work
discussion on these topics, can be found in [12].



A Personalization Environment for Multi-version Clinical Guidelines 67

As a result, we obtain a high overall query processing efficiency mated with low
memory requirements. In order to evaluate the performance of the prototype, a specific
query benchmark was built and several exploratory experiments were conducted to test
the personalization engine behavior under different workloads. The experiments have
been effected on a Pentium 4 3Ghz Windows XP Professional workstation, equipped
with 1GB RAM and a 160GB EIDE disk with NT file system (NTFS). Test were per-
formed on three XML document collections of increasing size (namely 5,000, 10,000
and 20,000 guidelines, with a total size of 120MB, 240MB and 480MB, respectively).
In all collections the guidelines were synthetically generated by means of a suitable
tool, which is able to produce XML documents compliant to our multi-version model
under different parameter configurations. For each collection, the average, minimum
and maximum document size was 24KB, 2KB and 125KB, respectively. Experiments
were conducted by submitting queries of five different types, mixing in various ways
structural, textual, temporal and applicability constraints.

The system behavior showed a good efficiency in every context, providing a response
time (including query analysis, retrieval of the qualifying guideline parts and recon-
struction of the result) of a few seconds for most of the queries. Moreover, the selec-
tivity of the query predicates does not impair performances, even when large amounts
of documents containing some (typically small) relevant portions have to be retrieved.
The system is able to deliver a fast and reliable performance in all cases, since it prac-
tically avoids the retrieval of useless document parts. For the same reasons, the main
memory requirements of the Multi-version XML Query Processor are quite limited,
less than 5% with respect to an approach like the one adopted in [14], where com-
plete documents are retrieved with a traditional XML engine working on structural and
textual constraints, and then temporal and applicability constraints are applied using a
DOM representation to prune out non-qualifying XML nodes. Notice that this property
is very interesting for a system which is likely to run in a highly concurrent multi-user
environment, since memory requirements are not crucial for performance. The proto-
type system also showed a good scalability behavior in every type of query setting,
as the computing time for the same query always grows linearly with the number of
documents. Full details on performance evaluation can be found in [12/13]].

5 Conclusions and Future Work

In this paper, we applied to the representation and management of clinical guidelines
some techniques we previously developed for norm documents in the legal domain
[[12013]. In particular, we introduced solutions to model and to provide personalized ac-
cess to multi-version guidelines, supporting multiple temporal and semantic versioning
coordinates. The proposal involves the definition of a multi-version XML data model
and the implementation of a prototype personalization engine.

Preliminary experimental work on query performance, with repositories of syntectic
XML documents, showed encouraging results. In particular, the personalization engine
proved to be very efficient in a large set of experimental situations and showed excellent
scale-up figures with varying load configurations.

We underline that the very same techniques we presented for personalized access
to multi-version textual guideline documents can also be applied to the enactment of
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workflows implementing multi-version clinical guidelines, provided that workflows are
specified using an XML-based definition language, like BPEL [29] or XPDL [31],
which can be enriched as well with temporal and semantic annotations in order to define
versions [[13].

Future work will consider the improvement of the approach to cope with more ad-
vanced application requirements (e.g. relaxing of constraint of tree-like ontologies) and
the completion of the technological infrastructure required to set up the personalization
platform with the design and implementation of auxiliary services (e.g. for automatic
patient classification with respect to the disease ontology). Further work will also in-
clude the assessment of our developed system in a concrete working environment, with
real users and in the presence of a repository of real clinical guidelines.
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Abstract. Apache Camel is an implementation of a messaging framework using
the enterprise integration patterns advanced by Hohpe and Woolf. This frame-
work allows the “messaging architecture to be configured at run-time, by chang-
ing routing rules which determine the disposition of messages transmitted by the
system. Our work illustrates an original use of the dynamic routing capability to
implement health information policy, by putting the routing rules in the hands of
policy administrators rather than network managers. This paper is an extended
version of reference [1].

Keywords: Policy, Messaging, Architecture, Middleware, Medical context.

1 Introduction

This paper deals with information exchange in the context of health care. In particular,
policy updates that affect the handling of health information can impose costly revision
to network infrastructure and applications. We propose an approach based on the
Apache Camel messaging framework, in which routing rules can be updated dynami-
cally. By using dynamic routing rules to implement information policy, rather than
simply as a network management or administration capability, the messaging infrastruc-
ture becomes responsive to policy changes, without requiring modification to end-user
applications.

Section 2 of this paper reviews the background concepts of Message-Oriented Mid-
dleware (MOM), Enterprise Integration Patterns (EIPs), Apache Camel as an EIP im-
plementation, and health information policy. Section 3 discusses the use of medical
information and policies for dynamic routing of information through a health care in-
formation system, and section 4 provides one dynamic routing scenario tested in a pro-
totype system.

2 Background

2.1 Message-Oriented Middleware (MOM)

Large scale networked applications are not deployed and used in isolation, they are
used with other networked applications and services. Integration raises a number of
challenges as emphasized by Hohpe and Woolf [2]:
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© Springer-Verlag Berlin Heidelberg 2011
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1. Network reliability: Distributed computing involves delays and interruptions. In
comparison to using a single computer the distributed application has a larger set of
problems to manage.

2. Networks are slow: Data transfer across networks is significantly slower than local
method calls. Applications must be designed with slow responses in mind.

3. Applications are different: Integration solutions need to be able to interface and
handle data from multiple platforms and data formats.

4. Change is inevitable: Systems change over time, so how they connect with other
systems should be able to change to maintain connections. A solution needs to promote
loose coupling, otherwise a change at one network node may cause a ripple effect of
required changes to other nodes.

Historically, the main approaches to networked applications are:

1. File Transfer: One application writes a file that another application reads. This re-
quires agreement on data format, naming conventions, and on the timing of operations.

2. Shared Database: Many applications share a common database. This reduces the
data transfer problem between applications as all data resides on one physical store.

3. Remote Procedure Invocation: An application exposes an interface to another re-
mote application. Communication is done in real time, in a synchronous manner.

4. Messaging: An application publishes a message to a common message queue, and
other applications may read the message at a later time. Communication is asynchro-
nous in nature, using an agreed message format.

We adopt messaging as the best approach for an infrastructure that to support frequent
change with loosely coupled client applications. A message oriented middleware
(MOM) framework provides messaging capabilities for applications and manages mes-
sage transfer, much as a database is provides data services to applications.

The MOM supports reliable asynchronous application to application communica-
tion, (that is, messages are maintained by the queue). Applications communicate by
passing data to and from a common queue, such data exchanges constituting "mes-
sages". A sender or producer application writes a message to a queue, while a receiver
or consumer application receives messages by reading from a queue. The message is
effectively a data structure or object, and may embed a number of difference concepts
from simple data to events or command requests. Conventionally, a message has two
functional components: the header and body. A message header contains information
related to its origin, its destination, and other information used by the messaging system,
and usually ignored by the application. The message body is a container for the applica-
tion data payload, generally ignored by the messaging framework.

2.2 Enterprise Integration Patterns

A common collection of solution patterns related to the messaging approach are
characterized in [2] as Enterprise Integration Patterns (EIPs). These patterns do not
directly solve all integration problems, but catalogue solutions to recurring network
integration problems. Patterns related to events, channels, services, shared resources,
documents, and message management are included in the collection. The two most
important patterns for this work are Content Enricher and Dynamic Router.
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The Dynamic Router EIP is illustrated in figure 1. It routes messages according to
a rules base which can be configured manually or automatically. Rules may be
changed dynamically without halting any system operations or services. The router
makes decisions about where specific messages are to be sent based on the message
content and the current rules in its rules base. Typically, information included in the
message header are matched with rules in the rule base to determine the appropriate
message channel. The message channel itself is effectively a sophisticated queue.
Since the router is dynamic, the rules can be modified manually or by appropriately
authenticated software. In essence, this paper characterizes the rules in the rules base
as the encoding of information management policies.

The dynamic router allows the explicit expression of routing policies in a consis-
tent manner, and at a known and configurable point in the overall system. All applica-
tions operate in accordance with the routing rules, since all messaging will be
performed through a dynamic router. The rules base frees message distribution from
static preplanning, as routes may be added, modified, or removed at run time.

The dynamic router includes a rules engine (not shown). The engine is responsible
for accessing, modifying and storing rules for the router. For example, the rules
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engine may be directed to modify the rules base by adding or deleting rules, or re-
trieve the currently stored rules for inspection. Messages relating to administration of
the rules base use a special “control” channel to communicate with the engine.

The dynamic router is in common use in financial services software and can even
be seen in e-Health information frameworks. [3] However, the rules base is com-
monly used by network administrators to configure routing to respond to network
concerns (such as traffic loads) or application issues (such as preferred client/server
pairings). Using the rules base to encode policies based on considerations from the
application domain (in this case, health or medicine) suggests putting control of the
rules base into the hands of an application domain specialist, such as a policy admin-
istrator, rather than in the hands of a network manager.

Typically, the rules engine will match entries in the rules base against information
in the message header. If the rules relate to the health domain, then information re-
lated to this domain (which we term the medical context) should appear in the mes-
sage header. (There are approaches to analyzing message payload content, but header
information, where feasible, is preferred as a conventional and well-structured solu-
tion.) Injecting this additional domain information into the message header is the role
of the Content Enrichment pattern.

Figure 2 is a conceptual diagram of the relationship between dynamic routing and
content enrichment under a client/server configuration. The content enrichment pat-
tern appears as a module in both the client and server environments, where additional
information in injected into each message before it encounters the dynamic router.
Since the contextual information appears at the point of origin of each message, this is
where the content enrichment occurs. (The contextual information is not illustrated on
the server side enrichment pattern of figure 2, only for the purpose of abbreviation).
Since the our objective is to de-couple applications from changes to information man-
agement policies, it is important the content enrichment module is independent of the
application code. Otherwise, introducing new types of policies with new categories of
rules would require extensive application modification.

2.3 Apache Camel

Apache Camel is an integration framework based on the Enterprise Integration Pat-
terns advanced by Hohpe and Woolf [2]. It allows the developer to spend less time
understanding how each individual application accesses the MOM, and focus on mak-
ing various systems interoperate through a common framework. The framework is the
"glue" for connecting different network nodes together in a seamless fashion.

In its simplest conception Apache Camel is a routing engine builder that allows
developers to define their own routing rules for data, determine which data sources
are accepted, and determine how to process and transmit data to other destinations. [4]
Rather than imposing a fixed data format, Camel provides a collection of high-level
abstractions that allow for simplified interactions with systems using the same API
(Application Programming Interface) regardless of the protocol or data type the sepa-
rate applications are using. This is critical to connecting a wide variety of applications
that have different development histories.
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Camel comprises routes, processors, and components, all contained within the
CamelContext construct. Camel routing engines implement the routes defined using a
domain-specific language (DSL). Processors are used to transform and/or manipulate
messages en-route, invoking Enterprise Integration Patterns through DSL directives.
Components are extension points in Camel used for adding connectivity to other
software.

The following Java code constructs a Camel router. It uses the Java Message Ser-
vice (JMS) [5] as the protocol for the MOM (the usual choice for Camel). JMS pro-
motes loose coupling of applications, provides reliable messaging mechanisms, and
allows for asynchronous communication. The DSL appears in the form ofs a Java
package that provides the “from”, “to”, “process” and other DSL directives, as in-
voked in the code sample to define routing behaviour. Other directives provide im-
plementation of the EIPs.

This router moves messages from JMS queue "A" to JMS queue "B". When a
message is placed in queue "A" the router detects the event and executes the coded
action to send the message to JMS queue "B". The context indicating why the mes-
sage was placed in queue "A" or why it is sent to queue "B" is independent of this
code and the router construction. Using Camel, the underlying details of processing
and transferring data have been abstracted away. For the purpose of illustration, the
last ten lines of code simulate messages being placed on queue "A", — since sending
messages would normally be part of the application logic. The ten ""Test Message: ' +
i" messages being sent to queue "A" are routed to queue "B" by Camel, at which
point a second Camel routing directive listens for newly received message on queue
"B" to be processed, printing the message content to conform the information transfer.

In our demonstration system for dynamic routing using health information policy,
Camel provides the EIP implementation that allows dynamic routing required for
applying the policy rules. In the previous example, A-B routing was hardcoded for the
purpose of a simplified illustration of Camel. Our actual demonstration system uses
the DSL directive invoking the EIP dynamic router.
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public final class CamelExample {

private CamelExample() {}
public static void main(String args[]) throws Exception

{

// Declare Camel Context
CamelContext context = new DefaultCamelContext () ;

// Configure JMS Broker
ConnectionFactory connectionFactory =
new ActiveMQConnectionFactory (
"vm://localhost?broker.persistent=false");

// Add JMS Broker to Camel Context
context.addComponent ("test-jms",
JmsComponent . jmsComponentAutoAcknowledge (
connectionFactory)) ;

// Define and add routing rules to Camel Context
context.addRoutes (new RouteBuilder () ({
public void configure() {
// Route messages from queue A to gueue B
from("test-jms:queue:A") .to("test-jms:queue:B") ;
// Setup a listener on queue B that will process
// messages.
from("test-jms:queue:B") .process (new Processor () {
// Print message contents as received
public void process (Exchange e) ({
System.out.println("Received exchange:
+ e.getlIn());

}
)

// Camel template - for kicking off exchanges

ProducerTemplate template =
context.createProducerTemplate() ;

context.start();

// Send 10 messages to queue A,

// appending message body text

for (int 1 = 0; 1 < 10; 1i++) {
template.sendBody ("test-jms:queue:A",
"Test Message: " + 1);

}
Thread.sleep(1000) ;
context.stop () ;

13
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2.4 Health Information Policy

Wide adoption of health information applications, such as electronic medical records
and electronic prescription services, is predicated on interoperability of these applica-
tions — the ability to share and exchange health information when appropriate. A com-
mon communication infrastructure for health information applications is therefore
critical to advancing the benefits of such systems. One example of such an effort is the
Canadian Health Infoway project [6], a government funded initiative which is defining
standards for a national infrastructure including a common communication layer,
called the Health Information Access Level (HIAL). As an information exchange ar-
chitecture, the HIAL solution provides for different applications to share and retrieve
information stored in health information repositories throughout the system.

There is a tendency to use simple shared database models to govern the complexity
of different health information applications: for effective access control, health infor-
mation resides in a secure repository and is accessed by authenticated data retrieval
requests. Security and access control mechanisms can be layered on top of the informa-
tion access architecture, because the communications model is always a two-party
client/server configuration. Under such a model, most security concerns can be ad-
dressed by authentication that answers the question: does the party requesting the in-
formation have access permission?

Policies regarding the distribution, control and management of information are rep-
resented coarsely in such an architecture, by defining or changing access control rights
for users or groups of users. Security and privacy solutions and services are deployed
when policies are developed using well established security monikers and solutions,
such as authentication and identity management. [7]

With such solutions, policies regarding the handling, management and rights
regarding the health information of individuals are encoded as information access
requests within each software application. Procedures for these policies must be im-
plemented as steps coded in the application software, such as accessing an authentica-
tion service, determining the data availability, and making requests to the appropriate
data source. In response to a policy change, the applications may need to be re-written
and re-deployed, placing additional cost on health care budgets.

Policy changes can be frequent, and involve multiple levels or rules and regula-
tions, from legislation, to institutional policy (for example, within a hospital), all the
way down to individual clinical practices. (see [7], at 46) Consider, for example, the
case of “reportable” diseases which require notice to a public health authority. The
obligation to report such diseases typically falls on the primary care physician. (cf. [8])
The health information system could assist the physician's obligation, by automatically
reporting such diagnoses. However, there are variations on regulations, process, and
responsible authority between jurisdictions that may have to share health information.
These policies may change or be amended fairly quickly, such as in response to a par-
ticular epidemic threat. If policy or enforcement entail reprogramming of application
code or circumvention of legacy procedures that are embedded in existing application
code, then software hinders the implementation of policy changes.

Policy changes below the legislative level are even more frequent. A particular
lab or individual may be censured, health service units may be restructured,
information workflow may be re-organized, institutional analysis procedures may be



Dynamic Routing Using Health Information Policy with Apache Camel 77

revised: these all have implications for how information is shared and accessed, which
we include in our concept of information policy.

While we are concerned that information policy may be encoded only in terms of a
data access model, there is also a legacy problem related to embedding data policy at the
application level. Subsequent re-interpretation of rules or explicit policy changes due to
administrative decisions, new regulation, new technologies, innovation in health care
strategies or even court decisions may alter obligations or liability. The ability to re-
spond to policy changes is compromised when the application software targets informa-
tion policy in existence at the time the system was designed. Vendors that design, create
and/or implement systems have little incentive to design to accommodate future
changes, particularly if they can look forward to being engaged to overhaul their appli-
cation program each time changes occur.

3 Implementing Information Policy

Using the EIPs discussed above, we have designed a prototype system that uses dy-
namic routing to implement information policy at the communications layer of the
system rather than within the individual application software. By relieving application
code of the burden of compliance with (changing) information policies, this approach
addresses two concerns at once: messaging is no longer restricted to the shared data-
base model, and policy revision becomes an exercise in configuring routing rules at the
communications layer, rather than modifying legacy code in the application software.

Routing rules are based on policy relating to the content and purpose of the mes-
sages. To apply the EIPs that provide policy-based routing, messages are enriched with
the medical context. The concept of medical context appears in a variety of applica-
tions, including context-aware computing [9], linking of related medical events [10],
annotating EHR records with disambiguating context [11], mobile access through user
and location context [12], adaptive information for telemedicine communications [13],
and hospital applications such as context aware pill containers or hospital beds [14].

Messages enriched with medical context information could be useful for any of
these specific applications. Simple applications, such as tracking and logging medical
events and data security forensics, are made possible by the mere presence of the medi-
cal context information in the messages. However, the work described here is restricted
to the advantages of content enrichment with medical context for the purpose of man-
aging information policy, as an application of the dynamic router EIP.

3.1 Routing Based on Medical Context

Figure 4 illustrates a portion of our rules base for the dynamic router EIP under the
Apache Camel implementation. At present, the routing rules are simple: messages
typically specify their intended destination, and further routing constraints or destina-
tions may be chosen by the dynamic router, by matching properties of the message
against the rules base. The matching of rules and distribution of messages to the ap-
propriate queues is provided by the Camel framework; changes to messaging policy
are handled by changing the rules base. More complex routing schemes are feasible,
but even this simple scheme allows intricate routing behaviours and basic policy
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statements to be represented. Messages can be multicast and/or re-directed, so the
application layer is not restricted to a simple data access model of communication,
even when using this relatively simple set of routing rules.

stjohns;Results;dr.farrell.response.queue; tcp://localhost:61616
stjohns;radiology;radiology;tcp://localhost:61612
stjohns;microbio;microbio;tcp://localhost:61620
stjohns;clientreq;Q_RecordRequest;tcp://localhost:61628
stjohns;ReportD;pub.health; tcp://localhost:61624

stjohns; Patient_Record; *meddrid; tcp://localhost:61616

Fig. 4. Some routing rules as they appear in one test of the policy-oriented rules base

The routing rules supplied to the dynamic router EIP are used to represent infor-
mation policy. These policy directives (implemented as routing rules) are intended to
operate across applications, and may be related to jurisdiction, treatment, nature of the
medical event, type of information requested, origin of the request, identity of the
individuals or organizations involved, intended use of the information, and other
policy related characteristics of the message. This additional information comprises
the medical context, injected into message headers by the context enrichment module.
Some of this information (such as intended use) is implicit due to the particular appli-
cation being used. Under our system, however, messages are not routed according to
the particular software application, but according to multiple policies that apply re-
gardless of the particular software application in use.

3.2 Enriching Messages with Medical Context

The content enrichment EIP (see figure 2) is used to inject medical context informa-
tion to messages, information that may trigger application of a policy rule by the
dynamic router. Information about the source and destination of the message, and the
function of the message in terms of data access, updates and requests would already
be included in conventional message definition; this information does not need to be
added as part of the medical context. Once a message arrives at the dynamic router for
delivery, the medical context for that message is matched against the dynamic router's
set of rules, to find applicable policy rules that indicate how the message should be
routed. The Camel framework provides the dynamic router and the messaging infra-
structure, so the new elements are the medical content enrichment and the policy-
based routing rules.

Some of the headers deployed in our current prototype are shown in figure 5.
When applications access the Camel framework to communicate, the content enricher
is called to add the medical context headers to the base messages. As a separate code
package or module, the enricher is accessible to all application programs.

The JMS messages used by the Camel framework can be viewed as plaintext data
with a separate header section. The information categories shown in figure 5 can be
injected by creating a new header section in the JMS message for each desired cate-
gory. A sample message header after injection in our prototype system is shown in
figure 6. The medical context header becomes a part of each JMS message, and is
carried and delivered to routers and application code transparently by the JMS
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infrastructure. As a consequence of this simple mechanism, new information catego-
ries can be trivially added to the system.

medmsgtype: Control or Default type. Control messages are sent to the router’s
control channel.

medcommand: Commands issued to a router.

medpolicy: A policy in the form of routing rules.

meddrid: Healthcare provider identification. Used by router to construct a unique
output queue.

medptid: Patient identification.

medwhere: Location of medical event (scoping is currently unstructured).

medaction: Situational information about medical event.

Fig. 5. Some categories currently defined to inject medical context information

{commandId = 7, responseRequired = true, messagelId = ID:jamie-
goodyearsmacbook, Local-50300-1240760119906-0:2:1:1:1,
originalDestination = null, originalTransactionId = null,
producerId = ID:jamie-goodyears-macbook.local- 50300-
1240760119906-0:2:1:1, destination = queue://Q_Default,
transactionId = null, expiration = 0, timestamp =
1240760120317, arrival = 0, brokerInTime = 1240760120318,
brokerOutTime = 1240760120319, correlationId = null, replyTo =
null, persistent = true, type = null, priority = 4, groupID =
null, groupSequence = 0, targetConsumerId = null, compressed
false, userID = null, content = null, marshalledProperties =
org.apache.activemg.util.ByteSequence @f7b44f, dataStructure =
null, redeliveryCounter = 0, size = 0, properties =
{medptid=555-555-5555, meddrid=dr.farrell.response.queue,
medmsgtype= default, medaction=microbio-TBTestReg-sputem-HL7-
2.4, medwhere=stjohns}, readOnlyProperties = true, readOnlyBody
= true, droppable = false}

Fig. 6. A JMS message header after injection of medical context information

The dynamic router and the enriched message do not represent new architectural
design concepts; in fact, each are “off the shelf” Camel elements based on published
and well understood EIPs. Extended message headers are common to all electronic
messaging frameworks, not just JMS and the content enrichment EIP. What makes
our system different is routing based on medical context information, where the rout-
ing configuration is typically considered a network administration or management
task limited to technical considerations, such application, network load, client juris-
diction or data protection.

Figure 2 illustrates the combination of the dynamic router and message enrich-
ment. The medical context enrichment module must be installed at the client site
where the message originates, as this is where the context is known; it is effectively
an add-on to the application. The dynamic router (which may be remote or local)
becomes the means for that client to access the communications infrastructure.
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4 Test Scenario

Our initial implementation effort is framed as a response to systems that seem re-
stricted to a shared database model. For example, CHIRIS (the Canadian Health
Infoway Reference Implementation Suite) [15] is intended to simulate the construc-
tion of a cross-jurisdictional electronic health record, but is focused on Admit, Dis-
miss, Transfer (ADT) and EHR viewer applications. Unlike CHIRIS, our design is
conceived around medical context and messaging rather than data access and modifi-
cation. Rather than data access or retrieval, we conceive of messages as parts of a
medical narrative, participating in stories about patient care and governed by the di-
rectives within a dynamic information policy. Polices are understood as rules about
how to treat the messages that constitute the narrative about the patient's health.

The following scenario is taken directly from [1] and traces the operation of our
prototype implementation for a particular use case sequence. Specifically, a physician
consults with a patient, updates the patient chart, and requisitions a number of lab
tests, one of which results in diagnosis of a reportable disease. A more formal descrip-
tion of this use case can be found in [16]. The following description tracks the system
operation in terms of the medical context and dynamic router: we are interested in the
messaging events, not application software or screen interfaces, but.

Initially, the physician requests a patient record and receives the relevant record.
The message transactions are controlled by the router’s rules base. The medical con-
text is injected by the software client into a message to the dynamic router. The
router, following its rules, will pass the message on to the patient record repository
(available as a remote service). The repository site injects its medical context and
returns the record to the router as a response message. The response is routed back to
the requesting physician. Several rules were involved in this exchange — the absence
of any rule to pass the messages would have caused the data retrieval to fail.

In the second portion of the scenario the physician requisitions a chest xray. The
rules base contains an entry for xrays, so the request is forwarded to a radiology lab.
After the xray procedure, the results are sent back to the requesting physician as a
response message with the appropriate medical context injected at the lab site. When
this response is routed, a policy rule is matched for updating the patient record, so the
lab results are automatically copied by routing a message to the patient record reposi-
tory as well as the requesting physician. The repository responds by sending a mes-
sage notifying the primary care physician of the patient record update: in this test
scenario, this is the same physician that ordered the lab in the first place. The physi-
cian receives two notifications; first the lab results, and second notification of the
patient record update. Rules that provide these notifications begin to show the benefits
of our proposed architecture: in shared data models, third party notifications occur
only if the application developers program them into the application, or they are
specified with human intervention. Our design allows notifications to be routed by a
simple policy rule change that automatically affects all applications.

To finish the scenario, the physician requisitions a sputum test. The rules base
contains an entry for sputum tests, so the request is forwarded to the microbiology
lab. The lab results are sent back to the requesting physician, and in our system test
we simulate a positive result for a reportable disease. The reportable disease is in-
jected into the message as part of the medical context at the lab before the results
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message is sent to the dynamic router for delivery. When the lab message gets to the
dynamic router, several rules are matched; the physician is sent a copy, the patient
record will be updated, and the public health authority is notified of the reportable
disease. The physician will ultimately receive notification of the patient record update
and an additional notification from public health that they are aware of the test result.
The notification message from public health is also copied to the patient repository
according to another routing rule. In this portion of the scenario, the medical context
information is used multiple times to provide appropriate messaging. Each time a
message is passed, the rules base was consulted to provide directives to where mes-
sages should be sent, without any programming of the client applications. Instead, the
policy rules base provides a single consistent source of messaging directives.

Client Dynamic Router Patient Records

W

ey

Public Health Micro Biology

Fig. 7. All messages in the scenario are sent through a dynamic router

5 Conclusions

Our design requires all client applications and services to inject medical context in-
formation into their messaging. The test of our prototype dynamic router involved the
simulation of different health system deployments, including the lab and record re-
pository services: these were simulated, not actual field deployed systems. In practice,
health information applications used at different sites would require a context enrich-
ment module.

A major thrust of this work is to encode information policy enforcement explicitly
in the message routing rules, rather than implicitly in the application code. The trans-
lation of information management policy into routing rules requires further work:
appropriate support tools are needed before manipulation of the routing rules base can
be directly managed by a policy administrator instead of a network specialist. We
have demonstrated the first step: routing rules that are based on health information
policy.

An ancillary consequence of a message-based approach is the flexibility to depart
from client/server or shared database model. With the dynamic router possibly redi-
recting or duplicating messages, additional work will be needed for an appropriate
security model. Issues such as routing conflicts or circularity within routing rules will
require examination, and new architecture questions arise, such as where to place the
dynamic router, what type of redundancy is appropriate, and how intelligent the rout-
ing engine needs to be to service the routing rules.
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The technical effort in implementing the messaging infrastructure for dynamic

routing based on health information policy is negligible: the Apache Camel frame-
work already provides the necessary EIPs and elements. It is simple matter of recon-
sidering the application of those elements.
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Abstract. Recent trends in healthcare delivery have led to a shift towards a pa-
tient-centric care model which depends on the evolution of information access
and tools beyond Electronic Health Record (EHR) systems controlled by
healthcare providers to Personal Health Record (PHR) systems whose architec-
tures are based on the fundamental assumptions that the complete records are
centrally stored and that each patient retains authority over access to any
portion of his/her record. PHRs offer significant potential to stimulate transfor-
mational changes in emergency healthcare delivery since they can provide a
complete picture of a person’s healthcare record when and where needed. How-
ever, a security issue of prominent importance arises which is concerned with
the process of granting (revoking) authorization to (from) healthcare profes-
sionals without the patient’s involvement. This paper presents an approach to
automating the authorization propagation process in PHR systems by means of
context-aware technology, which is used to regulate user access to data via a
fine-grained access control mechanism.

Keywords: Personal health records, Information availability, Access control,
Emergency, Authorization propagation.

1 Introduction

Throughout their lives individuals receive care in different parts of the health care
system. This results in patient health data being scattered around disparate and geo-
graphically dispersed information systems hosted by different healthcare providers
[1], [2]. The lack of interoperability among these systems impedes optimal care as it
leads to unavailability of important information regarding patient health status when
this is mostly needed (e.g. in case of an emergency).

Recently there has been a remarkable upsurge in activity surrounding the adoption
of Personal Health Record (PHR) systems for patients [2]. A PHR is a consumer-
centric approach to making comprehensive electronic medical records (EHRs) avail-
able at any point of care while fully protecting patient privacy [3]. Unlike traditional
EHRs which are based on the 'fetch and show' model, PHRS’ architectures are based
on the fundamental assumptions that the complete records are held on a central re-
pository and that each patient retains authority over access to any portion of his/her
record [3], [4]. Thus an entire class of interoperability is eliminated since the system
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of storing and retrieving essential patient data is no longer fragmented. Hence, quality
and safety of patient care is enhanced by providing patients and health professionals
with relevant and timely information while ensuring protection and confidentiality of
personal data.

Providing patients with access to their electronic health records offers great prom-
ise to improve patient health and satisfaction with their care, as well as to improve
professional and organizational approaches to health care [4]. Although many benefits
have been identified, there are many questions about best practices for the implemen-
tation of PHR systems [4]. A number of these questions are related to security issues
arising in PHR systems.

As any other EHR system, PHR systems require stringent privacy protections to
prevent unauthorized access or use [5][6][7]. Most PHR platforms currently deployed
(e.g. Microsoft HealthVault [8], ICW LifeSensor [9]) meet these requirements by
assigning the patient with the responsibility of granting access to information com-
prising his/her health record while access to important information (e.g. blood type,
allergies etc) is provided to medical staff in case of an emergency by means of an
emergency data set. Although this information is valuable while providing first aid to
the patient, a more comprehensive view of the his/her health data is required by the
medical staff upon arrival to the emergency department of a hospital.

This paper deals with the particular security issue arising in PHR systems which is
concerned with the process of granting (revoking) authorization to (from) healthcare
professionals without the patient’s involvement. This security issue is particularly
important in managing emergency cases. To deal with this problem, authorization
propagation process is automated by means of context-aware technology, which is
used to regulate user access to data via a fine-grained access control mechanism. The
latter is a role-based, context-aware access control mechanism that incorporates the
advantages of broad, role-based permission assignment and administration across
object types, as in role-based access control (RBAC) [10], and yet provides the flexi-
bility for automatically adjusting access permissions on a patient’s PHR on the occur-
rence of unpredictable events (e.g. emergency case).

2 Related Work

During the last few years, there has been a growing interest in the utilization of PHR
systems as both patients and healthcare organizations realized that their use may en-
tail a number of benefits, such as better access to information, increased patient satis-
faction and continuity of care [2], [4]. However, certain barriers to the integration of
PHR systems to the clinical practice have been identified, most of them related to
security issues [2], [4]. In recognition of these barriers, a number of mechanisms have
been developed in an attempt to address several issues mostly regarding access con-
trol over the health data comprising a PHR [6], [7], [11]. Some of them are concerned
with the provision of access to important healthcare information in case of an
emergency.

In Case of Emergency Personal Health Record (icePHR) [12] and My Personal
Health Record (myPHR) [13] are applications which, among others, ensure that life
saving information is available when mostly needed (i.e. in case of an emergency).
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To this end, they provide patients with the ability to upload important health informa-
tion and then print their own emergency card with information on how to access their
own unique, secure web page with this emergency information. However, they don’t
provide mechanisms for ensuring instant availability of a complete copy of a patient’s
record to the medical staff treating him/her without the patient’s involvement.

The system architecture proposed in this paper utilizes agent technology in an at-
tempt to automate authorization propagation process in cases that a patient in incapa-
ble of being involved in this process. To this end, a context-aware access control
mechanism has been developed which is triggered when appropriate in order to derive
and grant the set of authorizations needed for the treatment of a patient.

3 Motivating Scenario

The basic motivation for this research stems from our involvement in a recent project
concerned with designing and implementing a PHR system for the provision of data
access at any point of care while fully protecting privacy. This involves providing
access to the appropriate people, based on patient wishes, but also granting access to
the patient’s data in cases where his/her involvement in the authorization propagation
process is not feasible. The stringent security needs of the system, where sensitive
patient information is used, motivated this work and provided some of the background
supportive information for developing the prototype presented in this paper.

Typically, a health district consists of one district general hospital (DGH) and a
number of peripheral hospitals and health centers. Suppose a healthcare delivery
situation that takes place within a health district where an individual is transferred to a
hospital’s emergency department (ED). Upon arrival to the ED, the individual is reg-
istered as an emergency patient and undergoes a brief triage in order for the nature
and severity of his/her illness to be determined. If his/her illness or injury is consid-
ered to be serious he/she is seen by a physician more rapidly than the patients with
less severe symptoms or injuries. After initial assessment and treatment, the patient is
either admitted to the hospital (e.g. to a clinical department or the Intensive Care Unit
- ICU), stabilized and transferred to another hospital for various reasons, or dis-
charged [14].

As many emergency department visits are unplanned and urgent, there is a need to
ensure that information regarding the longitudinal patient health condition (e.g., prob-
lems, allergies, medications, diagnoses, recent procedures, recent laboratory tests) is
conveyed to ED physicians automatically upon registration of a patient to an ED.
Thus, inefficiencies in care, in the form of redundant testing, care delays, and less-
effective treatments prescribed are eliminated and quality of care is enhanced.

Figure 1 shows an indicative high-level view of the patient flow from the time
he/she arrives at a hospital’s emergency department to the time he/she is discharged.
Some of the roles participating in the patient’s treatment are physician, nurse, physi-
cian assistant (PA), nurse practitioner with specialized training in emergency medi-
cine and in house paramedics and other support staff.
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Fig. 1. Patient Flow

From an authorization perspective, the following two requirements are of interest here.

e Data Access - A role holder should be allowed to exercise a dynamically determined
set of permissions on certain data objects only. For example, a patient’s personal physi-
cian, if authorized by the patient himself, is allowed to read certain parts of his/her
medical record and to update it.

¢ Permission Propagation - Some role holders should receive additional permissions
on certain data objects in order to effectively treat the patient but these permissions
should be revoked upon patient discharge. For example, in order to form an appropriate
care plan, an ED physician should receive the permission to read the complete record of
a patient but he/she should not be allowed to retain this permission after the patient has
been discharged.

The above requirements suggest that certain data access permissions of the medical staff
participating in a patient’s treatment may change without the patient’s intervention
depending on the context (e.g. in the case that an individual is registered as an emer-
gency patient). Moreover, contextual information, such as time and location of at-
tempted access, can influence authorization decisions on certain data objects comprising
a patient’s PHR. This enables a more flexible and precise access control policy specifi-
cation that satisfies the least privilege principle by incorporating the advantages of hav-
ing broad, role-based permissions across data object types, like RBAC, yet enhanced
with the ability to simultaneously support the following features: (a) predicate-based
access control, limiting user access to specific data objects, and (b) a permission
propagation function to specific role holders in certain circumstances.
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4 System Architecture

The prototype system described here facilitates access to comprehensive patient in-
formation which is stored in a central repository. In this environment, a robust secu-
rity framework is in place in order to ensure that health information follow patients
throughout their care in a secure manner and that comprehensive information is made
available to appropriate people when this is mostly needed (e.g. in case of an emer-
gency) without the patient’s involvement. Figure 2 shows a high-level system archi-
tecture, which is described by a three-tier model, comprising of the terminal station
used by the medical staff at the department where the patient is being treated (e.g. ED,
ICU etc), the PHR platform and the application accessing the PHR platform.

Viewer’s site District General Hospital

Existing Information System

PHR Platform

|

|

!

i e
i Central

. Repository

|

|

HTTPS
HTML/CSS

Servlet Container

Context
Acquisition
Agent
Authorization
Agent

Medical Staff

Agent Platform

Web/Application Server Web/Application Server

Local Authorization Server

|

i Global Authorization Server
i
i

Fig. 2. System Architecture

The first tier is the terminal station used by the medical and nursing staff treating
the patient. The terminal contains an HTTP(S)-based client, which is the terminal’s
web browser and provides user interaction with the system.

The second tier of the system architecture is the platform used for the implementa-
tion of the PHR system. This supports both patients in actively managing their own
health and the medical staff (e.g. physicians) by ensuring the quick and secure avail-
ability of a patient’s health data such as diagnosis, therapy and prescription data. In
such a PHR system access authorization is exclusively granted by the owner (patient)
of the record or by a “gatekeeper” he/she assigns (e.g. a relative) [9]. Different read
and write permissions can be granted to and be withdrawn from the various users at
any time through a terminal station.
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The third tier is the application which is distributed among several hosts residing at
the DGH and the other healthcare institutions. The infrastructure of this tier consists
of the following components:

e PHR Platform SDK: It is used for the simple integration of our application into
the PHR infrastructure. It provides an Application Programming Interface (API)
which can be accessed from JSP/Servlet pages.

e Agent Platform: It is the software used for the implementation of the agents
which realize the automation of the authorization propagation process in order to
support healthcare professionals and frontline staff at the point of care by ensuring
instant availability of the complete copy of a patient’s medical record.

¢ Servlet Container: It provides a servlet container that hosts and manages the serv-
lets delivering the system functionality. Essentially these servlets provide a web-based
front end to the PHR system.

e Web/Application Server: It provides the hosting environment to the aforemen-
tioned components.

All web transactions are executed under the Secure Socket Layer (SSL) via HTTPS.
In addition, security in communication among the agents of the agent platform is
ensured by setting up a secure, confidential and mutually authenticated, connection
amongst containers of the agent platform by leveraging TLS/SSL support provided
by Java [15].

5 Security Architecture

The movement towards PHR systems has created new challenges for the sharing of
health information in a private and secure manner. In particular, when situations occur
where access to medical information is required but patients cannot grant permissions
to the medical staff needing the information for treating them, effort should be put in
the development and enforcement of a mechanism that automates the authorization
propagation process while ensuring privacy and security against unauthorized access
to the data.

The number, type and sophistication of tools that protect information in PHR envi-
ronments are growing at an ever-increasing rate and provide the opportunity to offer
health privacy protections beyond those in the paper environment. In many cases, the
utilization of role-based access controls is considered as an effective means of limit-
ing access to a patient’s information to only those individuals who need it for the
patient’s treatment.

In our prototype system, a dynamic access control mechanism is incorporated
which is based on the role-based access control (RBAC) paradigm and is context-
aware. As illustrated in Figure 3, this is described by a two-tier model consisted of a
global access control service, residing on a server at the DGH site, and one local ac-
cess control service, residing at the viewer’s site (i.e. any healthcare organization
within the health district). Both services use a number of agents for context
management.
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Fig. 3. Security Architecture

The access control mechanism developed is middleware-based and its role is twofold. In
particular, it is employed to:

e Grant/revoke authorizations of given subjects to (from) given PHR data objects by
taking into account the current context (e.g. medical and nursing staff on duty upon
registration of an individual as an emergency patient). In particular, the PHR system
where all patient records are stored maintains the authorization data in an authorization
base which needs to be updated whenever a patient is registered at (discharged from) a
hospital’s ED. Thus, the ED medical and nursing staff is granted access to the patient’s
PHR until the patient is discharged from the hospital’s ED. Each member of the staff
(i.e. subject) is member of a role. Hence, in order for the relevant authorizations to be
determined a set of access control policies are used by means of which role-to-
permission assignments are specified.

e Mediate between subjects (healthcare professionals) and objects (PHR data objects)
and decide whether access of a given subject to a given object should be permitted or
denied according to the context holding at the time of the attempted access (e.g. the time
a physician of the ED requests access to a patient’s PHR).

In our prototype, users authenticate themselves by using X.509 certificates.

5.1 Access Control Policies

In our prototype system, the mapping of roles to the relevant permissions is performed
by means of access control policies expressed by using the Core and Hierarchical
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RBAC profile of eXtensible Access Control Markup Language (XACML) [16]. These
policies are expressed in the form of roles, role hierarchies, privileges and constraints.
Due to the strict security requirements on medical data comprising a PHR, the
specification of access control policies not for the entire record but for its components
(i.e. data objects) is of utmost importance. Since the record is organized as a hierar-
chy, when specifying policies on it the hierarchical resource profile of XACML [16]
can be used for the representation of these components. This profile specifies how
XACML provides access control for resources that are organized as a hierarchy, such
as file systems, XML documents and databases. According to this profile, non-XML
data can be represented by a URI of the following form:
<scheme>://<authority>/<pathname>
where:

e <scheme> identifies the namespace of the URI and can be either a protocol (e.g.
“ftp”, “http”, “https”) or a file system resource declared as “file”.

e <authority> is typically defined by an Internet-based server or a scheme-specific
registry of naming authorities, such as DNS, and
<pathname> is of the form <root name>{/<node name>}. The sequence of <root

name> and <node name> values should correspond to the components in a hierar-
chical resource.

Medications

Allergies

Surgeries

Test Results

Fig. 4. PHR Data Model

Suppose that the data structure of a PHR is the one illustrated in Figure 4. Then the
data object “Allergies” would be represented as follows:

https://localhost:8443/PHR/Allergies

The policies related to the permissions on data objects a healthcare professional
should acquire while treating a patient reside on a server at the DGH site. An ex-
cerpt of an access control policy for role “physician” is shown in Figure 5. This is a
relatively simple policy that states that an ED physician is authorized to access the
complete medical record of each patient he treats. This is specified within the tag
<Resource> by means of the predicate “all” while the predicate “all” within the tag



A Personal Health Record System for Emergency Case Management 91

<Action> means that the physician has all kinds of permissions on the patient’s
medical record.Permissions on data objects are dynamically adapted by the
constraints imposed by the current context. These are declared within the tag <Condi-
tion> and for the role “physician” is whether he/she is requesting patient information
using a terminal within the hospital premises.

<Resource>
<ResourceMatch Matchld="&function;string-equal">
<AttributeValue DataType="&xml;string">all
</AttributeValue>

</ResourceMatch>
</Resource>

<Action>
<ActionMatch Matchld="&function;string-equal">
<AttributeValue DataType="&xml;string">all</AttributeValue>

</ActionMatch>
</Action>
<Condition>
<Apply Functionld="&function;string-equal">
<EnvironmentAttributeDesignator Attributeld="urn:oasis:names:tc:
2.0:environment:
: terminal"
DataType="&xml;string"/>
<AttributeValue DataType="&xml;string">inPremises</AttributeValue>
</Apply>
</Condition>

Fig. 5. Sample Access Control Policy for Physician

5.2 Context Information Management

In our prototype system, the management of context information influencing authori-
zation decisions is performed by a Context Manager. Both the context information
model and the Context Manager are described below.

5.2.1 Context Information Model
In our prototype system, the contextual information influencing authorization
decisions is determined by a pre-defined set of attributes related to:

e the user (e.g. user certificate, user/patient relationship) and

e the environment (e.g. client location and time of attempted access)

e the healthcare provider (e.g. physicians on duty)

For example, the permissions of an ED physician accessing the system via a terminal,

are adapted depending on his/her identity (included in his electronic Health Card) as
well as the location of the terminal and time of attempted access.
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5.2.2  Context Manager
Context information is collected by a Context Manager which has been implemented
as a multi-agent system. Thus, the Context Manager consists of two kinds of agents:

e Context Acquisition Agent (CAA): It is hosted on a server at the site of the health-
care organization where the ED belongs and is responsible for the acquisition of the
contextual information required for granting authorizations and taking authorization
decisions regarding access on the data objects comprising a patient’s PHR.

e Authorization Agent (AA): It is hosted on a server at the DGH and is responsible
for automatically granting (revoking) authorization to (from) healthcare professionals
without the patient’s involvement. Moreover, it is responsible for managing access to
patients’ PHRs.

CAA and AA perform the aforementioned tasks in response to a message submitted to
them by the corresponding access control service (local or global). Such a message is
generated upon each request for access to a patient’s PHR. Hence, both CAA and AA
implement a cyclic behavior which is continuously running in order to check if a
message has been received and process it. This means that the thread of each agent
implementing this behavior starts a continuous loop that is extremely CPU consum-
ing. In order to avoid that the agent should execute his behavior (i.e. the number of
actions assigned to it) only upon receipt of a new message. To this end, the agent’s
behaviour is marked as “blocked” so that the agent does not schedule it for execution
anymore. When a new message is inserted in the agent’s message queue all blocked
behaviours becomes available for execution again and the received message
is processed.

6 Implementation Issues

To illustrate the functionality of the proposed architecture, a prototype system has
been developed which is based on the case scenario of Section 3.

The prototype implementation of the proposed system and the security services
incorporated in it has been developed in a laboratory environment. In our implementa-
tion Apache/Tomcat is used as Web/Application Server while the databases used by
the existing information systems have been developed using MySQL. The PHR sys-
tem has been implemented using the ICW Lifesensor Personal Health Record which
can store the owner’s complete medical information in one convenient and secure
location [9]. The patient as owner of the record authorizes health team members or
care providers to access their record and assigns specific read and write privileges [9].
ICW Java SDK has been used for the integration of Lifesensor PHR to our applica-
tion.

The security services used in our application (i.e. the local and global access con-
trol services) have been developed using Java Authentication and Authorization Ser-
vice (JAAS) [17]. These services carry out their tasks by making use of a number of
policies and by always taking into account the relevant context which is collected by
the Context Manager. The policies declaring access rights on a patient’s PHR are
expressed by using the Core and Hierarchical profile of eXtensible Access Control
Markup Language (XACML) [16]. The Context Manager has been implemented as a
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multi-agent system using JADE as a construction and execution environment [15].
JADE is an open-source software framework, aiming at assisting the development and
execution of agent-based applications in compliance with the Foundation for Intelli-
gent Physical Agents (FIPA) specifications for interoperable multi-agent systems
[18]. Communication between agents, if required, is performed by means of FIPA
Agent Communication Language (ACL) [15].

Existing Infarmation Local A nt lobal ntrol
Service ervi

Register Emergency Patient

Initiate Authorization Propagation

»

_‘) Capture Context (CAA)

Convey Context

e

> Determine Access Rights (AA)

Grant Access Rights

Fig. 6. Sequence Diagram for Authorization Propagation Process

Upon arrival to the ED of a hospital, an individual is registered as an emergency
patient and the authorization propagation process is triggered in order for the required
authorizations to be determined and granted to the medical staff treating him. To this
end, the local access control service is invoked which, in conjunction with the local
Context Acquisition Agent (CAA), is accessing the local database(s) in order to re-
trieve the list of the medical staff being on duty at the time. The pieces of information
retrieved include starting and ending time of each person’s shift. As soon as the in-
formation is retrieved, it is communicated to the global access control service which,
in conjunction with the Authorization Agent (AA), is determining the corresponding
access rights for each person on the list according to a number of XACML policies.
The latter are already defined and stored on a server at the DGH site. Finally, the
deducted authorizations for each member of the medical staff are granted to him/her
by means of the ICW SDK’s HealthRecordManager which essentially represents the
access to a given personal health record.

The sequence of actions involved in the authorization propagation process is illus-
trated in Figure 6, by means of a sequence diagram.

After the authorizations have been granted, the nurses and physicians of the ED
authenticate themselves in order to gain access to this patient’s full medical record by
using their credentials (X.509 certificate stored in his electronic Health Card - eHC).
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Each access request is handled by the corresponding local access control service
which is using CAA to acquire the context holding at the time of the attempted access
and forwards the request to the global access control service which in cooperation
with the AA decides whether access should be granted or denied to the requesting
party. If the requesting party has the required privileges a connection to the corre-
sponding PHR is established and the corresponding part of the patient’s record is
provided to him/her.

The sequence of actions performed during access control enforcement is illustrated
in Figure 7, by means of a sequence diagram.
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Fig. 7. Sequence Diagram for Access Control Enforcement

After reviewing the patient’s medical record, the ED physician forms the appro-
priate care plan for the patient under treatment.

7 Concluding Remarks

Personal health records can address healthcare information needs as they can provide
each person with a complete copy of his medical record. Thus, PHRs constitute a
valuable tool for supporting the continuity of care and consequently the quality, ac-
cess and efficiency of health care delivery. As PHR systems grow in popularity, it is
important that they be managed and maintained responsibly without hindering acces-
sibility to important information in cases that it is mostly needed (e.g. emergency
cases). Hence, apart from the security and privacy controls which are common to any
electronic health record system, in PHR systems a suitable mechanism should be in
place that will automate the authorization propagation process without the patients’
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involvement. The prototype system presented in this paper deals with this security
issue. In particular, a mechanism is presented whereby the process of granting (revok-
ing) authorization to (from) healthcare professionals on patients’ PHR is performed
without the patient’s involvement. To this end, context-aware technology is used.
Thus, both clinical and administrative patient data are becoming immediately avail-
able to people who need it via accessible, secure and highly usable PHRs, fact that
constitutes an enabling factor of the patient-centred shared care.

Since Personal Health Records contain a significant amount of sensitive informa-
tion, an appropriate legislative and regulatory environment for PHR-based applica-
tions is required. The last few years, a number of privacy, safety and security
standards and regulations have been specified aiming at ensuring the privacy and
security of individually identifiable health information. These include Health Insur-
ance Portability and Accountability Act (HIPAA) [18], Personal Health Information
Protection Act in Canada [19], the European Data Privacy Protection Act [20] and its
state-specific implementations [21] and strong industry standards (e.g., generic infor-
mation security standard ISO 17799). However, from a consumer’s perspective, the
lack of federal privacy protection for confidential health information stored by entities
that are not covered by the aforementioned acts, such as commercial PHRs and re-
positories, remains problematic. Moreover, a number of other issues related to the
implementation of PHR-based systems like the one proposed in this paper suggest
directions for future work. The most important concern the means used for patient
authentication as well as the way medical staff is granted access to medical data in
cases where patient registration is performed after the patient has received treatment,
as is often the case in EDs.
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Abstract. Ontologies are becoming a core technology for supporting the shar-
ing, integration, and management of information sources in Semantic Web ap-
plications. As critical as ontologies have become, ontology languages such as
OWL typically provide minimal support for modeling the complex temporal in-
formation often contained in these sources. As a result, ontologies often cannot
fully express the temporal knowledge needed by many applications, forcing us-
ers and developers to develop ad hoc solutions. In this paper, we present a
methodology and a set of tools for representing and querying temporal informa-
tion in OWL ontologies. The approach uses a lightweight temporal model to
encode the temporal dimension of data. It also uses the OWL-based Semantic
Web Rule Language (SWRL) and the SWRL-based OWL query language
SQWRL to reason with and query the temporal information represented using
our model.

1 Introduction

The Semantic Web effort [5] aims to provide languages and tools that specify explicit
semantic meaning for data and knowledge shared among knowledge-based applica-
tions. In particular, the Ontology Web Language (OWL; [23]) and its associated Se-
mantic Web Rule Language (SWRL; [15]) provide a powerful standardized approach
for representing information and reasoning with it. Despite the power of these tech-
nologies, they have very limited support for temporal information modeling. OWL,
for example, provides no temporal support beyond allowing data values to be typed as
basic XML Schema dates, times or durations [38]. SWRL includes operators for
manipulating these values, but its operators work at a very low level. There are no
standard high-level mechanisms to consistently represent and reason with temporal
information in OWL.

Because the temporal dimension is central in many information sources, these
shortcomings have significant consequences. Primarily, they restrict the complexity of
temporal information that can be represented in application ontologies. In addition,
they reduce the possibilities for automated temporal validation of the temporal infor-
mation that they do have. Crucially, these restrictions also limit the temporal expres-
sivity of deductive rules and queries that can be formulated over ontology-encoded
data. Formulating these rules and queries thus requires custom solutions using tech-
nologies that may not leverage the formal knowledge representation techniques
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provided by ontologies. There is a pressing need for solutions that provide robust
knowledge-level mechanisms for representing and reasoning with temporal information
in OWL ontologies.

2 Background

Historically, the importance of time in many applications has driven the develop-
ment of custom temporal management solutions. In particular, the centrality of the
temporal dimension in biomedical data drove early research in the area. One of the
first biomedical systems to address the problem was the Time Oriented Database
(TOD; [37]). TOD had a three-dimensional view of clinical data, with time repre-
sented explicitly as one of the dimensions. Data relating to individual patient visits,
for example, were indexed by patient identifier, clinical parameter type, and visit
time. TOD supported a set of basic temporal queries that allowed extraction of data
values following certain temporal patterns. The Arden Syntax [16] also supports a
basic instant-based temporal representation.

Both TOD and the Arden Syntax model time by associating an instant timestamp
with particular records. An instant timestamp permits a range of simple temporal ques-
tions, such as "Did the patient suffer from shortness of breath before the visit?" or "Did
the patient receive Ibuprofen last week?" However, associating an interval timestamp
with data enables more complex queries. Interval timestamps are composed of a start
timestamp and a stop timestamp. Later systems used this type of temporal representa-
tion. These systems were typically built to operate with relational database systems and
exploited the considerable amount of research on temporal database systems in the
1990s.

This research aimed to address the shortcomings of relational databases for repre-
senting temporal information. While relational databases can readily store time values,
the relational model provides poor support for storing complex temporal information. A
simple instant timestamp is all that the relational model provides, and there is no consis-
tent mechanism for associating the timestamp with non-temporal data. For example, if a
database row contains some temporal information, there is no indication as to the rela-
tionship between it and the non-temporal data in the row. Does the timestamp refer to
the time when the information was recorded, or to when it was known? Other shortcom-
ings include no standard way to indicate a timestamp's granularity. As a result, the rela-
tional model provides very limited capabilities for temporal querying.

More than a dozen formal extensions to the relational data model were proposed to
address the problem. These approaches ultimately led to the development of a consen-
sus query language, called TSQL2 [30]. TSQL2 supports temporal and non-temporal
tables. It also provides a temporal relational algebra that can undertake temporal selec-
tion of data, temporal joins based on temporal intersection, and temporal catenation of
interval time stamps. The TSQL2 query language is compatible with standard SQL,
since it is a strict super set of it. Efforts were made to introduce some TSQL?2 temporal
features into the SQL3 standard [31], but these efforts did not succeed. No complete
implementations of TSQL2 were produced, but several temporal query systems were
written using its core features. TSQL2-influenced systems include Chronus [1994] and
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its later evolution, Chronus II [24]. Like the earlier TOD system [37], both were devel-
oped to meet the temporal query requirements of biomedical applications.

Experience with these systems illustrated that the entire TSQL2 specification is
not necessary for developing a powerful temporal query language. A few simple lan-
guage extensions can provide a large increase in temporal expressivity. The most
important lesson learned is that a principled temporal model is key to developing the
extensions. This model must enforce a consistent representation of all temporal in-
formation in a system. One of the important results of the TSQL2 standardization
efforts was the convergence on the valid-time temporal model [30]. While numerous
models were proposed to represent temporal information in relational databases and in
other types of information systems, this model was selected because it coupled sim-
plicity with considerable expressivity.

In the valid-time model, a piece of information—which is often referred to as a
fact-can be associated with instants or intervals denoting the times that the fact is held
to be true. Facts have a value and one or more valid-times. Conceptually, this repre-
sentation means that every temporal fact is held to be true during the time(s) associ-
ated with it. No conclusions can be made about the fact for periods outside of its
valid-time. The valid-time model provides a mechanism for standardizing the repre-
sentation of time-stamped data. When this model is used in a relational system, tem-
poral information is typically attached to all tuples in a temporal table. This approach
effectively adds a third dimension to two-dimensional relational tables. The valid-
time model is not restricted to use in relational systems, however, and can be used in
any information system that requires a consistent representation of temporal
information.

The valid-time temporal model has been used to model time in the XML domain,
primarily by developing extensions to XPath [2, 39]. Extensions to the XQuery lan-
guage have also been developed to facilitate temporal querying of XML data de-
scribed using the valid-time model [11].

The importance of time was recognized early in the Semantic Web effort [7]. A
variety of approaches have been proposed to represent temporal information in RDF
[22] and OWL [23], the two primary Semantic Web languages. The valid-time model
predominates in these approaches. One of the earliest RDF systems was BUSTER
[35], an information retrieval system that used a temporal reasoning framework to
help answer time-oriented questions. Several extensions to the RDF model have been
proposed to facilitate representing temporal information in RDF ontologies [12, 28].
Recent systems have described RDF-based temporal query languages that use these
extensions. These systems include T-SPARQL [34], which was developed as an ex-
tension to the SPARQL RDF query language, and TOQL [3], a SQL-like temporal
query language.

A variety of OWL-based temporal systems have also been developed. Unfortu-
nately, adding a temporal dimension to OWL is not straightforward. OWL’s logic-
based formalism makes it difficult to model dynamically changing information [18].
Also, OWL does not provide any temporal constructs. As with the relational model, a
simple instant timestamp representation is all that it supports. Because OWL supports
only binary predicates, relations cannot be directly equipped with a temporal argu-
ment. Rather than extending OWL’s logical model, researchers have attempted to
support temporal representations on top of OWL. For example, OWL-Time [14]
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proposes an ontology that provides rich descriptions of temporal instants, intervals,
durations, and calendar terms. However, this representation is not lightweight and
concerns itself with descriptions of individual data elements, rather than building a
temporal model to consistently describe all temporal information in a system.

When developing a temporal model on top of OWL, two approaches are common:
reification and fluents. Reification involves introducing a new object plus a relation to
associate an entity with its temporal extent or valid-time. A related approach, known
as fluents [36], defines a time slice to encode the temporal dimension occupied by an
entity. Entities are then connected through their time slices, rather than through source
ontology relations. Both approaches can be modeled at the user level without modifi-
cations to OWL itself. A disadvantage is that the enforcement of temporal semantics
is outside OWL, and only limited OWL reasoning can be used by the temporal rea-
soning processes. Both approaches also require some rewriting of a source ontology
to model the temporal dimension, though this process can be relatively straightfor-
ward with reification. An additional disadvantage is that these approaches introduce
new relations and objects to model the temporal information associated with an entity.
As a result, querying temporal information using these approaches can be cumber-
some.

Another approach that does not modify OWL is versioning [4]. Here, when an on-
tology is modified, a new version is created to represent the temporal evolution of the
ontology. Most implementations adopt a variety of optimization strategies to ensure
that entire copies of the ontology are not generated for each new version. However,
irrespective of the optimizations adopted, versioning suffers from significant disad-
vantages. The primary one is that querying for events occurring during particular time
intervals can be computationally expensive. Significant information redundancy is
also typical of this approach.

A large amount of research has aimed at extending the description logic model
underlying OWL to incorporate time [17, 18, 20]. These approaches involve defining
new OWL operators and associated semantics. A variety of temporal description
logics have been proposed, though there is still no agreement on a standard approach.
There has been comparatively little work related to developing query languages for
temporal description logics, with very few systems described in the literature [10].

The systems described here demonstrate the variety of ways in which a temporal
model can be represented in OWL. Each one involves a variety of tradeoffs. Descrip-
tion logic-based solutions are the most theoretically attractive, because they can fully
exploit OWL reasoning functionality. However, they require modifications to OWL
itself. User-level models do not involve modification to OWL, but the enforcement of
temporal semantics can thus not be handled by OWL reasoners. However, user-level
approaches are attractive because they can be readily implemented. User-level models
also involve trade-offs. Many have verbose representations of temporal information,
requiring the introduction of several new objects to represent each temporal entity.
The models also vary in the amount of ontology rewriting that is necessary. Some
require an entire ontology redesign, while others can easily be incorporated with ex-
isting ontologies.

Irrespective of the approach adopted, a common shortcoming of existing models is
their poor support for temporal querying. Unlike efforts in the relational database field
that focused on developing expressive temporal query languages, OWL-based
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approaches have not emphasized ease of querying. With many user-level OWL mod-
els, for example, concise query expression can be difficult because of complex under-
lying model representations. The development of practical query languages for tem-
poral description logics is an open research challenge. More advanced querying func-
tionalities, such as grouping and aggregation, are also missing from these systems,
further limiting expressivity.

3 Temporal Model

We have developed a valid-time temporal model in OWL. The model was encoded at
the user-level and adopts a reification-based temporal representation mechanism. We
chose this approach because it most easily meets the goal of compatibility with exist-
ing OWL-based tools. The resulting model can also be easily shared and used in third-
party applications. As this paper shows, this model also provides a foundation for a
simple, concise, yet expressive temporal query language. We built it by extending an
earlier temporal valid-time model [25] and simplified it so that it could more easily be
integrated with existing ontologies. This enhanced model was designed to be light-
weight, allowing it to be layered on existing OWL ontologies without requiring that
they be significantly rewritten. This model concerns itself with time only and provides
a simple approach to adding a temporal dimension to existing entities in domain
ontologies.

We developed an ontology in OWL to encode this valid-time temporal model [32,
33]. This paper henceforth uses the prefix temporal for entities defined in this ontol-
ogy. The core class that models an entity that can extend over time is represented by
an OWL class called temporal:Fact. This class is associated with a property called
temporal:hasvalidTimes that holds the time(s) during which the associated
information is held to be true. Values of this property are modeled by a class called
temporal:ValidTime, which has the subclasses temporal:validInstant and tempo-
ral:ValidInterval. These subclasses represent instants and intervals, respectively.
Temporal:ValidInstant iS associated with the property temporal:hasTime, and
temporal:ValidInterval is associated with the properties temporal :hasBeginning
and temporal:hasFinish. These three properties are of XML Schema type
xsd:DateTime. Intervals and instances also have granularities associated with them.
This association is modeled by the property temporal :hasGranularity, with a range
class called temporal:Granularity. Specific granularities, such as days and minutes,
are modeled as instances of this class.

One possible use of the valid instant and interval classes is to take an existing
OWL class and add a user-defined property with a range of one of these two classes
to it. The choice of class depends on whether one wishes to model an activity that
occurs at a single instant in time or one that takes place over an interval of time. Also,
if the activity occurs only once, the association will be represented as an OWL func-
tional property, whereas an activity that may repeat can use a non-functional property.
For example, consider the case where a user wishes to add a temporal dimension to a
blood pressure measurement that is described using a class called BloodPressure-
Measurement, Which has properties for both the systolic and diastolic values. Blood
pressures are typically recorded as instantaneous measurements, so the valid instant
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class would be the appropriate property range choice here. By using the valid instant
class as the range of a user-defined property associated with the measurement class,
all instances of BloodPressureMeasurement can now use the temporal :hasTime and
temporal:hasGranularity properties associated with the instant. This will allow
them to consistently record temporal information associated with the measurement.
Similarly, if a user wishes to work with prescriptions using an existing class called
Prescriptions, they might choose the valid interval class as the range of a user-
defined property associated with the class.

A more useful modeling approach is to directly use the temporal:Fact class to
represent temporal entities. This class can be made the superclass of an existing OWL
class in need of a temporal dimension, thus asserting that instances of that class have
a temporal extent. For example, if an investigator wishes to take the blood pressure
measurements class cited above and model it as a temporal fact, they can simply make
the class a subclass of temporal:Fact. Instances of this class will now be able to use
the temporal:hasvalidTimes property to store their valid instants as instances of the
temporal:ValidInstant class. Similarly, the earlier prescriptions class can be mod-
eled as a temporal entity by making it a subclass of the temporal fact class and using
temporal:ValidInterval to store the temporal intervals associated with it. The
granularities of those instants or intervals can also be modeled with the tempo-
ral:hasGranularity property associated with the temporal:validTime superclass.

Representing temporal entities as subclasses of the temporal:Fact class can clar-
ify the distinction between the temporal and non temporal entities in an ontology.
This temporal representation can also coexist with any existing temporal representa-
tions in the ontology, and so does not necessitate modifying the temporal component
of existing entities. In most cases, existing temporal information will need to be
mapped from the source entities to conform to the format encoded by valid-time in-
stants or intervals. This mapping may be non trivial in some cases, but will ensure a
consistent representation of temporal information.

4 Temporal Querying

Once all temporal information is represented consistently in an ontology, it can then
be manipulated using reusable methods. While OWL itself has no temporal operators
for manipulating time values, its associated rule language SWRL [15] provides a
small set. However, the operators in this set are very basic, and provide simple in-
stant-based comparisons only.

4.1 Basic Temporal Queries: Allen’s Operators

SWRL provides a mechanism for creating user-defined libraries of custom methods-
—called built-ins—and using them in rules. We have used this mechanism to define a
library of methods that implement Allen’s [1] interval-based temporal operators. Our
library provides built-ins implementing the entire set of the Allen operators. It also
supports operations on basic XML Schema temporal types, such as xsd:date,
xsd:dateTime, and xsd:duration. Operators to perform granularity conversion and
duration calculations at varying granularities are also provided.
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The following rule illustrates the use of a built-in defined by this library called
temporal :before, Which can be used to see if one valid time is before another. This
rule classifies patients as trial-eligible if they completed any DDI drug therapy before
1999. In this rule, a patient has a property called hasTreatment which has a range
class that is a subclass of the temporal:Fact class and holds a list of valid-time inter-
vals for each treatment.

Patient (?p) ~ hasTreatment (?p, ?tr) ~ hasDrug(?tr, DDI) *
temporal :hasValidTime (?tr, ?trVT) ~ temporal:hasTime (?trVT, ?t)
temporal :before(?t, “1999”) - TrialEligible(?p)

The library also has a native understanding of the valid-time temporal model and
supports an array of temporal operations on intervals defined using the classes in our
model. It can thus be used to directly reason about valid time instants and intervals.
As a result, basic XSD temporal data values do not have to be extracted from valid
time objects. The previous rule can thus be shortened to:

Patient (?p) ~ hasTreatment (?p, ?t) » hasDrug(?t, DDI) *
temporal :hasValidTime (?t, ?tVT) ~ temporal:before(?tVvT, “19997)
-~ TrialEligible (?p)

If temporal facts are supported by built-ins, even more concise rules can be written.
For example, with this support, a more complex rule indicating that patients are trial-
eligible if they had drugs prescribed during the first three months of 2008 that were
taken for longer than one week, can be written:

~

Patient (?p) ~ hasTreatment (?p, ?t) ”~ hasDrug(?t, ?drug)
temporal :overlaps(?t, "2008-1", "2008-3") ~
temporal :duration(?d, ?t, temporal:weeks) ~ swrlb:greaterThan(?d, 1)
— TrialEligible(?p)

Here, the temporal:overlaps built-in is supplied with a temporal fact and two literal
date values. Internally, it extracts the intervals associated with the temporal fact t,
constructs an interval from the two supplied dates, and then performs the temporal
comparison of the intervals.

The temporal built-ins in our library can take any combination of temporal facts,
valid-time instants, valid-time intervals, or XSD date or datetime literal values. As
this paper will show, the ability of built-ins to directly reason with objects defined by
the temporal model can significantly reduce the number of clauses required to express
temporal criteria, resulting in considerably more concise rules. It can also free users
from concerns about the low-level representation details of the temporal model.

In addition to being able to write temporal rules, the ability to write temporal
queries on an ontology is also desirable. A SWRL-based query language called the
Semantic Query-Enhanced Web Rule Language [26] provides such support. Using
built-ins, SQWRL defines a set of SQL-like query operators that that can be used to
construct retrieval specifications for information stored in an OWL ontology. These
operators are used in the consequent of a SWRL rule to format the information
matched by a rule antecedent. This antecedent is effectively treated as a pattern
specification for the query. The prefix sqwrl is conventionally used for SQWRL
built-ins. The core built-in defined by SQWRL is sqwrl:select. This built-in takes
one or more arguments, which are typically variables used in the antecedent of a
rule, and builds an internal table using the arguments as the columns of the table.
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For example, the earlier rule to determine trial-eligible patients can be rewritten as a
query as follows:

Patient (?p) ~ hasTreatment (?p, ?t) » hasDrug(?t, DDI) *
temporal :before(?t, “19997)
- sqwrl:select (?p)

This query will return a table with one column listing all patients who have completed
a DDI drug therapy before 1999.

SQWRL queries have access to all built-in libraries available to SWRL and can
thus be used to perform temporal queries using the full range of built-ins in the tem-
poral library.

4.2 More Advanced Temporal Queries: Grouping and Aggregation

Temporal querying capabilities more advanced than the ones noted above are typi-
cally required by many applications. In addition to support for basic interval manipu-
lations, many queries need more complex selection of results. For example, queries
such as List the first three doses of the drug DDI or Return the most recent dose of the
drug DDI are common. Because of OWL and SWRL's open world assumption, ex-
pressing these types of temporal queries on OWL ontologies can be difficult.

These queries require closure operations for correct formulation. The core
SQWRL operators support some degree of closure when querying, and do so without
violating OWL’s open world assumption. As shown, queries like List all patients in
an ontology who had drug treatments for longer than three months can be expressed
fairly directly. However, queries with more complex closure requirements cannot be
expressed using the core operators. For example, the query List the first three DDI
treatments for each patient is not expressible. Basically, while the core operators
support basic closure operations, no further operations can be performed on the results
of these operators. Queries with negation or complex aggregation functionality are
similarly not expressible using the core operators.

We have extended SQWRL to support the closure operations necessary for these
types of temporal queries. Two types of collections are supported: sets and bags. As
might be inferred, sets do not allow duplicate elements, whereas bags do. A built-in
called sqwrl :makeSet is provided to construct a set. Its basic form is:

swgrl :makeSet (<set>, <element>)

The first argument of this set construction operator specifies the set to be constructed.
The second specifies the element to be added to the set. This built-in constructs a
single set for a particular query and will place the supplied element into the set. If a
variable is specified in the element position, then all bindings for that variable in a
query will be inserted into the set. A built-in called sqwrl:makeBag is provided to
construct a bag. Its basic form is:

swgrl :makeBag (<set>, <element>)

The scope of each collection is limited to the query that contains it. Collection opera-
tors, such as, for example, sqwrl:size, can be applied to these collections. The re-
sults of these operators can be used by built-ins in the query, thus allowing access to
the results of the closure operation. Two new SQWRL clauses are provided to contain
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these collection construction and manipulation operators. The collections construction
clause comes after a standard SWRL pattern specification and is separated from it
using the ° character. It is followed by a collections operation clause that contains
built-ins that operate on the collections, and is again separated from it by the ° charac-
ter. In outline, a SQWRL query with collections operators looks as follows:

<SWRL Pattern Specification> °©
<Collections Construction Clause> ©
<Collections Operation Clause>
— <Select Clause>

The construction clause can only contain SQWRL collection construction operators,
such as sqwrl:makeSet and sqwrl:makeBag. The collection operators clause can con-
tain only collection operators, such as sqwrl:size, in addition to built-ins that operate
on the results of these operations. It may not contain other SWRL atom types.
Collections support basic closure operations over the entire ontology. However,
the earlier query to list the first three DDI treatments for each patient is still not ex-
pressible using this approach. Additional collection operators to allow more complex
queries that group related entities are also required. This additional expressivity is
supplied by collections that are partitioned by a group of arguments. A built-in called
sqwrl:groupBy provides this functionality. The general form of this grouping is:

~

sgwrl:makeSet (<set>, <element>) sgwrl:groupBy (<set>, <group>)

or

A

sqwrl:makeBag (<bag>, <element>) sqwrl:groupBy (<bag>, <group>)

This group can contain one or more entities. The first argument to the sqwrl: groupBy
built-in is the collection, and the second and (optional) subsequent arguments are the
entities to group by. Only one grouping can be applied to each collection.

Using this mechanism, the construction of a set of treatments for each patient can
be written:

Patient (?p) ~ hasTreatments (?p, ?t) ©
sawrl :makeSet (?s, ?t) ~ sgwrl:groupBy(?s, ?p)

Here, a new set is built for each patient matched in the query and all treatments for
each one are added to that patient’s set.

SQWRL also provides standard operators such as sqwrl:union,
sqwrl:difference, sqwrl:intersection, and so on. These operators employ stan-
dard set semantics and generate sets. Queries can use them to examine the results of
two or more closure operations, permitting the creation of queries that are far more
complex. Putting elements into collections effectively provides a closure mecha-
nism. Clearly, two-phase processing is required for these queries—a query cannot,
say, determine how many elements are in a collection until it has been constructed.
As mentioned, the language restricts the atoms that are processed in the second
phase to collection built-ins and other built-ins that operate on the results of these
collection built-ins. That is, the first phase of query execution is analogous to stan-
dard rule execution. The second phase consists of operations on the collections
constructed as a result of that execution.
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More complex groupings have multiple grouping entities. For example, to make a
set of the start times of each patient’s treatment, the set construction operator must be
supplied with both patient and treatment grouping arguments:

Patient (?p) ~ hasTreatment (?p, ?t) *

temporal :hasValidTime (?t, ?vt) ~ temporal:hasStartTime (?bt, ?start)
sawrl :makeSet (?s, ?start) » sqgwrl:groupBy(?s, ?p, ?t)

o

Here, a set is constructed for each patient and treatment combination, and all the start
times for the combination are added to the set.

Ordinal selection or aggregation operators can be applied to a collection if its ele-
ments have a natural ordering. These operators include sqwrl:min, sqwrl:max,
sqwrl:avg, and so on. For example, a query to return the time of the first treatment
for each patient can be written:

A

Patient (?p) ~ hasTreatment (?p, ?t)
temporal :hasValidTime (?d, ?vt) ~ temporal:hasStartTime(?vt, ?start) °©
sgwrl:makeSet (?s, ?start) ~ sgwrl:groupBy(?s, ?p, ?t) °©
sgwrl:min(?first, ?s) ~ temporal:equals(?first, ?start)

— sgwrl:select (?p, ?start)

The result is a list of patients and the time of the first treatment for each one.

4.3 More Advanced Temporal Queries: Temporal Collections

Combining SQWRL’s collection operators with the temporal valid-time model can
provide support for very powerful selection operators on temporal results. Using
SQWRL’s grouping mechanism, aggregation operators such as earliest, latest, and so on
can be supported. Supporting these operators is a key requirement for a temporal query
language [8, 29].

We have further extended the temporal built-in library to support these types of col-
lections. The library now supports the same set of construction and manipulation opera-
tors as SQWRL, but allows only temporal facts to be placed in the collections. The
library natively understands the interval-based valid-time model underlying the facts
placed in collections and provides collection operations on the collections. Additional
temporal collection operators, such as temporal:first, temporal:firstN, tempo-
ral:last, temporal:lastN, temporal:nth, and so on, are also provided. Operators
applied to these temporal collections consider the interval-based semantics of the enti-
ties in the collections. If two collections are merged, for example, intervals belonging to
value-equivalent entities are merged. This process is known as coalescing [6]. The stan-
dard Allen temporal operators can also be applied to collections, facilitating queries
such as Were all DDI prescriptions before all AZT prescriptions?

Consider, for example, a query to return the first treatment for each patient in an on-
tology, together with drug and dosage information. Again, assuming that each patient
has a treatment property that holds a treatment class containing drug and dosage infor-
mation which is modeled as a temporal fact using the temporal ontology, the query can
be expressed as follows:

Patient (?p) ~ hasTreatment (?p, ?tr) *
hasDrug (?tr, ?drug) ~ hasDose(?tr, ?dose) ©°
temporal :makeSet (?trs, ?tr) “temporal:groupBy(?trs, ?p) °

temporal:first(?ftr, ?trs) ~ temporal:equals(?ftr, ?tr)
- sgwrl:select (?p, ?tr, ?drug, ?dose)
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A query to return the first three DDI treatments for each patient, together with dosage
information, can be written:

Patient (?p) ~ hasTreatment (?p, ?tr) *
hasDrug (?tr, DDI) ~ hasDose(?tr, ?dose) °
temporal :makeSet (?trs, ?tr) ~ temporal:groupBy(?trs, ?p) °
temporal:firstN(?f3tr, ?trs, 3) ~ temporal:equals(?f3tr, ?tr) -
sqwrl:select (?p, DDI, ?dose)

Here, the temporal: firstN built-in is used to select the first three treatments from a
patient’s treatment set.

A query to return the most recent DDI treatment for each patient, together with
dosage information can be written:

A

Patient (?p) ~ hasTreatment (?p, ?tr)
hasDrug (?tr, DDI) ”~ hasDose(?tr, ?dose) °
temporal :makeSet (?trs, ?tr) ~ temporal:groupBy(?trs, ?p) ©°
temporal:last (?ltr, ?trs) ~ temporal:equals(?ltr, ?tr) —
sqwrl:select (?p, DDI, ?dose)

Here, the temporal:last built-in is used to select the most recent treatment from each
patient’s treatment set.

As can be seen from these examples, natively supporting the valid time-model in
collections allows expressive, yet relatively concise temporal queries. With SQWRL’s
grouping mechanism, queries with advanced aggregation requirements can be ex-
pressed directly in the languages. More advanced query functionality can also be
supported by combining rules and queries to incrementally generate intermediate
results at successively higher levels of abstraction.

5 Conclusions

We have created a lightweight, yet expressive temporal model that can be used to
encode the temporal dimension of data in OWL ontologies. Our model has been de-
signed to be integrated with existing ontologies with minimal redesign of them. It
facilitates the consistent representation of temporal information in ontologies, thus
allowing standardized approaches to performing temporal reasoning and temporal
queries. We used SWRL and the SWRL-based OWL query language SQWRL to
show how knowledge-level temporal rules and queries can be constructed on the
information in the ontologies. The primary goal of our approach was to develop a
concise, yet expressive query language. To date, OWL-based temporal research ef-
forts tend to emphasize temporal representation, with comparatively little emphasis on
methods to query the information in them. A particular failing of existing systems is
poor support for queries with aggregates, a failing tends to limit the types of queries
than be expressed. This paper shows how we have provided these functionalities by
developing temporal extensions to SQWRL and demonstrates how the resulting lan-
guage provides powerful mechanisms for expressing complex temporal queries. In
particular, we show that extending SQWRL with collection operators that can be
directly applied to data described using the temporal model provides a high degree of
expressivity.
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We used an initial version of the temporal valid-time model described here to en-
code temporal information collected during a national clinical trials project [25].
Other researchers have reported using our model in a hypertension management ap-
plication to identify patients who satisfy a set of evidence-based criteria for quality
improvement potential [21]. We are currently using the updated model with the recent
set-based SQWRL extensions to reason with breast cancer image annotation for tumor
assessment [19, 27].

A possible shortcoming of our approach is that all temporal information in a
source ontology must be transformed to conform to the valid-time model. This proc-
ess can be time-consuming, and typically requires considerable domain expertise.
However, the mapping requirement is not unique to our method. If principled tempo-
ral reasoning mechanisms are to be applied to temporal information, some sort of
mapping process to regularize the information is nearly always required, irrespective
of the final reasoning processes.

An additional possible shortcoming is that complex temporal rules and queries can
become difficult to maintain and extend as their numbers increase. We are developing
management tools to tackle this problem [13].

The methodologies and tools described in this paper aim to enhance the ability of
software developers and investigators to encode critical forms of temporal knowledge
in their applications. This knowledge can be represented directly in domain ontolo-
gies, facilitating much higher-level analyses than would be possible with lower-level
techniques. Ultimately, working at the knowledge level will enable investigators to
make better sense of the complex temporal patterns typical in many domains.
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Abstract. Since cardiac diseases cause the major amount of money spent in
medical care, IT solutions that support patients in the rehabilitation phase are
desirable. Such systems can motivate and guide patients in order to exercise
frequently and hence to avoid another cardiac event. Such telemedical applica-
tions have posses a very special and heterogeneous user group. Therefore User
Centered Design is crucial. We present a system setup and user interface design
that was prototypically build for this kind of patients.

Keywords: User centered design, User interface design, Rehabilitation,
Ergometer, Telemedicine, Training, Supervision.

1 Introduction

Current surveys of the IT inter-trade organization Bitkom showed that 59.8% of all
Germans beyond the age of 65 would like to use telemedicine to extend living in their
familiar environment. We estimate similar values for whole Western Europe and
North America. Further on 58% of the interviewed persons indicated that they would
make use of alarm systems like tumble sensors, ECG or apnea measurement when
they are in need of care. It is shown, that even elderly people do not perceive this
observation as a problem but as assistance [1]. Therefore there is the demand on poli-
ticians and the public health sector to enable age-based assistance systems for self-
determined living at home. Since the required technology is available, assumption of
costs for applications like tele-monitoring and tele-homecare has to be provided by
health insurances. The health care system can benefit from such systems since they
help to reduce or avoid expensive hospitalizations [2,3]. In the past years costs in
health care exploded. Thereby cardiac diseases caused the major amount of money
spent in medical care.

Consequently intelligent IT solutions that provide opportunities for prevention and
secondary prevention of cardiac diseases are crucial. Such systems must come along
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with clearly arranged and intuitively operable user interfaces, because patients with
cardiac diseases are often elderly people that are not that familiar with information
technology. It is a major challenge to design usable telemedicine applications for this
target group. To face this challenges a user centered design approach is necessary.
Potentially users that are interacting with telemedicine applications often suffer under
their current state of health. Therefore the system should guide them carefully. They
often have age-related visual impairments and in the setup described later on they are
quite far away from the screen. These facts have to be considered when designing
user interfaces for such patients.

1.1 Rehabilitation after Cardiac Events

Rehabilitation is well established and highly effective to restore health as well as
influence the risk factors after a cardiac event. Yet Studies have shown that one year
after the cardiac event and rehabilitation phase II modifiable risk factors have not
enhanced, but deteriorated in many cases like blood pressure and weight management
[4, 5]. One of the most important preventive strategies is exercise training based on
aerobic endurance performance such as cycling, walking, running or indoor ergometer
training. Although there is an opportunity to join a phase III rehabilitation exercise
group called “Herzgruppe” in Germany only 13 — 40% of all patients attending phase
II rehabilitation prolong there secondary prevention in a controlled setting. There are
multifarious reasons like a lack of availability near the home, a lack of desire for
group exercise training, scheduling conflicts and others for not joining controlled
programs [6]. A telemedical setting which enables patients to exercise at their own
individual ability and at their own schedule could face the reasons for not attending a
controlled setting. The OSAmI-D telemedical setting presented in this article allows a
patient to schedule individual training sessions and/or do exercise training on her own
with her predefined individual exercise regime.

In Germany, the generation to which most heart patients belong typically lives in
two-people households with their partners. Their children already left home, leaving
the household with enough room for placing an ergometer or other telemedical de-
vices, e.g. in the rooms formerly used by their children. Especially younger heart
patients (50-75) are often socially well-integrated and appreciate social exchange and
activity. From their physical condition, they still have the ability to use alternative
trainings to the ergometer, e.g. outdoor and social activities such as hiking, biking,
travel. They have, however— apart from their heart condition — some physical impair-
ments, e.g. reduced agility, motoric ability and eyesight. When designing telemedical
applications, developers have to take the properties of the user group into account.

1.2 User Centered Design of Telemedicine Applications

User Centered Design (UCD) is an established methodology in the software-industry
that focuses on the users of a future system and aims to create solutions that fits the
users needs, their requirements and supports their tasks and goals. The usability of
products gains in importance not only for the users of a system but also for manufac-
turing organizations. According to Jokela, the advantages for users are far-reaching
and include increased productivity, improved quality of work, and increased user
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satisfaction. Manufacturers also profit significantly through a reduction of support and
training costs [7]. The quality of products ranks among the most important aspects for
manufacturers in competitive markets and the software industry is no exception to
this. One of the central quality attributes for interactive systems is their usability [8]
and the main standardization organizations (IEEE 98, ISO 91) have addressed this
parameter for a long time [9]. In recent years more and more software manufacturer
consider the usability of their products as a strategic goal due to market pressures.
Consequently, an increasing number of software manufacturer are pursuing the goal
of integrating usability practices into their software engineering processes [10,11].

In order to provide IT-supported systems for prevention and secondary prevention
of cardiac diseases it is important to know the users of the system. In fact the majority
of heart patients is over 50 and therefore belongs to a generation who already com-
pleted its education before modern ICT technologies emerged and became omnipresent
in daily life. For this generation, the depth to which knowledge about basic ICT inter-
action and infrastructure concepts are acquired strongly depends on the professional
and personal background of the individual user. Since heart diseases are not confined
to a given socio-economic background but rather can affect everybody, the group of
heart patients is very heterogeneous with regard to computer and ICT affinity.

In order to create usable solutions it is necessary to involve users in early stages
and during the process of development. UCD adds to this by providing different
methods applicable at different stages in the process of development. Examples in-
clude contextual and behavioural analysis (in terms of interviews, site-visits, etc) in
order to gather the users requirements, needs and habits and to know their environ-
ment; User-Tests in order to prove that the solution fits the users needs; etc.

The information technology provided has to be as easy to use as possible. Patients
should be able use the system without extra mental and physical overloads - patients
have to focus on their physical training.

1.3 Technical Requirements of Telemedicine Applications

Telemedicine applications make high demands on the IT infrastructure they are based
on. They have to be failsafe and they must offer a very fast data transmission to allow
medical experts to immediately react to abnormalities. Another very important issue
is data privacy: Transmitted and stored data has to be cryptographically secured in
order to restrain unauthorized people from monitoring this data. Furthermore tele-
medical applications should offer interfaces that support well-known and standardized
data structures and protocols to allow the integration into an existing hospital infra-
structure. In the research project OSAmI-D (see section 3) all these issues are ad-
dressed by using a flexible and modular architecture based on OSGi and hence on
Java. Java has the advantage of being executable on many platforms including mo-
bile devices or set top boxes in a user’s home. These are ideal basic conditions for a
rehabilitation application that is aimed to support a patient within her everyday life.
Due to legal restrictions medical products — including algorithms — have to be cer-
tified before patients may use them. This fact makes it complicated to apply UCD



114 F. Klompmaker et al.

because real patients cannot test an application in the way they would use it if it was
already certified. Therefore early paper or screen mockups may be used together with
oral questionnaires to overcome this drawback.

2 Related Work

There are no remote telemedical systems for a cardiac exercise rehabilitation regime
on the market available yet. Some research projects have addressed the issue. The
SAPHIRE-Project [12] has also been situated in the same area as the OSAmI-D
project. Here a patient would also have the opportunity to exercise with a bicycle
ergometer training, but could only exercise on certain dates, while there is a super-
visor controlling the data. SAPHIRE has considered neither an offline training nor a
mobile training tutor. Further on no user centered design was applied during the
project. Separate from SAPHIRE and OSAmI-D there is a EU funded project called
HeartCycle which also address cardiac rehabilitation setting on a bicycle ergometer,
but there has not been a demonstrator released yet.

On the prevention market there a several partly highly sophisticated training tu-
tors. Staring with the more advanced POLAR systems which stores heart rate and
provides training diaries, the currently most advanced system is the concept of the
company T2BEAM Technologies AG, Switzerland. It has emerged on the market in
January 2009. The product called athlosoft (http://athlosoft.com) addresses healthy
subjects, who can get online training supervision. The data are captured with a 1
lead ECG and transferred via a GPS enabled mobile to a web application where a
trainer can supervise the ongoing training. Compared to OSAmI-D it does not allow
the definition of medical constraints controlling a training session as well as a su-
pervising platform does not exist.

Gay and Leijdekkers presented an approach on how sensors for measuring vital
data may be used in mobile setups [13] Thereby the ECG data is analyzed automati-
cally and locally in order to provide hints to the user or to alert pre assigned care-
givers whenever necessary. Anyway here the data is not transmitted during or after
an exercise session but monitored permanently by algorithms. Another project fo-
cusing on mobile applications especially for elderly people is presented by Opper-
mann et al. [14]. Here the application that’s also monitoring vital data may also
only be controlled with the mobile device itself resulting in small and very simple
graphical user interfaces. We can benefit from these results when designing mobile
training applications.

However there’s no system existing using the different technical approaches of
live supervision on an ergometer, offline training with predefined medical con-
straints and mobile training altogether for patients with cardiac diseases. We think it
is necessary to achieve more insights of the user’s needs, preferences and habits in
this specific use case. Therefore UCD is the best possibility towards developing a
successful and usable system.
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3 Background: OSAmI-D

The European research project OSAmI and the German sub-project OSAmI-D are
funded by the German Ministry of Education and Research (BMBF) et al. In the pro-
ject open services for ambient intelligence based on Java and OSGi are going to be
developed. OSAmI-D addresses telemedicine and remote ergometer rehabilitation in
particular as an example of use. Since ergometer training is a well-known and effec-
tive rehabilitation appliance for patients with cardiac diseases, we think that this sce-
nario has the potential to be realized as a commercial solution one day. The idea of
the scenario is that patients who successfully finished rehabilitation phase II in a hos-
pital should be able to continue their training afterwards in order to keep up the
rehabilitation process and avoid a new cardiac event. Therefore a patient after reha-
bilitation phase II may herself install an ergometer at home. This ergometer comes
along with several sensors for measuring vital data, an internet connection and a
touchscreen in front of the exercising user. During an exercise training data from the
sensors is collected, automatically analyzed and transmitted to a supervisor system.
Supervisors may adapt the training plan of every patient according to abnormalities
recorded in the current and/or previous session. Figure 1 shows a schema of the over-
all setup as far as the hardware components at the patient’s home. The figure also
shows the vital data sensors that are connected wireless via Bluetooth to the ergome-
ter: An ECG sensor, a blood pressure sensor and an oxygen saturation (SpO2) sensor.
Technically, the setup consists of a tablet PC that serves as user interface, internet
gateway, collector of sensor data and ergometer controller. The ergometer itself offers
access to adjustable values via a network interface. E.g. it allows a changing of the
current load in Watts by applying the correct pedaling resistance according to the
pedaling frequency of the user.

In the project we differ between three training levels. In Level I there’s a one-to-
one live supervision between the patient and a supervisor. The training data - includ-
ing vital data measured by the sensors and ergometer data - as far as audio and video
recordings of the patient are directly transmitted to the supervisor. The supervisor
analyzes the data online and can change the training schedule immediately or issue
instructions to the patient. Level 2 training is quite similar but here a larger group of
patients is observed by one supervisor simultaneously. Audio and video transmission
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Fig. 1. The OSAmI-D Setup
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is optional and can be manually enabled or disabled by patients or the supervisor. Finally
Level 3 enables offline training for lower- risk patients. These can exercise at any time they
like. The data is recorded but not transmitted before the training is finished. A supervisor ana-
lyzes the recorded data in post processing within a given time period, e.g. 24 hours, and adapts
the training schedule if necessary. The schedule is transmitted to the patient’s gateway PC
afterwards. The Level 3 scenario also enables a mobile training. Patients can use simplified
versions of the vital data sensors to collect data on their mobile phone or PDA via Bluetooth
while exercising outdoors. This provides more flexibility to patients who can perform their
preferred sport on an arbitrary place. Even though there’s no live supervision the system auto-
matically compares the vital data with threshold values predefined in the training schedule by a
supervisor. If some data exceeds a limit the patient is informed about that and she’s given a hint
of how to react (e.g. “Walk a bit slower”). Hence the responsibility in terms of effectiveness
and security lies on the patient’s side solely.

4 A User Study

This section introduces the user study held in a rehabilitation clinic in Germany in
summer 2009. The goal of the study was to analyze the current situation of the pa-
tients: Their daily routines in the hospital, their personal ergometer rehabilitation
program, their private habits and their skills in the IT area. These insights helped us to
design the parts of the OSAmI-D system that are visible to the user within a UCD
process. In a previews session also four ergometer training supervisors were inter-
viewed [15] which gave us interesting insights and already helped us to find func-
tional and non functional requirements for the overall system architecture and the user
interfaces for the supervisors.

4.1 Interview Lead through

We interviewed six patients in the rehabilitation clinic, recruited by the clinic staff.
All patients have been described as potentially adequate for remote ergometer training
supervision. Five of the six patients were around retirement age (65 years in
Germany) one was a young adult (approximately 30 years old). All stayed in the re-
habilitation clinic with the objective of finishing a three week rehabilitation program
including in situ supervised ergometer training three to five times a week. While five
patients did already reach their final rehabilitation week the last one was still in the
starting week of the training. All of the interviewed persons live really active social
lives and are also physically active — most of them stated that they like cycling and
are undertaking cycling tours quite often. Even though some of them are beyond re-
tirement age they all seem to be very busy and pointed out to be pinched for time. The
patients all have basic computer knowledge but aren’t computer experts. This seems
to be one reason the clinic stuff recruited them as potentially adequate for remote
ergometer training supervision. Supervisors said that patients without any computer
knowledge wouldn’t ever trust in such a system. Therefore they won’t ever use it and
are from the clinic point of view no potential patients for remote ergometer training
supervision. It is an interesting question whether it would be possible to also address
users without any IT experience by designing a user interface that is easily
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understandable and intuitively operable. However this user group was not the target of
the study presented here.

We used an interview-guideline with open questions and performed semi-
structured interviews [16]. After asking personal questions and questions about the
current in situ training (see next section) we introduced the different training levels
and scenario ideas of OSAmI-D to the patients. In doing so we recorded all answers
and comments as further user input.

4.2 The Current Setting

This section explains the current flow of the ergometer training for patients with car-
diac diseases within a rehabilitation clinic. We carefully figured out what’s important
for them and for the supervisors here and how the several training steps are executed
in order to develop the OSAmI-D system according to these workflows.

The in situ training in the early rehabilitation phase is organized in groups of up to
15 patients that are all exercising simultaneously. Therefore they all start a warm-up
phase simultaneously, reach the training phase simultaneously and reach and finish
the cool down phase of the training simultaneously. The focus of the supervisor here
lies on visual control and personal conversations. She predominantly checks the pa-
tient’s conditions by talking to them in order to detect critical situations. The vital
data that is displayed on two large PC displays in a secondary room is not that impor-
tant and only considered secondarily. Beside the proven medical effectiveness the
biggest advantage of an in situ ergometer training is therefore the personal supervi-
sion through qualified medical staff. Further on many patients like the training within
an exercise group because it enables social interactions with other patients.

However there are some disadvantages of an in situ ergometer training. It is de-
scribed as very monotonous by the patients because it provides little variety. Compar-
ing this exercise with an outdoor bicycle training it is quite stultifying, e.g. the fresh
air, the air flow, the landscape and the sound of nature are missing. During in situ
training the participants are looking towards the walls of the exercise room and just
listening to quiet music. Further on patients stated that the ergometer training is not
challenging but physically very easy. Since patients trust in the supervisors and the
training settings they accept this issue but experience the ergometer training in a very
passive way and regular feedback from supervisors is missing. Furthermore patients
don’t even know their personal training setting and schedule in detail. The challenge
here is besides designing intuitive user interfaces also to raise new functional re-
quirements towards the underlying system in order to implement new functionalities
that motivate patients to exercise periodically and to overcome the monotony.

Therefore we collected the requirements and analyzed the context of use of the
OSAmI-D system on the patient’s side as a base for the user interface design. Since
the training will not take place in situ anymore but at the patient’s home we have to
think about numerous changes in the training flow and in the interaction modalities
between user and computer.
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4.3 Results

This section introduces the main results of the semi structured interviews by abstract-
ing the main declarations of the patients and analyzing the system requirements from
the user’s perspective.

Patients appreciate the possibility of performing remote ergometer training super-
vision as an expanded rehabilitation in general. At least those with basic computer
knowledge do not have doubts regarding technology or organization. Since all of the
interviewed persons have been physically active before they also do not have an issue
with exercising regularly in the future. Nevertheless all patients stated that a long-
term indoor ergometer training is not attractive in comparison to alternative sports
especially outdoor ones. We think that therefore it is desirable to develop even mobile
solutions.

Patients with cardiac diseases have the need for supervision, distraction and con-
firmation when exercising. Especially they would like to get their vital data visualized
(“It would be nice if I knew my own values!”). Knowing these values would enable
them to have food for thought and to know that everything is copacetic. Automatic
feedback (current sensor values) is therefore very important.

Patients see many advantages in the planned setup: They don’t need to arrange fix
training dates (at least not when applying Level 2 or Level 3 training) and they save
time in comparison to an in situ training in the clinic because they would have to
travel there. Further on they can define the entertainment program on their own:
Reading news, listening to music, watch TV or surf the web. Therefore an entertain-
ment system as part of the patient user interface is desirable. However we don’t think
that this will overcome the monotonous training in the long term.

S User Interface Design

One of the most definite results we figured out in the study described in the previous
section is that patients need to get their personal vital data visualized. This helps to
overcome the monotony of in door ergometer training and to compare the results
concerning training success and personal threshold values. Therefore the graphical
user interface of the OSAmI-D project demonstrator should present the most impor-
tant data in a clearly arranged way. The interface should further on provide a mecha-
nism to show a calendar containing personal feedback messages from the supervisor.
Regular feedback can help to motivate patients to exercise more frequently.

We found out that the user interface of the precursor project had some lack in con-
sistency especially regarding the colors of the graphical elements. Patients stated that
they don’t understand the applied color-coding of yellow and red buttons. Further on
some buttons aren’t even needed — e.g. patients would never push a button when they
decide to stop the training because of illness but just stop cycling and make further
measures. Another inconsistency in the coding was recognized at the also imple-
mented traffic light. Sometimes the yellow color was used to inform the patient about
a high heart frequency - an alarm - sometimes it was used to inform the user to
continue the training. Hence it was often unclear how dramatic the current alarm or
information really is. In OSAmI-D we use traffic light colors to indicate that
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everything’s fine (green color), there’s a warning but the patient may continue the
training (yellow) and there’s a critical situation and the training will be stopped (red
color).

Another issue that was evaluated as distracting was the length of the question-
naires patients have to answer before and after training in Level 2 and Level 3. Many
questions were unclear, others may be grouped, others are completely unnecessary
(e.g. “Are you feeling good” — A patient that not feels good wouldn’t have get on the
ergometer to start training). A last thing is that we had to take care of the size of
graphical elements and especially fonts when designing the user interface. Patients are
often elderly people with visual impairments and they are exercising when interacting
with the interface. When considering a mobile training it is therefore especially im-
portant to only display the information that is really needed. Designing the interface
we also recognized that some button labels are understandable to computer scientists
but not to elderly people with less IT knowledge and to persons who don’t understand
English (the interface language in the study was German but accidently some English
abbreviations were used for button labeling).

5.1 Mockups

The implications for remote supervision were used to develop user interface mockups.
Here we introduce the most important mockup figures, the overall layout and the idea
behind it.

The main menu (See Figure 2) appears after a patient logged in using her user-
name and password. Even though it is not that easy for patients to remember both we
are using this login mechanism due to security reasons. The main menu shows the
latest supervisor feedback and offers the possibility to start a supervised training ei-
ther in online mode (Level I or Level 2) mode or in offline mode (Level 3). All is done
via simple single button clicks using a single finger. Since the user interface elements
are big (screen size is 17”) this is easy for nearly every patient. Everything is clearly
arranged and the interface only offers the most important functions.
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Fig. 2. User Interface Mockup showing the Main Menu
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Fig. 3. User Interface Mockup that is presented to a patient while she is exercising

The main menu further on offers possibilities to start the synchronization with a
mobile device for performing mobile offline training, to shut down the system and to
open the calendar. The calendar shows all past and future training sessions as far as
information about changes in the training plan and supervised or not yet supervised
sessions in the past.

In the interviews we found out, that the asked people need feedback about what
exactly has been pressed on the screen. In most cases it is definite because of the
following things that are displayed but not in case of questionnaires. Even so these are
essential for a supervisor when analyzing the training in post processing. Therefore
we decided to first highlight a selection and then force the user to confirm it by press-
ing another button. This was well accepted by all test users even if they had to click
the screen twice.

Figure 3 shows the user interface while the patient is exercising. It can be seen that
we decided to use a traffic light metaphor to display the overall situation, e.g. a green
light means that everything is all right and the training should be continued. The yel-
low light means: Continue the training but additional hints are given (e.g. “Slow
down”). When the red light appears the training will be stopped after cooling down.
Traffic lights are easy to understand, even by color-blind people. Further on we de-
cided to use easy symbols for the vital data and the ergometer data to display the heart
frequency, blood pressure value, current pedaling frequency, load, speed and time.
We think that these icons are easy to understand but we have to verify this in the next
iteration of the user centered design process.

6 Conclusions

We found out interesting insights about the needs and habits of patients with cardiac
diseases if they would decide to participate in a remote exercise supervision program.
This helped us to design user interface mockups and a first software prototype that
provide easy interaction, clarity and overall usability. Patients need flexibility in or-
ganizing their free time. E- Health systems should allow them to exercise whenever
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they want and wherever they like. We figured out several insights about this kind of
medical assistance, the problems that have to be solved and the market potential.
Ergometer training for patients with cardiac diseases competes to more attractive
physical activities like outdoor sports. It is therefore extremely important to generate
and keep up a high motivation of patients.

Regarding the user interface design, the vital data of patients should not longer be
hidden but presented to them during training. This enables patients to compare values
with previous sessions and allows them to keep an eye on the overall training success.
Further on displaying regular feedback from supervisors helps to motivate patients
and gives them a feeling of safety. This is a unique feature of a remote supervision
system. Patient user interfaces should guide the users fast and intuitively. Patients
don’t like an overhead of time or frustrating questions that occur every time they start
the training.

Even though the user study described above was done in order to acquire informa-
tion about the user interface design for this very special use case, it also raised
functional requirements towards the underlying software. First we found out that
videoconferencing is essential in Level I and Level 2 training since the main informa-
tion about a patients well being can be taken from his body language (skin color,
position, pedaling regularity etc.). Even though in OSAmI-D it was planned to im-
plement videoconferencing at the very beginning because of its technical feasibility
we found out that it is very desirable for both user groups — patients and supervisors.

Automatic analysis of the vital data values is another requirement. Some kind of
data may be analyzed quite easy (e.g. if the blood pressure value is too high), some
analysis is really hard to implement (e.g. detect abnormalities in the ECG curve).
Here third party solutions have to be obtained and implemented in the future.

Another functional requirementis the entertainment system. It may help to moti-
vate the patients to exercise periodically and it may help to overcome the monotony
of indoor ergometer training. Here also a mobile solution is desirable because it en-
ables patients to exercise outdoor and she’s not longer limited to cycling. Therefore
the system has to offer possibilities to synchronize mobile phones with the home
gateway (in our current setup this is the tablet PC on the ergometer) in order to ex-
change training schedules and reports.

Patients prefer to have a flexible possibility of making training appointments. Here
the calendar functionality is a nice feature that enables an overview of training dates,
the different training levels that are available and past training events.

Since the hardware of the ergometer itself (saddle position and material, overall
weight) is not changeable (we’re using an existing ergometer setup in the project) we
could not consider comments regarding these values.
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Abstract. In all societies, large resources are spent on health care. However,
service quality is still unsatisfactory in large parts of the health care sector. One
reason for this state of affairs is the complexity of health care organisations,
which make them difficult to govern. Furthermore, due to the high degree of
specialisation, health care organisations often need to cooperate, which adds to
the complexity. One possible way to improve the cooperation and management
of health care organisations is the use of performance management, which is a
management approach aiming at optimising the performance of an organisation.
The main instrument in performance management is the use of Key Perform-
ance Indicators (KPI), which measure how well an organisation fulfills its
goals. Designing effective KPIs is a complex and time consuming task that re-
quires substantial efforts. Therefore, there is a need for methods that support
organisations in designing KPIs. This paper proposes a value and model driven
method for identifying patient oriented KPIs.

Keywords: Performance management, KPI, Enterprise modelling, Service
quality, SERVQUAL.

1 Introduction

Large resources are spent on health care in the European welfare society, but a num-
ber of problems still remain, including unequal access to health care, large variations
in outcomes of treatments, deficiencies in service quality, and inefficient resource
use. A main reason behind these problems is the complexity of the health care sector,
which makes it problematic to govern. For example, health care needs to fulfill sev-
eral and often contradictory goals, such as equality, high quality and efficiency. At
the same time, a large number of stakeholders need to interact with each other in
order to ensure the delivery of high-quality health care. Furthermore, European
health care faces a period of potentially profound changes in social attitudes, demo-
graphic structure, economic conditions and medical technologies.

In order to better govern the health care sector, there is an increasing interest in
performance management, which is a management approach aiming at optimising
the performance of an organisation, i.e. optimising its business processes and
outcomes [1]. The main activities in performance management are identifying
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business goals, developing key performance indicators (KPIs), monitoring and meas-
uring the performance using the KPIs, analysing the results of the measurements, and
acting in order to better fulfill the goals of the organisation [2]. Thus, performance
management can be an approach for managing efficiency, cost, and quality in any
business, including health care.

The main instrument in performance management is the KPI, which we here de-
fine as a property of a phenomenon that can be used to measure the performance of
an organisation. Examples of KPIs are “sales revenue”, “patient satisfaction”, and
“patient throughput”.

KPIs operationalise business goals, i.e. vague and high-level goals can be ex-
pressed in terms of KPIs, thereby making them concrete and easy to understand [2].
For example, a goal like “Patients should get fast treatment for serious diseases” can
be operationalised as “Waiting time for hip replacement surgery should be less than
one month during 20107, which contain a KPI (“Waiting time for hip replacement
surgery”) and a target (“less than one month during 2010). Such a statement can eas-
ily be monitored and measured.

KPIs are powerful instruments for governing an organisation, as they are easily
understandable, actionable, and can be effectively monitored. However, this also
means that the use of inappropriate KPIs can have significant negative effects on the
performance of an organisation [2]. For example, using KPIs focusing on quantity
instead of quality can divert employees from paying attention to quality in products
and services. Thus, it is essential to design and implement effective KPIs that actually
improve the performance of an organisation in different aspects, such as efficiency,
cost and quality.

Designing effective KPIs is a complex and time consuming task, which requires
substantial effort from performance management experts as well as domain experts,
such as health care managers, physicians and nurses [3]. In particular, it is difficult to
ensure completeness in KPI design, i.e. when a set of potential KPIs have been identi-
fied, there is still a risk that relevant and effective KPIs have been omitted. Another
issue in KPI design for health care is the fact that KPIs aimed at measuring service
quality in many cases cannot be directly understood by patients because of the com-
plex relationship between diagnostic and therapeutic services and their results [3].
This is different from most other industries, where service quality almost always can
be directly perceived by service customers.

The goal of the paper is to propose a method for constructing a complete set of pa-
tient oriented KPIs, i.e. KPIs from the patient’s perspective. KPIs measuring internal
efficiency, such as revenue and cost efficiency, are not addressed in this paper.

The rest of the paper is structured as follows. Section 2 gives an overview of re-
lated work, in particular performance management and service quality analysis. Sec-
tion 3 presents the method that addresses both technical and functional service quality
in health care. Section 4 provides a demonstration of the method based on a case
study from the eye care health sector. Finally, Section 5 summarises the results of the
paper and gives suggestions for future work.
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2 Related Work

Performance management, i.e. measuring performance of an organisation, has been an
important management instrument in business for the past 20 years [4]. In recent
years the use of performance management has accelerated, as evidenced by the prolif-
eration of performance management methods, key performance indicators (KPI), and
IT support such as business intelligence and performance dashboard systems. Health
care is no exception to this trend; performance management has attracted substantial
attention among governmental and private funders of health care, health care provid-
ers, patient organisations as well as researchers in health care management [4]. This
interest has emerged in parallel with the interest for other, and closely related, health
care improvement approaches, such as accreditation, service evaluation, quality im-
provement, external auditing, outcome research and evidence-based medicine [4].
However, there is no clear demarcation line between these approaches and perform-
ance management, as different practitioners and researchers use different definitions
and concepts.

Measuring performance is about measuring the outcomes and quality of business
processes. In health care, there are two main categories of quality: technical service
quality, i.e. clinical results of health services, and functional service quality, i.e. pa-
tient assessments of the quality of care [3], see also [5]. In general, technical service
quality is difficult to understand and measure for both health care providers, health
care funders and patients [3]. Therefore, many performance management initiatives in
health care have focused on functional service quality.

A main research theme within functional service quality has been to find the right
balance of service quality dimensions. As a starting point, a well-known service qual-
ity framework, SERVQUAL [6], has frequently been used. SERVQUAL measures
the gap between perceived and expected service quality, using five quality dimen-
sions: reliability, assurance, tangibles, empathy and responsiveness. Often used is also
a predecessor to SERVQUAL [7], which includes ten quality dimensions. In
SERVQUAL these ten dimensions were condensed to five, each with a set of sub
dimensions, called items. SERVQUAL was meant to be a service quality framework
independent of business area. However, when used in health care, further dimensions
are often added, commonly created using focus groups with physicians, nurses, health
care managers and patient representatives, see for example [8], [9], and [10]. The
relationship between service quality in health care and patient satisfaction is also a
complex issue, discussed in several research papers, see, for example [11].

For identifying KPIs, the most common tool is the use of goals and objectives [2].
Usually the goals and objectives of an organisation are structured graphically in goal
models, visualising an hierarchy of strategic, tactical and operational goals.

Goal models are examples of enterprise models, while other examples are value
models, process models, conceptual models and information models. In general,
enterprise models offer graphical representations of the structure, goals, processes,
information, resources, people, and constraints of an organisation. They provide com-
pact and graphical descriptions of an organisation and its environment, which makes
them ideal for supporting communication between different stakeholders. They can
work as a base for creating a common understanding of the organisation, for change
management, as well as for IT system design. Process and conceptual models have
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been used extensively both in health management research and health care standards
and specifications, such as SAMBA, HISA, HL7, CONTSYS. Recently, using value
models for analysis in health care have gained increased attention [12], [13]. In this
paper, value models and conceptual models are used as the basis for identifying KPIs.
To our knowledge, this has not been done in previous work.

3 Method for Value Based KPI Identification

The purpose of the method proposed is to assist a KPI designer in creating a set of
KPIs that can be used to assess the quality of health care services from a patient point
of view. An overview of the method is depicted in Fig. 1.
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Fig. 1. A graphical overview of the method for value and model based KPI identification

The first task to be carried out is to create a value model scoping the health care
scenario under consideration, thereby determining the most important health care
services as well as other services in the scenario. The second task aims at generating
KPIs for technical service quality that concern the results of health services and the
consequences of health issues. For this task, we introduce a supporting instrument for
representing relevant health care services and health issues. This instrument takes the
form of a so called standard service and issue model (standard SIM), see Section 3.2,
that can be modified and extended to fit the current health care scenario. The third
task aims at generating KPIs for functional service quality that concern the manner in
which services are delivered to patients. For this purpose, we introduce a supporting
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instrument in the form of a so called standard service dimension model (standard
SDM), see Section 3.3, based on the predecessor to SERVQUAL [7], which can be
modified and extended to fit the current health care scenario. Finally, there is a re-
viewing and filtering task, i.e. task four, where the KPIs suggested in the previous
tasks are evaluated and those deemed most important are selected as candidates for
implementation. Below the tasks are described in detail.

3.1 Task 1: Develop Value Model

A first task is to delimit the domain for which the KPIs are to be designed. For this
purpose, a value model is to be created. The value model shall describe the actors of
the value network under consideration, such as health care providers and patient. The
value model shall also show the resource transfers between these actors, including
transfers of services such as examinations and treatments. The value model will be the
basis for determining health care services and other patient related services for which
KPIs are to be developed. A simple example of a value model is shown in Fig. 2,
which shows two actors, patient and primary health care provider, as well as their
resource transfers, eye examination and payment.

Primary
health care %

% Patient

Fig. 2. A simple value model

3.2 Task 2: Generate Technical KPIs

Technical service quality focuses on technical accuracy and procedures, in particular
the quality and effectiveness of the diagnostic and therapeutic intervention processes.
In other words, technical service quality is about the results of health services and the
consequences of health issues. A number of top level goals for technical service
quality are:

1. Health care services should have positive effects on health issues

2. Secondary diseases should be avoided

3. Health issues should be treated by evidence based health care services

4. Health care services should not give rise to unwanted side effects

In order to measure the fulfillment of these goals, we introduce four generic KPI tem-
plates, each addressing one of the goals. When instantiated, these templates will result
in a set of KPIs.
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The generic KPI templates are:

1. Percentage of health care service x, that is followed by health care service x,
2. Percentage of health issue y, that is followed by health issue y,

3. Percentage of health issue y, that is followed by health care service x;

4. Percentage of health care service x; that is followed by health issue y,

In order to instantiate these templates, relevant health care services and health issues
need to be chosen. As this choice depends on the health care scenario under consid-
eration, KPI designers need an instrument for documenting and representing the
health care services and health issues they decide to include. When they have done so,
they can go on to instantiating the KPI templates to arrive at KPIs. We suggest that
relevant health care services and health issues should be represented by a simple con-
ceptual model, called a service and issue model (SIM). Such a model consists of two
classes, Health Care Service and Health Issue as well as a number of subclasses of
these. The subclasses included in a SIM will depend on the health care scenario being
addressed and will, therefore, vary from scenario to scenario.

| Health Care Servicel I Health Issue I

|Examination| |Treatmem| | Symptom | |Diagnosis| | Problem |

Fig. 3. The standard SIM

In Fig. 3, we suggest a standard SIM, based on notions from CONTSYS [14], that
should be applicable in many scenarios with no or minor modifications.

The method for designing KPIs for technical service quality can now be formu-
lated in three steps:

Step 1: Adapt Standard SIM
Construct a SIM. This can be done by modifying the standard SIM of Fig. 3. Fig. 4
shows an example of such a SIM, adapted from the standard SIM.

I Health Care Servicel I Health Issue I
|Examination| |Treatment| | Symptom | | Diagnosis| | Problem |
Emergency Treatment Medicine ||Emergency Primary Secondary
Investigation ToCure Treatment || Treatment || Prevention ||Prevention

Fig. 4. A SIM, adapted from the standard SIM described in Fig. 3
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Step 2: Apply Generic KPI Templates

For each of the four generic KPI templates (presented above) and every subclass X of
Health Care Service in SIM (see Fig. 4) and every subclass Y of Health Issue in SIM
(see Fig. 4), introduce a new specific KPI template by replacing every x; (in the generic
KPI templates) with X and every y; (in the generic KPI templates) with Y. Each such
template will have the form “Percentage of X that is followed by Y”, where X and Y are
classes in SIM.

An example of a specific KPI template, based on KPI template 1 and the SIM in
Fig. 4, is:

e Percentage of primary prevention that is followed by secondary prevention

An example of a specific KPI template, based in KPI template 3 and the SIM in Fig.
4, 1s:

e Percentage of diagnosis that is followed by a medicine treatment

The created specific KPI templates can also by themselves be used as KPIs.

Step 3: Apply specific KPI templates

For every specific KPI template from Step 2, “Percentage of X that is followed by Y”,
replace X and Y with instances of these classes. This replacing can be carried out in two
ways:

a) A domain expert examines every specific KPI template and replaces X and Y with
instances based on her knowledge.

b) A domain expert populates the SIM with instances. A list of all possible KPIs is then
generated automatically. Finally the domain expert selects relevant KPIs from the list.

Two examples of KPIs, created from the specific KPI template ‘“Percentage of diagnosis
that is followed by medicine treatment”, are:

e Percentage of flu diagnosis that is followed by Tamiflu treatment

e Percentage of stroke diagnosis that is followed by warfarin treatment

After having applied these steps, the KPI designer will have arrived at a number of KPIs
that focus on the results and consequences of health care services and health care issues.
These KPIs are objective in the sense that they do not primarily depend on the assess-
ments of patients.

3.3 Task 3: Generate Functional KPIs

While technical service quality focuses on the effects of health care services, functional
service quality refers to the manner in which services are delivered to the patient. Func-
tional service quality includes aspects like facilities, hospital food, employee attitudes,
responsiveness, and cleanliness. While technical service quality is typically difficult to
judge for the individual patient, functional service quality is usually directly visible to
the patient. Therefore, functional service quality often has more impact on a patient’s
service quality perception than technical service quality.

In contrast to technical quality, functional quality does not depend only on health
care services but also on complementary services, like ordering, information and com-
plaint services. We have identified a number of complementary service types, based
on an adaptation of the open-EDI phases [15]. Note that one of the open-EDI phases,
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i.e. actualisation, has been excluded as it corresponds to the original service, i.e. the
service for which the complementary services are identified.
The complementary services identified are the following:

Identification

An identification service offered by a health care provider is an information service
that provides information about the provider's services and helps a patient in identify-
ing and selecting among health care providers and their services.

Negotiation

A negotiation service offered by a health care provider is an interactive service where
the patient and the health care provider negotiate in order to arrive at an agreement on
a future health care service including its cost, scheduling, location and personnel.

Pre-actualisation

A pre-actualisation service offered by a health care provider is an information service
where the health care provider informs the patient on adequate preparations for a
health care service.

Post-actualisation
A post-actualisation service offered by a health care provider is either

a) an information service where the health care provider informs the patient on the
result of a health care service

b) an information service where the health care provider informs the patient on ade-
quate behaviour to be carried out or observed by the patient after the performance of a
health care service

c) a service where the health care provider accepts and addresses complaints on a
health care service

Both health care services and their complementary services should be assessed along
a number of service dimensions. Thus, a KPI designer is to select a set of service
dimensions and for each service dimension, one or several service items. Which ser-
vice dimensions and items to investigate depend on the health care scenario under
consideration. We envisage that in most cases, the service dimensions will be varia-
tions or extensions of those in SERVQUAL or its predecessor. Furthermore, for each
service item and each type of service (including complementary service types), the
KPI designer shall specify how significant the service item is for that type of service.
A service item is significant for a service type if it is important for a patient’s percep-
tion of services of that type and if it is difficult for the health care provider to score
well on the item. Only if both these conditions are satisfied, it becomes interesting to
measure the item through KPIs.

Summarising, the KPI designer shall define a service dimension model (SDM),
consisting of a set of service dimensions; for each service dimension, a number of
service items; and for each combination of service item and complementary service
type, the significance of the service item for the service type. A SDM can be repre-
sented as a matrix, see Table 1.

We do not believe there exists a canonical SDM that is optimal for each health care
scenario. However, we envisage that most SDMs will share large parts. Therefore, it is
worthwhile to introduce a standard SDM that can serve as a starting point when a KPI
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designer develops her own model for a particular scenario. For this purpose, we suggest
the standard SDM in Table 1, based on the predecessor to SERVQUAL, where we have
indicated significance on a three level scale: zero, one or two + marks. The significance
marks of the model are justified as follows:

Reliability is less important for identification and negotiation services partially be-
cause no promises have been made before these services, thereby making the question
of faithful service execution irrelevant. Consistency of performance and prompt atten-
tion to defect service are particularly important for actualisation, as these directly influ-
ence the health state of patients.

Responsiveness is important in all phases, as customers value prompt services and
willingness during their entire episodes of care.

Competence is particularly important for actualisation, as it directly influences the
health state of patients. It is also important for the pre- and post-actualisation phases,
where it also has a strong impact on health state. Competence is less important for the
identification and negotiation phases, as the competence needed for these activities is
relatively easy to achieve.

Access is particularly important for identification and negotiation services, as the use
of these services potentially may be stressful and take a long time. Good access may
reduce stressfulness as well as time consumption for patients.

Courtesy is important in all phases, as customers value a positive attitude and pri-
vacy during their entire episodes of care.

Communication is especially important in pre- and post-actualisation phases, as
these involve much patient interaction and may have substantial impact on the health
state as well as the feeling of safety of the patient.

Understanding the customer is important in all phases, as health issues are complex
and dependent on the individual patient. Therefore, customised services are often
needed in health care.

Tangibles are of interest when services are given at health care facilities by health
care personnel, i.e. in the actualization phase, as well as in the pre- and post-
actualisation phases. Visual appeal of physical facilities and cleanliness of employees
will indicate that the health care provider offers high quality services. However, a well-
structured web page is also of importance in the identification and negotiation phases.

The method for designing KPIs for functional service quality can now be formulated
in three steps.

Step 1: Identify Complementary Services

For each service from the value model, introduce complementary services according
to the complementary service types above.

Step 2: Adapt the Standard SDM

Construct a SDM. This can be done by modifying the standard SDM of Table 1.

Step 3: Apply the SDM

For each health care service and complementary service from Step 1, apply the SDM
from Step 2, i.e. identify for each service item zero or more KPIs. The significance of
a service item for a service type will assist in determining whether to introduce a
KPI or not.
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Table 1. The standard SDM

Actua- (ldenti- |Nego- |[Preac- |Post- Post- Post-
lisation |[fication [tiation |tualisa- |actuali actuali actuali
tion tion tion tion -
-result -behavior |complains

RELIABILITY
consistency of performance ++ + + +
correct keeping of records + + + +
correct billing N/A N/A N/A N/A N/A N/A +
on-time (promised) delivery + N/A N/A + + + +
prompt attention to defect services ++ + + + +
RESPONSIVENESS
prompt service delivery + + + + + + +
exact information on service delivery | + N/A N/A + + + +
time
employee willingness to help + + + + + + +
employee willingness to help when | + + + + + + +
busy
calling the customer back quickly + + + + + + +
COMPETENCE
knowledge and skill of the personnel | ++ ++ ++ ++ ++
education level of the personnel ++ + + +
experiences of the personnel ++ + + +
research capability of the organisa- | + N/A N/A N/A
tion
ACCESS
easy access to services by phone, ++ ++
web and mail
short waiting time to receive service ++ ++ ++ ++ ++ ++ ++
convenient hours of operation + ++ + + + + +
convenient location of service facility | +
COURTESY
attitude of employee in performing | + ++ ++ + + + ++
the service
high level of privacy ++ ++ ++ N/A ++ N/A
COMMUNICATION ++
understandable explanation of the + ++ ++ ++ ++
service
understandable explanation of cost | N/A N/A ++ N/A N/A N/A ++
and trade-offs between service and
costs
patient interaction + + + ++ + +
continuous state updates + N/A N/A + + + +
UNDERSTANDING/
KNOWING THE CUSTOMER
learning the customer’s specific | ++ + ++ ++ ++ ++ +
requirements
providing individualised attention ++ + ++ ++ ++ ++ +
TANGIBLES
up-to-date equipment + N/A N/A N/A N/A N/A N/A
visual appeal of physical facilities + +
well dressed and neat appearance | + +
of employees
consistency between the appear- | + +
ance of physical appearance and
type of services provided
cleanliness of employees ++ +
cleanliness of physical facilities ++ +
web page ++ +
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4 Method Application

In this section, the proposed method is applied for demonstration purposes. The
method is applied on the results from a research project (REMS) in the eye health care
domain in Stockholm [16]. The main aim of the project was to develop and evaluate a
set of e-services that could be used to create, manage and transfer health care referrals
between primary health care and eye specialist providers. In the project, a set of en-
terprise models were constructed to support the design and evaluation of the e-
services. Some of these models are used in this section.

Task 1: Develop Value Model

The first task in the proposed method is to delimit the domain for which the KPIs are
to be designed, i.e. specify which services need to be measured using KPIs. For that
purpose, a value model is constructed. In this case, a part of a value model from the
REMS project is used, see Fig. 5.

Primary Primary
health care 0 health care
provider

provider —
A /N

Refexcal answer

Eye examfnation

=
i Referral service Payment A
Eye care Eye care
specialist / specialist
provider provider

ayment

Patient Patient

Fig. 5. A value model from the REMS case Fig. 6. The value model from the
showing actors and resource transfers perspective of the patient

The value model in Fig. 5 shows three actors - patient, primary health care pro-
vider and eye care specialist provider - and the transfers of resources between them.
The background of the value model is the following: When a patient experiences an
eye health problem, she/he will visit the primary health care provider. The basic re-
source this provider offers is an eye examination service. In order to receive that ser-
vice, the patient needs to pay a certain fee for the service. The fee transfer is carried
out via a payment service. If the patient needs further treatment, either the primary
care provider will carry out the treatment (which is not shown in Fig. 5) or the pro-
vider refers the patient to an eye care specialist provider who is able to provide ad-
vanced treatment services. To do this, the primary health care provider transfers a
referral via a referral service to the patient, which allows her to be treated by an eye
care specialist provider. The primary care provider will also transfer referral informa-
tion via a referral information service to the eye specialist provider, which will be
used for scheduling a treatment service for the patient, as well as being the base for
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resource allocation. The eye care specialist provider offers an eye treatment service to
the patient and the patient needs to transfer a fee via a payment service. After the
treatment service is carried out, the eye care specialist provider will transfer a referral
answer service to the primary health care provider, informing it about the result of the
treatment.

In the method proposed in this paper, only KPIs from the perspective of the pa-
tient are to be generated. Therefore, only resourced transferred to and from the patient
are included. This will delimit the value model further, see Fig. 6.

Task 2: Generate Technical KPIs
In order to generate the KPI for measuring technical service quality, three steps are to
be carried out.

Step 1: Adapt Standard SIM

In this step, the standard SIM, see Figure 3, is to be adapted to the value model con-
structed in task 1. In other words, the standard SIM has to include all the health care
services from the value model, but not other types of services, such as administrative
and resource allocation services. For example, the value model in Fig. 6 includes two

health care services, eye examination and eye treatment, which are to be included in
the SIM, see Fig. 7.

Health Care Service Health Issue
|Examination | |Treatment| Symptom | Diagnosis| | Problem |
=L_oss of visual = Cronic
{ acuity glaucoma
=Loss of
Eye Eye contrast
Examination Treatment sensitivity

=Veiling glare
=Vision screening =Eye drops

(eyesighttest) =Lasersurgery

=Eye pressure

=Canaloplast
test P 4

Fig. 7. A SIM with concepts (subclasses) based on the information from the value model. Ex-
amples of instances of the concepts are also shown.

Step 2: Apply Generic KPI Templates

In this step, the four generic KPI templates presented in section 3.2 are to be instanti-
ated by the concepts (subclasses) of the SIM from step 1, in order to create a set of
specific KPI templates. There are seven concepts in the adapted SIM in Fig.7. How-
ever, the more generalised concepts examination and treatment will not be used in this
step but only their specialised concepts, eye examination and eye treatment. For ex-
ample, the generic KPI template 4: “Percentage of health care service x; that is fol-
lowed by health issue y;” can be instantiated by the health care service eye treatment
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and the health care issue symptom from the adapted SIM. This will result in a specific
KPI template: “Percentage of health care service eye treatment that is followed by
health issue symptom”.

Step 3: Apply Specific KPI Templates

In this step, the resulting specific KPI templates from step 2 need to be instantiated by
a set of instances from the SIM. This requires that the SIM in Fig. 7 be instantiated.
Examples of instances of the SIM can also be found in Fig. 7. These 9 instances are
applied on the specific KPI templates, resulting in a number of KPIs. For example, the
template constructed in the previous step, “Percentage of health care service treatment
that is followed by health issue symprom”, can be instantiated by the treatment eye
pressure test and the symptom veiling glare. This will result in the KPI “Percentage
of health care service eye pressure test that is followed by health issue veiling glare”.

Task 3: Generate Functional KPIs
In order to generate KPIs for measuring functional service quality, three steps are to
be carried out.

Step 1: Identify Complementary Services

In this step, the complementary services are applied on each service in the value
model, both health care services and other services. For example, the service eye
examination will have four complementary services: identifying an eye examination
service, negotiating an eye examination service, pre-actualising as well as post-
actualising an eye examination service.

Step 2: Adapt the Standard SDM

In this step, the standard SDM, see Table 1, is adapted. This is done by adding, delet-
ing or changing the dimensions and items of the standard service dimension model. In
this example case, we do not make any changes to the standard service dimension
model but keep it as is.

Step 3: Apply the adapted Service Dimension Model

For each service identified in Step 1, we consider all the service dimensions and ser-
vice items in the SDM from Step 2. For each item, we determine whether to include
some KPI or not. For example, for the (complementary) service “pre-actualising an
eye examination” and the service item “understandable explanation of the service”,
we introduce a KPI based on the following question to a patient “Did you get an un-
derstandable explanation of how to prepare for your eye examination?”

S Concluding Remarks

In this paper, we have proposed a method for designing KPIs for a health care organi-
sation with a focus on patient oriented KPIs. The starting point of the method is a
value model that delimits the domain under consideration by identifying health care
actors and resource transfers, including services. Based on the services identified, the
method helps to generate KPIs for both technical and functional service quality.
Technical quality KPIs measure the results of health services and the consequences of
health issues and are generated by considering a small number of top level goals for
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technical quality. Functional quality KPIs refer to the manner in which health care
services are delivered to patients and are generated by identifying complementary
services and applying dimensions from the predecessor to SERVQUAL. This way of
generating KPIs can also be seen as goal driven, as the dimensions of the predecessor
to SERVQUAL and its items express subgoals of high level goal customer
satisfaction.

The proposed method provides four main advantages:

Ease of Design. Designing a set of KPIs for a health care scenario is a complex and
time consuming task. The proposed method alleviates this task by offering a designer
a large number of potential KPIs from which she can choose the most relevant ones.

Completeness. A problem in KPI design is to ensure that all relevant KPIs have been
identified, i.e. to ensure the completeness of the KPIs. The proposed method ad-
dresses this problem by systematically generating relevant KPIs for technical as well
as functional quality.

Traceability. KPIs should be possible to justify by relating them to the goals whose
fulfillment they measure, i.e. KPIs should be traceable to goals. The proposed method
provides traceability by directly generating potential KPIs from goals, which in the
case of functional quality are expressed through SERVQUAL dimensions and items.

Flexibility. The health care scenario under consideration will influence the choice of
KPIs, meaning that a KPI designer needs to be able to describe the specifics of a cer-
tain scenario in a convenient way. The proposed method supports this description
through the use of value models, SIMs and SDMs, where the KPI designer can de-
scribe the most important health care services and health issues as well as relevant
service items and their prioritisation.

In this paper, we have only addressed technical and functional service quality. How-
ever, a third aspect of service quality is the effect a health service can have on the
quality of life of a patient, including the physical, psychological and social function-
ing of the patient. A direction of future work is to design guidelines for identifying
KPIs for this service aspect. This requires measuring how well a patient functions in
daily life during an extended period of time, e.g. how often the patient makes or re-
ceive phone calls to friends and family.

Another direction of future work is to provide support in actually formulating
KPIs for functional quality. The method presented only suggests service items for
different services that should be measured by KPIs but does not suggest formulations
of these KPIs. We believe that it is possible to find such formulations for a large pro-
portion of the service items.

Finally, only KPIs from the patient’s perspective are generated. Future work will
also include generation of KPI from the health care providers’ perspective, such as
revenue and cost efficiency.
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Abstract. Although single artificial vesicles are successfully used as delivery
vehicles of pharmaceuticals, unilamellarity and restriction to one vessel result in
premature content release in physiological environments as well as problems in
simultaneous entrapment of a given set of (pharmaceutical) components. Multi-
lamellarity and assemblies of distinct populations of vesicles are proposed to
solve these problems. In this study, we provide a novel encapsulation protocol
to fabricate multilamellar vesicles and we report on the DNA-mediated self-
assembly of more than two distinct populations of vesicles. We discuss how
these results might be used in personalized healthcare based on custom-tailored
encapsulated multicompartment vesicular drug delivery systems.

Keywords: Personalized healthcare, Drug delivery, Encapsulation, Compart-
mentalization, Programmability, Vesicle, Liposome.

1 Introduction

Both biological and artificial vesicles feature an aqueous compartment partitioned
from an aqueous surrounding by a lipid membrane that is nearly impermeable to hy-
drophilic substances. This membrane organizes processes by compartmentalizing
them. This compartmentalization enables segregation of specific chemical reactions
for the purpose of increased controllability, observability, stability, and biochemical
efficiency by restricted dissemination and efficient storage of reactants, and/or reac-
tion products. Hence, vesicle-based Living Technology [1] has gained importance in
analytics [2-10], synthetics [11-19], and biomedicine [20-33]. Vesicles featuring
biocompatibility, biodegradability, low toxicity, and structural variability are success-
fully utilized as therapeutic agents for the delivery of antibacterial, antiviral, and
anticancer drugs, as well as of hormones, enzymes, and nucleotides [34-36].

The use of single unilamellar vesicles prevails in contemporary therapeutic sys-
tems. However premature content release in physiological environments limits their
reliability [37]. Extending the circulation time of vesicles that results in passive ac-
cumulation at tumors or inflammation sites due to the enhanced permeability and
retention (EPR) effect [22] is implemented at the molecular level via monomer
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design [38] or at the mesoscopic level via encapsulation. The bilayer-within-bilayer
structure of encapsulated vesicles not only prevents premature degradation and con-
tent release [39] but also offers a division of distinct membrane functions (biocom-
patibility, cargo release, targeting, and protection) among several membranes of dis-
tinct compositions and dimensions.

The applicability of single vesicles is further limited by the need for simultaneous
entrapment of a given set of (pharmaceutical) components in one single compartment,
which is “not an easy matter” [40, p. 14660]. Multicompartment systems of assem-
bled vesicles can overcome this limitation by conciliating smaller subsets of compo-
nents entrapped in different compartments.

A combination of encapsulation and (self-)assembled vesicles may provide stable
vehicles for multicomponent or multifunctional drug delivery. Zasadzinski et al. [30,
39, 41] established a protocol to encapsulate a multicompartment system of tethered
vesicles. Both tethering and encapsulation of these vesosomes are based on the mo-
lecular recognition process of the biotin-streptavidin complex. In nature, a multivalent
“Velcro-like” system allows for selective tethering of a multitude of different cell
types. Cell adhesion molecules (CAMs) that provide this selectivity are emulated in
the artificial system by several different linking mechanisms [42-51] (for the latest
developments in biomimetic supramolecular chemistry see [52]). The multivalent,
selective, and sequence-dependent linkage of nucleic acids has considerable potential
since it mimics CAMs and offers programmability to the self-assembly process.
Hence, single stranded DNA (ssDNA) is used either to induce assembly of hard
sphere [53-56] or vesicular [2, 57-59] colloids, to induce programmable fusion of
vesicles [2, 59], or to spontaneously and specifically link vesicles to surface supported
membranes [2, 57, 60-64]. However, a linkage of more than two populations of
vesicles was not implemented. This lack was remedied only recently by the imple-
mentation of a DNA-mediated self-assembly of three distinct populations of vesicles
reported here and analyzed in depth elsewhere [65].

In this study, we present both a programmable DNA-mediated linkage of three dis-
tinct vesicle populations and a novel encapsulation mechanism. Based on the results
of this study, we formulate a scenario how encapsulated multicompartment systems
might be used to realize custom-tailored vesicular drug delivery systems.

Table 1. Membrane composition of vesicles used in experimentation

Encapsulation
100% PC(16:0/18:1(A9-Cis)) =
1-Palmitoyl-2-Oleoyl-sn-Glycero-3-Phosphocholine

Self-Assembly
99% PC(16:0/18:1(A9-Cis)) =
1-Palmitoyl-2-Oleoyl-sn-Glycero-3-Phosphocholine
0.75% methyl-PEG2000-PE(18:0/18:0) =

1,2-Distearoyl-sn-Glycero-3-Phosphoethanolamine-N-
[Methoxy (Polyethylene glycol)-2000]

0.25% biotin-PEG2000-PE(18:0/18:0) =
1,2-Distearoyl-sn-Glycero-3-Phosphoethanolamine-N-
[Biotinyl (Polyethylene Glycol) 2000]
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2 Material and Methods

Technical modifications of the vesicle formation protocol reported by Pautot ez al. [66]
were: (i) the introduction of 96-well microtiter plates U96 to increase procedural man-
ageability in laboratory experimentation and (ii) a density difference between inter- and
intravesicular solution induced by isomolar solutions of monosaccharids (glucose: inter)
and disaccharids (sucrose: intra). For a description of the modified vesicle protocol see
figure 1.A-D. For the membrane composition of the vesicles used in the encapsulation
and the self-assembly experiments see table 1. All phospholipids were dissolved in
mineral oil.

For details of the encapsulation procedure of untethered vesicles see figure 1.E-H.
Encapsulated vesicles exhibited quick random motion within the boundaries of the
surrounding vesicle.

B woyisel D
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2089435 .
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Fig. 1. Schematic representation of the vesicle formation/encapsulation procedure and micro-
graphs of internally compartmentalized vesicles. (A) A water droplet (solution 1, S1) is added to a
phospholipid suspension (S2). (B) A water-in-oil emulsion is produced by mechanical agita-tion
and sonication. (C) The emulsion is placed over an aqueous solution (S3). (D) Induced by cen-
trifugation, the droplets pass the oil/water interface. Due to the density difference of the inter- and
intravesicular fluid and the geometry of the formation chamber, vesicles pelletize in the centre of
the well and become easily accessible for pipetting. (E-H) Internally compartmen-talized vesicles
are prepared by reapplying steps (A-D) using a droplet of the aqueous solution that hosts the
vesicles (S4) and an aqueous solution less dense than (S3). (J) Detail of the mo-lecular mecha-
nisms at the water-oil interfaces. Amphiphilic phospholipids, dissolved in mineral oil, stabilize the
interfaces by forming monolayers. Two monolayers form a bilayer when a water droplet passes
the interface. (K, L) Differential interference contrast micrographs of inter-nally compartmental-
ized vesicles. Scale bar represents 10pm.
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Fig. 2. Schematic representation of the self-assembly process. (A) For the vesicle formation
procedure see figure 1. Change: Vesicle membranes incorporate biotinylated phospholipids. (B)
Vesicle populations (VP) are labelled (grey ring) by incubation with distinct combinations of
biotinylated single stranded DNA (b-ssDNA) that differ in sequence and streptavidin (S) that
differ in fluorescence labeling (Alexa Fluor 488 / 532 conjugate (AF488 / AF532) or unla-
beled). (C) VPs are merged after excess b-ssDNA/S-solutions are removed. VPs become
loosely linked in contact. (D) Linker accumulation at the contact sites (solid black) strengthens
the linkage. (E) Sequence of complementary biotinylated DNA single strands used in the self-
assembly experiments; only bases G/C and A/T pair. (F) Molecular detail of vesicle labeling.
B-ssDNA is linked to biotinylated phospholipids through streptavidin as connector. (G) Se-
quence specific hybridization of ssDNA results in double stranded DNA (dsDNA) and links
VPs. Due to their lateral mobility, linkers accumulate at the contact site. The lateral distribution
of linkers in the outer leaflet becomes inhomogeneous (sequence dependent).

In the compartmentalization experiments, three distinct vesicle populations were
prepared that exposed binary combinations of six ssDNA populations on their surface
(1** population: a, B; 2" o, y; 3 B’, v’; for the sequence of biotinylated ssDNA
strands see figure 2.E). The DNA strands were biotin-labeled and anchored to bioti-
nylated vesicular membrane via streptavidin as a cross-linking agent. For a detailed
protocol of the surface modification and the self-assembly procedure see figure 2.A-
D. The sequences of the ssDNA were produced by a genetic algorithm and optimized
for minimal DNA-DNA-hybridization among the three pairs.

Light and confocal laser scanning microscopy was performed using an inverted
Leica DMR IRE2 SP2 confocal laser scanning microscope.
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3 Results

The geometry of the microplate wells (U shaped bottom) and the density difference
between the inter- and intravesicular solution induced vesicle pelletization at the
centre of the well. The size distribution of vesicles produced in the first round of vesi-
cle formation (Fig. 1.A-D) was shifted to the left when compared to vesicles produced
in the second round (Fig. 1.E-H). The two vesicle formation protocols technically
differed only in the presence (Fig. 1.B) or absence (Fig. 1.F) of the sonication of the
water-in-oil emulsion. To indicate independence of the tethering and encapsulation
process, vesicles to be encapsulated were not tethered. Tethered assemblies were
encapsulated without any modification of the encapsulation procedure (results not
shown). As seen in figures 1.K and 1.L the ratio of vesicles internally compartmental-
ized to vesicles uncompartmentalized was high. Most of the vesicles produced in the
first round were found to be enclosed — encapsulation efficiency was high.

When vesicles that exposed complementary ssDNA came into contact, hybridiza-
tion of single DNA strands resulted in double stranded DNA. Linkers accumulated in
the contact area of the two vesicles formed an adhesion plaque (for a schematic repre-
sentation see figures 2.D/G; for colour-coded micrographs of real-world results see
figures 4.D.1 and 5 of [65], figure 5 of [67], and figure 3 of [68]). Adhesion plaques
were found exclusively, when DNA strands were complementary and inorganic ions
were present (see [65]). No transfer of linkers between the membranes of different
vesicles was observed (data not shown).

4 Discussion

Multicomponent or multifunctional custom-tailored vesicular drug delivery systems
have to fulfil several requirements: (i) the actual drug containing system should be
encapsulated to prevent premature degradation and content release, (ii) the drug con-
taining system should consist of more than two distinct compartments, and (iii) the
proper composition of the drug containing system should be controlled.

4.1 Encapsulation

The in vitro vesicle formation procedure [12, 66, 69] enables independent tailoring of
chemical material properties of the infer- and intravesicular fluid as well as of the inner
and outer membrane leaflet composition. To our knowledge, the entrapment efficiency
of this vesicle formation procedure has not, thus far, been analyzed. However one may
speculate that its entrapment efficiency is superior to vesicle formation procedures cur-
rently used (for an overview of the current vesicle formation procedures see [10]). The
potential of an asymmetric leaflet composition was exemplified by the production of
phospholipid and polymer hybrids combining biocompatibility and mechanical
endurance in single vesicles [66]. We increased procedural manageability of the forma-
tion procedure by introducing microtiter plates and vesicle pelletization (due to density
differences in the infer- and intravesicular fluid). By introducing sonication of the wa-
ter-in-oil emulsion, we could shift the size distribution of the vesicles formed. By
refeeding the vesicle containing solution, we established a novel method to produce



146 M. Hadorn and P.E. Hotz

multivesicular assemblies. The protocol provides encapsulation of either tethered or
untethered vesicular assemblies. The interdependence of tethering and encapsulation,
faced in vesosome formation, is therefore resolved.

4.2 Compartmentalization

Single stranded DNA provides programmability, specificity, and high degrees of
complexity [70]. Streptavidin offers the strongest noncovalent biological interaction
known [71], an extensive range of possible vesicle modifications, component modu-
larity, and availability off the shelf. Phospholipid-grafted biotinylated PEG tethers
feature lateral mobility [72], high detachment resistance [73], and no intermembrane
transfer of linkers. The combination of phospholipid-grafted biotinylated PEG tethers
and streptavidin expedites the production of vesicles avoids problems encountered in
other approaches using cholesterol-tagged DNA to specifically link different vesicle
populations by the hybridization of membrane-anchored DNA [2, 57, 60]: (i) Because
the processes of vesicle formation and vesicle modification are not separated (the
cholesterol-tagged ssDNA has to be present during vesicle formation), the formation
procedure has to be adjusted anew for each change in the vesicle modification. The
procedural manageability in laboratory experimentation is therefore reduced. (ii) As
previously reported, the cholesterol anchors of the cholesterol-tagged ssDNA sponta-
neously leave the lipid bilayer and incorporate randomly into (other) lipid bilayers
[57]. Thus, the specificity of the linking system is lost over time.

We have presented a DNA-mediated tethering of three distinct vesicle populations,
where the linkage of more than two distinct vesicle populations is reported for the
first time. Our findings appear to have solved current restrictions, where donor-
acceptor mechanisms are binary. The DNA-mediated linkage mechanism, reported
here, offers programmability of composition of multicompartment systems. Thus,
custom-tailored vesicular drug delivery systems seem feasible.

4.3 Composition Control

By loading the vesicular membranes of tethered assemblies by ligand groups not used
in the aggregation process, a column chromatographic purification procedure of ag-
gregates may be realized. The ligand groups would be used to purify aggregates from
single vesicles (for details see figure 3.A-F). The scenario represents the minimal
situation of tethered assemblies of two vesicle populations and two columns in series.
If the tethered assemblies consist of three different vesicle populations bearing three
different ligand groups not used in the aggregation process, purification of aggregates
of proper composition from both single vesicles and incomplete aggregates may be
possible.

By a downstream fluorescence activated cell sorting (FACS; for a review of tech-
niques used in cell separation see Pappas and Wang [74]) internally compartmentalized
vesicles may be purified from vesicles not compartmentalized properly. By introducing
an intermediate separation process, a refeeding (Fig.3.B/E) of single vesicles and in-
complete assemblies into the self-assembly process may be realized before they become
encapsulated. This may increase encapsulation efficiency and therefore may economize
the production of custom-tailored vesicular drug delivery systems.
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Encapsulation provides an extended circulation time resulting in accumulation at
tumors or inflammation sites due the EPR effect, without the need of specific target-
ing. On the other hand, multiple compartments offer segregation of multicomponent
pharmaceuticals that might be released only when and where they are needed. Perme-
ability control might be realized either by exploitation of stimuli inherent to target site
(pH, redox potential, temperature) or externally induced (temperature, magnetic field,
ultrasound). For a recent review on stimuli-sensitive pharmaceutical nanocarriers see
Torchilin [38].
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Fig. 3. Scenario how to sort out vesicle assemblies. (A) For vesicle self-assembly procedure see
figure 2. Change: Vesicle populations (VPs) are labelled by a pair of complementary bioti-
nylated DNA single strands (b-ssDNA) inducing the self-assembly. Each VP further exposes
additional non-complementary b-ssDNA. Complementary strands of these additional strands
are exposed on the surface of DNA-coated columns (C1, C2). (A) C1 is loaded by a pool of
assembled and unassembled vesicles. (B) Since VP2 and C1 do not complement in sequence of
the additional b-ssDNA VP2 is eluted at room temperature (RT). VP1 and vesicle assemblies
are retained; (C) but become eluted when temperature is raised by temperature induced DNA
denaturation. (D) The new pool of vesicles is fed to C2. (E) At RT VP1 is eluted and VP2 is
retained. (F) Only vesicle assemblies are left to be eluted by an increase in temperature. (G)
Detail illustrating that both vesicle assemblies and unassembled vesicles of VP1 are retained in
C1 at RT. (H) In C2 only vesicle assemblies are retained. (J, K) Molecular details of VP link-
age to the columns. Since the DNA strands that establish linkage to columns are shorter than
DNA strands that induce self-assembly (cp. Fig.2F,G), they denature at lower temperatures.
Linkage of vesicles to the columns hence is less stable than vesicle-vesicle linkage. Release of
retained assemblies without breaking the assemblies is feasible.
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5 Conclusions

Encapsulated multicompartment systems may provide stable vehicles for a multicom-
ponent or multifunctional personalized drug delivery. In this work, we established a
novel encapsulation technique and provide evidence for a stable DNA-mediated linkage
of more than two vesicle populations. We discussed how these techniques may person-
alize the individual healthcare by providing custom-tailored vesicular drug delivery
systems.
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Abstract. Brain Computer Interface is a new technology aimed to communicate
the user’s intentions without using nerves or muscles. To obtain this objective,
BCI devices make use of classifiers which translate inputs from the user’s brain
signals into commands for external devices. This paper describes an adaptive bi-
stage classifier based on RBF neural networks and Hidden Markov Models. The
first stage analyses the user’s electroencephalografic input signal and provides se-
quences of pre-assignations to the second stage. The segment of EEG signal is as-
signed to the HMM with the highest probability of generating the pre-assignation
sequence.

The algorithm is tested with real samples of electroencephalografic signal,
from five healthy volunteers using the cross-validation method. The results allow
to conclude that it is possible to implement this algorithm in an on-line BCI de-
vice, but a huge dependency in the percentage of the correct classification from
the user and the setup parameters has been detected.

Keywords: Electroencephalography, Brain computer interface, Linear discrimi-
nant analysis, Spectral analysis, Biomedical signal detection, Pattern recognition.

1 Introduction

Since the discovery of the electrical nature of the brain by Dr. Hans Berger, it has been
considered the possibility to communicate persons with external devices only through
the use of the brain waves [1]].

Brain Computer Interface technology [2]] is aimed at communicating with persons
using external computerised devices via the electroencephalographic signal as the pri-
mary command source [3]; in the first international meeting for BCI technology it was
established that BCI “must not depend on the brain’s normal output pathways of pe-
ripheral nerves and muscles” [4]]. The primary uses of this technology are to benefit
persons with blocking diseases, such as: Amiotrophic Lateral Sclerosis (ALS), brain-
stem stroke, or cerebral palsy; or persons whom have suffered some kind of traumatic
accident like for example paraplegic [S]].

One way to control an external device using thoughts is associating selected brain
activity to device commands.Therefore, an algorithm that detects, acquires, filters, and
classifies the EEG signal is required [6] [7].

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 1524165] 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Block diagram of a BCI device

Actually different types of classifications can be established for BCI technology,
from the physiologic point of view BCI devices can be classified in exogenous and
endogenous. The devices in the first group provide some kind of stimuli to the user
and they analyse the user’s responds to them, examples of this class are devices based
on visual evoked potential or P300 [3]. On the contrary,the endogenous devices does
not depend on the user’s respond to external stimuli, they base their operation in the
detection and recognition of brain-wave patterns controlled autonomously by the user,
examples of this class are devices based on the desynchronization and synchronization

of ;1 and 3 rhythms [4]], [8], [9].
In this paper is presented an endogenous classifier composed of two adaptive stages.
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In the first stage a Radial Basis Function neural network [10] performs a pre-
classification of the segment of EEG input signal and provides a pre-assignation se-
quence of data to the second stage.

In this second stage is computed the generation probability of the input sequence by
three different Hidden Markov
Models, each one had been previously trained with data sequences from the different
cognitive activities between classifying.

The content of this paper is as follows:

Section 2] describes the experimental procedure, the cognitive activities or mental
tasks, and the equipment to develop the experiment.

Section [3] presents the proposed two-stage classifier and describes the algorithms
employed in it for training and operation.

Sectiond] presents the results obtained from each volunteer.

Section 3 analyses the previous results.

And finally section[f]is devoted to making conclusions.

2 Experimental Procedure

Two sessions of the tests described below were carried out on five healthy male subjects,
one of whom had been trained before but the other four of whom were novices in the
use of the system.

In order to facilitate the mental concentration necessary for the proposed activities,
the experiments were carried out in a room with a low noise level and under controlled
environmental conditions. The experiments were carry out between 10 a.m. and 14 p.m.;
the period of time between sessions was one day.

The subjects were directed to sit down 50 cm from the screen of the acquisition sys-
tem monitor, and with their hands in a visible position. The supervisor of the experiment
ensured the correct enactment of this process.

2.1 Flow of Activities in the Experimental Process

The experimental process is shown in Figure 21

System devices test. The correct battery level and correct state of the electrodes were
checked.

System assembly. Device connections: superficial electrodes (Grass Au-Cu), battery,
bio-amplifier (g.BSamp by g.tec), acquisition signal card (PCI-MIO-16/E-4 by National
Instrument), computer.

System test. The correct operation of the whole system was verified. To minimise
noise from the electrical network the Notch filter (S0Hz) of the bio-amplifier was
switched on.

Subject preparation for the experiment. Electrodes were applied to the subject’s head.
Electrode impedance < 4KOhm:s.

System initialisation and setup. The data register was verified. The signal evolution
was checked; it was imperative that a very low component of 50 Hz appeared within
the spectrogram.
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Fig. 2. Diagram of the experiment carried out

Experiment setup. The experiment supervisor set up the number of replications
Nyep = 10, and the quantity of different mental activities. The duration of each trial
was t = 7s, and the acquisition frequency was f; = 384Hz. The system suggested
that the subject think about the proposed mental activity. A short relaxation period was
allowed at the end of each trial; between replications the relax time is ¢t = 7s.

2.2 Electrode Position

Electrodes were placed in the central zone of the skull, next to C3 and C4 [11]], and
two pairs of electrodes were placed in front of and behind the Rolandic sulcus. This
zone has the highest discriminatory power and receives signals from motor and sensory
areas of the brain [12]. A reference electrode was placed on the right mastoid and
two more electrodes were placed near the corners of the eyes to register blinking.

2.3 Description of Cognitive Activities

The experiment supervisor asked the subject to figure out the following mental activi-
ties; tasks that were used to differentiate between cerebral patterns [12]:
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Fig. 4. Block diagram of the classifier

Activity A. Mathematical task. Recursive subtraction of a prime number, i.e. 7, from
a large quantity, i.e. 3.000.000.

Activity B. Movement task. The subject imagines moving their limbs or hands, but
without actually doing so. It is movement imagery.

Activity C. Relax. The subject relaxes.

3 Description of the Classifier

3.1 Introduction

In Fig. @lis shown the block diagram of the algorithm for the proposed classifier.

In it can be appreciated how the classification of the considered segment of the
EEG signal is obtained after the evaluation of the probability generation of the pre-
assignation sequence provided by three Hidden Markov Models.

There are as many Hidden Markov Models as cognitive activities to be considered
for the classification, each model is trained with pre-assignation sequences of data of
the cognitive activity associated to it.

The pre-assignation sequence of data are provided by a neural network, which inputs
are the vectors of features obtained after the preprocessing of the segment of EEG
signal, as it is described in the following subsections.
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Fig. 5. Block diagram for the preprocessing phase

3.2 Preprocessing

In Fig.[lis depicted the operations associated to the preprocessing phase.

In a first step the EEG signal coming from both electroencephalographic channels
C3’-C3” and C4’-C4” are sampled and quantified at f; = 384H z.

In the next step the samples are bundled in package of NV,, = 128 samples, it is
equivalent to T;, = 1/3s. Each group of samples is normalised, in order to obtain ho-
mogeneous groups of transformed samples with zero mean value and unity as standard
deviation.

ap="1"H (1)
o
This transformation does not affect the frequency properties of the signal, but allows
the comparison of groups of samples in the same session or between sessions, it avoids
that changes in the impedance of the electrodes or skin conductivity affect the next
procedures.

After this the samples are processed by a pass band Butterworth filter of order n = 6,
with lower and higher frequencies of f; = 4Hz and f, = 40Hz [13]]; frequencies
outside this band are not common in sane conscious users.

In the next step the filtered samples are convoluted with a Tukey’s window of length
N = 128, this attenuates the leakage effect associated to the package procedure, see
Fig. 6l Previous studies allow to conclude that the convolution of the signal with this
kind of window increase the discrimination capability that the one obtained with other
kind of windows as for example: rectangular, triangular, Blackman’s, Hamming’s, Han-
ning’s or Kaiser’s [14].

After the convolution, the Fast Fourier Transform, eq2] is applied in order to obtain
the spectral power estimation, eq[3, the obtained frequency resolution is in eqdl

N .
=Yl VY wy = W @)
Jj=1
_ X(k)?
Py = 3)
Ap= 10 2B gy, 4)
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Fig. 6. Frequency leakage effect

After the estimation of each frequency band, it is computed the vector of features con-
sidering the power average of the involved bands as it is shown on Table 1.

Table 1. Feature vector

Index Denomination. Frequency (Hz).

1 0. 6-8
2 . 9-11
3 a2. 12-14
4 Bi. 15-20
5 Ba. 21-29
6 Bs. 30-38

In case of presence of artifacts the algorithm detects them and during the learning
phase it substitutes its value by the average value of the samples in that package, if the
artifacts are detected in the on-line phase, it instructs the classifier to discard that group
of samples.

A group of samples is considered with artifacts if one sample differs more than three
standard deviations from the previous one.

3.3 Training of the Neural Network

The considered neural network is the type of Radial Function Basis. This type of neural
network is characterised by the learning of the position of the samples in the training
set and by the interpolation capability between them [[10].

In Fig.[1lis represented the architecture of this type of neural network.
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Fig. 7. Architecture of the RBF neural network

From previous studies it has been concluded that this type of neural network behaves
better than other types of neural networks, as for example Multi-Layer Perceptrons or
Probabilistic Neural Networks [[15]].

The activation function is:

5132

radbas(z) =e " ; x=(w—p)=*S. (5)
In where w and S, are respectively the weights and influence zone constant of each
neuron, and p is the position of the considered sample.

During the learning phase the neurons of the hidden layer learn the position of the
samples of the learning set, w; during the test phase when a new sample p is presented,
it is computed the distance between the sample and the learned positions, the nearest
neurons to the sample will proportionate higher activation values than the rest of the
neurons.

For the learning process are considered vectors of features from the EEG signal, ac-
quired when the user was performing one of the different cognitive activities considered
for the classification. The learning set is composed by the 75% of all the sample set, and
the other 25% is considered for validation. After the determination of the learning and
validation sets, the input vectors to the neural network are normalised, and with LDA
technique is reduced their dimensionality projecting the original input vectors in the
direction of the highest discrimination capability [[16]].

In order to minimise the over-learning effect, the RBF learning process allows a
dynamic growth of the number of neurons in the hidden layer. In the output layer are
considered as many linear neurons as cognitive activities between discriminate. Finally
in the assignation block on Figures [l it is weighted the output vector of the neural
network and it assigns the input vector to the activity with highest output value provided
it is higher than a threshold A, on the contrary if the value is lower than ), the input
vector is labelled as unclassified.

On operation, once the neuronal network has been trained, when a new vector is
presented the cognitive activity, with samples nearer to it, will provide a higher ac-
tivation level, and the corresponding output will have a higher value than the others
cognitive activities.
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Fig. 8. Training of the RBF neural network

3.4 Description of Hidden Markov Models

A Hidden Markov Model is a double stochastic statistical model, it consists of a Markov
process with unknown and non-observable parameters, and a observed model which
parameters depend stochastically from the hidden states. A stochastic process is called
a Markovian process if the future does not depend from the past, only from the known
present; considering the stochastic variable ¢(t — 1) the transition probability in the
instant ¢ is defined as P(q; = o¢|qt—1 = 0¢—1). A Markov chain is formally defined
with the pair (Q, A), where @ = {1, 2, ..., N} are the possible estates of the chain and
A = [a;;] is the transition matrix of the model, with the constrains:

0<a;<1; 1<4,j<N (6)
N
Zaijzh 1<i<N (7
j=1

The transition and emission probabilities depends from the actual estate and no from
the former estates.

Plg: =jlagg-1 =1, q4—2=k,...) = (8)
= P(q; = jlgi—1 = i) = a4j(t)

Formally a discrete HMM of first grade is defined by the 5-tuple:
A={Z,Q, A, B, 7}, in where:

- Z ={V4, Vs, ..., Var} is the alphabet or discrete set of M symbols.

- @ =1{1,2,...,N}is the set of N finite estates.

- A = [aj;] is the transition matrix of the model.

B = (b;(Q+)) Nz is the matrix of emission symbols, also known as observation
matrix.

— 7 = (my, ™2, ..., TN ) is the prior probability vector of the initial estate.

The parameters of a HMM are A = { A, B, 7}, see Fig.
There are three types of canonic problems associated to HMM [[L7][[L8]:
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Fig. 9. Example of Hidden Markov Model

1. Given the parameters of the model, obtain the probability of a particular output
sequence. This problem is solved through a forward-backwards algorithm.

2. Given the parameters of the model, find the most probable sequence of hidden es-
tates, that could generate the given output sequence. This problem is solved through
the use of Viterbi algorithm.

3. Given an output sequence, find the parameters of the HMM. This problem is solved
through the use of Baum-Welch algorithm.

The HMM have been applied specially in speech recognition an generally in temporal
sequences, hand written, gestures recognition, and bioinformatics [[18].

3.5 Training of the Hidden Markov Models

The HMM'’s are trained with sequences of pre-assignations coming from the EEG sam-
ples, as it is shown in the Figure[TQl

For each cognitive activity a particular HMM, with the following characteristics, is
trained:

— Number of hidden estates: 4.
— Number of different observable objects: 4

In the training phase, chains of nine pre-assignations were used. In a previous exper-
iment with synthetic samples, it was concluded that for the proposed architecture of
Hidden Markov Models the highest percentage of correct classifications were obtained
with chains of nine elements.

After the training or solution of the third canonic problem, the probability matrices of
state transitions and observation matrices are determined. The Viterbi algorithm is used
in order to determine the probability that a model generates the proposed sequence.
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4 Results

In order to test the behaviour of the proposed algorithm, the influence of the threshold
assignation parameter (), and the influence zone of the neuron (S;), the EEG samples
of the session tests from the volunteers were used as follows:

4.1 Evaluation of the Learning Capability

With a subset of 75% of the all EEG samples the algorithm was trained with different
Aand S, values:

A=0.550.65 0.8
Sc= 05 095

These values have been fixed after a seek in wide with the samples of the first
volunteer.

After the learning, the same samples were processed with the trained algorithm, and a
comparison between the results obtained with the algorithm and the ones employed for
the learning was done, in all cases a 100% of correct classification has been obtained.

4.2 Evaluation of the Generalisation Capability

After the good results obtained from the learning phase, a cross-validation methodol-
ogy is used to estimate the generalisation capability. From the whole ten sessions, nine
are used for learning and one is used for validation, the process is repeated ten times
changing each time the session used for validation.

In the following tables are shown the results obtained for each volunteer, considering
the A\ and S, parameters.

For each combination, the process is replicated three times. In the upper row it is
shown the number of correct classifications. In the lower row it is shown the percentage
of improvement against a naive classifier. The results of the second session follow the
results of the first one.
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Table 2. Volunteer: AI01 & Al02

Se=05 S.=095 S.=05 S.=0.95
A=065 A=055 A=055 X=0.80
94 103 103 94 81 879392 87 86 97 8l
+4 +14 +14 +4 -10 -3 +3+2 -3 -4 +8 -10
98 107 97 103 98 97 96 90 99 112 117 107
+9 +19 +8 +14 +9 +8 +7 0 +10 +24 +30 +19

Table 3. Volunteer: Ro01 & Ro02

S.=0.5 S.=095 S.=05 S.=0095
A=0.65 A=055 A=055 X=0.80
103 97 92 118 109 118 97 87 86 117 106 110
+14 +8 +2 +31 +21 +31 +8 -3 -4 +30 +18 +22
115 106 110 103 98 102 102 83 81 115 101 117
+28 +18 +22 +14 +9 +12 +12 -8 -10 +27 +12 +30

Table 4. Volunteer: Ja0l & Ja02

S.=05 S.=0.95 S.=05 S.=0.95
A=0.65 A=0.55 A= 0.55 A=0.80
106 97 110 87 90 107 99 106 107 98 108 99
+18+8 +22 -3 0 +19 +10 +18 +19 +9 +20 +10
86 90 103 106 109 104 103 97 105 106 112 109
-4 0 +14 +18 +21 +15 +14 +8 +16 +18 +24 +21

Table 5. Volunteer: Da0l & Da02

S.=05 S.=095 S.=0.5 S. =0.95
A=065 A=055 X=0.55 A =0.80
109 102 104 83 92 92 106 91 110 86 87 92
+21 +13 +15 -8 +2 +2 +18 +1 +22 -4 -3 +2
106 94 110 84 85 92 109 104 106 116 108 110
+18 +4 +22 -7 -5 +1 +21 +15 +18 +28 +20 +22

Table 6. Volunteer: Ra01 & Ra02

S.=0.5 S. =0.95 S.=0.5 S.=0.95
A =0.65 A=0.55 A=0.55 A=0.80
106 97 110 87 90 107 99 106 107 91 76 99
+18 +8 +22 -3 0 +19 +10 +18 +19 +1 -15 +10
102 102 98 102 107 114 103 105 96 116 99 98
+13 +13 +9 +13 +19 +26 +14 +16 +6 +29 +10 +9
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5 Discussion

From the results of the proposed classification algorithm, it is observed that:

— The learning capability is better that the one achieved only with the RBF neural
network [15]].

— From the analysis of the results of the replicas it has been detected that the variabil-
ity in the percentage of correct classifications is caused by the HMM s, both in the
learning and validation phases. The sequences of pre-assignations provided by the
neural network were stable, but the generation probabilities of the HMM’s changed
in each replica. In the learning phase the HMM'’s probabilities allowed a perfect
classification, but they were not maintained in the cross validation phase; for this
stage a lower percentage of correct classification was obtained, as it is summarised
in the tables Plto[6l But until in this case, almost in all replicas, the cross-validation
test results were better than the ones hoped from a naive classifier.

— The values of correct classifications depend highly from the user. There has not
been identified a pair of A and S, values which proportionate the highest percentage
of correct classification for all users. The discrepancy between the results of the first
and the second session is explained by the user’s learning process, the same effect
was discussed in [|19].

6 Conclusions

The information inside the pre-assignation sequences improves the classification capa-
bility, therefore the Hidden Markov Model technique is useful for the extraction and
use of this information in an On-line BCI device.

The scattering of the maximum values, of the correct classifications obtained from
the cross-validation tests, shows that the combination of A and .S, parameters are highly
dependent on the user for all of the cases, for this reason a BCI device based in this
kind of algorithm should have a setup stage, that allows to initialise correctly these
parameters.

On the other hand, the algorithm behaves better than a naive algorithm, but it is not
as good as it should be taking into account the good results obtained during the learning
phase. The size of the learning data set is critical in the results obtained during the
validation phase. With a bigger learning data set the validation results will improve,
because of the minimisation of the overlearning.

In future applications the algorithm presented in this paper will be used as kernel for
an on-line classifier embedded in a BCI device. The on-line use of this device will allow
to assess how the different kinds of user’s feedbacks modify the classification capability.
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Abstract. This study investigates the thermal deflection characteristics of mi-
crocantilever biosensors due to bimetallic effects. Thermal deflections are a ma-
jor source of noise in microcantilever biosensors. Therefore, by characterising
the thermal behaviour, the accuracy of the biosensors can be improved signifi-
cantly. A commercial finite element analysis software ANSYS Multiphysics is
used to analyse the deflection characteristics of gold-coated silicon microcanti-
levers. The cantilever is first subject to temperature increase and then to
combined temperature increase and surface stress. The simulation results are
compared against analytical and available experimental results. Results show
that both thermal stress and surface stress have linear effect on the cantilever
deflection and can be added algebraically to determine the absolute deflection
produced entirely by the surface stress. Further, we show that by using double-
coated silicon microcantilevers thermal deflections in the biosensors can be
eliminated.

Keywords: Coefficient of thermal expansion (CTE), Thermal strain, Bimetallic
effects, Microcantilever biosensor.

1 Introduction

Microcantilever based sensors are getting increasingly popular in a variety of physi-
cal, chemical, and biological studies. They have been operated in both liquid and
gaseous environments. For instance, microcantilever sensors have been successfully
used in calorimetric [1], rheometric [2], acoustic [3], infrared [4], pH meter [5], NO,
gas sensors [6], atrazine pesticide detector [7], DNA hybridization [8], biomarking of
myoglobin and kinase proteins [9], detection of biomarker transcripts in human RNA
[10], assaying amyloid growth and protein aggregation [11], and DNA hybridization
using hydration induced tension in nucleic acid films [12]. Microcantilever sensors
are found to be highly sensitive and accurate device. These sensors normally use
optical deflection readout techniques to measure the deflections generated upon the
change in the surface stress on the functionalized surface of the sensor. By measuring
the deflection, the relevant phenomena is monitored and measured.

The overall accuracy of a microcantilever sensor depends on its design and
measurement sensitivities. An efficient cantilever design should convert the surface
stress induced stimulus into large deflection of the cantilever, whereas, an efficient
measurement technique should ensure that the deflections measured are induced

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 166L176]2011.
© Springer-Verlag Berlin Heidelberg 2011
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entirely because of the change in the surface stress. An efficient measurement system
should be able to isolate and eliminate the noise present in the deflection signals. The
design sensitivity of microcantilevers can be improved by changing the cantilever
shape [13], profile [14], or both [15]. In addition, by use of a polymer cantilever such
as SUS can also increase the deflection [16-18]. Most of the noise in the deflection is
due to thermal [19] and flow [20] induced excitations. Thermal noise arise mostly
because of the bimetallic effects generated due to ambient temperature change,
whereas, the flow effects are due to the oscillating drag force acting on the cantilever
profile. Present work investigates the sources of thermal noise in microcantilever
biosensors and proposes measures to reduce or eliminate the noise. The biosensors
use the adsorbate-induced surface stress change in measuring and assaying the un-
known species present in a media. The adsorption alters the surface stress distribution
on the adsorbing surface, which results in cantilever motion. The biosensor system
normally comprises gold film coated thin silicon or polymer substrate cantilever
structure and a laser-based optical readout scheme. The gold film helps formation of
monolayer of receptor molecules on the cantilever surface during functionalization,
and also acts as reflecting medium during deflection measurements. The gold film
coating nevertheless introduces bimetallic effects in the biosensor. Depending on the
thermo-elastic properties of the film and substrate materials and the temperature
variation, thermal deflection can exceed the surface stress-induced deflection, leading
to large noise in the deflection signal.

In this work we show that knowing the thermo-elastic properties of the film and
cantilever material, the analytical and simulation relation can be used to predict the
bimetallic effects in a microcantilever biosensor. A commercial finite element analy-
sis (FEA) code ANSYS Multiphysics is used in the simulations. The thermal deflec-
tions induced due to the variation in the ambient temperature are calculated using
Stoney and beam models, and simulation results. These results are then compared
against available experimental result. In the next step, the cantilever is subjected to
combined effect of thermal and adsorbate-induced surface stress changes. Finally, the
bimetallic effects in SU8 polymer biosensor are discussed.

2 Theory and Numerical Analysis

In microcantilever biosensors, the change in the surface stress distribution at the func-
tionalized surface of the cantilevers is used to determine the unknown molecules
adsorbed on the surface. Since the induced surface stress strongly depends on the
molecular species and its concentration, by measuring the cantilever deflection the
attaching species as well as its concentration can be determined. Thus, the basic prin-
ciple of microcantilever-based biosensor is to detect and measure the surface-stress
induced deflections in the cantilever (Fig. 1).

Surface stresses are generated either by the redistribution of the electronic charge
at the surface due to the change in the equilibrium positions of the atoms near the
surface, or by the adsorbtion of foreign atoms onto the surface to saturate the dangling
bonds [21]. Dangling bonds are of particular interest in biosensors, because during the
functionalization of the biosensor, when the complementary bioreceptor molecules
are deposited onto the sensing surface of the biosensor, we basically introduce
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dangling bonds on the biosensor surface to provide sites for the analyte molecules to
bond at. It should be, however, noted that surface stress is different from the normal
stress encountered in solids. First, compared to the normal stresses which are distrib-
uted along and are supported by the entire cross-sectional area of the body, the surface
stresses are usually confined to within few atomic planes of the exposed surface.
Second, the unit of surface stress measurement is N/m, whereas, that of normal stress
is N/m*. For convenience, surface stress in solids can be assumed analogous to sur-
face tension is liquids.

Assuming the film thickness (#) is infinitesimal compared to the substrate thick-
ness (f;), Stoney expression [22] relating the transverse deflection (Azg) in a micro-
cantilever to adsorbate-induced surface stress change (Aady) can be given as

2
AR
E t

s s

where E; and v are elastic modulus and Poisson’s ratio of the cantilever material, and
L is cantilever length.
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Fig. 1. Schematic showing (a) functionalized biosensors cantilever deposited with known re-
ceptor molecules and (b) deflection in the cantilever due to adsorbtion of unknown analyte
molecules onto its functionalized surface

As mentioned above, thermal properties of the cantilever structure can itself be a
major source of noise in microcantilever biosensors. Bimetallic effects are common
phenomena that arise in multilayered structures when subjected to temperature
change. The mismatch in their coefficients of thermal expansions (CTEs) results in
thermal strain, causing deflections in the structure. The amount and direction of de-
flection depends on the CTEs of the layers. For instance, if the CTE of the substrate is
lower than that of the film and the change in temperature is positive, the thermal de-
flection will be downwards.

Fig. 2 shows the schematic designs of single- and double-coated microcantilever.
In single-coated cantilever, only top surface of the cantilever is coated with a thin film
of gold (Fig. 2 (a)). In double-coated, both top and bottom surface of the cantilever is
coated with gold (Fig. 2 (b)). In both the cases, the thicknesses of the gold film are
same and the film covers the entire surface of the cantilever. It can be deduced from
Fig. 2 (b) that thermal deflections in a microcantilever biosensor can be reduced or
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eliminated by using a double-coated cantilever. The thermal deflection produced by
the expansion of top film layer is annulled by the expansion of the bottom film layer.
In other words, the downward deflection created by the bimetallic effect of the top
layer is totally balanced by the upward deflection produced by the bottom layer. Both
the layers expand simultaneously and produce axial rather transverse movement in the
cantilever.

Based on classical beam theory, the transverse deflection in a bilayer beam (Fig.
2(a)) due to bimetallic effect can be given as [23]

Ag, = 2o H) [EJZ AT . @)

t

s

oo R

and AT is temperature change, o, and o are the CTEs of the substrate and film, re-
spectively. Eq. 2 is commonly used in micro-electro-mechanical systems (MEMS)
applications to determine the residual thermal stresses in thin film structures.
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Fig. 2. Schematic showing bimetallic effects in (a) single-coated and (b) double-coated
microcantilever
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In this work, we show that by replacing the adsorbate-induced surface stress (Aoy)
by the thermal-induced film stress (Aoy,), Stoney equation can be used to find the
thermal deflection (Azy) in the microcantilever biosensor. The expression relating
film stress to temperature change can be given as [24]

Ao, =t,E, (o, —0,)AT . 3)

Thus, the Stoney relation between thermal deflection and thermal-induced film stress
can be given as

E t

s s

2
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2.1 Numerical Analysis

A commercial finite element analysis (FEA) software package ANSYS Multiphysics
was used for numerical analysis. By taking advantage of the cantilever geometry, 2-D
FE model was used. The model was meshed by 8-node coupled-field solid
PLANE223 elements. Solution convergence and mesh-size effects were analysed
before the final simulations. First a validation study on thermal deflection was per-
formed by comparing the analytical and FEA results against the experimental results
of Ramos et al [25]. After validation, thermal characterisation and a coupled thermal-
structural analysis involving both thermal- and adsorbtion-induced stresses was per-
formed on both single- and double-coated cantilevers (see Fig. 3). In the first case, the
microcantilever was subjected to temperature change alone, whereas, in the other, it
was subjected to a constant surface stress as well as temperature variation. The canti-
lever was subject to an adsorbtion-induced surface stress of 0.05 N/m on its top sur-
face. The surface stress was modelled as a tensile force applied to the top edge of the
cantilever [15]. The applied tensile force was F = Aggx b = 0.05 x 100x107° = 5x10°
N. Thermal stress was also applied in the same manner by replacing Aoy by Aay,. The
simulation parameters used in the analysis are listed in Table 1.

Table 1. Geometric and thermo-elastic properties of the microcantilever

Length of cantilever, / (um) 500

Width of cantilever, b (um) 100
Thickness of substrate, 7, (um) 1
Thickness of film, #; (um) 0.02
Elastic modulus of substrate, E, (GPa) 130
Elastic modulus of film, E;(GPa) 78
Poisson’s ratio of substrate, v 0.28
Poisson’s ratio of film, v; 0.44

Coef. of thermal expansion of substrate, a, (/°C) 2,6x10"6
Coef. of thermal expansion of film, o (/°C) 14,2)(10_6

Thermal conductivity of substrate, k; (W/m°C) 149
Thermal conductivity of film, k; (W/m°C) 315
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Fig. 3. Schematic showing total deflection produced in (a) single-coated and (b) double-coated
microcantilever biosensor due to analyte-receptor binding and temperature variation

3 Results and Discussion

Table 2 shows the validation study results comparing the analytical and simulation
results against the experimental result in [25]. In the experiment, a silicon cantilever
of size 400x100x1 um was coated with a 20-nm-thick film of gold. And the cantile-
ver was subjected to a temperature variation of —12 °C. The thermo-elastic material
and geometric properties for this validation study are adopted from [25]. The rest of
the analysis used the gold-coated microcantilever detailed in Table 1. The analytical
results were calculated using beam model (i.e., Eq. 2) and Stoney model (i.e., Eq. 4)
and FEA result was from ANSYS. It is obvious in the table that the experimental and
the analytical and simulation results have good accord in predicting the thermal de-
flection, indicating the conformity of analytical and simulation analysis.

Table 2. Comparison between experimental, analytical and FEA results

Thermal deflection, Az, (um)
AT (°C) Exp. [25] Stoney [Eq. 4] Beam [Eq. 2] FEA
-12 0.56 0.60 0.61 0.62
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Fig. 4 shows the effect of temperature variation on thermal characteristics of the
gold-coated silicon cantilever shown in Fig. 2 (a). The simulation results for thermal
deflections are compared against beam model (Eq. 2) and Stoney model (Eq. 4). As
can be seen in the figure, all the three curves show good accord in predicting the
thermal deflections. Furthermore, the simulation results corroborate the linear relation
between deflection and temperature, which is also suggested by the analytical models.
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Fig. 4. Thermal deflections in a gold-coated silicon microcantilever

Fig. 5 shows the combined effect of temperature variation and adsorbate-induced
surface stress on the deflection characteristics of single- and double-coated cantile-
vers. The cantilever was subject to a constant surface stress of 0.05 N/m and the am-
bient temperature was increased. The total deflection (Az) is sum of thermal deflec-
tion and surface stress-induced deflection. The analytical study used two different
approaches. In the first case, Stoney + beam models (i.e., Eq. 1 and Eq. 2) were used
to calculate the total deflection. In the other case, Stoney models (i.e., Eq. 1 and Eq.
4) were used to calculate the total deflection.

Fig. 5 (a) shows the simulation results for the single-coated microcantilever sub-
ject to combined action of film and surface stresses. As can be seen in Fig. 5 (a), at
AT = 0 the cantilever shows a deflection of about 0.28 pm, which is induced entirely
by the surface stress of 0.05 N/m. In the figure, for AT > 3°C, thermal deflections
exceed the surface stress-induced deflections. The higher the temperature change, the
higher the thermal noise will be. Since both the thermal and surface-stress deflections
show linear and additive characteristics, thermal noise can be isolated easily by de-
ducting the thermal deflection from the total deflection. Thus, by knowing the
thermo-elastic and geometric properties of the cantilever, thermal deflection can be
accurately predicted from analytical relations. It can also be observed that as the tem-
perature increases, the deflection curves show deviation, which suggests the analytical
and simulation results are accurate for AT < 10°C.

Fig. 5 (b) shows the simulation results for the double-coated microcantilever sub-
ject to combined action of film and surface stresses. It is evident in the figure that the
proposed cantilever shows negligible thermal deflection (i.e., Azy, =~ 0) when exposed
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to temperature increase. And the total deflection is only produced by the surface
stress. Since the top and bottom layers expand simultaneously, only axial movement
occurs and the cantilever is pulled along the length. Thus, we may conclude that the
thermal noise in microcantilever biosensors can be reduced by using a double-coated
microcantilever.
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Fig. 5. Total deflection due to combined action of thermal and surface stresses in (a) single-
coated and (b) double-coated silicon microcantilever

Thermal noise problem is more pronounced in liquid medium than in gaseous. In
microcantilever biosensor system, the cantilevers array is immersed in a fluidic cell
chamber and solution stream containing the analyte molecules is flowed across. The
temperature distribution around a microcantilever placed in a fluidic cell can change
because of extrinsic and intrinsic sources. The extrinsic sources of temperature
change are mostly associated with physical process. As extrinsic source, during purg-
ing the chamber and/or injecting the solution samples, the fluid filling the chamber
can alter the ambient temperature around the cantilever array. It can induce thermal
strain in the cantilever, and eventually produce thermal deflections. Intrinsic sources
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arise due chemical processes that occur on the cantilever surface during the reaction
between analyte and receptor molecules. If the reaction is exothermic, i.e., heat is
released during the reaction, the temperature distribution around the cantilever is
severely perturbed, inducing bimetallic effects in the cantilever.

In practice, the surface stress-induced deflections normally range few tens to few
hundreds of a nanometre. Fritz et al. [19] reported a 50 nm deflection of the microcan-
tilever due to the bimetallic effect. This was five times the microcantilever deflection
due to analyte-receptor binding. And it can also be readily concluded from Fig. 4 that
a temperature variation of even 1°C can produce a thermal noise of about 100 nm.
Thus, elimination of thermal noise is vital for accurate measurements using microcan-
tilever biosensors and double-coated cantilevers can be efficiently used in this regard.

Bimetallic effects present a far more serious problem in SU8 polymer cantilever
biosensors than in silicon. Due to the large CTEs mismatch between the SUS sub-
strate and the gold film, large thermal deflections are produced. Since the material
properties of SUS8 are strongly affected by the fabrication process [26], we adopted
standard material properties for SU8 from the manufacturer’s data sheet [27]. The
CTE of SUS is 52x107° /°C, whereas, that of gold is 14.2x107° /°C. Since the
mismatch between the CTEs of the layers is the main cause of bimetallic effect in
cantilevers, such a large CTE difference will generate considerably high thermal de-
flection. Further, since the CTE of SU8 substrate is higher than that of film, the canti-
lever will bend upwards when the temperature is increased.

In addition to the CTE mismatch, the elastic moduli difference between SU8 and
gold is also very high. For example, compared to the elastic modulus of about 78 GPa
for gold, the modulus of SUS is about 2GPa. The large difference between the moduli
will induce proportionately large strains in the layers. The strain mismatch will gener-
ate large shear strain at the gold-SUS interface, which may eventually lead to delami-
nating of the film from the substrate if the temperature is raised significantly. The
delaminating effect is also present in gold-coated silicon cantilevers to a lesser extent.

If the film thickness is significant but still much less than substrate thickness, Eq.
2 and Eq. 4 can be used for predicting deflections by replacing the substrate modulus
(E) with the effective substrate modulus (E.¢) given as [28]

Ejd* +E2b* +2E,E ab(2a’ +2b° +3ab)

E, = 5
v E.a+Eb ©)

where a = #/t and b = t/t, and t is total thickness of cantilever. To elucidate Eq. 5,
consider the geometric and material properties of the gold-coated cantilever analyzed
in this study. Though E; is 130 GPa, the E.¢ is about 127 GPa.

4 Conclusions

Microcantilever biosensors provide a universal, rapid, and highly sensitive mean to
study many applications. The measurement accuracy of the biosensor depends on its
ability to isolate and eliminate noise from the signal. Since bimetallic effects are a
major source of noise in the signal, this study investigated the effect of temperature on
the deflection characteristics of the cantilever. The results indicated that thermal
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deflections can be determined accurately using analytical and simulation models. By
studying the combined effect of thermal- and adsorbate-induced surface stresses on
the cantilever deflection, we found that the two stresses act linearly and additively.
We found that even for small temperature variation, the thermal deflections can easily
exceed the adsorbate-induced deflections, and hence contribute significant noise in
the deflection signal. However, by deducting the thermal deflection from the total
deflection amount, the exact adsorbate-induced deflection or stress can be determined.
We also showed that double-coated silicon microcantilever can be used to completely
eliminate the thermal deflection in the biosensor. Finally, the large mismatch in the
thermo-elastic properties between gold and SU8 makes SU8 microcantilever biosen-
sors more susceptible to bimetallic effects.
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Abstract. We describe a novel device for the restoration of authentic characteris-
tics in pathological speech uttered by subjects with laryngeal disorders. The origi-
nal speech signal is acquired and analyzed by the device and a speech signal with
improved, healthy-like features is reconstructed. A concatenation of randomly
chosen healthy reference patterns replaces the pathological excitation. In order
to restore authentic features, intervals between subsequent reference patterns are
obtained through a multi-resolution approach. Short-term pitch variability is re-
produced through a statistical variation model. For middle-term pitch variability
the correlation between pitch and signal envelope at the middle-term time scale
is exploited. Long-term variability is obtained through adaptive wavetable oscil-
lators; a novel, reliable and computationally efficient pitch estimation method.
Two authentic features were used to assess performance, namely breathiness and
prosody. Preliminary results indicate that breathiness of the restored signal is
clearly reduced and prosody related features are improved.

Keywords: Speech processing, Speech restoration, Adaptive filters, Multi-
resolution, Laryngectomy.

1 Introduction

The degree of degradation in pathological voices often engenders a decrease in a pa-
tient’s speech intelligibility and thereby a severe limitation in his social life and oral
interaction [1l]. For example, subjects who have undergone laryngectomy suffer from
degradation of their natural vocal excitation [2/3/4]]. Laryngectomy is the common treat-
ment after diagnosis of larynx cancer in an advanced stage and constitutes the par-
tial or total removal of the larynx. This significantly reduces the patient’s ability to
produce voiced sounds due to the reduced or missing vocal cord functionality [516].
During speech rehabilitation, the patient may learn to use alternative voicing meth-
ods, but the result usually is a noisy and intermittently obstructed voice. It lacks power
and pitch-variability and typically has an unnaturally low pitch. Alaryngeal voices are
usually perceived as not gender-discriminative, breathy and speakers find it difficult
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to express prosody. In accordance with the widely accepted source-filter-model in
healthy speech processing [7]], the vocal cords are essential since they provide an exci-
tation signal with distinctive, periodical energy concentrations. This signal undergoes
further spectral shaping due to resonances of oral and nasal cavities as well as the lip
radiation function. In contrast, the alaryngeal voice excitation consists of a flawed, dis-
torted excitation signal where the glottal peaks are much less concentrated in the time
domain. This results in an unpleasant and unnatural voice with a fluctuating and of-
ten intermitted periodicity. In addition, the speaker loses most of its control over pitch
variability.

Several advanced voice restoration systems and methods have been presented in
the past aiming at the improvement of the quality and intelligibility of the alaryngeal
speech. In [8]] methods based on linear prediction (LPC) for analysis and synthesis were
used to enhance the perceived, subjective voice quality. In [9] modified voice conversion
methods combined with formant enhancement were utilized to reduce the pathological
speech signal’s spectral distortions. In [[10] a voice restoration system is described that
synthesizes speech from electroglottograph (EGG) pitch information and a jitter reduc-
tion model. In [13] a system is presented that restores a pathological speech signal by
replacing its pathological excitation with a concatenation of glottal reference patterns
randomly chosen from a database extracted from healthy speakers. The intervals be-
tween successive healthy glottal patterns are determined by the fundamental frequency
(fo) extracted from the original, pathological speech signal. Promising performances
have been obtained in terms of reduction of breathiness and increase of the average
pitch, but the resulting speech lacks authenticity due to the significantly reduced fj-
variability in pathological speech.

To improve these deficiencies, we propose a speech restoration device based on a
multi-resolution method to increase the variability of the restored pitch. Natural prosody
is restored by obtaining the intervals between subsequent glottal waves through a multi-
resolution approach. The long-term variability is deduced from the fy-trend in the orig-
inal speech signal. Middle-term variability is restored using the correlation between
fo and the signal variance in natural speech. Short-term variability is restored using a
statistical variation model and the signal envelope. The speech signal is reconstructed
subsequently with the enhanced excitation and can be deployed in manifold applications
such as voice enhancement systems or interactive support systems for voice rehabilita-
tion and tutoring.

In the next Sections we outline common forms of speech rehabilitation and illustrate
the resulting pathological speech characteristics, which motivated the development of
our speech restoration system. In Sect. @l we describe the multi-resolution pitch restora-
tion method used by the proposed device. The results obtained by subjective listening
tests are then presented and discussed in Sect.

2 Speech Rehabilitation for Alaryngeal Speakers

During laryngectomy, the larynx including the vocal cords and the laryngeal muscles
is partially or totally removed [5]. Generally, postlaryngectomy patients may regain
means of verbal communication in two ways.
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On one hand there exist electro-mechanical devices called electrolarynx that use a
membrane to generate an external, synthetic speech excitation when held against the
neck. This sets the air volume in the vocal tract into vibration and the patient can articu-
late in a natural manner. Unfortunately, the voice quality achievable with electrolarynx
devices is low since there is no intuitive control over the fundamental frequency and
voice quality parameters such as breathiness. The resulting speech sounds very mono-
tonic and robot-like. Advantages of this method are its simplicity and short learning
phase. The patient does not need to undergo additional surgery and can start communi-
cating verbally almost immediately.

On the other hand, postlaryngectomy speakers may learn to use other tissues to sub-
stitute the functionality of the vocal cords. In tracheo-esophageal speech, the speaker
utilizes pulmonary air to produce voicing with the substitutional tissues. The speaker
may retain intuitive control over aspects of its voice, but only to a very limited extent.
The expression of prosody such as variations of the fundamental frequency or modula-
tion of the voice quality is greatly reduced compared with healthy speakers. In addition,
the aptitude of the remaining tissue to produce a rich, harmonic sound is very limited
and its physical properties vary greatly among speakers and differ significantly from
those of the vocal cords.

3 Characteristics of Pathological Speech

In healthy speech production, subglottal air pressure leads to a sudden, non-symmetric
opening of the vocal cords and a release of this pressure. Subsequently, the musculature
surrounding the glottis and the accelerated air flowing though the glottis force a closure
of the vocal cords and the process starts all over. Varieties in glottis shape and size
amongst humans lead to speaker-specific patterns for the opening and closing process
as well as to the introduction of jitter in the period between subsequent glottal cycles.
These effects amongst others lead to speaker specific voice characteristics.

In comparison to healthy voices, these aerodynamic-myoplastic processes are not
very well studied in voiced, alaryngeal speech production [5]. Alaryngeal voice char-
acteristics have been found to differ remarkably from that of healthy voices. Among
subjects the position and shape of the neoglottis vary significantly [8]. Often incom-
plete glottal closure can be observed. Furthermore, the flexibility and controllability
of the neoglottis lacks greatly when compared with a healthy glottis, especially due
to the absence of the laryngeal musculature. The high mass of the neoglottis and low
resistance to mucus aggregation influence the absolute value and stability of the funda-
mental frequency in a disadvantageous manner. The alaryngeal oscillator tends to break
down intermittently [14]. Eventually, the resulting voice has an unnaturally low and in-
stable pitch and often is found to have a hoarse, croaky and breathy voice quality [[15].
Figure [Tl depicts segments of LPC-residues of a laryngeal and an alaryngeal voiced ex-
citation signal. This figure highlights the alteration of the produced harmonic excitation
due to the changed physiologic conditions. The glottal wave patterns in the excitation of
the healthy speaker are highly concentrated in the time domain, whereas the excitation
of the alaryngeal speaker appears merely as a modulated noise signal.
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Fig. 1. Segments of a laryngeal (a) and an alaryngeal (b) voice excitation signal obtained by LPC
inverse filtering and their respective envelopes

4 Multi-resolution Voice Restoration

4.1 Method

A block scheme of the method implemented in the device is depicted in Figure 2l The
articulation information and the voice excitation are separated in a primer LPC-based
signal analysis. The obtained excitation signal is then divided into voiced and unvoiced
segments, since we are only interested in restoring the voiced excitation signal. The
voiced excitation segments then are replaced by concatenating healthy glottal reference
patterns. These reference patterns were previously extracted from laryngeal speakers
and are randomly chosen from a lookup-table. The intervals between successive refer-
ence patterns determine the fundamental frequency of the reconstructed speech signal.
The fundamental frequency in pathological speech is degraded in terms of variability
and stability and thus insufficient for a successful restoration of an authentic speech
signal. To increase authenticity, the intervals between subsequent glottal waves are ob-
tained through a multi-resolution approach on three different time scales:

— Long-term pitch variability fy 7 is restored with instantaneous frequency estima-
tions obtained from the alaryngeal voice excitation with adaptive wavetable os-
cillators (AWO).

— Middle-term pitch variability fy asr is strongly related to prosody and is recon-
structed by exploiting the correlation between pitch variations and instantaneous
signal energy [16].

— Short-term pitch variability fo g7 is introduced through a statistical model to mimic
the presence of pitch jitter as in healthy speech.

Finally, the improved excitation signal is recombined with the unmodified unvoiced
speech segments and the estimated articulation information.
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Fig. 2. Block diagram of the multi-resolution pitch restoration method

4.2 Long-Term Pitch Estimation

The objective of the long-term pitch estimation is to grasp what remains of the pitch
information in the alaryngeal speech. The selection of method for the extraction of the
fundamental frequency of a specific signal depends on different characteristics of the
signal itself:

— The signal’s nature in terms of time-frequency distribution
— The amount and characteristics of additional harmful background noise
— The affordable computational complexity.

In general, pitch estimation methods can be classified into event detection methods
and short-term averaging methods. Event detection methods such as for example zero-
crossing [[17] or threshold-guided maxima localization [17] are computationally inex-
pensive and yield high performance for well shaped signals in low-noise environments.
Signals with higher harmonic complexity or increasing noise level require more ad-
vanced methods such as the matched filter method [[18] or auto-correlation method [[19].
They are based on short-term averaging and computationally more expensive. More ad-
vanced methods with yet increased computational complexity, decompose the signal
into its Eigenspace components [20]. Conjoint approaches [21]] combine three different
methods, namely in time, frequency and cepstrum domain.

For the device presented in this paper, the focus is clearly on the efficient utilization
of the given computational resources. We propose to use a new pitch estimation method
taking into account the demand for low computational load and for the pertinence and
simplicity of fixed-point real-time implementation. The method is based on adaptive
wavetable oscillators, a method recently published in [22]]. An evaluation of the method
comparing it with other state-of-the-art methods for fundamental frequency estimation
was presented in [23]].

AWOs constitute a time-frequency method combining wavetables and adaptive os-
cillators. Wavetables generate periodic output signals by cyclic indexing of a lookup



182 O. Schleusing et al.

table that stores a single period of the waveform. Adaptive oscillators synchronize their
output to both frequency and phase of the input signal. The indexing parameters of the
AWO are determined by optimizing a well defined cost function such that the error
between the wavetable output and an incoming, periodic signal is minimized.

The first step in the design of an AWO requires the selection of an appropriate pat-
tern. This pattern should represent a high similarity with the signal pattern to be ex-
tracted and is stored in a wavetable as numerical, digital information. With respect to
the above consideration, we use the energy distribution of the glottic excitation enve-
lope as input (see Figure [T (b)) and a Gaussian function as wavetable pattern. As one
can observe, the envelope of energy during glottal patterns of the excitation signal has a
high similarity with a Gaussian shape. A Gaussian function is easily controllable with
only a few parameters such as a time index n, a phase offset in samples § and a temporal

width o
_1(n—p)?
w(n)=e 2 o2 (1)

Cyclic sampling is used to generate a periodical reference signal v(n):
v(n) =w(k(n) mod N) )
where k(n) is the cyclic sampling index
k(n) = (k(n—1)+«) mod N 3)

k(0) is initialized to 0, 2 mod N is the remainder operator, and « is the sampling step
determining the sub-sampling rate of the wavetable pattern. The control parameters of
the periodic output of Equation[Ilare adaptively updated by using well understood gra-
dient techniques [24]]. The output of the wavetable oscillator thus is locked to the input
signal and the parameter « is related to the fundamental frequency of the alaryngeal ex-
citation signal by o/ (NT5), with T being the sampling period. The phase depends on
the offset 3 of the sampling index. The adaption of the indexing parameters is achieved
by minimizing a well defined cost function that gauges the error between the wavetable
output and an incoming, periodic signal:

J(n) = s(n)v(n) )

where s(n) is the envelope of the extracted speech excitation signal.

Assuming that the phase and frequency of the input signal vary slowly over time one
can follow these changes by moving the argument of the cost function slowly into the
direction of the derivative:

oJ
aln+1) =a(n) + pa %)
dox a=a(n)
and 07
B+ 1) = )+ 1 ) ©®
9B 5=p(n)

It can easily be seen that the gradients gi and gg are similar up to a constant.
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Indeed, they include the partial derivative of w, which is typically stored in a wavetable
of NV samples to minimize the computational load. The learning gains p,, and 3 should
be chosen such that the oscillator can change rapidly enough to follow changes in the
fundamental frequency and minimize noise influences. Since the adaptation of the fre-
quency is much more sensible than that of the phase, 11, should be much smaller than
HB-

In [23] the AWO method was compared to several other methods such as the correla-
tion method and the matched filter method. A quantitative validation was performed on
healthy, phonetically equilibrated French speech sentences with additive white Gaus-
sian noise at SNRs ranging from —10dB to 20dB. To obtain an objective performance
assessment we evaluated first the most likely fundamental frequency during voiced seg-
ments as the median value of the estimations from the three different methods at each
sample. Quantitative performances were then assessed as the Mean Relative Absolute
Error (MRAE) between an estimation result from a specific estimator and the most
likely value. The results displayed in Fig. 3] confirm the results on healthy speech sig-
nals. The AWO and XCorr perform better than the the MF method, particularly at low
levels of SNR.

For pathological voices, very likely instantaneous fundamental frequencies to serve
as a reference are not available. Thus, a subjective validation by listeners was carried
out, based on the Mean Opinion Score (MOS) [[11] of a signal generated by the pre-
sented method.

The results of the subjective evaluation displayed in Table [1] highlight that XCorr
outperforms AWO and MF in the mean with respect to listener specific subjective eval-
uation. However, an analysis of the variance of the XCorr and AWO methods yields a
p-value of 0.61, which suggests that from a statistical point of view this result is not
significant [12]]. The performance of the matched filter method drops due to insuffi-
cient reliable support points for its restoration, which made it impossible to follow the
changes in the fundamental frequency.

The above results have shown that the proposed AWO method performs similar to
the correlation method under a variety of experimental conditions. In fact, the correla-
tion method is outperformed by the AWO method when applied to healthy voices and
when significant amounts of additive background noise is present. When applied to
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Table 1. Mean Opinion Score (mean =+ standard deviation) of seven listeners assessing the perfor-
mance of specific pitch estimation methods as a preprocessing unit to a voice restoration method
for pathological voices. Applied MOS-scale: bad-1, poor-2, fair-3, good-4 and excellent-5.

Method XCorr AWO MF
MOS 3.7+£049 3.6 £ 0.53 1.7 £0.49

pathological voices, the performances of AWO and the correlation method are nearly
the same. Both methods reconstruct the pitch in the speech analysis and restoration
system to a quality, where it is rated by listeners between fair and good. However, as
the computational load of the AWO method is much lower than that of the correlation
method, AWO appears to be a very promising pitch estimation method for real-time
fixed point implementation on embedded platforms.

4.3 Middle-Term Pitch Restoration

Middle-term pitch variability fo as7 is restored by exploiting the correlation between
pitch and the signal envelope at this time scale. It has been shown that prosody is not
only strongly related to variations in pitch, but also to variations in the envelope of
the speech signal [16]. Figure [ shows a segment of a healthy speech signal and the
fo variations, which are directly related to variations of the signal envelope. In healthy
speakers, the fy-variations may span several octaves, but pathological speakers have lost
much of the ability to variate the fundamental frequency. Nevertheless, modulations of
the intensity of the speech signal may allow a reconstruction of the fy-variability due
to their tight correlation. The key point of the presented method is to infer variations in
pitch from variations in the signal envelope of the alaryngeal speech signal. Therefore,
the segmental signal envelope is bandpass-filtered (2 — 8 H z) and then used to restore
the middle-term pitch variability. This will give the pathological speaker a means to in-
tuitively manipulate the pitch of the restored speech signal by manipulating the intensity
of his speech.

4.4 Short-Term Pitch Restoration

An important characteristic of natural voices are small imperfections, such as involi-
tional variations in pitch. The human perception expects this short-term variability in
speech signals and the lack of them results in an unnatural, unpleasant and buzz-like
sound. In the presented device, short-term pitch variability fo g7 is induced through
high-pass-filtered (f. = 8 Hz) and weighted additive white Gaussian noise (AWGN).
The weighting of this AWGN is determined through a signal-envelope-dependent, non-
linear weighting inspired by recent findings in healthy subjects [25]]. In healthy voices,
jitter in fo was found to be constantly low during voicing with sound pressure levels of
70 — 75 d B and above. At lower intensity levels though, jitter was found to steadily and
sharply increase with falling sound pressure levels.The produced pitch is increasingly
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Fig. 4. Correlation between the speech signal envelope (middle panel) and pitch (bottom panel)
in a healthy speech signal (top panel)

unsteady with decreasing intensity of the produced voice. We model this non-linear
behavior with a piecewise linear function.

0.1 if seno(n) >y
FPi(senn(n)) = 0.14+0.97 720 ify > 5, (n) > & (8)
1 if K > Senv(n)

where S¢p,(n) is the logarithm of the averaged instantaneous signal envelope normal-
ized with respect to the given acoustical configuration, y and x have been adjusted with
respect to subjective listening tests.

5 Results

An evaluation was performed to assess the successful restoration of authentic charac-
teristics from pathological speech to a higher quality. A sustained sound of a vowel a
of a pathological, male speaker with varying pitch was recorded at a sampling rate of
8kH z and 16 bits quantization. The speech signal was restored using the method as
described in Sect.[4.1] implemented in the Matlab programming language [26]. Twelve
amateur listeners quantified the performance in terms of prosody and breathiness using
a mean opinion score (MOS) by listening to the restored speech signals using ordinary
headphones. The relative contributions of short-term, middle-term and long-term pitch
variabilities to the improved speech quality were assessed using three different system
configurations. The pitch was restored from:

— LT: long-term pitch variability
— LT-MT: long-term and middle-term variability
— MR: multi-resolution approach

The results displayed in Table[2l show that the proposed restoration approach improves
performance with respect to both criteria. The contribution of the fy-variability re-
stored at the middle-term scale appears to be most significant (1.1 points compared
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Table 2. Mean Opinion Score (mean =+ standard deviation) of 12 listeners that assessesd the
quality of 3 different restored voices. Applied MOS-scale: highly improved-1, no improvement-
3, highly degraded-5.

Method Improved Feature

Prosody Breathiness
LT 29+0.7 1.7+0.8
LT+MT 1.9+0.7 1.6 £ 0.5
MR 20£1.2 20£1.2

Frequency [kHz]

1 12 1.4 16 1.8 2 22 24 26 28 3
Time [sec]

(a)
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Time [sec]

(b)
Fig. 5. Lower frequencies of a spectrogram of a sustained vowel a of an alaryngeal speaker (top
panel) and restored with the LT+MT system configuration (bottom panel). The reduced pitch fluc-

tuations and increased pitch variability in the restored speech yielded a perception of improved
prosody.

to 0.1 points long-term variability alone). This seems to emphasize our assumption that
additional pitch variability at the middle-term scale (Fig.[3) can contribute to the restora-
tion of prosody. The contribution of the MR approach yields no significant improvement
to the perceived prosody. The high amount of standard deviation and the relatively small
amount of listeners prohibits to draw general conclusions. Nevertheless, a positive trend
can be recognized. Regarding the breathiness of the restored voice, a clear improvement
(1.0 to 1.4 points) in all voices can be observed. (Figure [6) illustrates the effect of the
low SNR in alaryngeal voices, where high frequency harmonics are covered by the noise
and their lack contributes to the perception of a less harmonic, breathy voice. For voices
restored with the MR approach, the additionally induced short-term variability seems
to imply a degradation in terms of increased breathiness compared to the result of the
LT+MT system configuration. This could be due to the fact that short-term variability
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Fig. 6. Spectra of a sustained vowel a performed by an alaryngeal speaker (elevated by 20 dB for
illustrative purposes) and restored with the proposed MR system. The structure of the higher fre-
quency harmonics is restored in reconstructed speech signal due to the restoration of the laryngeal
speech excitation leading to a reduction of the perceived breathiness.

is related to the jitter of speech. Indeed, jitter may be perceived as a desired, authentic
feature at a very low intensity level but becomes certainly harmful over a given thresh-
old. This threshold depends on the subject’s idiosynchrasies and may be adjusted to
the alaryngeal speakers’s desire. We suggest that a more carefully designed non-linear
model for the short-time variability contribution or a spectrally shaped noise instead of
the AWGN may reduce this undesired effect of the short-time pitch variability.

6 Conclusions

We presented a method for the restoration of authentic features in pathological voices.
The implementation of this method on an embedded device can be regarded as an attrac-
tive alternative to currently used electro-larynx devices due to its hands-free mode of
operation and superior acoustic quality. The Adaptive Wavetable Oscillator has evolved
as a sound method for the estimation of the long-term pitch variations in pathological
speech and stands out due to its low computational complexity. The Multi-Resolution
approach for the restoration of the fy-variability at different time scales improved the
prosody and breathiness of pathological voices. Furthermore, the possibility to influ-
ence prosodic characteristics of the voice such as the fj in an intuitive manner can be
regarded as a clear advantage and motivate more alaryngeal speakers to learn or improve
tracheo-esophageal speech.
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Abstract. In this paper, we investigate the use of Al,O; and TiO, deposited by
Atomic Layer Deposition (ALD) as evanescent waveguide sensors. These
sensors will be employed to detect bacteria concentration in drain fluid in post
anastomosis surgery. Surface roughness, conformality, and homogeneity of the
sensor material are very important factors to obtain high sensitive sensor. ALD
fulfill these requirements. Surface roughness before and after fabrication are in-
vestigated using AFM. As we aim at freestanding structure the buckling of free-
standing ALD films is studied. Finally we build an optical characterization set
up and measured the propagation loss of Al,O3 and TiO, waveguides at 1.3 um.
The results show that ALD thin films can be used as waveguide material to ob-
tain very high sensitive sensors.

Keywords: Evanescent waveguide, Atomic layer deposition, Propagation loss.

1 Introduction

In biomedical engineering, modern health care involves interdisciplinary fields such
as sensors, electrical engineering, material science, signal processing, information
technology etc. to get more informations from patients. In this research, we focus on
developing biomedical sensor especially evanescent waveguide sensor for anastomo-
sis leakage detection. If the leakage occurs in the colon after surgery, bacteria could
enter the abdominal cavity and cause severe infections [1]. The anastomosis leakage
causes multi organ failure, second complication and even mortality. As comparison,
the mortality cases after anastomosis are 2.6% and 18.6% without and with leakage,
respectively. In addition, the multi organ failure cases are 1.1% and 15.9% without
and with leakage, respectively [2]. The detection of leakage must be done early so
that further medical action can be taken soon. Unfortunately conventional methods
take up to seven days to detect the leakage.

Atomic layer deposition is a technique to deposit thin atomic films layer by layer.
Therefore the resulted thin film has a roughness below 1 nm, good electrical proper-
ties, good bio compatibility, good thickness control [3], and conformal [4]. By taking
the advantages of the technique, thin film ALD is successfully used in Microelec-
tronic Mechanical System (MEMs) and sensors [4-6], organic transistor [3, 7], etc.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2010, CCIS 127, pp. 189 2011.
© Springer-Verlag Berlin Heidelberg 2011
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In the following we present the design, the fabrication and the testing of high
sensitive evanescent waveguide sensors (EWS) for biomedical applications espe-
cially for early detection of bacteria’s in the case of anastomosis. We investigated
specifically Al,O5 and TiO, deposited by ALD.

2 Fabrication

The expected structure of the waveguide sensor we want to use, is a freestanding
structure. These structures are proven to give the best achievable sensitivity as the
measuring is on both side of the waveguide. However making flat and long struc-
tures is not always possible. Therefore studying the buckling of thin film that com-
poses the waveguide has to be done to avoid that too much light scatters during
propagation. The buckling is related to the properties, the dimension and the stress
of the material.

2.1 Buckling of Thin Film

The ALD thin film stress was measured by laser interferometer stress measurement.
The equipment uses a laser interferometer to measure the curvature of the wafer
which is then used to calculate the stress in the thin film. The measured stress in the
Al O3 and TiO, was found to be 347 MPa and 282 MPa, respectively. The critical
stress is defined as the maximum stress that can be held by the structure without
buckling. The stress is influenced by the material properties and the dimensions of
the structure as follow [8]:

kx*.E W’
o =——"" —
T D01-0%) b

2\ B2
h< /12(lk 1)2 )éb Xe @)
T

The coefficient k is a constant that depends on the dimensions (based on ref.[3], if
ratio between length/width (a/b) = 20, then k = 4). By taking a poisson ratio (v) =
0.3, a waveguide thickness (k) = 100 nm and width of waveguide (b) = 5 um the
critical stress is 53.5 MPa. Since the stress measured is more than critical stress (o
> o), the buckling of ALD thin film will be present in the structure. By substitut-
ing the measured stress of thin film to the critical stress in Eq. (1) we can calculate
the maximum buckling of the thin film (Eq. (2)). For an ALD film, the buckling of
the thin film is found to be less than 80.5 nm. As the length of waveguide was con-
sidered to be 100 um and assuming that the buckling happens in the middle of the
structure, it can be estimated as an angle of 2.8 10” degree. Since this is very small,
we can conclude that the buckling does not affect the propagation of the light
through the structure.

ey
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2.2 Front Side Fabrication

In a waveguide configuration, SiO, and SiN are used as interlayer between thin film
ALD and Si-wafer due to high refractive index of silicon[9]. To fabricate waveguides
we use a lithographic process and plasma etching to pattern a rib (Fig. 1). However
plasma etching affects the surface roughness and high power will create high surface
roughness. Al,O; and TiO, are often seen as hard materials to etch. However in this
work we used plasma etching with low power (20 W) to reduce to have surface
roughness. The cross section of waveguide structure is rib waveguide as shown

in Fig.1.
3 um JSO nm

TiO, (n¢ = 2.4)/A1203(n=1.64

5i0y(n =145/

200 nm
250 nm

50 um

Fig. 1. Cross section of waveguide

By using low power (20 watt), the roughness is slightly increased after etching
from 0.4 nm to 4 nm. For the front side patterning we used RIE to achieve a rib depth
of 50nm (CF,; = 50 sccm, CH; = 25 sccm, H, = 40 sccm, power = 20 watt), etching
time 10 minute. Fig. 2 shows top view of the fabricated waveguide.

(a) (b)
Fig. 2. Top view of waveguide (a) Al,O; and (b) TiO,

3 Propagation Losses

To obtain the optical properties of the waveguide which resulted from the fabrication
process, we tested them optically. The waveguides tested are TiO, and Al,O; rib
waveguides. Propagation and coupling losses were investigated using optical meas-
urement set up, schematically depicted in Fig. 3.
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Fig. 3. Setup and schematic of optical measurement system

To measure the losses we used a LED as light source and a photodiode to convert
intensity into voltage. Losses can be obtained by recording the output signal and
using [10]:

dB=1010g% 3)

in

In these measurements, various lengths of specimens were used to obtain the trans-
mission of every length. Then the readout of transmission is converted into losses and
then plotted. The method is called the cut back methods By using this technique the
propagation loss can be estimated. Fig. 4 shows the transmission of specimens of
various lengths.

The propagation loss is defined as the slope of the linear regression (dy/dx) and the
coupling loss are the loss value when the length is zero. From Fig. 3 the propagation
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losses of TiO, and Al,O; are 6.8dB/cm and 3.7dB/cm, respectively. The coupling
losses of TiO, and Al,O; are 19 dB and 17.4 dB, respectively.

Length (cm)
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Fig. 4. Measured losses of waveguide

4 Free Standing Structure

In this research we want to build freestanding waveguide to obtain highly sensitive
sensors. SiO, and SiN nitride were investigated as etch stop layer during the releasing
by etching in TMAOH and KO. The structures dimensions and the properties of the
waveguides are simulated by EIM method.

4.1 Free Standing Processing

To obtain free standing waveguides Si is etched from backside until a stopping layer.
Selective etching is very important to fabricate nanolayered free standing structures.
The aimed freestanding structure is as shown in Fig. 5.

Evanescent field

feglon Bacteria .
Light o // Transmitted
source light
TlOz/A1203
:N/&o2

Drain fluid

Fig. 5. Schematic of evanescent waveguide sensor of TiO, waveguide
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For backside etching two materials are used to protect the backside of wafer: SiO,
for TMAOH etching and SiN for KOH etching. Firstly 2 um SiO, was employed as
stopping layer when using TMAOH wet etching due to low etching rate of SiO, in
TMAOH compare with Si. SiO, is obtained from thermal oxidation at 800-1100°C.
However SiO, thermal oxidation has a high stress and consequently the Al,O; or TiO,
deposited on SiO, also have high stress. Experiment results show that the membranes
break when etching until a SiO2 stop layer. Fig. 6 shows the broken membrane and

the high stress in the membrane.
Broken membrane '

Fig. 6. SiO, membranes with Al,0; waveguide resulted by TMAOH etching

Based on these results we concluded that thermal oxide can not be used with ALD
thin film on top. We then used SiN as stop layer using this time KOH. No str