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Preface

This book contains a selection of the revised contributions that were initially
submitted to the International Workshop on Adaptive Multimedia Retrieval
(AMR 2009). The workshop was organized by the Universidad Nacional de Ed-
ucación a Distancia (UNED) in Madrid, Spain, during September 24–25, 2009.

The goal of the AMR workshops is to intensify the exchange of ideas between
the different research communities involved in this topic, in particular those fo-
cusing on multimedia retrieval, human–computer interaction, machine learning
and artificial intelligence, to provide an overview of current activities in their
areas of expertise and to point out connections between them. In this spirit,
the first three events were collocated with artificial intelligence-related confer-
ences: in 2003 as a workshop of the German Conference on Artificial Intelligence
(KI 2003); in the following year as part of the European Conference on Arti-
ficial Intelligence (ECAI 2004) and in 2005 co-located with the International
Joint Conference on Artificial Intelligence (IJCAI 2005). Because of its success,
in 2006 the University of Geneva, Switzerland, organized the workshop for the
first time as a standalone event; and since then it has been so: AMR 2007 was
organized by the Laboratoire d’Informatique de Paris VI (LIP6) in France and
AMR 2008 by the Fraunhofer Institute for Telecommunications, Heinrich Hertz
Institute (HHI) in Berlin.

In 2009 the workshop presented a multitude of ideas around two main top-
ics: understanding the media content and adapting to the user. The diversity
of aspects covered – ranging from theoretical work to practical implementa-
tions – provides a very rich and complementary set of perspectives. In the re-
vised contributions contained in this edition the authors propose different ways
to ‘understand’ medias as diverse as images, music, spoken audio and videos.
Understanding is tackled by contributions that take small steps to reduce the
semantic gap, e.g., by what one of the authors called ‘pre-semantic features.’
Further contributions focus on describing images, on identifying musical notes
or spoken words, and on summarizing video content.

Adapting to the user was tackled from a variety of points of view. The object
(to be adapted) ranged from the underlying similarity, over the type of inter-
action (e.g., browsing vs. querying), to the content to be presented (e.g., video
summaries). Information about the user was collected with a variety of tech-
niques, as for instance feedback or log analysis. Finally, all these challenges are
linked and put into perspective in the special contribution of the invited speaker,
which addresses the mining of networked media collections.

We believe that the above trends are representative and thus this book pro-
vides a good and conclusive overview of the current research in the area of adap-
tive multimedia retrieval. We would like to thank all members of the Program
Committee for supporting us in the reviewing process, the workshop participants
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for their willingness to revise and extend their papers for this book, the sponsors
for their financial help and Alfred Hofmann from Springer for his support in the
publishing process.

August 2010 Marcin Detyniecki
Ana Garćıa-Serrano
Andreas Nürnberger



Organization

Program Chairs

Marcin Detyniecki CNRS, Laboratoire d’Informatique de Paris 6,
France
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Mining Networked Media Collections

Stephane Marchand-Maillet, Donn Morrison, Eniko Szekely,
Jana Kludas, Marc Vonwyl, and Eric Bruno�

Viper group – University of Geneva, Switzerland
Stephane.Marchand-Maillet@unige.ch

http://viper.unige.ch

Abstract. Multimedia data collections immersed into social networks
may be explored from the point of view of varying documents and users
characteristics. In this paper, we develop a unified model to embed
documents, concepts and users into coherent structures from which to
extract optimal subsets and to diffuse information. The result is the def-
inition information propagation strategies and of active guiding naviga-
tion strategies of both the user and document networks, as a complement
to classical search operations. Example benefits brought by our model
are provided via experimental results.

1 Introduction

Many current information management systems are centered on the notion of a
query related to information search. This is true over the Web (with all classical
Web Search Engines), and for Digital Libraries. In the domain of multimedia,
available commercial applications propose rather simple management services
whereas research prototypes are also looking at responding to queries. In the
most general case, information browsing is designed to supplement search oper-
ations. This comes from the fact that the multimedia querying systems largely
demonstrate their capabilities using query-based scenario (by Example, by con-
cepts) and these strategies often show limitations, be it in their scalability, their
usability or utility or their capabilities or precision. Multimedia search systems
are mostly based on content similarity. Hence, to fulfill an information need,
the user must express it with respect to relevant (positive) and non-relevant
(negative) examples. From there, some form of learning is performed, in order
to retrieve the documents that are the most similar to the combination of rele-
vant examples and dissimilar to the combination of non-relevant examples. The
question then arises of how to find the initial examples themselves.

Researchers have therefore investigated new tools and protocols for the dis-
covery of relevant bootstrapping examples. These tools often take the form of
browsing interfaces whose aim is to help the user exploring the information
space in order to locate the sought items. Similarity-based visualization (see e.g
[15,16]) organizes images with respect to their perceived similarities. Similarity

� This work is supported by the Swiss NCCR (IM)2 and the EU NoE Petamedia.

M. Detyniecki, A. Garćıa-Serrano, A. Nürnberger (Eds.): AMR 2009, LNCS 6535, pp. 1–11, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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is mapped onto the notion of distance so that a dimension reduction technique
may generate a 2D or 3D space representation where images may be organized.
A number of similar interfaces have been proposed to apply to the network of
users or documents but most browsing operations are based on global hyperlink-
ing (e.g Flickr or YouTube pages).

Another popular option is the use of keywords as a mean to apply an initial
loose filtering operation over the collection. However, the possibility of respond-
ing keyword-based queries depends on the availability of textual annotation over
the collection. To be scalable, this option must include a way of making best use
of the shallow annotation provided over a subset of documents. Recent data or-
ganisation over the WWW, mixing large collections of multimedia documents
and user communities offer opportunities to maintain such level of annotation
and enable efficient access of information at large scale.

Here, we formalise a model for networked media collections (section 2) that
unifies most operations made at the collection level as propagation of information
(e.g annotation) within a multigraph (section 3). An example of developments
exploiting these structures over documents only is presented in section 4.

2 Multidimensional Networked Data Modeling

We start with a collection C = {d1, . . . , dN} of N multimedia items (text, images,
audio, video,...). Traditionally, each document di may be represented by a set
of features describing the properties of the document for that specific character-
istic. In a search and retrieval context, it is expected that mainly discriminant
characteristics are considered (i.e the characteristics that will make it possible to
make each document unique w.r.t a given query). With each of these character-
istics is associated a similarity measure computed over the document extracted
features. Hence, given C, one may form several similarity matrices S[c] =

(
s
[c]
ij

)
,

where the value of s
[c]
ij indicates the level of similarity between documents di and

dj w.r.t characteristic c.
In our context, we consider each matrix S[c] as a weighted graph connectivity

matrix. Since S[c] is symmetric, it represents the connectivity matrix of a com-
plete non-oriented graph where nodes are documents. Collecting all matrices
S[c] ∀c, we may therefore represent our collection as a multigraph acting over
the node set C.

This simple similarity-based mapping of the collection provides a useful di-
mensionless representation over which to act in view over efficient collection
exploration. In [17], the High-Dimensional Multimodal Embedding (HDME) is
presented as a way to preserve cluster information within multimedia collections.
In our context, it forms a useful mapping for projection or dimension selection
for visualization. It is also a way of enhancing our Collection Guiding principle
proposed in [10].

Alternatively, documents may be attached a form of metadata taken from a
knowledge base B = {b1, . . . , bM} modeled again as a multi-graph over a set of M
concepts bj , acting as nodes bearing relationships between themselves. Distance
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Fig. 1. Global representation of the MNIST handwritten digit image collection after
cluster-preserving dimension reduction

relationships D[s] =
(
b
[s]
ij

)
between concepts apply here . The value b

[s]
ij indicates

how much concepts bi and bj are close to each other with respect to interpretation
s. Examples of such relationships are tags (acting as concepts) whose distance
is measured using any word distance measure (e.g based on WordNet).

In turn, documents and concepts are also associated with “tagging” relation-
ships T [s] =

(
t
[s]
ij

)
, where t

[s]
ij evaluates the strength of association between docu-

ment di and concept bj , under a given perspective (e.g interpretation, language)
s. Again, the notion of perspective allows for creating multiple relationships
between documents and tags (including with respect to users who potentially
authored these relationships, see next).

Consider finally a population P of P users P = {u1, . . . , uP } interacting with
the collection C, thus forming a classical social network. Thus, users may be
associated by inter-relationships (e.g the “social graph” , to use the term coined
by FaceBook). Classical relationships such as “is a friend of” or “lives nearby”
may be quantified for each pair of users. Matrices P [v] =

(
p
[v]
kl

)
may thus be

formed, where the value of p
[v]
kl indicates the strength of the proximity aspect v

between user uk and user ul.
We then consider that any user uk may have one or more relationships with

a document di. For example, user uk may be the creator of document di or uk

may have ranked the document di a certain manner. For each of these possible
relationships, we are therefore able to form a matrix R[v] =

(
r
[v]
ik

)
, where the

value of r
[v]
ik indicates the strength (or simply the existence) or relation v between

document di and user uk. Users may then be associated with concepts of the
knowledge base B by similar relationships. Essentially, a user may be associated
with a concept that describes some particulars of that user (e.g being a stu-
dent) or, conversely a concept may be associated by a user because this user has
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used this concept to annotate documents. Hence, relationships V [s] =
(
v
[s]
ij

)
are

created, where v
[e]
ik weights a particular link between concept bi and user uk.

In summary, we obtain (C, S[c] ∀c), (B, D[s] ∀s) and (P , P [v] ∀v) as multigraphs
acting over document, concepts and user node sets and the graph (G, E) =
(C ∪ B ∪ P , R[v] ∪ D[s] ∪ V [s]) as a multi-tripartite graph relating documents,
concepts and user node sets. Figure 2 illustrates this representation.

P
(R[l])ik

(P [v])kl (S [c])ij

C

B

(T [l])ik(V [s])ik

(D[s])kl

Fig. 2. The proposed graph-based modeling of a social network and associated anno-
tated documents

Now, interestingly, this representation is a base tool for further network analy-
sis and completion. Graph connectivity analysis of (P , P [v] ∀v) for a given aspect
v may tell us about coherence between parts of the population. Tools such as
minimum vertex- or edge-cuts will indicate particular users or groups that are
critical to maintain the connectivity and thus the coherence of the networked
information structure.

This structure also allows for its own completion. Similar to what is proposed
in [11], user interaction may be captured as one particular bipartite graph (C ∪
P , R[v]) and this information may be mined to enrich either inter-documents
similarity (C, S[c]) (see section 3) or inter-user proximity (P , P [v]) to identify a
community with specific interests (materialized by the interaction over certain
groups of documents). When forming such new relationships, constraints for
forming proper distance matrices (1:a) or similarity matrices (1:b) apply:

(a)

⎧⎪⎨
⎪⎩

s
[c]
ij ≥ 0

s
[c]
ij = s

[c]
ji

s
[c]
ii = 0

(b)

⎧⎪⎨
⎪⎩

0 ≤ s
[c]
ij ≤ 1 ∀i, j

s
[c]
ij = s

[c]
ji ∀i, j

s
[c]
ii = 1 ∀i

(1)

Similarly, recommender systems [7] will mine inter-user relationships and inter-
document similarity to recommend user-document connections.
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3 User Relevance Modeling

We are first interested in exploiting the graph G to mine a posteriori usage
of interactive information systems, with the aim of using user interaction as a
source of semantic knowledge that will enrich the descriptions of documents. In
other words, with reference to our model in Figure 2, we will mine relationships
R[v] (user-documents), in order to enhance the understanding of the structure
of T [s] (documents-concepts) and S[c] (documents-documents).

Given a query-by-example retrieval system that affords relevance feedback, we
can assume that, at any given stage, users will have invoked a set of L queries
Q = {q1, ..., qL} over the set of documents C. An N×L document-query relevance
matrix R can then be defined, where each element

R(i, j) =

⎧⎨
⎩

+1 if the user marked document di as positive in query qj ,
−1 if the user marked document di as negative in query qj ,
0 otherwise

(2)

The relevance matrix R thus formed is an instantiation of matrix R[v] defined
in section 2. The proposed User Relevance Model formalizes a missing aspect of
previous studies in long-term learning. Assumptions made in previous studies to
generate and model artificial data ignore the concept-basis relationship between
a document and a query, noise introduced due to user error, and oversimplify
the user decision in judgment-making [14,6,2]. This new formalization permits
the understanding of how long-term RF data is generated by users based on
perceived concepts in the documents and queries.

The idea is then to examine the RF process to discover the underlying concepts
present in the documents and queries. Essentially, we want to discover to what
extent each concept bi ∈ B exists in di ∈ C and qj ∈ Q.

Generally, decompositions made by latent-variable models are not unique and
therefore the interpretation of the latent variables can be problematic [1]. How-
ever, the latent space present in the component matrices can be interpreted in
light of the values of the rows and columns in the co-occurrence matrix.

For example, consider two images d1 and d2 depicting horses. Through a
decomposition both documents are seen to have a high component of concept
b1. In the absence of further information, we could say that concept b1 may
represent something to do with horses.

Non-negative matrix factorization (NMF) offers a straightforward approach
to the problem of discovering latent concepts from observed data. NMF, given
a non-negative matrix R, finds non-negative, non-unique factors giving:

R ≈ WH, (3)

where W ∈ RM×K and H ∈ RK×N and such that W ·H minimizes the Frobenius
norm ||R − WH ||2 [9]. In our case, the resulting component matrix W yields a
projection of the documents into the space defined by the latent basis vectors.
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Another popular method is latent semantic analysis (LSA) which uses the
singular value decomposition (SVD) to decompose the co-occurrence matrix into
three components:

R = UΣV T , (4)

where U are the left singular vectors, Σ are the singular values, and V are the
right singular vectors [4]. The decomposition is such that U and V are orthonor-
mal, and Σ is a diagonal scaling matrix with values in decreasing order. By
retaining only the first K singular values in Σ, we have an rank-K approxima-
tion of the original co-occurrence matrix:

RK ≈ UKΣKV T
K , (5)

where UK ∈ RM×K , ΣK ∈ RK×K , and VK ∈ RN×K .
In choosing the number of latent variables appropriately in NMF and the

SVD, we can conveniently extract the underlying concepts in the User Relevance
Model. We can identify the concept weight matrices T [s] =

(
t
[s]
ij

)
as having the

same dimensionality as W , UK and H , V T
K , respectively. In practice, we will

never know the exact nature of the underlying concepts, and so M must be
chosen such that it is large enough to capture diversity in the data yet small
enough that some interpretable clustering is observed.

Because the singular value decomposition does not impose non-negativity as-
sumptions on the co-occurrence matrix or the resulting component matrices,
interpretation of the latent variables in UK and V T

K is not straightforward [8].
NMF is preferable in this sense, because the latent variables lend themselves to a
modeling of non-negative concept weights, which we note leads to a probabilistic
formulation [5].

3.1 Experiments

Illustrative experiments are conducted on a small subset of the Corel image
collection (see also [13]). The subset comprises 1,000 images uniformly spanning
10 categories (100 images per category). Although small, this dataset allows us
to quickly and easily visualize performance. Document categories are contiguous
in the matrix R and therefore similarly in all figures to make interpretation of
the results easier.

All sessions of relevance feedback are generated according to the User Rel-
evance Model described above. In other words, given the ground truth image
categories, we generate a full relevance matrix and subsequently account for
real-world sparsity and noise, yielding R. Performance is measured using mean
average precision (MAP). MAP emphasizes retrieving relevant documents first
and provides a quantifiable measure of the clustering of the documents into latent
concept classes.

The subplots of Figure 3 show the effects of varying various parameters in the
User Relevance Model.

We know from previous work that the MAP should be at its maximum when
the value of K is equal to the actual number of concepts underlying the data [12].
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(a) Choice of number of latent
variables (K)

(b) Number of RF sessions

Fig. 3. Parameters of the User Relevance Model are varied to show the MAP under
different conditions

In Figure 3 (A), MAP is highest when K ≈ 10. Figure 3 (B) demonstrates that
the MAP increases as we collect more relevance feedback judgments (sessions).
It is evident that the MAP approaches 1 as the number of relevance feedback
sessions ML increases. A significant improvement in mean average precision is
observed with as little as 6,000 RF sessions.

Figure 4 demonstrates the success of NMF’s modeling of the concept weights
from the User Relevance Model. The figure shows the highest ranked images
for the particular concept. Figure 5 shows the reconstructed concept matrix W
containing weights for each document. Columns corresponds to the bar plots

Fig. 4. Example underlying concept (bottom) with corresponding images depicting
images of rhinoceri and hippopotami. Beneath each document is the corresponding
concept weight.
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Fig. 5. Recovered document-concept relationships in W . Documents are clustered into
the latent concepts. The concept in column 3 shows overlap between images. This is
attributed to noise introduced in the User Relevance Model.

in Figure 4. Due to the inherent non-uniqueness of latent-variable models, the
columns of W and the original document-concept matrix will not correspond.
What is important to note is that the documents are grouped into similar
clusters.

4 Multidimensional Data Exploration

We are now interested in defining exploration strategies over social networks.
Based on the above modeling, we map this challenge onto that of defining opti-
mal discrete structures in the multigraphs representing the social network. The
objective is to complement the search paradigm with a navigation facility. We
therefore assume that a search tool is used to position a user (called client to
differentiate from users in the network) at a certain point within our multigraph
by selecting a particular user or a particular document. From that point on, the
navigation system should enable the client to move within a neighborhood, as
defined by the connectivity structure, to explore the vicinity of this position. In
other words, we wish to offer the client a view of where to navigate next and
this view should be optimized from the information available. Further, this rec-
ommendation should be embedded within a global context so as to avoid cycles
where the client stays stuck within a loop in the navigation path.

Our graph model is a suitable setup for this optimization. Formally, starting
with a matrix M = (mij), where mij indicated the cost of navigating from item
xi to item xj , we wish to find a column ordering o∗ of that matrix that will
minimize a certain criteria over the traversal of the items in this order. As a
basis, we seek the optimal path that will minimize the global sum of the costs
associated to the traversed edges. That is, we seek o∗ as the ordering that will
minimize the sum of the values above the diagonal so that

o∗ = arg min
o

∑
i∈o

mii+1 (6)
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Fig. 6. An optimal reordering applied over a distance matrix (color similarity between
300 images)

The above is equivalent to solving the Symmetric Travelling Salesman Problem
(S-TSP) over the complete graph with arc cost mij . The tour thus forms an
optimal discrete structure to explore the complete set of nodes while minimizing
the sum of the lengths of the edges traversed during the tour.

In our model, matrices 1 − S[c] =
(
1 − s

[c]
ij

)
and 1 − P [v] =

(
1 − p

[v]
kl

)
follow

constraints (1:a) and are therefore suitable inputs for the S-TSP procedure.
Figure 6 illustrates the effect of column-reordering on a set distance matrix. The
values over the diagonal mii+1 are taken as step costs during the navigation
and their overall sum is minimized. We have applied the above principle over
a collection of Cultural Heritage digital items composed of images (paintings,
historical photographs, pictures,...) annotated with description and metadata.
We have defined several browsing dimensions using visual, temporal and textual
characteristics. The result is a Web interface presenting a horizontal browsing
dimension as its bottom line. From each of these items, a complementary vertical
path is displayed. Image size is used to represent the distance from the main focal
item displayed at the center of the bottom line. In essence, our browser uses a
strategy closes to that implemented in [3].

Figure 7 shows the interface with the focal point in the bottom blue box. Green
vertical and horizontal arrows materialize the paths that may be followed. In the
upper right corner (dashed red box), a table displays the summary sample of
the collection of items. Clicking on any of these images (but the central one)
brings it to the center and updates its context (i.e computed neighborhood).
Clicking on the central image goes back to the search interface as a complement
to the navigation mode and displays the full details (e.g metadata) of this par-
ticular document. The choice of tours followed along the horizontal and vertical
axis is regulated by setting options at each step of the browsing, thus allowing
“rotations” around the focal point to display any combination of dimensions.

Concerning the modeling of potential attached social network (P), we are
planning to include an interface enabling the browsing of population formed by
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Fig. 7. The proposed browsing interface

the creators of the documents, in parallel with this document browsing inter-
face. We have applied the very same principle with different features to browse
meeting slide collections with respect to visual slide similarity (to identify reuse
of graphical material), textual similarity (to relate presentations by topic and
timeline (to simply browse thru the presentation). Again, a social of presentation
authors may complement this document browsing tool.

5 Conclusion and Discussion

In this paper, we propose a modeling of data immersed into a social network
based on multigraphs. We show how these multigraphs may be the base for
defining optimal strategies for information discovery in complex and large docu-
ments collections, based on exploiting user interaction. Latent (topic) models are
promising tools in this context. The choice of modeling may impose a particular
model, based on the ease on interpretation of its parameters.

We also demonstrate that, via the definition of optimal structures, efficient ex-
ploitation of the network structure and contained data may be achieved. In partic-
ular, we advocate the use of the S-TSP for organizing a unique navigation path to
be followed. Many graph-based structures are defined by NP-Complete problems.
The problem of scalability thus forces proper approximations to be found.

Our work has been evaluated in all the steps of its engineering (e.g similar-
ity computation). However, we still must complete our evaluation by the final
usability of the produced interfaces. Initial demonstration sessions with credible
tasks show encouraging interests from various classes of users (clients). Only
quantitative tests over well-defined tasks and measures will tell us how much
these interfaces are actually able to complement classical query-based search
operations.
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Abstract. This paper describes some tests performed on different types of 
voice/audio input applying three commercial speech recognition tools. Three 
multimedia retrieval scenarios are considered: a question answering system, an 
automatic transcription of audio from video files and a real-time captioning sys-
tem used in the classroom for deaf students. A software tool, RET (Recognition 
Evaluation Tool), has been developed to test the output of commercial ASR 
systems. 

Keywords: Automatic Speech Recognition (ASR), Evaluation Measurements, 
audio transcription, voice interaction. 

1   Introduction 

There is a growing demand for services that improve access to information available 
on the web. The current trend in developing Information Retrieval (IR) systems fo-
cuses on dealing with any format (audio, video, images). These different formats not 
only appear in the objects collection to be searched but also in the user’s queries. The 
existence of a huge amount of multimedia resources in the web requires powerful 
tools that allow the users to find them. These solutions exploit metadata related to the 
video, image or audio, using text based retrieval techniques. Although these tech-
niques are advanced enough and show accurate results, other data formats, as video or 
audio, still need research. Techniques allowing a content based approach for these 
formats are still under development. The main goal is to retrieve a video, audio or 
image without using metadata or any other text related to the content.  

For image contents, there are research efforts to make content based analysis, for 
example, the ImageCLEF track at the Cross Language Evaluation Forum1. Some of 
the image processing techniques exploit colour, brightness and other features to clas-
sify images, but some of them try to recognize shapes appearing in the image.  
                                                           
1 http://www.clef-campaign.org 
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Unfortunately, performance measures for this kind of analysis are still poor to allow 
some kind of widely used commercial application. 

For audio contents, ASR techniques can be applied to produce textual transcrip-
tions. In this way, conversion to text format is performed, in order to apply well 
known text retrieval techniques. This is the case of applications like Google Audio 
Indexer from Google Labs2, which takes profit from audio transcription of videos 
using ASR technology, thus allowing to locate the point in a video or videos where 
the keyword written in the search box is mentioned. For the moment, this application 
only works for the English language and using videos of a specific domain (newscasts 
or politicians' talks). Nevertheless, there is a growing interest in the field of video and 
audio indexing. Google is not the only company developing products; other vendors 
in the market, such as Autonomy Virage3, include tools to perform audio and video 
indexing.   

In order to improve search and retrieval of audiovisual contents using speech rec-
ognition, it is necessary to evaluate the accuracy of ASR technology before using it 
for information retrieval applications. 

The objective of this paper is twofold: firstly, evaluating the efficiency of speech 
recognition technologies in transcribing audio recordings from videos or audios to be 
indexed by an information retrieval system, such as a question answering system or a 
live subtitling application in a classroom; secondly, showing an evaluation tool, RET, 
developed to assist in testing the ASR technology in different application scenarios.  

RET tool has been used in the evaluation of three ASR commercial products in (a) 
160 short voice queries as input of a Question answering system in order to test a 
multimodal access (b) transcription of audio recordings from video resources with the 
aim of indexing them for further information extraction or information access and (c) 
live subtitling in an educational environment to help impaired students. 

The paper is organized as follows: section 2 presents the related work; section 3 is 
devoted to explain the RET architecture and functionality, as well as the evaluation 
measures used; section 4 shows the experiments that have been performed in the three 
scenarios; an analysis of the results is shown in section 5; and finally, some enhance-
ments are shown in section 6. 

2   Related Work 

The initial motivation which leads us to design and implement RET was the lack of a 
product covering all our needs. We were searching for a software tool that could pro-
vide us with measurements obtained from text comparison, to evaluate the efficiency 
of three speech recognition systems. There are several applications that have served as 
inspiration to solve our problem with the evaluation. One of these applications is 
DiffDoc [2], a texts comparison program which does not require a previous align-
ment: it does a direct comparison between files. The comparison process is similar to  
 

                                                           
2 http://labs.google.com/gaudi 
3 http://www.virage.com/rich-media/technology/index.htm 
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RET’s; both programs compare complex words and not simple characters, as most 
applications do (Winmerge [9], Altova Diffdog [1], Ultracompare [4]). An important 
advantage of DiffDoc [2] is the graphical interface, which shows the input files, al-
lowing a visual comparison. The lack of numeric results after the comparison is the 
main disadvantage of this tool. 

The SCTK Scoring Toolkit from National Institute of Standards and Technology of 
United States (NIST) [7] is a text comparison software specifically oriented to text-to-
speech systems. The main differences between SCTK and RET are: 

• RET interface displays original text (OT) and ASR output text (AOT), where 
the words that do not match are highlighted using colors. In this way, it is 
possible to carry out a qualitative study by linguists, apart from the quantita-
tive one, in different application scenarios. It makes the application use  
easier. 

• RET software supports several input formats such as XML (with or without 
temporal marks), TXT (plain text format, sentences format or TIME-TEXT 
format) and .SRT (SubRip SubTitle files, with text and temporal marks). 
NIST SCTK Scoring Toolkit supports trn (transcript), txt (text), stm (segment 
time mark) and ctm (time marked conversation scoring) as input formats.  

• The functionality of the algorithms used by both software tools is very simi-
lar. Regarding the input supported by the application, an adaptation of the 
algorithms functionality has been required. The algorithms of SCTK NIST 
and RET have not been compared as the input file formats from both systems 
are different and it was an unfeasible task. 

3   Description of RET Tool 

The RET architecture (Figure 1) is divided into three main modules, Graphical User 
Interface (GUI), IO File Manager and Text Comparator process. 

 

Fig. 1. Complete RET Tool Architecture 
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Fig. 2. RET Visual Results Image  

Figure 2 shows the results of an evaluation example (on the left, the original text 
(OT) and on the right, the ASR output text (AOT)). A colours code is used to display 
the different types of errors:  white for correct words, blue for incorrect words, yellow 
for inserted words and green for deleted words. Moreover, a tab with the numeric 
results, the numbers and a graphic bar chart are also shown. 

TextComparator module compares OT and AOT files. It is made up of three dif-
ferent submodules: the parser, the alignment and the matching modules. Firstly, both 
files (OT and AOT) are parsed, obtaining two readable representations for the pro-
gram to manage them. The procedure to obtain these objects is different depending on 
the format of the input file.  

 

Fig. 3. Temporal alignment example 
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Once both files are parsed, the next step is aligning them. This process involves 
sentence matching of both texts, as, due to the different formats of the OT file (TXT) 
and AOT file (XML), the sequential order of elements of each sentence is not the 
same. Moreover, we must take into account those words that do not match up (be-
cause of any kind of recognizing error). This module aligns the texts obtained after 
parsing, and for this task, two different strategies are used: the first one aligns both 
texts by means of the temporal marks in the input file (an example is given in Figure 
3); if there are no temporal marks, a positional alignment strategy is applied, to align 
by sentence or to obtain a plain text from the structured one.  

The temporal alignment process takes the temporal marks from every sentence in 
OT and the temporal marks of every sentence in AOT. To align both texts, it is 
found a sentence in the AOT whose initial time is greater or equal to the initial time 
of OT sentence and whose final time is lower or equal to the final time of the OT 
sentence. 

In the case of positional alignment, texts are aligned sentence by sentence. Figure 4 
shows part of OT file and part of AOT file and their alignment. This means that the 
first sentence of OT is aligned with the first sentence of AOT, and so on.  

 

Fig. 4. Positional Alignment (Alignment by sentences) 

After the alignment, the comparison algorithm is applied. Both pre-processed texts 
(parsed and aligned) are compared in the matching module. The algorithm takes one 
word from the OT and compares it to the words from the AOT. When it finds a 
matching word, the algorithm makes a complementary search of matching words 
along both texts, which is necessary because of the specific domain (speech recogni-
tion). This algorithm avoids a matching between two words that should not match. 
The complementary search algorithm is explained in the next pseudo-code: 
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Algorithm 1. Complementary Matching Algorithm 
 

Input: S1 list of words of OT, S2 list of words of AOT,  
S1i word i from text S1, S2j word j from text S2,  
A1 position of matched word in OT,  
A2 position of matched word in AOT,  
D1 distance in OT, D2 distance in AOT 
Output: B Boolean indicating if the two compared words are the ones that must be 
compared, that is, if the result is positive (true) both words are correctly matched and 
if it is negative (false) the words must not be matched. 
 
i = A1 {position of word from OT to use} 
j = A2 {position of word from AOT to use} 
repeat 

{find new matching word in OT} 
if (S1i equals S2j) then 

k = j 
repeat 

{find new matching word in AOT} 
if (S1i equals S2k) then 
 restart method with A1=i and A2=k 
end if 
k = k + 1 

while (k is minor than length of S2 AND k is minor than D2) 
j = k 

end if 
i = i + 1 

while (i is minor than length of S1 AND i is minor than D1) 

 
Figure 5 shows the application of the complementary search algorithm over two 

sentences: the first one is the OT sentence and the second one is the AOT sentence. 
The first step of the algorithm takes the word 'Cuando' from the OT sentence, which is 
compared to the first word in the AOT sentence, 'Cuando'. Both words are equal, so 
the algorithm counts that there is a correct word. Then, the next word in the OT sen-
tence, 'estábamos', is taken. This word does not appear in the AOT sentence, so the 
counter for incorrect words is increased. The algorithm continues until the word 'de' in 
the OT sentence is reached (marked 'Word 1' in Figure 5). The following word in the 
AOT sentence is 'en', so the rest of the sentence is searched until the word 'de' is 
found (labeled Matching Word in figure 5). At this moment, the algorithm would 
indicate that the Matching Word is the transcription of Word 1, an incorrect matching. 
But the complementary matching algorithm continues checking if the word 'de' ap-
pears again in the OT sentence, to ensure that the matching is correct. It finds another 
word 'de' (labeled Word 2 in Figure 5) and it has to decide if it should be related to the 
Matching Word ('de' in the AOT sentence) instead of Word 1. In this situation,  
the algorithm searches for another 'de' word in the AOT sentence.  It fails, so the  
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Fig. 5. Example of Complementary Search Process Profits 

algorithm concludes that Word 2 should be linked to the Matching Word and not to 
Word 1. Thus, a transcription error for Word 1 should be counted. Of course, the 
algorithm can be parameterized to avoid dead ends while searching for matching 
words. 

The standard measurements in speech recognition used to evaluate the ASR system 
are:  

• Correct words rate = correct words (AOT) / words (OT) * 100. 
• Incorrect words rate = incorrect words (AOT) / words (OT) * 100. 
• Omitted words rate = not recognized words (wrong or right) (OT) / words 

(OT) * 100. 
• Inserted words rate = inserted words (AOT) / words (OT) * 100. 
• Complete Correct Sentence Percentage = number of sentences correctly rec-

ognized / number of sentences (OT). 

SCTK NIST includes some other measurements besides these ones. For future ver-
sions, we planned to implement more measurements depending on specific user 
needs. Some examples of new measurements could be rates of specific words such as 
named entities, verbs, acronyms, etc.  

4   Experiments 

We introduce the experiments carried out with RET tool. All of them have been ap-
plied to the three different voice recognizers and with all the possible input formats. 

The voice recognizers used for the experiments are IBM ViaVoice [3], Dragon Na-
turally Speaking [8] and Sail Labs' Media Mining Indexer (MMI) [6]. They are all 
commercial voice recognizers, and our aim was to compare them in order to choose 
the most appropriate one to accomplish tasks for other projects. ViaVoice 10.5 is a 
commercial speech recognizer that needs previous training by the user. It supports MS 
operating systems and incorporates keyboard shortcuts, specialized themes and the 
possibility of adding vocabulary. The output is word by word. We could not introduce 
audio files in ViaVoice, which meant a disadvantage to use it in some of the experi-
mental scenarios. Dragon Naturally Speaking 9.0 shares many features with ViaVoice, 
but it does not accept specialized themes nor keyboard shortcuts. The Dragon Natural-
ly Speaking output is phrase by phrase, needing several context words. ViaVoice and 
Dragon are speaker-oriented speech recognizers and they need a previous training 
process. However, we did not make a conventional training, but a multiuser one, us-
ing 10 different trainers, each one reading sentences from the basic text training pro-
vided by both programs. Finally, the main advantage of MMI version 5.0 is that it 
does not need previous training. The output is also phrase by phrase. 
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The scenarios where the program has been tested are two: a Question Answering 
System and an Audio-video Transcription System (divided in two sub scenarios), both 
in Spanish language (Castilian variety). 

4.1   Question Answering System Scenario 

As part of a biggest project on question answering, we tested the recognizers using as 
input 163 audio files containing questions read by 10 individuals (both sexes, differ-
ent ages). They were short questions, asking information about important figures, 
celebrities, places, dates, etc. Some examples are: Qué es BMW?(What is BMW?), 
Quién recibió el Premio Nobel de la Paz en 1989? (Who did win the Nobel Peace 
Prize in 1989?), Quién es la viuda de John Lennon? (Who is John Lennon’s widow?), 
Cuándo se creó la reserva de ballenas de la Antártida? (When was the Antarctic 
whale reserve created?. The recognizers were used to convert speech to text and later 
to send it to the question answering system. 

 

Fig. 6. Accuracy of the three speech recognizers in question answering scenario 

The evaluation result of the recognition rate is shown in Figure 6. All systems are 
performing over a 60% of correct words rate. Structured texts have been used for 
testing4. 

The results of the evaluation provide numeric figures for the recognition rate, but 
not any accuracy value of the comparison between both texts. This can be seen in the 
graphical user interface. If we compare transcriptions with the OT using the visual 
results box, we can see that all speech recognizers are quite accurate due to the type of 
text (structured text). 

                                                           
4 A structured text has a well-formed structure where sentences are systematically separated 

and can be easily parsed. An unstructured text has no defined structure or, even having a 
structure, the resulting separated sentences are too long to be considered. 
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4.2   Audio-Video Transcription 

Video transcription for Information Retrieval 

This work is focused on the use of a speech recognizer for making automatic tran-
scriptions of audio and, subsequently, retrieving information from the resulting texts. 
For this task, the MMI was the chosen recognizer due to problems with ViaVoice to 
integrate audio files as input. As input, two newscasts video files were used; both of 
them last half an hour, and the difference between them is that while the first one is a 
national newscast, the 24h newscast addresses to an international audience. We made 
the comparison between the OT and the AOT from MMI to obtain measurements and 
assess the performance of the speech recognizer. The results are presented in Table 1. 

Table 1. Results obtained with newscasts video files 

 Newscast Newscast 24h 

% correct words 55 32 

% incorrect words 32 48 

% omitted words 7 9 
% inserted  words 3 9 

In this case, the comparison process is carried out on structured texts, but these are 
formed by sentences long enough to be considered a mid-way point between struc-
tured and non-structured text scenarios. The comparison results are better than for the 
non-structured texts, but still worse than for the complete structured-texts. The differ-
ence between both results relies on the audio files used for the second test, which 
presented a higher noise level and this is reflected in the numeric results. 

Real-time captioning system in a classroom  

Another important scenario was a subtitling application for students with hearing 
impairment that transcribes the teacher’s speech with the help of an ASR system, 
converting the spoken lesson into a digital resource. This content is available in real 
time for deaf students in form of captioning or as plain text, in paragraphs, where the 
user can navigate the whole transcription. A secondary task, apart from live subtitling, 
is the possibility of retrieving learning objects using subtitles to index video recorded 
in classrooms and helping students with disabilities in the learning process [5]. The 
evaluation has been carried out at the Carlos III University of Madrid during a 3th year 
subject of Computer Science degree called “Database Design”. The teacher previous-
ly trained Dragon Naturally Speaking version 9 (DNS). Training duration was 30 
minutes approximately, reading specific texts given by both ASR products. Addition-
ally, specific vocabulary of “Database Design” subject was independently introduced 
and trained. 

Four experiments were performed: (1) speech recognizer’s basic model, (2) basic 
model and training, (3) basic model and specific vocabulary and (4) basic model, 
training and specific vocabulary. Figure 10 shows the figures provided by RET for the 
different tests. 
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Fig. 7. Comparison of four tests in the real-time captioning scenario 

The results obtained after the comparison show a high degree of accuracy for non-
structured text, although it is usually poorer as the comparison process was not de-
signed to work with this kind of texts.  

As the algorithm does not work properly with non-structured texts, these results 
are due to a manual pre-processing of the texts, dividing them in two parts. Besides, 
the distances used in the ‘complementary matching’ algorithm were also adjusted to 
obtain the optimum value of the comparison results. 

The scenario for this task (a classroom) involves dealing with spontaneous speech, 
even though the discourse is previously planned. This means the existence of typical 
elements of spontaneous speech as disfluences, self-interruptions, false starts, hesita-
tions, all of which make the recognition process difficult. Owing to this fact, there is 
not much variation between the four tests, as training and vocabulary insertion do not 
provide better results. Moreover, keywords are not distinguished from stopwords, so, 
even introducing specific vocabulary, the total percentage does not improve as it is 
made up including stopwords. 

5   Conclusions 

Historically, the evaluation of ASR systems has been a quantitative evaluation, but 
also qualitative output is necessary and makes easier the task of testing an ASR sys-
tem. Currently, SCTK software performs a quantitative evaluation, but it did not fit 
specific needs such as to work with XML file formats or a simple user interface to 
analyze transcription errors. 
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There are some features that distinguish RET software from SCTK. Firstly, the 
GUI is intuitive and friendly and makes the tool easier to use. The displayed results 
provide useful information, facilitating the interpretation task.  RET supports different 
input file formats that fit our needs. And finally, measurements calculated by both 
systems are the same, but in our case we can easily increase the number of numeric 
results depending on specific needs. 

The experiments are representative of the different text types which the software 
can deal with. For every experiment one of them has been used: (1) Structured text; 
(2) Unstructured text; and (3) Midway point text5. 

The numeric results from the ASR recognition rates, which are those given by the 
RET software, do not depend on the type of text. Texts features affects the quality of 
the comparison, being higher for structured texts, lower for midway-point texts and 
presenting the worst results for unstructured texts. This is consistent with the fact that 
the algorithm was design to work with structured texts and later adapted to deal with 
unstructured texts.  

6   Future Work 

As future work, one of the main improvements planned for RET is the increase of the 
number of evaluation measurements. Furthermore, several improvements are: (a) 
adding PoS (Part-of-speech) tagging to transcriptions to analyze which are the most 
problematic kind of words, for instance, named entities, verbs, acronyms, etc; (b) 
taking into account the length of words and sentences and (c) dividing the sentences 
into long and short, establishing a threshold to delimit them. Another important en-
hancement will be the creation of an output report with the comparison and the evalu-
ation results.  

Regarding the algorithms, future work aims the following: 

• Allowing the user to keep a results history and establishing a fixed storing 
protocol for text comparison. 

• Improving the comparison algorithm to manage continuous text (unstruc-
tured-text) or at least structured long texts. The use of punctuation marks 
could be useful for both the alignment and the comparison algorithm.  

• Polishing the alignment algorithm, since increasing the accuracy of aligned 
texts, the comparison results will improve noticeably. Also, we must solve 
the problem of alignment for plain texts without temporal marks. 

• Improving the ‘Complementary Matching’ algorithm to develop an automat-
ic way to obtain the optimum values for the algorithm. 
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5 Midway point text: structured text in which the text is long enough to be considered as un-

structured one. 
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Abstract. This paper presents the Instant Customized Summaries Streaming 
service, a multimedia service able to deliver customized video summaries with 
a minimum delay after the original content has been uploaded to a video reposi-
tory. Uploaded videos start being analyzed, via on-line real-time algorithms. As 
analysis results are available, video summaries are then generated also in an on-
line scheme, adapted to different available terminal and finally streamed to the 
subscribed clients. The whole chain works in on-line mode so all the processes 
can be simultaneously executed without waiting for any of them to have fin-
ished its operation. A prototype of this service, accessible via a web interface, 
has been fully implemented. 

Keywords: Video Adaptation, On-Line Processing, Video Summarization, 
Video On demand, Video Repositories, MPEG-7, MPEG-21. 

1   Introduction 

Nowadays users demand multimedia content adapted to the users' terminals and per-
sonalized according to their preferences. Some adaptation systems can be found such 
as [1], which performs MPEG-21 based adaptation and considers user preferences. In 
[2] a generic framework for analysis, adaptation and user preferences accomplishment 
is described. [3] introduced the affective content concept to enhance personalization. 
Several systems exist which consider video summarization and video streams adapta-
tion but we are not aware of any system performing both operations in a synchronized 
way and what is more important doing it in on-line mode. 

This paper presents a video personalization, summarization and streaming system 
that is able to provide access to a video repository via heterogeneous usage environ-
ments; the service provided has been named Instant Customized Summaries Stream-
ing (ICSS) service. This service has been designed as an add-on (plug-in) to be used 
over an existing video repository. As a new video is uploaded to the repository, the 
ICSS launches an on-line summarization process, which allows to be streamed to the 
list of subscribed users while it is being generated. An adaptation mechanism is inte-
grated within the system; currently performs adaptation to different user presentation 
preferences and terminal consumption capabilities, and it can be easily extended to 
additional usage environment restrictions. 
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The most innovative aspect of the ICSS service is the possibility for the user to 
start watching a video summary as soon as the original unannotated content has been 
uploaded to the video repository, as the summary is being produced and adapted to 
the user’s terminal and presentation preferences. The ICSS infrastructure can be fur-
ther used to offer additional services over the video repository (e.g. providing en-
hanced personalized summaries based on annotations over the video repository). 

In order to present the service, which is currently implemented over news videos, 
Section 2 presents a functional overview of the ICSS system, followed by Section 3, 
which presents the content representation model, Section 4 that details the different 
modules of the system, and Section 5 presenting the data flow among modules. After 
this presentation of the whole system, the current implementation of the ICSS service is 
presented in Section 6, before drawing some conclusions and future work in Section 7. 

2   Functional Overview 

The ICSS service is implemented by the ICSS System, which considers two actors: 

• Content providers: users who upload videos to the ICSS Server. 
• End users: content consumers informed of the availability of new videos as soon 

as they are uploaded.  
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Fig. 1. Overview and functional decomposition of the ICSS System 

The ICSS System can be roughly divided into the ICSS Client and the ICSS 
Server. The term ICSS Client refers to the set of web pages that the content providers 
and the end users operate in order to get access to the ICSS Server functionalities. The 
ICSS Server contains four fundamental modules (see Fig. 1.):  
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• ICSS Manager: this is a control module responsible of interacting with the users, 
requesting services to the other modules and managing their execution order. 

• IVOnLA: refers to an Image and Video Online Analysis module. It provides a 
low-level yet semantically meaningful content-based description of the input me-
dia in real time and in an on-line mode. This description consists of a set of  
descriptors which intend to be used by any higher level analysis or processing 
module, in this case by the RTS.  

• RTS: refers to a Real-Time Summarization module. It uses the IVOnLA descrip-
tions to generate, in an on-line way, a video summary which is served to the 
CAIN-21. 

• CAIN-21: refers to a Content Adaptation and INtegration adaptation module [4], 
which retrieves summarized video from the RTS module, adapts it to the terminal 
and user’s preferences, and streams it to the consumer’s terminal. 

The ICSS System works as it follows: (t1) the content provider starts by uploading a 
new content to the ICSS Manager. (t2) The ICSS Manager requests the IVOnLA to 
start analyzing the content; in parallel, it notifies the clients the availability of new 
content. (t3) When IVOnLA is ready to start serving low level descriptions, it informs 
the ICSS Manager. (t4) The Manager launches the RTS. (t5) The RTS starts retrieving 
descriptions from the IVOnLA and on-line generating the summary; it informs the 
ICSS Manager as soon as this summary is ready to start being served. (t6) The Man-
ager launches the CAIN-21. (t7) Shortly afterwards, the CAIN-21 notifies to the ICSS 
Manager the availability to adapt the video summary. (t8) Finally, either automatically 
or according to a user request, the Manager commands the CAIN-21 to start stream-
ing the video summary. The RTS and CAIN-21 intercommunicate via a pull scheme, 
in which the requested unit consists on a frame and the associated audio samples.  

The whole chain works in an on-line mode, so there is no need for any of the mod-
ules to finish its operation before launching the other modules. A detailed description 
of the type of data managed and served by each module is provided in Section 5. 

3   Content Representation 

The ICSS service makes use of MPEG-21 Digital Items (DIs) [5] to represent videos 
and metadata. As soon as a news item is uploaded to the video repository, both the 
video and its associated metadata are stored as a standard DI.  

The original video is represented by means of a Component element. This Compo-
nent makes reference to the video resource (Resource element) and its corresponding 
metadata (Descriptor element). Specifically, the Descriptor includes a MediaInforma-
tionType element (MPEG-7 part 5 [6]) with video format information. The genre of 
the item (such as politics, economics, sports...) is set via a ClassificationType element 
(MPEG-7 part 5). 

The DI contains a VariationType element (MPEG-7 part 5) in order to relate the 
original Component of the DI with its variations: the video summaries. The Varia-
tionRelationship element indicates the kind of Component: original or summarization. 
In the current version only one original Component is permitted; however, it considers 
as many Component elements tagged summarization as available usage terminals 
contains the Usage Environment Description Repository (UED Repository) [4] that 
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CAIN-21 implements. Each summarized Component includes MediaInformationType 
elements with different screen sizes or video formats. 

4   Server Modules Description 

This section provides a detailed description of the modules integrated into the ICSS 
Server (See Fig. 2). 
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Fig. 2. ICSS Server architecture and functional diagram of its modules 

4.1   IVOnLA 

This module is in charge of extracting a set of semantically meaningful descriptors 
from the new uploaded content as well as serving these descriptors to other modules. 
The analysis techniques employed are intended to achieve real-time performance by 
focusing on both on-line operation and MPEG compressed domain analysis. 

On-line operation guarantees that no delay is added due to long-time media de-
pendencies, eases achieving real-time performance and allows the synchronous inte-
gration of the analysis stage with the rest the modules in the ICSS System, which can 
therefore operate at the same time the content is being analyzed. In this sense, analy-
sis follows a causal scheme: when extracting characteristics from frame k, only in-
formation coming from the frames 0 to k-1 need to be available. 

Compressed domain analysis has been adopted for two main reasons. First, the 
huge amount of data necessary for representing uncompressed high resolution video 
(such as Digital Television content: 720x576, 30 fps) makes its analysis extremely 
computationally demanding. Compressed domain approaches exploit the fact that 
relevant information is concentrated in a small fraction of the compressed video 
stream. A second reason is that a considerable amount of information derived during 
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the coding process and available in the compressed stream (e.g. MPEG motion vec-
tors) can be readily used in analysis algorithms, thus saving computation time. 

In addition to some meaningful MPEG compressed domain information that might 
result useful for further analysis (DC images, AC coefficients and motion vectors) the 
set of features extracted by this module include video shot boundaries, a parametric 
characterization of the global motion field and a series of segmentation masks indicat-
ing moving objects and text captions. 

Regarding shot detection, numerous proposals have shown to achieve a great level 
of accuracy in case of abrupt shot changes, yet gradual transitions are still an impor-
tant challenge in this area; [12] includes a broad state-of-the-art review on this topic. 
Specifically, the shot detection mechanism used within the IVOnLA is based on the 
algorithm proposed in [14], in which the paralepipedic classification procedure has 
been replaced by an SVM [13] with a Radial Basis Function kernel. 

Dominant motion is usually characterized by the parameters values of a certain 
model which best fits the optical flow of every frame. The geometric (4 parameters), 
the affine (6 parameters) and the bilinear (8 parameters) models are the most popular, 
since they can all reasonably represent most of the camera motion patterns. In case of 
compressed domain approaches [15][16][17] the MPEG motion vectors are consid-
ered as a reasonable estimation of the frame’s optical flow; existing works mainly 
differ in the ways to achieve robustness against outlier vectors. For efficiency, 
IVOnLA performs global motion estimation simultaneously to motion objects seg-
mentation, via an iterative fitting scheme. 

There are many reported approaches to moving objects segmentation in the com-
pressed domain [18][19][20]. The technique implemented in the IVOnLA is based on 
an efficient approach described in [18], in which robust dominant motion estimation 
and temporal coherence constraints are used to separate moving objects from the 
background. In order to improve the segmentation results of this technique several 
modifications over the base algorithm were proposed [21], namely a new scheme to 
better handle the intra-coded macroblocks, an improved mechanism to exploit the 
temporal coherence of the objects, a procedure to refine the motion masks with the 
colour information, and some initial ideas to handle dynamic backgrounds. 

Detection of text captions in video frames exploits specific properties of these ele-
ments (strongest contrast between text and background, temporal persistency, static 
location, horizontal alignment,…). IVOnLA implements the approach described in 
[22] for caption detection in the compressed domain. Integration of our work on cap-
tion recognition is still pending due to the low efficiency of the freely available 
OCRs.   

4.2   RTS 

This module is in charge of the on-line/real-time generation of multimedia summaries.  
The RTS automatically detects the anchorperson shots at the beginning of a news 

story, based on a fast face detection algorithm implemented in the OpenCV library1 
and features extracted by the IVOnLA module. These shots are kept for a later com-
position of a reduced size anchorman window overlapped over a video skim of the 
remaining shots (see Fig. 3).  

                                                           
1 http://sourceforge.net/projects/opencvlibrary/ 
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Fig. 3. Frame layout of a RTS generated summary 

Video skimming is carried out in an on-line manner, so that partial results are gen-
erated while the original video is still being processed. This on-line approach implies 
a number of restrictions with respect to off-line ones: the small required delay, the 
progressive summary generation and the lack of complete information about the in-
coming video (i.e., specific content and length) have, in principle, a negative impact 
in the quality of the results and complicate the control of the summary length. The 
RTS follows the algorithm described in [9], which provides a flexible on-line summa-
rization framework based on the construction of binary trees that model the poten-
tially generable video summaries at a given time and rank them. This approach 
evolved from an instantaneous decision, inclusion or discard, for each incoming video 
fragment [10] to a limited buffering of n incoming fragments, which allows to choose 
the best of them. The higher is n, the better is the selection accuracy, at the expense of 
a higher complexity (2n possible combinations of fragments must be evaluated for its 
inclusion) and delay in the summary generation. 

For each incoming video fragment two nodes are appended to the previously exist-
ing nodes of the so called ‘summarization tree’ (see Fig. 4). Such nodes represent the 
inclusion or discard of each fragment in the output summary. Each branch represents 
a possible video summary which is scored according to the following criteria: 

• Size: relative size of the resulting video summary, calculated by considering the 
number of inclusion/discard nodes on each branch. 

• Continuity: considered to generate more pleasant video summaries. It is meas-
ured computing the ratio of consecutive video fragments included in the sum-
mary, which aims to generate video summaries as smooth as possible (avoiding 
too many discontinuities).  

• Redundancy: the main purpose of most summarization approaches consists on 
redundancy elimination.  For this purpose, the similarity of each video fragment 
with respect to other fragments included in the same tree branch is calculated. 

• Activity: it is commonly considered to give a higher inclusion priority to frag-
ments with high activity, which is related to a higher probability to include ‘rele-
vant’ events. In this case the motion activity of the fragments included on each 
branch is averaged.  
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Fig. 4. Dynamic Summarization Tree Generation 

Considering only small sub-trees instead of generating the complete summarization 
tree for the whole video allows to generate summaries in a progressive way and to 
limit the computational complexity. The depth of the summarization tree and the 
number of branches are limited by the selection of the subtrees with the higher score 
paths and the elimination of those with lower scores.  Higher depth and tree leaf limit 
implies better quality summaries (as more possible summaries are evaluated) but also 
higher computational requirements (processing time and memory consumption). The 
proposed algorithm allows the usage of appropriate summarization tree parameters 
according to each situation. Further details can be found in [9], and information about 
the results obtained in TRECVID 2008 BBC Rushes Summarization Task in [11]. 

The implemented approach provides customization capabilities in terms of  
performance (computational cost vs. obtained summary quality) but also enables 
personalization in terms of generated summary characteristics. As aforementioned, 
summaries are generated based on size, continuity, redundancy and activity. Each 
feature is normalized and weighted to compute the score for each possible video 
summary. Weights can be user defined so as to balance the size of the output video 
skim, its smoothness, preference for static or high activity fragments and lack of  
redundancy. An additional relevance curve provided by a prototype On-Line Person-
alization Module (see section 7) has also been considered via an additional personal-
ization weight, which might be prioritized respect to the previously considered  
criteria.  

4.3   CAIN-21 

This is a metadata-driven multimedia adaptation engine that facilitates the integration 
of multimedia adaptation operations and manages its execution. CAIN-21 [4] is an 
adaptation framework in which different multimedia adaptation tools can be inte-
grated and tested. The source code along with an online demo of its functionality can 
be publicly accessed at [7].  



 ICSS: A Service for Immediate Awareness of New Video Content 31 

Within the ICSS Server, CAIN-21 retrieves video from the RTS and delivers it to 
the user’s terminal. Before the media stream delivery process starts, the capabilities of 
the available terminals should be accessible in the UED Repository. 

If the generated media stream is not suitable for the terminal capabilities, an adap-
tation operation is performed as content is summarized and delivered. The CAIN-21 
module also decides on the necessity of performing transcoding over the resulting 
summaries before delivery. Depending on the capabilities of the terminal, it decides 
on the more convenient delivery mechanism to employ. The result of such decision is 
a sequence of Content Adaptation Tools (CATs) along with each tool’s parameters. 

In order to perform the adaptation and streaming processes CAIN-21 makes uses of 
two CATs. RawVideoCombinerCAT retrieves video from the RTS and begins adapta-
tion according to the terminal capabilities. Simultaneously HttpVideoStreamServer 
serves the adapted content through a web interface over HTTP protocol. The whole 
process is set up via the configuration parameters of each CAT.  

5   Data Flow among Modules 

Apart from the controlling messages described in Section 2, an inter-module commu-
nication scheme allows the exchange of processing data. This online data exchange is 
based on TCP/IP and works in a server/client way, so that modules act as servers for 
making their results available and as clients when they feed from other module re-
sults. In this section we describe the nature of the data served by each module. 

The analysis module, IVOnLA, generates real time descriptions that are served to 
the RTS, for each frame, on the following packages: 

• Light Descriptions: non bulky fixed-size structures with information about shot 
boundaries, motion activity and global motion.  

• DC Images: images made up of the DC coefficients of the 8x8 DCT blocks (di-
rectly available in MPEG intracoded frames and interpolated in case of inter-
coded ones), which provide a low resolution representation of the video.  

• Coarse Moving Object Masks, delineating frame areas whose motion differs from 
the frame dominant tendency along several frames, therefore spotting potential 
moving objects. Details of the employed algorithm are described in [21] 

• Caption Detection Masks, isolating frame areas potentially enclosing text cap-
tions. These areas can later be used for text recognition or simply to ascertain 
frame relevance (considering, for example, incoming captions highly correlated 
with new starting events). A detailed description of the used algorithm is given in  
details are covered in [22] 

• AC Images: The AC coefficients of the DCT blocks in the MPEG intracoded 
frames, which can be used to infer textural properties of frame regions.  

The RTS module serves summarized video and audio with a frame resolution. This is, 
for each frame of the summarized video the CAIN-21 receives its information (visual 
and audio) to perform the streaming. 

CAIN-21 deals with standard DIs. Unadapted DIs contain only one Component 
element with the original video. Summarized DIs contain both the original Component 
and its variations. The RTS module output produces variation elements containing raw 
video and raw audio. The purpose of CAIN-21 is to adapt these raw video Component 
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elements to the terminal constraints. CAIN-21 generates one adapted Component ele-
ment for each terminal profile. However, this adaptation (which is a time consuming 
operation) is only executed on-demand, i.e., if the client requests the video. In this 
moment the RawVideoCombinerCAT performs the real media adaptation. 

6   Results 

An ICSS prototype has been implemented using a web interface (see Fig. 5) to pro-
vide the content manager and the watching accesses to the ICSS service functionality. 
The content provider interface (see Fig. 5-a) allows managing the new content, the 
content being processed and the consolidated content. As an end user, before having 
access to content, you are asked to specify your user preferences (see Fig. 5-b). Fi-
nally, when the content is ready, a video player pops up from the internet navigator 
through the client interface (see Fig. 5-c). 

By maintaining the name and preferences of the user, the ICSS prototype provides 
personalized genre-based consumption of summaries and adaptation to the current 
user's terminal. 

In terms of computational efficiency a set of real-time (for input videos of 25fps 
and 720x576 pixels) working modules has been developed. This, combined with our 
online data exchange schema, permits the global system to work also in real-time. The 
modular design permits the distribution of the computational charge among different  
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Fig. 5. ICSS Web Interface: a) Manager Interface. b) Client Preferences Interface. c) Client 
Interface. 
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computers, making possible scalability to any number of users. Furthermore, the in-
clusion of new modules (or the improvement of existing ones) was taken into account 
during the system design, resulting easy to accomplish new application requirements. 

7   Conclusions and Future Work 

The ICSS service is a multimedia service that enables instant on-line viewing of news 
items. From the end user's point of view, the most innovative option is the "hotnews" 
feature that enables watching summarized and adapted content as soon as it is avail-
able in the ICSS Server. From a research point of view, the ICSS is supported by 
innovative video analysis, summarization and adaptation algorithms integrated on a 
real-time, scalable and distributed framework.  

The end user can provide preferences regarding the summarization and adaptation 
of the content. Currently, summarization algorithms only deal with news items, and 
the content provider must indicate the content domain before uploading it. In a near 
future summarization will be extended to other domains and domain classification 
will be done automatically. In the same way, adaptation algorithms currently perform 
a limited set of transformations which will be extended to broader users' restrictions. 

Future work also considers the development of two new modules aimed to enhance 
the ICSS service: a Real-Time Visual Classification module (RTVC) which will be in 
charge of the detection of high level semantic concepts useful for performing tasks 
such as personalization or summarization; and an OnLine Personalization module, 
which will generate the aforementioned relevance curve associated to the original 
video, taking into account the classification information obtained by the RTVC as 
well as a set of user defined preferences.  
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Abstract. The general goal of music synchronization is to align multi-
ple information sources related to a given piece of music. This becomes
a hard problem when the various representations to be aligned reveal
significant differences not only in tempo, instrumentation, or dynam-
ics but also in structure or polyphony. Because of the complexity and
diversity of music data, one can not expect to find a universal synchro-
nization algorithm that yields reasonable solutions in all situations. In
this paper, we present a novel method that allows for automatically iden-
tifying the reliable parts of alignment results. Instead of relying on one
single strategy, our idea is to combine several types of conceptually dif-
ferent synchronization strategies within an extensible framework, thus
accounting for various musical aspects. Looking for consistencies and
inconsistencies across the synchronization results, our method automat-
ically classifies the alignments locally as reliable or critical. Considering
only the reliable parts yields a high-precision partial alignment. More-
over, the identification of critical parts is also useful, as they often reveal
musically interesting deviations between the versions to be aligned.

1 Introduction

As a result of massive digitization efforts, there is an increasing number of rel-
evant digital documents for a single musical work comprising audio recordings,
MIDI files, digitized sheet music, music videos, and various symbolic represen-
tations. In order to coordinate the multiple information sources related to a
given musical work, various alignment and synchronization procedures have been
proposed with the common goal to automatically link several types of music
representations, [1,2,3,4,5,6,8,9,10,13,14,15,18,19,20,21,22,23,24]. In a retrieval
context, this linking information allows for an easy and intuitive formulation of
a query. For example, in [13] the query is created by selecting multiple bars in
a score representation. As the score is linked to an audio recording the query
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in the score domain can be translated into a query in the audio domain, which
can be used in an underlying audio retrieval system. This way, the user can
make use of a semantically oriented high-level representation while the low-level
representation needed only for technical reasons is hidden from the user.

In general terms, music synchronization denotes a procedure which, for a given
position in one representation of a piece of music, determines the correspond-
ing position within another representation. Even though recent synchronization
algorithms can handle significant variations in tempo, dynamics, and instru-
mentation, most of them rely on the assumption that the two versions to be
aligned correspond to each other with respect to their overall global temporal
and polyphonic structure. In real-world scenarios, however, this assumption is
often violated [11]. For example, for a popular song there often exists various
structurally different album, radio, or extended versions. Live or cover versions
may contain improvisations, additional solos, and other deviations from the orig-
inal song [21]. Poor recording conditions, interfering screams and applause, or
distorted instruments may introduce additional serious degradations in the au-
dio recordings. On the other side, MIDI and other symbolic descriptions often
convey only a simplistic view of a musical work, where, e. g., certain voices or
drum patterns are missing. Furthermore, symbolic data as obtained from opti-
cal music recognition is often corrupted by recognition errors. In general, the
synchronization of two strongly deviating representations of a piece of music
constitutes an ill-posed problem. Here, without further model assumptions on
the type of similarity, the synchronization task becomes infeasible.

In this paper, we address the problem of reliable partial music synchronization
with the goal to automatically identify those passages within the given music
representations that allow for a reliable alignment. Given two different represen-
tations of the same piece, the idea is to use several types of conceptually differ-
ent synchronization strategies to obtain an entire family of temporal alignments.
Now, consistencies over the various alignments indicate a high reliability in the
encoded correspondences, whereas inconsistencies reveal problematic passages
in the music representations to be aligned. Based on this automated local clas-
sification of the synchronization results, we segment the music representations
into passages, which are then further classified as reliable and critical. Here, the
reliable passages have a high confidence of being correctly aligned with a counter-
part, whereas the critical passages are likely to contain variations and artifacts.
The reliable passages can then be used as anchors for subsequent improvements
and refinements of the overall synchronization result. Conversely, our automated
validation is also useful in revealing the critical passages, which often contain
the semantically interesting and surprising parts of a representation.

The remainder of this paper is organized as follows. In Sect. 2, we describe
three conceptually different synchronization strategies. Then, in Sect. 3, we intro-
duce our novel concept that allows for locally classifying the computed alignment
results as reliable or critical. Finally, we report on our experiments in Sect. 4
and sketch some future work in Sect. 5. Further related work is discussed in the
respective sections.
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Fig. 1. Chroma based cost matrices for an audio recording (vertical axis) and a MIDI
version (horizontal axis) of the song ‘And I love her’ by the Beatles. Times are given
in seconds. (a) Cost Matrix (b) Smoothed Cost Matrix.

2 Music Synchronization Strategies

Most synchronization methods can be summarized in three simple steps. In a
first step, the data streams to be aligned are converted to a suitable feature
representation. Next, a local cost measure is used to compare features from the
two streams. Based on this comparison, the actual alignment is then computed
using an alignment strategy in a final step. In the following, we describe three
conceptually different approaches for synchronizing a given MIDI-audio pair of
a piece of music. Here, exemplarily using chroma features, we fix the parame-
ters of the first two steps as described in Sect. 2.1 and focus on the third step,
the alignment strategy (Sect. 2.2). As a first approach, we consider classical
dynamic time warping (DTW), which allows for computing a global alignment
path. We then introduce a recursive variant of the Smith-Waterman algorithm,
which yields families of local path alignments. As a third approach, we use a
partial matching strategy, which yields the least constrained alignment. While
these three approaches share similar algorithmic roots (dynamic programming)
they produce fundamentally different types of alignments. Intuitively, one may
think of two extremes. On the one hand, DTW relies on strong model assump-
tions, but works reliably in the case that these assumptions are fulfilled. On the
other hand, partial matching offers a high degree of flexibility, but may lead to
alignments being locally misguided or split into many fragments. The Smith-
Waterman approach can be thought of being in between these two extremes. As
a complete description of the three alignment strategies would go beyond the
scope of this paper, we summarize their properties while highlighting the con-
ceptual differences among the approaches in Sect. 2.2. References to literature
with exact implementation details are given as necessary.

2.1 Local Cost Measure

For comparing a MIDI file and an audio recording of the same song, we convert
both representations into a common mid-level representation. Depending on the
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type of this representation the comparison can be based on musical properties
like harmony, rhythm or timbre. Since our focus is on alignment strategies, we
exemplarily fix one type of representation and revert to chroma-based music
features, which have turned out to be a powerful tool for relating harmony-
based music, see [8,10]. For details on how to derive chroma features from audio
and MIDI files, we refer to the cited literature. In the subsequent discussion, we
employ normalized 12-dimensional chroma features with a temporal resolution
of 2 Hz (2 features per second).

Let V := (v1, v2, . . . , vN ) and W := (w1, w2, . . . , wM ) be two chroma feature
sequences. To relate two chroma vectors we use the cosine distance defined by
c(vn, wm) = 1 − 〈vn, wm〉 for normalized vectors. By comparing the features of
the two sequences in a pairwise fashion, one obtains an (N ×M)-cost matrix C
defined by C(n, m) := c(vn, wm), see Fig. 1a. Each tuple (n, m) is called a cell
of the matrix. To increase the robustness of the overall alignment procedure, we
further enhance the structure of C by using a contextual similarity measure as
described in [12]. The enhancement procedure can be thought of as a multiple
filtering of C along various directions given by gradients in a neighborhood of
the gradient (1, 1). We denote the smoothed cost matrix again by C. For an
example see Fig. 1b.

2.2 Alignment Methods

In the following, an alignment between the feature sequences V := (v1, v2, . . . ,
vN ) and W := (w1, w2, . . . , wM ) is regarded as a set A ⊆ [1 : N ] × [1 : M ].
Here, each cell γ = (n, m) ∈ A encodes a correspondence between the feature
vectors vn and wm. Furthermore, by ordering its elements lexicographically A
takes the form of a sequence, i. e., A = (γ1, . . . , γL) with γ� = (n�, m�), � ∈ [1 :
L]. Additional constraints on the set ensure that only semantically meaningful
alignments are permitted. We say that the set A is monotonic if

n1 ≤ n2 ≤ . . . ≤ nL and m1 ≤ m2 ≤ . . . ≤ mL.

Similarly, we say that A is strictly monotonic if

n1 < n2 < . . . < nL and m1 < m2 < . . . < mL.

Note that the monotonicity condition reflects the requirement of faithful timing:
if an event in V precedes a second one this also should hold for the aligned events
in W . A strictly monotonic set A will also be referred to as match, denoted by the
symbol M = A. To ensure certain continuity conditions, we introduce step-size
constraints by requiring

γ�+1 − γ� ∈ Σ

for � ∈ [1 : L − 1], in which Σ denotes a set of admissible step sizes. A typical
choice is Σ = Σ1 := {(1, 1), (1, 0), (0, 1)} or Σ = Σ2 := {(1, 1), (2, 1), (1, 2)}.
Note that when using Σ1 (Σ2) the set A also becomes monotonic (strictly
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Fig. 2. Several techniques for the alignment of an audio recording (vertical axis) and
a MIDI version (horizontal axis) of the song ‘And I love her’ by the Beatles. (a) Cost
Matrix C. (b) Score Matrix S. (c) Thresholded Score Matrix S≥0. (d) Optimal global
path obtained via DTW based on matrix C. (e) Family of paths obtained via Smith-
Waterman based on matrix S. (f) Optimal match obtained via partial matching based
on matrix S≥0.

monotonic). A set A that fulfills the step-size condition is also referred to as path
denoted by the symbol P = A. As final constraint, the boundary condition

γ1 = (1, 1) and γL = (N, M),

ensures in combination with a step-size condition the alignment of V and W as
a whole. If both the step-size as well as the boundary condition hold for a set A,
then A will be referred to as global path (or warping path) denoted by G. Finally,
a monotonic set A is referred to as family of paths, denoted by F , if there exist
paths P1,P2, . . . ,PK with F = A =

⋃
k∈[1:K] Pk.

If it is known a-priori that the two sequences to be aligned correspond to
each other globally then a global path is the correct alignment model. Here,
dynamic time warping (DTW) is a standard technique for aligning two given
sequences and can be used to compute a global path [17,10]. In this context, the
cost of an alignment A is defined as

∑L
�=1 C(n�, m�). Then, after fixing a set of

admissible step-sizes Σ, DTW yields an optimal global path having minimal cost
among all possible global paths. In our experiments Σ = Σ1 and Σ = Σ2 yielded
alignments of similar quality. However, here we choose Σ = Σ1, since it leads to
more reasonable results in cases where the assumption of global correspondence
between the sequences is violated. For the subsequent discussion we use A(s, t) to
refer to the segment in the audio recording starting at s seconds and terminating
at t seconds. Similarly, M(s, t) refers to a MIDI segment. So listening to M(55, 65)
of the song ‘And I love her’ (used as example in Fig. 2) reveals a short bridge
in the song. However in the audio recording (taken from the Anthology release)
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(a) (b) (c)

Fig. 3. First steps of our recursive Smith-Waterman variant. (a) Optimal path P
derived via classical Smith-Waterman. (b) Submatrices defined via P . (c) Result after
the first recursion. Optimal paths have been derived from the submatrices and new
submatrices (red) for the next recursive step are defined.

the bridge is skipped by the Beatles. Since DTW always aligns the sequences
as a whole we find a semantically meaningless alignment between A(40, 42) and
M(48, 65). A similar observation can be made at the beginning and the end of
the optimal global path. Here, the intro and outro in the audio recording deviate
strongly from those in the MIDI version.

In general, using DTW in the case that elements in one sequence do not have
suitable counterparts in the other sequence is problematic. Particularly, in the
presence of structural differences between the two sequences, this typically leads
to misguided alignments. Hence, if it is known a-priori that the two sequences to
be aligned only partially correspond to each other, a path or a family of paths
allows for a more flexible alignment than a global path.

Here, the Smith-Waterman algorithm is a well known technique from biologi-
cal sequence analysis [16] to align two sequences that only locally correspond to
each other. Instead of using the concept of a cost matrix with the goal to find a
cost-minimizing alignment, we now use the concept of a score matrix with the
goal to find a score-maximizing alignment. To this end, we fix a threshold τ > 0.
Then, a score matrix S is derived from C by setting S = τ −C. Fig. 2b shows a
score matrix derived from the cost matrix shown in Fig. 2a using the threshold
τ = 0.25. The score of an alignment A is defined as

∑L
�=1 S(n�, m�). Then, after

fixing a set of admissible step-sizes Σ, the Smith-Waterman algorithm computes
an optimal path having maximal score among all possible paths using dynamic
programming similar to DTW (see [16,21]). Here, we found Σ = Σ2 to deliver
good alignment results.

We now introduce a recursive variant of the Smith-Waterman algorithm. In
a first step, we derive an optimal path P as described above (see Fig. 3a). Then
in a second step, we define two submatrices in the underlying score matrix S
(see Fig. 3b). The first matrix is defined by the cell (1, 1) and the starting cell
of P , and the second matrix by the ending cell of P and the cell (N, M). For
these submatrices, we call the Smith-Waterman algorithm recursively to derive
another optimal path for each submatrix (see Fig. 3c). These new paths define
new submatrices on which Smith-Waterman is called again. This procedure is
repeated until either the score of an optimal path or the size of a submatrix is
below a given threshold. This results in a monotonic alignment set in form of a
family of paths F . Fig. 2e shows a family of two paths derived from the score
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matrix in Fig. 2b using our recursive Smith-Waterman variant. Here, the missing
bridge in the audio as well as the different intros and outros in the audio and
MIDI version are detected and, in this example, the recursive Smith-Waterman
approach avoids a misalignment as in the DTW case (Fig. 2d).

This example illustrates another interesting property of the Smith-Waterman
algorithm. Listening to A(75, 83) and M(99, 107) reveals a solo improvisation
which is different in the audio and MIDI version, so they should not be aligned.
Also, the corresponding area in the score matrix shows negative values. However,
the Smith-Waterman algorithm aligns these two segments as part of the second
path. The reason is that Smith-Waterman always tries to find the path with
maximum score, and in this example the score for a longer path containing a few
negative entries was higher than for a shorter path without negative entries. This
property of the Smith-Waterman algorithm can be configured using gap-penalty
parameters, see [21]. Essentially, these are used to define an additional weight for
negative score entries. If the weight is high, then negative entries are emphasized
and paths tend to be shorter and contain fewer entries with negative score. If
the weight is low, paths tend to be longer and may contain longer sequences
with negative score. We chose to use gap-penalty parameters being equivalent
to a subtraction of 0.5 from all negative entries in the score matrix S. This is an
empirically found value which worked best in our experiments.

However, even using gap-penalty parameters there is no control over the ab-
solute length of sequences with negative score in an optimal path. If there is
enough score to gain before and after a sequence with negative score, then this
sequence will be bridged using Smith-Waterman and can become arbitrarily long
in the resulting optimal path. So for the example depicted in Fig. 2e one could
find a set of parameters to circumvent this misalignment, but in general these
parameters would have to be set for each song individually. Here, a method re-
ferred to as partial matching allows for an even more flexible local alignment
than Smith-Waterman (see [1,10,16]). The goal is to find a score-maximizing
alignment, similar to the Smith-Waterman approach. But instead of using the
Smith-Waterman score matrix S a thresholded version S≥0 is used where every
negative entry in S is replaced by zero (see Fig. 2c). The idea of this thresholding
is to disallow the alignment of a pair of feature vectors if there is no score to gain
from this alignment. Therefore, negative score can be ignored completely. In a
sense, this concept is similar to finding the longest common subsequence (LCS)
in string matching tasks. Based on this idea partial matching computes a score-
maximizing optimal match. Again, this can be achieved efficiently using dynamic
programming. See Fig. 2f for an example of an optimal match computed via par-
tial matching based on the matrix shown in Fig. 2c. Here, the misalignment of
the solo segments A(75, 83) and M(99, 107) as found in the Smith-Waterman
case is not present. So partial matching, not enforcing any step-size or conti-
nuity conditions on the alignment, yields a more flexible alignment than the
Smith-Waterman approach.

However, for other pieces, the lack of step-size constraints might lead to highly
fragmented or even misguided alignments. As an example, we consider the song
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Fig. 4. Several techniques for the alignment of an audio recording (vertical axis) and
a MIDI version (horizontal axis) of the Beatles song ‘Lucy in the sky with diamonds’,
cf. Fig. 2

‘Lucy in the sky with diamonds’ by the Beatles (see Fig. 4). Here, the optimal
match computed via partial matching is highly fragmented (Fig. 4f). This is
caused by local deviations of the audio recording (taken from the anthology
release) from the MIDI version. For example, A(133, 147) and M(165, 183) are
semantically corresponding sections and should be aligned, but slightly differ in
their arrangement. Here, the MIDI version features a very prominent bass line
while in the audio recording the bass is only in the background. This leads to
chroma representations for the audio and MIDI segment that differ strongly from
each other thus explaining the low score in the corresponding area of the score
matrix S≥0, see Fig. 4c. Similar observations can be made comparing A(40, 47)
and M(52, 62) as well as A(75, 82) and M(100, 110). However, the latter two
pairs are correctly aligned by the recursive Smith-Waterman variant, see Fig. 4e.
Here, a path is allowed to contain a few cells with negative score which helps
to overcome local deviations in the feature representation. Nonetheless, using
Smith-Waterman the segments A(133, 147) and M(165, 183) are still not aligned
to each other. Here, the classical DTW approach, being forced to align the
sequences as a whole, yields the best alignment result.

As illustrated by the examples shown in Figs. 2 and 4 each synchronization
strategy sometimes yields reasonable and sometimes misguided and unsatisfying
results. Therefore, without any definite a-priori knowledge about the input data
none of the presented alignment methods can guarantee in general a reliable and
musically meaningful alignment.

3 Proposed Method

In general, when the two sequences to be aligned correspond to each other in
terms of their global temporal progression, the DTW procedure yields a robust
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Fig. 5. Steps in our proposed method continuing the example shown in Fig. 2. (a)-(c)
Augmented binary matrices for the optimal global path (DTW), family of paths (Smith-
Waterman) and the optimal match (partial matching) using a tolerance neighborhood
of 2 seconds. (d) Intersection matrix derived from (a)-(c). (e) Weighted intersection
matrix. (f) Consistency alignment C.

alignment result. On the other hand, if structural differences are present, the
more flexible Smith-Waterman approach or the even more flexible partial match-
ing procedure may yield more reasonable alignments than DTW. Now, if several
strategies with different design goals yield similar alignment results, then there
is a high probability of having semantically meaningful correspondences. Based
on this simple idea, we present an automatic method towards finding passages
in the MIDI and audio representations that can be synchronized in a reliable
way. In contrast, this method also can be applied to identify critical passages,
where the alignments disagree.

Given a MIDI-audio pair for a song, we start by computing an optimal global
path using DTW, a family of paths using recursive Smith-Waterman, as well as
an optimal match using partial matching. Next, we convert each alignment into
a binary matrix having the same size as the cost matrix C. Here, a cell in the
matrix is set to one if it is contained in the corresponding alignment and zero
otherwise (see Figs. 2d-f). The next step is essentially a soft intersection of the
three alignments. To this end, we augment the binary matrices by additionally
setting every cell in the binary matrices to one if they are in a neighborhood
of an alignment cell (see Figs. 5a-c). For Fig. 5, we used a large neighborhood
of two seconds for illustrative purposes, while for the experiments in Sect. 4 we
used a neighborhood of only one second. After that we derive an intersection
matrix by setting each matrix cell to one that is one in all three augmented
binary matrices (see Fig. 5d). The intersection matrix can be thought of as a
rough indicator for areas in the cost matrix where the three alignment strategies
agree with each other. However, this matrix does not encode an alignment that is
constrained by any of the conditions described in Sect. 2.2. Therefore, to derive
a final alignment result from this matrix, we first weight the remaining cells in
the intersection matrix according to how often they are contained in one of the
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original three alignments (Fig. 5e). Then, interpreting the weighted matrix as a
score matrix, we use partial matching to compute an optimal match C referred
to as consistency alignment (Fig. 5f).

In the following, we call a segment in the audio recording (the MIDI ver-
sion) reliable if it is aligned via C to a segment in the MIDI version (in the
audio recording). Similarly, we call a segment critical if it is not aligned. Here,
A(3, 39), A(39, 76) and A(83, 95) as well as M(8, 45), M(63, 99) and M(106, 117)
are examples of reliable segments in the audio recording and in the MIDI ver-
sion, respectively. However, the automatic detection of critical sections can also
be very useful as they often contain musically interesting deviations between two
versions. For example, consider the critical segment M(45, 63). This segment con-
tains the bridge found in the MIDI that was omitted in the audio recording as
discussed in Sect. 2.2. Here, our method automatically revealed the inconsisten-
cies between the MIDI version and the audio recording. Similarly, the differences
between the audio and the MIDI version in the intro, outro and solo segments
have also been detected. Here, not relying on a single alignment strategy leads
to a more robust detection of critical segments than using just a single approach.
The reasons why a segment is classified as critical can be manifold and might
be an interesting subject for a subsequent musical analysis. In this context, our
approach can be thought of as a supporting tool for such an analysis.

4 Experiments

In this section, we report on systematically conducted experiments to illustrate
the potential of our method. To this end, we used twelve representative pieces
from the classical, popular, and jazz collection of the RWC music database [7].
For each piece, RWC supplies high-quality MIDI-audio pairs that globally corre-
spond to each other. Hence, using classical DTW allows us to synchronize each
MIDI-audio pair to obtain an accurate alignment that can be used as ground-
truth. The synchronization results were manually checked for errors. For the
experiment, we strongly distorted and modified the MIDI versions as follows.
Firstly, we temporally distorted each MIDI file by locally speeding up or slowing
down the MIDI up to a random amount between ±50%. In particular, we contin-
uously changed the tempo within segments of 20 seconds of length with abrupt
changes at segment boundaries to simulate ritardandi, accelerandi, fermata, and
so on. Secondly, we structurally modified each MIDI file by replacing several
MIDI segments (each having a length of 30 to 40 seconds) by sets of short 2
second snippets taken from random positions within the same MIDI file. In do-
ing so, the length of each segment remained the same. These modified segments
do not have any corresponding segments in the audio anymore. However, taken
from the same piece, the snippets are likely to be harmonically related to the
replaced content. Here, the idea is to simulate a kind of improvisation that fits
into the harmonic context of the piece but is regarded as different between the
audio and the MIDI version (similar to the differences found in A(75, 83) and
M(99, 107), as discussed in Sect. 2.2). Finally, recall that we computed a ground-
truth alignment via DTW between the original MIDI and the audio. Keeping
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Table 1. Precision (P), Recall (R) and F-measure (F) for the alignment strategies
DTW, recursive Smith-Waterman (rSW), Partial Matching (PM) and the consistency
alignment (Con). Left: PR-values for modified MIDI-audio pairs. Right: PR-values
for strongly modified MIDI-audio pairs.

P R F
DTW 0.63 0.96 0.76
rSW 0.85 0.85 0.85
PM 0.80 0.92 0.85
Con 0.93 0.85 0.88

P R F
DTW 0.51 0.95 0.66
rSW 0.83 0.84 0.83
PM 0.74 0.92 0.82
Con 0.95 0.84 0.89

track of the MIDI modifications, we derive a ground-truth alignment between
the modified MIDI and the audio, in the following referred to as A∗.

For each modified MIDI-audio pair, we compute the three alignments obtained
by the three strategies described in Sect. 2.2 as well as the consistency alignment
as described in Sect. 3. Let A be one of the computed alignments. To compare
A with the ground-truth alignment A∗, we introduce a quality measure that
is based on precision and recall values, while allowing some deviation tolerance
controlled by a given tolerance parameter ε > 0. The precision of A with respect
to A∗ is defined by

P(A) =
|{γ ∈ A|∃γ∗ ∈ A∗ : ||γ − γ∗||2 ≤ ε}|

|A|

and the recall of A with respect to A∗ is defined by

R(A) =
|{γ∗ ∈ A∗|∃γ ∈ A : ||γ − γ∗||2 ≤ ε}|

|A∗| .

Here, ||γ − γ∗||2 denotes the Euclidean norm between the elements γ, γ∗ ∈ [1 :
N ] × [1 : M ], see Sect. 2.2. Finally, the F-measure is defined by

F(A) :=
2P(A)R(A)

P(A) + R(A)
.

In our experiments, we used a threshold parameter ε corresponding to one sec-
ond. The left part of Table 1 shows the PR-values averaged over all pieces for
the four different alignment results. For example, when using DTW, the preci-
sion amounts to only P = 0.63. The reason for this low value is that all time
positions of the MIDI are to be aligned in the global DTW strategy, even if there
is no semantically meaningful correspondence in the audio. When using Smith-
Waterman or partial matching, the precision values become better. Note that
the three alignments based on the three different strategies typically produce
different (often random-like) correspondences in regions where the MIDI and
audio differ. As a result, these correspondences are discarded in the consistency
alignment yielding a high precision of P = 0.93. This is exactly what we wanted
to achieve by our proposed method, where we only want to keep the reliable
information, possibly at the cost of a lower recall.
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Fig. 6. Various alignments for two Beatles songs using conceptually different syn-
chronization approaches Left: ‘While My Guitar Gently Weeps’ Right: ‘Norwegian
Wood’

In a second experiment, we modified the MIDI version even further by not only
distorting and replacing randomly chosen MIDI segments as described above,
but by inserting additional MIDI snippet segments. These additional structural
modifications make the synchronization task even harder. The corresponding
PR-values averaged over all pieces are shown in the right part of Table 1. As the
task is harder now, the quality measures for all three alignment strategies drop
except for our consistency alignment, where the precision (P = 0.95) essentially
remains the same as in the first experiment.

5 Conclusions and Future Work

In this paper, we introduced a novel method for locally classifying alignments as
reliable or critical. Here, our idea was to look for consistencies and inconsistencies
across various alignments obtained from conceptually different synchronization
strategies. Such a classification constitutes an essential step not only for im-
proving current synchronization approaches but also for detecting artifacts and
structural differences in the underlying music material. In the latter sense, our
approach may be regarded as a supporting tool for musical analysis.

To cope with the richness and variety of music, we plan to incorporate many
more competing strategies by not only using different alignment strategies but
also by considering different feature representations, various feature resolutions,
several local cost (similarity) measures, and different enhancement strategies
for cost (score) matrices. Here, additional alignment strategies can be based on
approaches algorithmically different from the ones presented here, like HMM-
based methods as known from online score following and computer accompa-
niment [2,18,20], but also on approaches describes in Sect. 2 in combination
with varying values for important parameters like τ or Σ. Fig. 6 shows first
illustrating results for two Beatles songs, where we computed a large number
of alignments using many different synchronization approaches. Despite of sig-
nificant differences in structure, timbre, and polyphony, the consistencies of the
various alignments reveal the reliable passages that can then serve as anchor for
subsequent improvements and refinements of the overall synchronization result.
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Note Recognition from Monophonic Audio:
A Clustering Approach

Rainer Typke

Austrian Research Institute for Artificial Intelligence (OFAI), Vienna

Abstract. We describe a new method for recognizing notes from mono-
phonic audio, such as sung or whistled queries. Our method achieves
results similar to known methods, but without any probabilistic models
that would need to be trained. Instead, we define a distance function for
audio frames that captures three criteria of closeness which usually coin-
cide with frames belonging to the same note: small pitch difference, small
loudness fluctuations between the frames, and the absence of non-pitched
frames between the compared frames. We use this distance function for
clustering frames such that the total intra-cluster costs are minimized.
Criteria for clustering termination include the uniformity of note costs.
This new method is fast, does not rely on any particular fundamental
frequency estimation method being used, and it is largely independent of
the input mode (singing, whistling, playing an instrument). It is already
being used successfully for the “query by humming/whistling/playing”
search feature on the publicly available collaborative melody directory
Musipedia.org.

1 Introduction

1.1 Goal: Recognizing Notes from Monophonic Audio

This paper describes a new method for finding note boundaries in monophonic
audio recordings. Unlike existing note onset detectors, our method bases its
decisions on whole groups of notes instead of only looking very locally for changes
in the spectrum. Also, our method does not use or need any training, which
makes it very generally applicable to singing, whistling, or a range of musical
instruments.

1.2 Related Work

Models: Matti Ryynänen and Anssi Klapuri [12,14,13] participated very suc-
cessfully in various MIREX tasks that involved finding boundaries between notes
(e. g., “Query by Singing/Humming” 2008). Their method uses Hidden Markov
Models (HMM) for modeling notes. The HMMs need to be trained using audio
recordings which are similar to those one wants to process later. Toh, Zhang, and
Wang [5] use Gaussian Mixture Models (GMMs) to distinguish between onset

M. Detyniecki, A. Garćıa-Serrano, A. Nürnberger (Eds.): AMR 2009, LNCS 6535, pp. 49–58, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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frames and non-onset frames. They build onset detectors using those GMMs and
decide on note onsets by picking peaks.

Local spectral changes: Paul Brossier et al. [4,3] published various note
onset detectors and made them available as part of a program called aubio1.
Note onsets are detected by using a “detection function derived from one or
a few consecutive spectral frames of a phase vocoder. The detection function
increases at the beginning of the note attacks. Peak- picking is required to select
only the relevant onsets.”

Harte, Sandler, and Gasser [9] describe a detection function for harmonic
changes in polyphonic music. They map 12-bin chroma vectors to the interior
space of a 6-dimensional polytope such that close harmonic distances appear
as small Euclidean distances. Harmonic changes are detected by calculating a
“Harmonic Change Detection Function” that determines, for each frame, the
Euclidian distance between the tonal centroids of the previos and the next
frame.

Rule-based system: Goffredo Haus et al. [10] described a complex, rule-based
method for detecting notes in audio recordings. They employ rules for detect-
ing noise; if a recording is deemed noise-free enough, other distortions such as
vibrato are dealt with, and the recording is analyzed on three levels (“frame”,
“block”, and “note”). Unfortunately, this method was never compared to others
in MIREX.

Discontinuity detection: Collins [7] uses a pitch detector, removes glitches,
suppresses vibrato, and then detects note onsets based on discontinuity of pitch.
De Mulder et al. [8] base segmentation on loudness instead of pitch. Pauws [11]
also focuses on onset detection, but looks at multiple curves at once (energy,
surf, and high-frequency content).

Clustering: Camacho [6] uses a clustering approach to distinguish between
pitched and unpitched segments. He determines the pitch strength trace and
determines clusters by locally maximizing distances between centroids.

1.3 Motivation

With our new method, we aim for a performance similar to that of Ryynänen’s
HMM models, but with more general applicability and without the need for
training any models. We are willing to sacrifice some real-time properties that
methods such as Brossier’s have. In a query-by-humming setting such as on
Musipedia.org, it is acceptable if notes are detected during a time frame of a few
fractions of a second immediately after the user has finished singing, whistling,
or playing a query. Therefore, the entire query can be taken into consideration
for analysis. Due to the wide variety of input modes one has to expect on a public
website – people will sing in many different ways, whistle, sometimes even play

1 http://aubio.org

http://aubio.org
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instruments –, it is very useful if one can avoid models whose training would
mean that note features would be taken into account which differ with these
different input modes.

2 Starting Point: Pitch and Intensity Curves

Instead of raw audio, we use a combination of a pitch curve and an intensity
(loudness) curve as input for our algorithm. Not only does this relieve us from
reinventing the wheel, as there is already a large body of literature describing
how to estimate fundamental frequencies, but it also opens up our method to
possible later improvements in fundamental frequency estimation. Any better
method for extracting a pitch curve from audio recordings can be combined
with our note detector and should immediately lead to better results.

We used a method from the early nineties for the purpose of pitch extrac-
tion: Boersma’s autocorrelation algorithm [2] in the form that is implemented in
Version 5.0.29 of Praat [1]. Praat was also used to extract the desired intensity
curve.

Fig. 1. Bottom: pitch curve (shown with bars) and intensity curve (line). Top:
the notes recognized from these two curves. This query was sung by a vis-
itor of Musipedia.org; you may listen to it – and see how it is analyzed
– at http://www.musipedia.org/ed qu.php?hash=9ad1849e978b75db92eaf7592f8d8174
or http://shrtlnk.net/rainbow (click on “Debug Information” for listening and for view-
ing intermediate results).

Since we ignore everything other than pitch and intensities, our method
works equally well for a large range of input modes – singing, whistling, and
musical instruments can all be treated in the same way after converting the
signal into these two curves. An obvious disadvantage of this approach, how-
ever, is that we can no longer recognize borders between sung notes in cases
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where the lyrics provide the only clue. That is, if consecutive notes are tied to-
gether, sung with the same pitch, and sung without a dip in loudness to divide
them.

3 Clustering

In this section, we will describe how we extract a list of notes with their onset
times, durations, and pitches from a pitch curve and an intensity curve. Both
curves are given as lists of numbers with one number per audio frame. We used
a frame width of 0.15 s.

3.1 Pitchless Frames Mark Note Boundaries

At least if a pause is long enough (and with our frame size, a pause of one
frame is already long enough), human listeners will perceive groups of audio
frames without pitch as not belonging to any note. Therefore, we reduce the
note recognition problem to that of segmenting groups of consecutive frames
which are all pitched.

3.2 Clustering According to Pitch and Intensity

Instead of directly detecting note onsets (and thus concentrating on the begin-
nings of notes), we use a more holistic approach and cluster frames which fit well
together.

Distance function for frames. In order to attach a cost to a group of frames,
we first define a distance function. The function calculates the cost of two given
frames being part of the same note. This cost should be high if the pitches
of the two frames differ strongly, and it should also be high if there is an in-
tensity reduction, followed by an intensity increase, between them. Finally, the
existence of non-pitched frames between them should increase the cost. It is
clear that non-pitched frames should always lead to a note split. Therefore, we
weight the cost component for non-pitched notes strongly enough for always
outweighing the other components; this is, for instance, achieved with factor 12
(see below), but we could just as well have chosen factor 99. This leaves us to
deal with two more components, intensity and pitch. Since we want a method
that is generally applicable, we do not want to determine good weighting factors
for individual singers, thus we need to normalize the intensity component be-
fore applying weights. Pitch does not need to be normalized because all singers
should already agree on how big, for instance, a minor second is. We normal-
ize the intensity component based on the value range found in the whole audio
recording. This lets us treat singers or whistlers with personal preferences for
larger or smaller absolute intensity differences equally. After normalization, we
adjusted the weights for pitch and intensity such that pitch usually dominates
intensity. Especially if intervals above the range of a typical vibrato are involved,
we know that there must be a new note event; for intensity changes, it is less
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clear whether we are confronted with a new note or just with tremolo or an
unintended recording artifact.

Based on these requirements and principles, we define the distance function
fdist as follows. F is the set of all frames, f1 and f2 are two frames to be com-
pared. The function intdist finds the longest and deepest intensity dip between
two given frames; by “intensity dip”, we mean a sequence of frames with strictly
decreasing intensity, followed by a sequence of frames with strictly increasing
intensity. For this largest intensity dip, the function returns the depth (largest
observed intensity difference) divided by its width (time distance between the be-
ginning and end of the dip). The function fpitchless simply returns the number
of frames with no pitch between the given frames.

fdist(f1, f2) = intdist(f1, f2)/ max
a,b∈F

intdist(a, b) +

| fpitch(f1) − fpitch(f2)|/12 +
12 ∗ fpitchless(f1, f2) (1)

Given two frames, function fdist returns the sum of the normalized size of any
intensity dip between them, plus the pitch difference (given in octaves), plus a
large penalty for any frames without pitch between them. Note that the first com-
ponent, intdist(f1, f2)/ maxa,b∈F intdist(a, b), is zero for any group of frames
that does not contain a dip. Therefore, for arbitrarily large groups of consec-
utive frames with no intensity dip and no pitchless frames, the only non-zero
component is the pitch component.

We then define the fcluster cost of a frame set C simply as:

fcluster cost(C) =
∑

f1,f2∈C

fdist(f1, f2) (2)

This definition of the cost of a cluster has the effect that our algorithm does not
necessarily attach higher costs to larger groups of frames – as long as the pitch
is stable, even very large groups of frames can have low costs, as long as they do
not contain pitchless frames or a dip in intensity.

This definition also leads to robustness against vibrato and, to some degree,
also tremolo. Any small variation in pitch within a note will only lead to small
increases of the pitch component of the cost; as long as the vibrato pitch range
stays well below a minor second, which it usually should, a pitch difference of a
minor second or more will always have a much higher influence on the pitch cost
component than vibrato. Increasing robustness against tremolo is probably best
done by somewhat smoothing the intensity curve; but even if this smoothing
fails to completely remove the tremolo, a small tremolo-induced intensity dip
still does not necessarily make it impossible to detect the intensity change that
is typical for a note onset since we always look at the largest intensity dip we
can find between two frames.

Clustering algorithm. For clustering frames, we use an iterative algorithm
for finding new note borders that maximally reduce the sum of all cluster costs.
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Input: A list of frames with a pitch value and an intensity value for
every frame.

Output: A list of notes with onset times, durations, and pitches.
Initial clustering: Create one cluster from every group of consecutive
frames with a defined pitch.
repeat

Calculate the cost fcluster cost for each existing cluster.
Split the most expensive cluster in two such that the total cost of
the two new clusters is minimal.

until the cluster costs are uniform or the most expensive cluster is
cheap.
Report each cluster as a note: Onset time of the first frame, duration
calculated from the number of frames, pitch as the median pitch of all
frames in the cluster.

A good border for splitting a cluster is found efficiently as follows: a prefix
array and a postfix array for the cluster are constructed. Each array element in
the prefix array contains the sum of frame pair costs from the beginning of the
cluster until the array element in question. The postfix array is constructed in a
similar way, but with the sum of frame pair costs from the array element until
the end of the cluster. The cluster is then split at the point where the sum of
corresponding elements of the prefix and postfix arrays is minimal – this will
typically find the optimum border with linear effort.

Clustering terminates when cluster costs are either “uniform” or “cheap”.
By this, we mean that either the standard deviation of cluster costs falls below
0.3 or the most recent cost reduction falls below a quarter of the median note
cost. These two thresholds are both not absolute, but adapt automatically to
variations such as the presence or absence of tremolo or vibrato. Tremolo or
vibrato drives up the costs of all notes, which means that the final result should
contain more expensive notes than a query that is sung without any tremolo
or vibrato. In both cases, we can simply stop splitting clusters once the most
recent gain is small in comparison to the average note cost, or the cluster costs
are uniform.

3.3 Improvement: Glissando Removal

A few experiments with sung queries from the real world have shown that note
recognition can be improved by running the clustering algorithm until the largest
cluster is quite small (a few frames) and then setting the pitch to zero for im-
probable miniature notes, that is, notes which are just a few frames in length
but contain a large pitch variation. Such clusters are most likely not meant to be
notes, but are just glissandi. After setting the pitch to zero for these glissando
frames, the algorithm is restarted from scratch.
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4 Evaluation

A subjective evaluation is easy – one can simply go to http://www.musipedia.
org/query by humming.html, whistle, play, and sing tunes, and immediately see
the quality of the transcription. When doing that, one should, of course, rule out
any unnecessary problem such as oversampling or an unsuitable volume setting
by replaying one’s query after it has been recorded, especially if the transcription
contains errors.

However, it is also desirable to evaluate the note recognition algorithm in
a more objective way, to compare it to the state of the art, and to find its
strengths and weaknesses. We chose Ryynänen’s method, which is based on note
event modeling, for our comparison because it consistently performed well at the
MIREX competitions. Also, Ryynänen made transcription examples available2.
We analyzed 14 of Ryynänen’s 15 examples using our new method and counted
the errors for both methods. We counted false positives (notes reported by the
method which a human cannot hear in the sung input) and false negatives (sung
notes that are not recognized by the method). We skipped one of Ryynänen’s
examples (the second instance of “Brother, can you spare a dime”, ID 37) because
even a human cannot reliably detect which notes the singer intended, which
means that false positives and false negatives cannot be meaningfully counted
for this one example. Since we throw away lyrics before detecting notes, one
should expect that our new method will run into difficulties if repeated notes
are marked exclusively by lyrics and neither by intensity dips nor rests between
notes; therefore, we counted the false negatives for repeated notes separately.

Figure 2 shows the percentages of false positives and false negatives as box-
and-whisker plots. 14 sung queries with a total of 518 notes were considered.

Table 1. FP = false positives, FN = false negatives, FN-R = false negatives without
counting note repetitions

ID Total —Ryynänen— —Our method—
Notes FP FN FP FN FN-R

26 30 0 0 0 0 0
33 41 0 0 1 2 2
34 59 1 1 0 16 0
54 45 0 4 0 3 3
64 31 0 2 0 8 0
67 44 0 8 0 11 0
72 28 3 0 0 6 0
77 29 0 3 1 2 0
85 44 0 0 0 7 0
96 32 0 0 0 1 1
99 23 1 0 1 1 1
111 40 1 2 0 6 6
115 28 3 2 2 3 3
137 44 3 3 0 2 1

2 http://www.cs.tut.fi/sgn/arg/matti/demos/monomel.html

http://www.musipedia.org/query_by_humming.html
http://www.musipedia.org/query_by_humming.html
http://www.cs.tut.fi/sgn/arg/matti/demos/monomel.html
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Fig. 2. False negatives (with/without counting note repetitions) and false positives
for our method (top) and Ryynänen’s note event modeling method (bottom). The
vertical lines in the box-and-whisker plots mark the arithmetic mean, the boxes contain
the middle 50 % of data points, and the whiskers indicate the non-outlier maximum
and minimum values. Apart from the expected poor recognition of note repetitions
which are only perceivable if one takes lyrics into consideration, our method shows a
performance comparable to the state of the art.

The top three box-and-whisker plots show the results for our method, while the
bottom two show Ryynänen’s false negatives and false positives. The raw data
are shown in Table 1.

One can see that apart from our expected poor performance for note repeti-
tions that can solely be detected based on lyrics (which we purposely ignore),
the methods perform roughly equally well – we even produced slightly fewer
false positives. This is surprising because Ryynänen’s detector was trained using
the same data which were used for this evaluation, while our method was not
optimized for these data. In particular, the variable parameters of our method,
namely frame size, weights for the distance function, and the termination cri-
teria of the cluster algorithm, were set based on real-world Musipedia queries,
not on Ryynänen’s data which were used for evaluation. Our method performs
equally well for notes for which Ryynänen’s detector would need to be trained
separately, such as whistled notes or notes played on string instruments (we tried
a viola, for example). Also, our method is noticeably simpler.
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5 Conclusions

We presented a new, simple method for recognizing boundaries between notes
in whistled or sung monophonic queries. Note onsets are not detected locally;
instead, optimum borders between clusters of frames are found by minimizing
intra-cluster distances between frames. Training is not necessary, and the method
supports a wide range of input methods such as singing, whistling, and musical
instruments.

Our evaluation shows that compared to Ryynänen’s note event model method,
we lose some accuracy for recognizing repeated notes because our method does
not yet take lyrics into consideration for note separation. However, we gain the
ability to process a much wider range of instruments (not only singing but also
whistling and various instruments), we avoid the need for training models on
data, and we gain a great deal of simplicity. For input methods other than
singing, the current lack of lyrics processing obviously is not a problem.

It would be desirable to do an objective performance comparison also
for queries that were played on various musical instruments or whistled.
Unfortunately, we do not have access to a collection of such queries and
performance data for other methods, but our subjective evaluation on
www.musipedia.org/query by humming.html indicates that our performance for
whistling or string instruments exceeds the performance for singing.

The performance of our method could still be increased in various ways:

– One could improve the recognition of repeated notes by introducing a new
spectrum-based cost component to our frame distance function: the more the
spectrum changes between frames, the higher the distance should be. This
could introduce the possibility of splitting notes based on lyrics, or based
on typical note onset noises for musical instruments, without sacrificing too
much of the general applicability.

– There are a few parameters for which a systematic optimization could help;
these parameters include:

• the weights of the pitch and intensity components for the frame distance
function,

• the termination criteria (“uniformity” and “cheapness”) for clustering,
• the frame size.

– Also, better pitch and intensity detection would automatically improve the
performance.

Paul Brossier’s methods for onset detection (and similar methods) have an ob-
vious advantage: they do not need to look ahead very far and are thus suitable
for real-time onset detection, while our clustering method as described in this
paper expects to see the whole recording. However, our method could easily be
modified such that it only needs to see enough frames for the next one or two
notes before making a decision. It would simlpy need to be run on a sliding
window, and notes would be detected with a delay of about one or two notes.
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2 Université Paris Diderot, Paris 7
Institut Langevin (LOA), UMR 7587

10, rue Vauquelin, 75231 Paris Cedex 05, France
laurent.daudet@espci.fr

Abstract. We explore similarity search in data compressed and de-
scribed by adaptive methods of sparse approximation, specifically audio
signals. The novelty of this approach is that one circumvents the need
to compute and store a database of features since sparse approximation
can simultaneously provide a description and compression of data. We
investigate extensions to a method previously proposed for similarity
search in a homogenous image database using sparse approximation, but
which has limited applicability to search heterogeneous databases with
variable-length queries — necessary for any useful audio signal search
procedure. We provide a simple example as a proof of concept, and show
that similarity search within adapted sparse domains can provide fast
and efficient ways to search for data similar to a given query.

1 Introduction

Similarity search in time series databases is typically addressed with techniques
of feature extraction and nearest neighbor search methods within an econom-
ically indexable space of much smaller dimension than the original data (e.g.,
[1, 2]). One creates feature vectors that describe time series using a variety of
linear and non-linear transforms, such as a truncated discrete Fourier trans-
form [1], dyadic wavelet transforms [2], or even transforms of transforms, such
as Mel-frequency cepstral coefficients (MFCCs) [3]. For databases of sampled
audio, the use of MFCCs has proven useful for a variety of tasks, for instance,
fingerprinting and music identification, content classification, and cover song
identification (e.g., [3,4, 5]). There also exists a variety of distance measures in,
as well as indexing schemes for, feature spaces, which allow economic ways to
search and retrieve data based on a query [1,4].

Features created from compressed audio data, e.g., MPEG-1, layer 3 have
been used in, e.g., tasks of content classification [6], but the descriptiveness and
applicability of these features have limits due to the transforms employed [7].
Indeed, such schemes for audio compression are designed first and foremost to
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compress audio data to perceptual transparency, not to accurately describe it. A
compelling alternative is given by methods of sparse approximation [8, 9]. Such
approaches can provide audio compression schemes competitive with standard
ones at low bit rates [10], while possessing features with much better time and
frequency resolution [7]. Additionally, a sparse representation is hierarchical in
that the most energetic signal content is generally represented before the least
energetic. It is also adaptive since terms are selected and placed in a representa-
tion where they fit the data the best — as opposed to a transform, e.g., Fourier,
that uses the same basis functions no matter the signal content. What is more,
sparse approximation has scalable precision; in other words, approximations are
progressively made more precise by including more terms. This means that at
levels of low-resolution one can obtain an idea of the general behaviors of the
data — a property exploited by time series similarity matching using wavelets [2].
All these observations suggest that sparse approximation can be useful for data
compression, as well as for economically and efficiently searching it. Initially,
however, there is a high computational price to pay in sparse approximation as
the decomposition procedures are complex. A decomposition only needs to be
done once though, to generate the signal representation.

Jost et al. [11] have explored similarity search within sparse and descriptive
domains created by sparse approximation. This approach, however, restricts all
data to be the same size, and is not invariant to translation — rendering it
useless for similarity search in a database of heterogenous audio signals. In this
paper we elaborate on this method for use in the task of similarity search in
audio signals. We propose a translation-invariant method that permits subse-
quence search, and show with a simple example that similarity search within the
sparse domain can be effective, even when a query is corrupted by noise. Our
work demonstrates that sparse approximation, in addition to being useful for au-
dio signal compression [10], provides an accurate and searchable description of
audio data that is useful for similarity search, and is scalable to large databases.
This ultimately eliminates the need for a database of features separate from the
compressed data itself.

The outline of this paper is as follows. The next two subsections review sparse
approximation, and the procedure of similarity search of Jost et al. [11]. Section 2
contains our elaborations of this method, specifically addressing its shift-variance
and restrictions on signal size, within the context of similarity search in audio sig-
nals. The third section provides a proof of concept demonstrating that subsequence
similarity search within a sparse domain is possible and gives sensible results. We
also provide a brief analysis of the computational complexity of this approach.

1.1 Sparse Approximation

Consider the discrete finite-length signal x ∈ R
K , and a full-rank matrix (dictio-

nary) composed of unit-norm vectors (atoms) from the same space D ∈ R
K×N ,

where usually N 
 K. Sparse approximation attempts to find a solution s ∈ R
N

to the constrained problem
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min
s

#{|s| > 0} subject to ||x − Ds||22 ≤ δ (1)

that is, find the vector s with the largest number of zero elements that results
in a squared error of at most δ ≥ 0. Essentially, sparse approximation is the
modeling of a function using few atoms from the dictionary. The pursuit PD{x}
decomposes x in terms of the dictionary D such that if s′ ← PD{x}, then
||x−Ds′||22 ≤ δ. This may or may not be the solution to (1), but is at least much
more sparse than x itself (i.e., #{|s| > 0} � K). We can express the linear
combination Ds′ in terms of the n

Δ=#{|s′| > 0} non-zero elements in s′:

x = H(n)a(n) + r(n) = x̂(n) + r(n) (2)

where a(n) is a length-n vector created by removing all N − n zeros from s′,
H(n) are the corresponding columns of D, and r(n) = x − x̂(n) is the error
satisfying ||r(n)||22 ≤ δ.

Many methods have been proposed to solve (1) exactly or approximately. Basis
Pursuit [9] proposes to relax the sparsity constraint (#{|si| > 0}) to the �1-norm
(||s||1), which can then be solved using convex optimization. Matching Pursuit
(MP) [8] is a greedy iterative descent algorithm that builds a solution s iteratively
based on a measure of similarity between an intermediate residual and atoms in
the dictionary. Of the two, the iterative approach of MP provides solutions that
are suboptimal with respect to the �1-norm, but is much less computationally
complex, and can provide representations that are simultaneously sparse and
descriptive of high-dimensional audio signals [10,7].

1.2 Image Similarity Search Using Sparse Approximations

Jost et al. [11] have used sparse approximation to facilitate similarity search in
a database of images. Consider performing a pursuit with a full-rank dictionary
D on a query signal xq ∈ R

K , ||xq||22 = 1, {Hq(nq), aq(nq), rq(nq)} ← PD{xq},
as well as on a set of signals of the same dimension Y Δ= {yi ∈ R

K , ||yi||22 = 1}i∈I

Ys
Δ=

{
{Hi(ni), ai(ni), ri(ni)} ← PD{yi}

}
i∈I

. (3)

We wish to find the elements of Y that are similar to the query, e.g., those
elements that have a minimum Euclidean distance to xq. In this respect, the
yi ∈ Y most similar to xq is given by solving

min
i∈I

||yi − xq||22 = max
i∈I

〈xq,yi〉 = max
i∈I

yT
i xq. (4)

However, to avoid taking |I| inner products for a query, Jost et al. [11] solve
this more efficiently by translating it to the sparse domain. Using the sparse
representations of each signal, one can express (4) as
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max
i∈I

〈Hq(nq)aq(nq),Hi(ni)ai(ni)〉 = max
i∈I

aT
i (ni)HT

i (ni)Hq(nq)aq(nq)

= max
i∈I

aT
i (ni)Giqaq(nq) = max

i∈I

ni∑
m=1

nq∑
l=1

[Aiq • Giq]ml (5)

where [B • C]ml = [B]ml[C]ml is the Hadamard product ([B]ml is the mth row
of the lth column of B), Giq

Δ=HT
i (ni)Hq(nq) is a matrix with elements from

the Gramian of the dictionary, i.e., DT D, and the outer product of the weights
Aiq is defined

Aiq
Δ= ai(ni)aT

q (nq). (6)

We can write the sum in (5) in terms of a sum involving 1 ≤ M < min(nq, ni)
atoms from each representation, as well as a remainder term

Siq(M) Δ=
M∑

m=1

M∑
l=1

[Aiq • Giq ]ml (7)

Riq(M) Δ=
ni∑

m=1

nq∑
l=M+1

[Aiq • Giq ]ml +
ni∑

m=M+1

M∑
l=1

[Aiq • Giq]ml. (8)

For a given M we will find {Siq(M)}i∈I , estimate the remainders {Riq(M)}i∈I ,
and compare bounds to eliminate signals that are not similar to the query. We
estimate these bounds by first making the assumption that the elements of ai(ni)
and aq(nq) are ordered in terms of decreasing magnitude, and that they decay
exponentially, e.g., for the query signal

0 < |[aq(nq)]m| ≤ Cm−γ , m = 1, 2, . . . (9)

(and similarly for each ai(ni)) with C, γ > 0 depending in a complex way on the
signal, the dictionary, and the pursuit. Such decay is guaranteed for MP since for
all full-rank dictionaries the residual energy is monotonic decreasing [8]. Since
|[Giq]ml| ≤ 1 because the dictionaries consist of unit-norm atoms, then we can
find a loose upper bound on the remainder (8)

Riq(M) ≤ C2
ni∑

m=1

nq∑
l=M+1

(ml)−γ + C2
ni∑

m=M+1

M∑
l=1

(ml)−γ (10)

Defining this upper bound as R̃iq(M), we obtain the following loose upper and
lower bounds on (5) such that Liq(M) ≤ 〈xq ,yi〉 ≤ Uiq(M):

Liq(M) Δ= Siq(M) − R̃iq(M) (11)

Uiq(M) Δ= Siq(M) + R̃iq(M). (12)
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For MP and a full-rank dictionary, these bounds converge to the true value of
〈xq,yi〉 as M, ni and nq approach infinity.

Given that we have estimated C and γ from the set of representations, the
problem of finding the most similar database element to the query can be done
iteratively over M in the following way [11]. We first assume that every element
of Y is similar to the query, and then reduce the number of good matches by
successively considering pairs of atoms from each representation. Starting with
M = 1, we compute the sets {Liq(1)}i∈I and {Uiq(1)}i∈I , that is, the first-
order upper and lower bounds of the set of correlations of the query signal
with all signals in the database. Then we find the signal with the largest lower
bound imax

Δ= arg maxi∈I Liq(1), and reduce the search space to I1
Δ= {i ∈ I :

Uiq(1) ≥ Limaxq(1)}, since all other data have a smaller upper bound on their
correlation with the query than the largest lower bound in the set. If |I1| > 1,
then we set M = 2, compute the sets {Liq(2)}i∈I1 and {Uiq(2)}i∈I1, find the

index of the maximum imax
Δ= argmaxi∈I1 Liq(2), and construct the reduced set

I2
Δ= {i ∈ I1 : Uiq(2) ≥ Limaxq(2)}. In this way the set of signals most similar to

the query is pared to those that match xq the best.

2 Similarity Search for Sparsely Represented Audio

As such, the method of Jost et al. [11] has limited applicability to similarity
search in audio signals, and image data in general. First, it requires all elements
of the database and the query to be of the same dimension. It cannot be used to
find a smaller-dimension object in a heterogeneous set of images, for instance.
Second, the search returns different results if the query data is simply translated
or rotated. These restrictions are problematic for searching audio signals where
time shift is natural. We now address these restrictions so that the method is
useful to similarity search in audio signals.

We want to efficiently and accurately search a heterogeneous database to find
every similar instance of some query independent of its amplitude, location, or
the surrounding data. This problem has of course been addressed in numerous
ways for audio data (e.g., [3, 5, 4]); here, however, we address it in the sparse
domain. As in Section 1.2, consider the query xq ∈ R

K , ||xq ||22 = 1, and a
collection of vectors (that may not be unit-norm) in several high-dimensional
spaces

Y = {yi ∈ R
Ni : Ni > K}i∈I . (13)

As in [11] we measure similarity of two vectors by their Euclidean distance; but
in this case, we must look at the minimum possible distance between xq and
each K-length subsequence of yi ∈ Y. We define the distance by

D(PK(t)yi,xq)
Δ= min

α
||PK(t)yi − αxq||22 subject to ||PK(t)yi||2 > 0

= min
α

||PK(t)yi||22 + |α|2 − 2α〈PK(t)yi,xq〉

subject to ||PK(t)yi||2 > 0 (14)



64 B.L. Sturm and L. Daudet

where the K×Ni matrix PK(t) Δ= [0K×t|IK |0] is defined for 0 ≤ t ∈ Z < Ni−K,
with IK the identity matrix of size K, and 0 is an appropriately-sized zero matrix,
and α is some scale to be determined. We add the constraint to ensure that we
are looking at a subsequence of yi that has energy. Since the minimum occurs
for α = 〈PK(t)yi,xq〉, we can find the shift 0 ≤ t < Ni − K at which (14) is
minimized for each yi ∈ Y by the equivalent maximization problem

ti = arg max
0≤t<Ni−K

|〈PK(t)yi,xq〉|
||PK(t)yi||2

subject to ||PK(t)yi||2 > 0. (15)

Finally, analogous to (4), given the set TI = {ti}i∈I , i.e., the set of time transla-
tions at which each element of Y has a minimum in (14), the signal with content
that is most similar to the query is given by solving

max
i∈I

|〈PK(ti)yi,xq〉|
||PK(ti)yi||2

. (16)

There are two essential differences between (16) and (4). First, since we are
considering subsequences, we must consider many translations of the query along
the support of each element of Y. Second, while (4) reduces to maximizing a
single inner product, (16) entails a ratio of two values since ||PK(t)yi||2 is not
assumed constant at every shift t of every signal yi. For these reasons, adapting
the method of [11] to subsequence similarity search is not trivial.

We now express (15) in a sparse domain. Consider several full-rank dictionar-
ies: DK defined over R

K , and DNi defined over R
Ni . Using some pursuit, e.g., MP

[8], we produce sparse representations of the query {Hq(nq), aq(nq), rq(nq)} ←
PDK{xq}, as well as each element in Y (13):

Ys =
{
{Hi(ni),ai(ni), ri(ni)} ← PDNi

{yi}
}

i∈I
. (17)

We express the numerator in (15) as

|〈PK(t)Hi(ni)ai(ni),Hq(nq)aq(nq)〉| =
∣∣aT

i (ni)HT
i (ni)PT

K(t)Hq(nq)aq(nq)
∣∣

=
∣∣a′T

i (n′
i)Giq(t)aq(nq)

∣∣ (18)

where we have defined the subspace Gramian Giq(t) from the projection of the
n′

i non-zero K-length columns of PK(t)Hi(ni) onto Hq(nq), and we have defined
the possibly shortened weight vector a′

i(n
′
i) as the weights associated with the

atoms with support in [t, t + K). Assuming, from the energy conservation of
MP [8], that ||PK(t)yi||22 ≈ ||a′

i(n
′
i)||22 (i.e., the energy of the segment is close to

the squared �2-norm of the weights of atoms that exist in that segment, ignoring
effects at the edges), and defining the outer product

Aiq(t)
Δ=

a′
i(n

′
i)a

T
q (nq)

||a′
i(n

′
i)||2

(19)
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Fig. 1. Decay of elements log10[a
′
i(n

′
i)]k/||a′

i(n
′
i)||2 as a function of approximation order

k for several subsequences (gray), query (thin black), and the calculated bound (thick
black). Dashed gray line is when γ = 1.

we can write (15) as

ti = arg max
0≤t<Ni−K

∣∣∣∣∣∣
n′

i∑
m=1

nq∑
l=1

[Aiq(t) • Giq(t)]ml

∣∣∣∣∣∣ subject to ||a′
i(n

′
i)||2 > 0. (20)

Now, for a given yi ∈ Y we want to find ti by considering far fewer than n′
i ×nq

pairs of atoms for each possible time shift.
Taking the approach by Jost et al. [11], we break apart the sum in (20) into

Siq(t, M) Δ=
M∑

m=1

M∑
l=1

[Aiq • Giq(t)]ml (21)

Riq(t, M) Δ=
n′

i∑
k=1

nq∑
l=M+1

[Aiq • Giq(t)]ml +
n′

i∑
k=M+1

M∑
l=1

[Aiq • Giq(t)]ml (22)

for 1 ≤ M < min(n′
i, nq). We assume the weights decay exponentially as in (9).

Finally, we can state as in (10) that

Riq(t, M) ≤ C2
n′

i∑
m=1

nq∑
l=M+1

(ml)−γ + C2
n′

i∑
m=M+1

M∑
l=1

(ml)−γ Δ= R̃iq(t, M) (23)

which gives bounds like (11) and (12).
Before we use the approach of Jost et al. [11] to narrow down the set of similar

signals based on these bounds, we must estimate C and γ. Since we assume (9)
holds for both the sparse representations of the query signal and the database
signals, then given a′

i(n
′
i) from the shift t and the sparse approximation of yi, we
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Fig. 2. |Siq(t, M)| with bounds ±R̃iq(t, M) (dashed gray) for two different subse-
quences (n′

i, nq = 1000) as a function of the pairs of atoms considered M2

know logm Ci − γi ≥ logm |[a′
i(n

′
i)]m|. Setting C′ = |[a′

i(n
′
i)]1|, we find an upper

bound on γi by

γi ≤
1

n′
i − 1

n′
i∑

l=2

logl

C′

|[ai(n′
i)]l|

. (24)

Using this bound, we set Ci = | [a′
i(n

′
i)]2 |2γi . (We chose this experimentally as it

appears to give the tightest bounds for our data.) Using the sparse representation
of the query, and all length-K subsequences of yi, we set C = max{{Ci}t, Cq}
and γ = min{{γi}t, γq}, where Cq and γq are found from the query signal repre-
sentation using the same approach as above. Figure 1 shows the decay of the ele-
ments in a′

i(n
′
i) for several subsequences and the bound. In this case C = 0.6702,

and γ = 0.5773.
Now we begin to see a problem. When γ < 1 (bound shown in Fig. 1), then

R̃iq(t, M) (23) decays slowly, implying that the bounds on |Siq(t, M)| are not
useful until M is large. Figure 2 illustrates this problem for a query matched to
two different subsequences from the same yi. Until R̃iq(t, M) < 1, we are unable
to say if one subsequence is more similar to the query than another, which in
this case occurs after we have looked at 1 764 pairs of atoms. We can increase
γ by using a dictionary that is more “coherent” with the signals, thus giving a
quicker decay; or we can take a probabilistic approach [11], determining which
segments are likely to have upper bounds smaller than the largest lower bound.
There may be no need to do either of these, however, as a simple threshold test
may be sufficient to find a small subset of candidates in Y.

Instead of starting with the assumption that every signal is equally similar
to the query, we will assume that none are. Let us redefine Siq(t, M) (21) as a
recursive sum along the anti-diagonals of the weight matrix:

Siq(t, M) Δ= Siq(t, M − 1) +
M∑

m=1

M−1∑
l=0

[Aiq • Giq(t)]m(M−l) (25)

for M = 2, . . . , min(n′
i, nq), and Siq(t, 1) = [Aiq • Giq(t)]11. We do this instead

of (21) because the decay rate is fastest in the diagonal direction of Aiq . At
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Fig. 3. |Siq(t, M)| (25) for subsequences of two speech signals with the same query as
a function of (26) the number of atom pairs considered. Note change in y-axis scaling.

step M , we are considering M additional atom pairs to those considered in the
previous step. Thus, the number of atom pairs considered in (25) at step M is

P (M) Δ=
M∑

m=1

m =
M(M + 1)

2
. (26)

Figure 3 shows |Siq(t, M)| as a function of P (M) for several subsequences from
two different speech signals and a query signal extracted from one of them. The
similarity (25) is evaluated at integer multiples j ∈ Ji

Δ= {0, 1, . . . , �(Ni−K)/τ�−
1}, of a fundamental shift of τ ∈ N samples. Each line in Fig. 3 represents the
similarity calculated at one shift. It is obvious that we only need a small number
of atom pairs to decide whether there is sufficient evidence of similarity between
a subsequence and the query with respect to (15), and consequently if one signal
has content more similar than another to the query. We explore this in the next
section with a simple experiment.

3 Computer Simulations

To investigate the behavior of (25), we designed the following simple experi-
ment. We concatenated six speech signals, a 3-second wide bandwidth music
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Table 1. Dictionary parameters (16 kHz sampling rate): scale s, time shifts Δu, and
frequency resolution Δf

s (samples/ms) Δu (samples/ms) Δf (Hz)
4/0.25 1/0.06 4000
8/0.50 2/0.13 2000
16/1 4/0.25 1000
32/2 8/0.5 500
64/4 16/1 250
128/8 32/2 125
256/16 64/4 62.5
512/32 128/8 31.25
1024/64 256/16 15.63
2048/128 512/32 7.81
4096/256 1024/64 3.91
8192/512 2048/128 1.95

signal (strings and percussion), and a 3-second realization of a white Gaussian
noise (WGN) process, to create a signal of dimension 411 862 samples (25.74 s)
at 16 kHz sampling rate. All speech signals are from different speakers (three
female, three male) saying: “Cottage cheese with chives is delicious.” The query
signal is the word “cheese” selected from one of the male speakers, and has a
dimension of 9 347 samples (584 ms). We decomposed both signals using MP
with a multiresolution time-frequency Gabor dictionary (scaled, modulated, and
translated Gaussian functions) detailed in Table 1. For instance, the dictionary
contains Gabor atoms of scale 16 samples (1 ms), with translations every 4
samples (0.25 ms), and spaced in frequency by 1000 Hz between 0 Hz and 8
kHz inclusive. We then computed (25) for several M , considering time segments
shifted by one-eighth the query length (73 ms) — which partitions the signal
into 345 segments. For these signals we estimated γ = 0.1296, so small that it
diminishes the applicability of the search method using bounds of Jost et al. [11].

Figure 4 shows how |Siq(t, M)| changes as more atom pairs are considered for
a speech query signal directly selected from the original signal that is (a) clean;
and (b) corrupted by additive white Gaussian noise with -10 dB SNR. In the
background of Fig. 4 we plot the signal, where each of the different signals are
marked — six speech samples, one music signal, and one white Gaussian noise
signal (WGN). Each black line in front of this is |Siq(t, M)| as a function of shift
t, and each is marked on the right with the associated value of P (M) (26), the
number of atom pairs considered at each time shift. The thick dark gray line is
the normalized magnitude correlation for every possible shift of the query.

From this data we can tell that the query signal comes from the fourth speech
signal. The first black line in the foreground is |Siq(t, 1)|, which is evaluated with
only one atom pair at each time shift. We clearly see a maximum occurs near the
position at which the query exists. At larger P (M) we see that other regions of
the signal are similar to the query. These correspond to the same word, “cheese,”
but spoken by other subjects — including a female (“3”). We observe the same
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Fig. 4. |Siq(t,M)| (25) for subsequences of the audio signal shown (far back) for several
P (M) (shown at right) using (a) clean query signal, and (b) query signal with additive
white Gaussian noise SNR = −10 dB. Thick gray line at back is the actual magnitude
correlation. Signal contents are labeled, with speakers numbered.

behavior in Figure 4(b) even when the query is corrupted by AWGN at an SNR
of −10 dB, i.e., 10 log10 ||αxq ||22/||n||22 = −10 dB, where xq is the original query,
n is the noise signal, and x′

q =(αxq + n)/||αxq + n||2 is the new query that we
make unit norm.

The computational complexity of this method for finding the portion of a
signal most similar to the query is O(TLP (M)) (assuming the pursuit has al-
ready run, and the dictionary elements are tabulated), where T is the number of
time segments (linearly dependent on N , the size of the signal being searched),
L is the size of the segments (or maximum atom scale in dictionary for the
L-point multiply of correlation), and P (M) = M(M + 1)/2 are the number
of atom pairs considered each time segment. Considering that L � N , and
M and T are small, this method is much less computationally expensive than
finding the direct correlation in the frequency domain, which has complexity
O((N +L−1)[3 log2(N +L−1)+1]) (three Fourier transforms and one N +L−1-
point multiply), and is very sensitive to noise. In the specific example above, the
direct correlation requires on the order of 23 million multiplies. Using just three
atom pairs per time segment requires on the order of one-third as many. We can
further reduce this if we use a closed-form expression for the inner-product of
two discrete Gabor atoms, or tabulate their values before hand. In this case, the
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complexity reduces to O(T ) by removing the need to perform P (M), L-point
correlations.

4 Conclusion

We have explored similarity search in audio signals that are simultaneously com-
pressed and described by methods of sparse approximation. Starting from the
method proposed by Jost et al. [11] for image similarity search, we have inves-
tigated how to address its restrictions (homogenous database, shift-variant) so
that it is applicable to similarity search in audio signals by permitting variable-
length queries and shift-invariance. We have performed a simple test as a proof
of concept that within the sparse domain we can find those portions of the signal
that are similar to a query with much less complexity than using direct corre-
lation methods, and furthermore without calculating features extraneous to the
data representations themselves. Future work will extend this method to search-
ing large databases of compressed audio, and compare its precision and recall
performance to other approaches to similarity search for audio signals.
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Abstract. Expanding on our preliminary work [1], we present a novel
method to heuristically adapt the Earth Mover’s Distance to relevance
feedback. Moreover, we detail an optimization-based method that takes
feedback from the current and past Relevance Feedback iterations into
account in order to improve the degree to which the Earth Mover’s Dis-
tance reflects the preference information given by the user. As shown by
our experiments, the adaptation of the Earth Mover’s Distance results in
a larger number of relevant objects in fewer feedback iterations compared
to existing query movement techniques for the Earth Mover’s Distance.

1 Introduction

Two common challenges of distance-based similarity search are the formulation
of the query and the definition of a suitable distance measure. By definition of
similarity search, query objects can be no more than imprecise descriptions of
what users are looking for in the database. Additionally, even for high-quality
similarity models, the distance measure can only be an approximation of the
users’ notion of similarity as said notion may be different from application to
application, from user to user, and ultimately from query to query.

Relevance Feedback (RF) approaches [2,3,4,5] address these issues on the basis
of relevance information gathered from the user. They aim to increasingly reflect
the user’s notion of similarity and return a larger amount of relevant objects
from the database. Returning more relevant objects in earlier iterations turns
effectiveness of the similarity model into efficiency for the user in this scenario.

Expanding on our preliminary work in [1], we present a novel statistics-based
heuristic that adapts a highly flexible, high-quality similarity measure called the
Earth Mover’s Distance (EMD) [6] to feedback information. Moreover, we detail
an extension of the traditional feedback loop that takes an adaptable similarity
measure (i.e., the EMD) and significantly improves the quality of the search
result returned to the user. To this end, we formulate the similarity adaptation
as an optimization problem that minimizes discrepancies between relevance in-
formation and the distance measure. Experiments on real world databases show
that significantly more relevant objects are returned in fewer iterations resulting
in a faster exploration of the database than existing EMD-based query movement
techniques allow for.
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2 Related Work

We first review related work for Relevance Feedback and for the EMD separately
and then detail related work that combines the two.

Relevance Feedback. In distance-based Relevance Feedback on multimedia
databases, similarity between the query and objects in a database is modeled
via a distance function. This framework allows for the utilization of database
techniques such as spatial access methods. Based on feature vector representa-
tions of objects, systems such as MindReader [3] and MARS [4] determine both
a reformulated query and an adapted distance function based on the users’ feed-
back. In the text retrieval domain, an algorithm for basing the adaptation of
the query on an optimization process that takes the user’s feedback into account
was proposed in [7]. For their text retrieval system, a query consists of a num-
ber of terms and according weights that can be updated by the optimization
process. An optimization-based RF approach with a framework similar to ours
has recently been presented in [5]. It uses genetic programming to optimize the
arithmetic combination of a number of general similarity functions. Inspired by
the Simulated Annealing optimization technique, [23,8] propose a system where
each iteration of a feedback process is a single iteration in an search process that
becomes more and more focuses over time. Some image-retrieval systems based
on RF break with the convention that each object in the database has to be
described by a single vector. Region-based RF [9,10] exploits the position, size,
shape, and/or feature distribution of connected regions within images. Recently,
Li et al. [10] proposed representing objects as graphs with nodes that represent
image regions and edges between nodes of neighboring regions. The nodes are
annotated with feature information for the corresponding regions. Their RF pro-
cess uses two optimization steps - one for matching graphs and the other one for
updating the query graph. While the features stored in the nodes of the query
graph are updated using relevance information, the structure of the query graph
itself remains unchanged, which limits the flexibility of the approach.

The Earth Mover’s Distance. The EMD is a highly flexible distance mea-
sure that has been successfully used for image comparison [6]. It is based on a
ground distance in the feature space and can compare feature representations
in the form of histograms with both fixed and adaptive binning. Its flexibility
makes it well-suited for a multitude of application areas besides image retrieval
that range from music retrieval [11] to vector field comparison [12] in physics.

The success of the EMD in the computer vision domain gave rise to recent
research that allows for fast approximate and exact evaluation of EMD-based
similarity queries in multimedia databases. Lower bounds of the EMD have been
proposed in [13,6] and enable efficient search via filter-and-refine algorithms. Di-
mensionality reduction techniques [14,15] for the EMD can be utilized in a sim-
ilar algorithmic framework. EMD-specific indexing techniques [13,16,14] make
efficient access in large databases possible while embeddings and approxima-
tions [17,18,19] of the EMD allow for fast approximate similarity queries.
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Relevance Feedback and the Earth Mover’s Distance. While the EMD
has been utilized in a limited number of Relevance Feedback algorithms [9,6],
these techniques do not adapt the EMD itself but instead rely on its good default
retrieval performance. Rubner et al. [6] propose a Relevance Feedback approach
termed “Query-by-Refinement” that combines the feature representation from
relevant objects to a representation of a new virtual query object. Thus, “Query-
by-Refinement” performs query adaptation only but the EMD itself remains
unchanged. In [9], the EMD is used as a kernel function for an SVM-based
Relevance Feedback system. The query results are iteratively improved by re-
weighting the query signature and training an SVM classifier according to user
feedback. The feedback is not used to adapt the underlying EMD.

Adapting the EMD to user feedback remains an open research topic, which
we address in this paper expanding our preliminary work in [1].

3 Formalization of the Similarity Model

Feature Representation. Multimedia databases typically describe the objects
they contain via a distribution of features that the objects exhibit. A commonly
employed type of discrete representation of the feature distribution is a feature
histogram, where a histogram bin represents the features that belong to a certain
partition of the feature space. For instance, a color histogram assigns pixels of
an image to partitions of a color feature space such as HSV. Feature histograms
with fixed binning partition the feature space once for the whole database. Both
data-independent (e.g., regular grids) and data-dependent partitioning methods
(e.g., via clustering of all features in the database) are commonly employed.

A more flexible way to represent feature distributions of multimedia objects
are feature histograms with adaptive binning which are called signatures in the
EMD-context [6]. For each object, the feature space is partitioned individually
by grouping/clustering its features.

Definition 1. Feature Signature. Given a feature space FS, an object o with
a finite number of features fo

1, . . . , f
o
k ∈ FS, and a disjoint grouping Co

1, ..., C
o
d

of the k features, the signature so of o is a finite subset {(po
1, w

o
1), . . . , (po

d, w
o
d)}

of FS × R
+ with representatives po

j ∈ FS and weights wo
j ∈ R

+ given by

po
j =

1
|Co

j |
∑

f∈Co
j

f , wo
j =

|Co
j |

k

Fig. 1 shows a visualization of signatures for two similar images where the feature
space FS comprises both location and color information and each feature fo

i

is e.g. a tuple (x,y,h,s,v) derived from a pixel of o. In both cases, the signature
captures the shades of the green pastures surrounding the horses, the brown foal
and the gray horse by according clusters. As a conventional histogram cannot
tune its partitioning to any single image, it would require an exceptionally large
number of partitions to capture the features with a comparable quality [6].
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Fig. 1. Two similar images and visualizations of according signatures

While a signature representation can capture feature distributions very pre-
cisely, it also requires the similarity measure to be able to compare objects with
differing partitioning. An established measure flexible enough to handle feature
signatures is the EMD.

The Earth Mover’s Distance. The EMD is a similarity measure that is mod-
eled as the solution to a transportation problem based on a ground distance.
Given a number of sources with goods that are to be distributed to a number
of targets, EMD calculates the most cost-efficient way of distributing the goods.
The cost for transporting one unit of the goods from a given source to a given
target is based on a distance function that is referred to as the ground distance.
For the signature feature representation, the ground distance is computed be-
tween two cluster centers and thus describes how dissimilar the features from
those regions are. Note that this dissimilarity notion is restricted to the feature
space FS and only extends to the dissimilarity of the objects via the EMD.

Definition 2. Earth Mover’s Distance. Given signatures so, sq and a ground
distance gd, the EMD between so, sq is defined as a minimum over feasible trans-
ports T = [tij ] ∈ R

|so|×|sq|:

EMDgd(so, sq) = min
T∈FEASIBLE

⎧⎨
⎩ 1

w̃

∑
i

∑
j

tij · gd(po
i, p

q
j)

⎫⎬
⎭

where w̃ = min(
∑

i wo
i,

∑
j wq

j) is the smaller of the total weights of so and sq

and FEASIBLE ⊂ R
|so|×|sq| is the set of feasible transports which is defined as

{T ′ ∈ R
|so|×|sq| |CSource ∧ CTarget ∧ CPos ∧ CTransport} with

CSource ≡ ∀i :
∑

j tij ≤ wo
i CTarget ≡ ∀j :

∑
i tij ≤ wq

j

CPos ≡ ∀i, j : tij ≥ 0 CTransport ≡
∑

i

∑
j tij = w̃

The EMD is the solution of a linear optimization problem and can be computed
efficiently via a simplex algorithm for transportation problems. On the intuitive
level, signature so is the collection of sources while sq is the collection of des-
tinations. All transports tij from sources to targets have to be positive (CPos)
and can neither exceed the available goods at the source (CSource) nor the ca-
pacity at the targets (CTarget). In addition, as many goods as possible have to
be transported (CTransport).

A common choice for the ground distance gd is the Euclidean distance between
cluster/partition representatives. The possibility to replace gd and thus to adapt
the EMD as a whole is key to our RF techniques presented in Sec. 4.
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4 Relevance Feedback for the Earth Mover’s Distance

With the similarity model described, we introduce our RF process for the EMD.

4.1 The Feedback Process

Figure 2 gives pseudo-code for the RF process that is the basis for the remainder
of the paper. Given an initial query object q and a default distance function dist,
an RF session starts with a k-nearest-neighbor query for q in DB. After returning
k objects to the user (e.g., in a graphical user interface), the process waits for
feedback from the user. Unless the user is already satisfied with the results
the main feedback loop is entered. Within the feedback loop, the user is asked
to let the system know which of the k returned objects are to be considered
relevant. Using this information and possibly also relevancy information from
past iterations, the system tries to find a new query and a new distance measure
that better fit the user’s requirements. Lastly, a new set of k objects similar to
the new query according to the adapted distance measure is retrieved.

Algorithm FEEDBACKLOOP acts as a general framework where ADAPT QUERY and
ADAPT DIST can be flexibly exchanged. For our EMD RF process, dist acts as
the ground distance for the EMD. Consequently, we concentrate on adapting the
EMD by adapting its ground distance. For this purpose, Section 4.3 describes
three instances of ADAPT DIST (a baseline, a heuristic, and an optimization-based
algorithm). Section 4.2 shows how the RF loop can generally be extended with
an optimization-based step that improves on the result of heuristic functions
ADAPT DIST.

FEEDBACKLOOP(DB, q, k, dist, ADAPT_QUERY, ADAPT_DIST) 

iter = 0; feedback[]  = ;  

results = knnQuery(q, dist, DB, k); 

while (isUserSatisfied(results) == false) 

feedback[iter].relevant = getRelUserFeedback(results); 

feedback[iter].rest = results - feedback[iter].relevant;

 q    = ADAPT_QUERY(feedback, iter); 

dist = ADAPT_DIST(q, feedback, iter); 

results = knnQuery(q, dist, DB, k); 

iter = iter + 1; 

END; 

Fig. 2. Relevance Feedback algorithm

4.2 Optimization of the Similarity Measure

While a well-founded heuristic for ADAPT DIST may be able to produce distance
functions that enable the retrieval of more relevant database objects than is
possible without adapting the distance, it does not necessarily reflect the user’s
feedback as well as could be wished for. Instead of directly returning the results
as determined by the heuristic distance, we propose to first test if the distance
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can be improved upon in an extension to the traditional feedback loop. We
phrase the adaptation of the distance as an optimization problem that ties the
distance as the optimization variable to the consistency of the similarity model
with the user feedback as the optimization criterion. Our approach is conceptu-
ally related to [7], where a greedy optimization was performed in order to find
an improved query representation via changing term weights in text retrieval.
Unlike [7], we optimize the similarity measure itself instead of the query repre-
sentation. Optimizing the similarity measure as presented in this section is tied
to the EMD in section 4.3 - Similarity Optimization. However, the idea can be
transferred to other flexible distance measures such as Quadratic Form Distance
for which the orientation and the extend of the ellipsoid-shaped equi-distance
surface would be subject to the optimization.

Adaptation as an Optimization Problem. The main question when phras-
ing the adaptation of a similarity measure as an optimization problem is how to
define a suitable optimization criterion. The optimization process cannot know if
including an object from the database in the result set will increase the number
of relevant objects returned to the user. It is not possible to adapt the similarity
measure, compute the k nearest neighbors normally returned to the user, and
check if the adaptation was favorable. However, it is possible to retrospectively
test if the adaptation resulted in a similarity measure that is consistent with
the user’s feedback. To this end, the objects from all previous result sets are
ranked according to the adapted similarity measure. A good similarity measure
results in a ranking of the feedback where the objects already identified as rele-
vant appear before the others. An unsuitable measure has all objects not marked
relevant before the relevant ones. To automatically decide how beneficial a given
ranking is, a quality measure reducing the ranking to a single figure is required.

Definition 3. Average Precision. Given a database DB, relevant objects � ⊆
DB, and an injective ranking function rank : DB → N, the average precision is

avgPrecision(rank,�) =
1
|�|

∑
o∈�

|{ô ∈ �|rank(ô) ≤ rank(o)}|
rank(o)

Intuitively, a higher number of relevant objects toward the front of the ranking
results in a higher average precision value which allows us to formulate the sim-
ilarity measure adaptation as an optimization. A ranking with relevant objects
at positions 1, 3, 4, and 6 has avgPrecision = 1

4 (1
1 + 2

3 + 3
4 + 4

6 ) ≈ 0.77 while a
perfect ranking (positions 1,2,3,4) has avgPrecision = 1

4 (1
1 + 2

2 + 3
3 + 4

4 ) = 1.

Definition 4. Optimal Relevancy-Consistent Similarity Measure
Given query q, database DB, and relevant objects � ⊆ DB, the optimal relevancy-
consistent similarity measure Sim∗ according to the average precision value is

Sim∗ = argmax
Sim

{avgPrecision(rankSim,�)}

where rankSim ranks objects in DB by similarity to q according to measure Sim.
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OPTIMIZE(C, q, feedback)

extern maxIter, coolFactor, T0;

optIter = 0; T = T0;

avgpNew = averagePrecision(C, q, feedback);

avgpOld = avgpNew; avgpBest = avgpNew; Cbest = C;

while (optIter < maxIter)

C’ = MODIFY(C);

avgpNew = averagePrecision(C’, q, feedback);

if (avgpNew avgpOld)

if (avgpNew > avgpBest)

Cbest = C’; avgpBest = avgpNew;

C = C’; avgpOld = avgpNew;

else

if (rand() < exp((avgpNew – avgpOld) / T))

C = C’; avgpOld = avgpNew;

T = T * coolFactor; optIter = optIter +1;

return Cbest;

END;

Fig. 3. Similarity measure optimization

During the Relevance Feedback process, we evaluate Definition 4 on the sub-
set of the database for which the user has given relevancy information to the
system either during the current or during prior feedback loop iterations. By
optimizing the average precision on the objects fed back to the system, the final
similarity measure better separates known relevant objects from other objects.

The Optimization Algorithm. The influence that the similarity measure pa-
rameters have on the value of the optimization criterion is inherently intricate
due to the ranking computation required to calculate the value of the criterion.
In the case of the EMD, where the optimization parameter is the ground distance
function, an analytical optimization is also made infeasible by the algorithmic
optimization of multiple transportation problems necessary to compute the EMD
values for the ranking. However, there is a well-suited subclass of optimization
algorithms for this situation.

The algorithm given in Figure 3 is an instance of the family of probabilistic
optimization algorithms referred to as Simulated Annealing algorithms [20]. The
main idea is to start the optimization at a given point in the search space (i.e., pa-
rameter collection C that defines the similarity measure) and randomly navigate
through the search space (MODIFY) while evaluating the optimization criterion
(averagePrecision) on its way through the search space. Unlike greedy algo-
rithms, worse solutions can temporarily be adopted with a certain probability
in order to overcome local optimums. The worse a solution is, the less likely is
its adoption. In addition, the probability for adopting worse solutions also de-
creases over time, as the so-called temperature of the optimization process (T)
tends toward zero. The optimization terminates after a set number (maxIter)
of iterations. In this fashion, the algorithm first moves rather erratically while
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looking for regions with good solutions and avoiding local optimums. The aver-
age precision of the currently adopted solution (avgpOld) may at first decrease
in order to get out of local optimums. As it progresses, it converges toward a
greedy algorithm. At the end, the best solution found during the optimization
process is used.

We list choices of the annealing parameters coolFactor, maxIter, and T 0

that proved suitable for the EMD Relevance Feedback process in the evalua-
tion section. The MODIFY function depends on the variability of the similarity
measure. EMD-specific definitions are given later on. However, the extended
feedback loop presented in this section can readily be utilized to optimize other
adaptable distance functions by defining a suitable parameter collection C and
modification function MODIFY.

4.3 EMD-Based Relevance Feedback on Signatures

In this section, we exploit the flexibility of the EMD for Relevance Feedback and
detail suitable instances of ADAPT QUERY and ADAPT DIST. The only necessary
change to the general FEEDBACKLOOP framework is that knnQuery now computes
nearest neighbors by treating the parameter dist as the EMD ground distance.

Query Adaptation. There exist several variants for combining several signa-
tures into a new signature in the literature based on region reweighting [9] and
clustering [6]. Since our focus is on adapting the similarity measure, we chose
to use the approach from [6] with a simple k-means algorithm and to skip the
according implementation details of ADAPT QUERY. The main idea is to collect
all signature components from all relevant signatures, recluster their represen-
tatives, and set the new weights to the median weight of the components in the
clusters. Clusters with contributions from less than half of the relevant signatures
are removed, and a normalization of the weights ensures that the total weight is
not greater than 1. Together with a fixed Euclidean ground distance produced by
ADAPT DIST QM in Figure 4, this reflects the “Query-by-Refinement” algorithm
from [6] and serves as a baseline for our EMD-based adaptation algorithms on
feature signatures in the experiments.

Heuristic for Adapting the Ground Distance. In this section, we propose
to exploit the variance of the partitioning representatives from relevant signa-
tures in order to define a ground distance that is based on Relevance Feedback
information. The key to defining a suitable ground distance is the observation
that we do not require a ground distance from each point in the feature space FS
to each other point in FS. For each iteration, we are only interested in distances
from a single query q to objects in the database. Thus, a ground distance that
defines distance values from the partitioning representatives of q to arbitrary
points in FS fully suffices. The main idea of our heuristic approach is to utilize
the local variance information of the feedback around the query representatives.
If feedback representatives are within a compact region in a dimension of the fea-
ture space around a query representative (i.e., the variance is low), the heuristic
assigns a high cost to transports out of this region.
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ADAPT_DIST_QM(q, feedback, iter)

return new Dist(L2);

END;

ADAPT_DIST_HEUR(q, feedback, iter)

if (feedback[iter].relevant.size() <= 1) return new Dist(L2);

CHeur = COMPUTE_HEUR_MATRIX(q, feedback, iter);

return new Dist(CHeur);

END;

ADAPT_DIST_OPT(q, feedback, iter)

if (feedback[iter].relevant.size() <= 1) return new Dist(L2);

CHeur = COMPUTE_HEUR_MATRIX(q, feedback, iter);

COpt = OPTIMIZE(CHeur, q, feedback);

return new Dist(COpt);

END;

COMPUTE_HEUR_MATRIX(q, feedback, iter) {

foreach ( Signature s in feedback[iter].relevant )

foreach ( Component (p,w) in s)

mini = arg min{Dist(L2).calc(p, pi) | (pi,wi) in q };
i

Subset[mini].add(p);

foreach ( Component (pi, wi) in q ) 

CHeur.row[i] = inverseVarianceVector(Subset[i]);

foreach ( row in CHeur)

row = row / sum(row);

return CHeur;

END;

Fig. 4. Signature ground distance adaptation

The function ADAPT DIST HEUR in Figure 4 takes all signatures of objects
deemed relevant by the user in the current feedback iteration and assigns each
representative to its closest query representative. The array of sets Subset stores
in Subset[i] the set of feedback representatives closest to the ith query repre-
sentative pi. The variance information of Subset[i] is stored in the i-th row of
a matrix CHeur = [cHeur

ij ], where cHeur
ij is the inverted variance of Subset[i]

in the j-th dimension of the feature space FS. Thus, CHeur is of size |sq| × d̃
where |sq| is the number of representatives in the query signature and d̃ is the di-
mensionality of the underlying feature space FS. The resulting ground distance
between a query representative pi and point p ∈ FS is a weighted Euclidean
distance function. With the inverted variance information from the i-th row of
CHeur as the weights on the diagonal of matrix diag(CHeur

i ), it is computed as

gd(pi, p) :=
√

(pi − p) · diag(CHeur
i ) · (pi − p)T .

Fig. 5 shows an example for the resulting ground distance. For three query rep-
resentatives p1, p2, p3 the corresponding equi-distance lines are shown. A large
variance value for the feedback representatives around a query representative
results in a low weight for the Euclidean distance assigned to that query repre-
sentative. While the visualization only shows the equi-distance lines for spatial



Flow-Based Adaptation of the EMD 81

p3

1/c32
1/c31

Heur

Heur

p2
1/c21

1/c22
Heur

Heur

p1
1/c11

1/c12
Heur

Heur

Fig. 5. An adapted EMD ground distance

MODIFY(C) 

extern modRowWeight; 

 

foreach (row in ) 

delta = sum(row) * modRowWeight; 

(entries1, entries2)  = randomPartitioning(row); 

sum1 = sum(entries1); sum2 = sum(entries2);  

if (sum2 <= delta) delta = -delta; 

foreach (entry in entries1) 

entry = entry * (sum1 + delta) / sum1; 

foreach (entry in entries2) 

entry = entry * (sum2 - delta) / sum2; 

return C ; 

END; 

Fig. 6. Modification of the ground distance

dimensions, the same applies to the other dimensions of FS (e.g., color/texture).
The resulting ground distance successfully adapts the EMD to the user’s feed-
back as is shown in the evaluation Section 5.

Similarity Optimization. In order to apply the optimization-based similarity
adaptation from Section 4.2 to the EMD on feature signatures in ADAPT DIST OPT,
we need an initial parameter collection C that defines the similarity measure
and a way of randomly modifying the parameter collection. The parameter that
defines the EMD is its ground distance. We can make use of the heuristically de-
termined cost matrix as an initialization for OPTIMIZE where the ground distance
is fully determined by the variance information stored in the matrix CHeur .

What remains is a function for randomly modifying the cost matrix. Algorithm
MODIFY in Fig. 6 modifies a matrix according to the externally set parameter
modRowWeight that determines the modification magnitude. In the cost matrix
passed to the algorithm, each row reflects variance information utilized to define
weights for a weighted Euclidean distance. The updating algorithm MODIFY thus
adapts these weights for each individual query representative when it modifies
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a row of CHeur . For each row, modRowWeight determines how much the row is
to be changed. To update a row, its entries are randomly partitioned into two
sets of equal cardinality (±1). The entries of the first partition are increased by
modRowWeight percent of the sum of row costs while the entries of the second
partition are decreased accordingly. Should a decrease of the second partition
lead to negative costs, the roles of the two partitions are switched. One of the
two modifications is always possible with modRowWeight from [0, 0.5). Lastly, the
new cost matrix is returned to the optimization algorithm for evaluation via the
average precision measure and possibly further iterative modification.

The modification translates to an adaptation of the dimension-wise ellipsoid
extents in the example of Figure 5.

4.4 Efficient Query Processing

While the Earth Mover’s Distance can be computed efficiently using a special-
ized transportation simplex algorithm, it is worthwhile to consider options to
speed up both the k-nearest-neighbor computation that is part of the Feedback
Loop algorithm (cf. Fig. 2) and the optimization algorithm (cf. Fig. 3) in order
to achieve interactive query processing times. For the k-nearest-neighbor com-
putation within a multimedia database, multi-step retrieval techniques from [13]
are well-suited to cope with the changing nature of the transportation cost ma-
trix in our feedback approach. In particular, the lower bound LBIM which is
based on a constraint relaxation of the EMD showed a very good selectivity and
good computation times in our evaluation prototype. Due to its lower-bounding
property, this filter-and-refine retrieval process returns results fast without loss
of quality. A second quality-preserving improvement can be achieved for todays
multi-core systems by computing mutually independent EMDs in parallel.

Further speed-up is possible for our approach by trading quality for efficiency.
For the optimization process, the maximum iteration count can be decreased re-
sulting in a less optimized similarity model. Additionally, an approximate mea-
sure such as LBIM can be used to replace the more expensive EMD computations
within the target function of the optimization.

Using only the quality-preserving techniques to speed up the retrieval, typical
query processing times for our C++ prototype on a dual Intel E5420 computer
with 2.5GHz were around 0.6 seconds (down from 4.2 seconds) for the query
movement and the heuristic approach and around 1.2 seconds (down from 8.4
seconds) for the optimization-based approach on the databases described below.

5 Experiments

We performed a series of automated RF runs on two databases to evaluate
the effectiveness of both the EMD adaptation via our heuristic and via our
optimization approach compared with methods that rely on query movement
alone.
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Fig. 7. Sample query images for PHOTO (top row) and ALOI DB (bottom row)

Databases and Evaluation Setup. The first database (PHOTO) includes
59,896 color images from a wide variety of themes (a.k.a. “Corel DB”). Each
theme includes ∼ 100 images. The second database [21] (ALOI) includes 72,000
images of 1,000 objects that were rotated around the physical y-axis. The vari-
ation per object is much smaller than the variation per theme in the PHOTO
database. Signatures with up to 20 components were created via a clustering
of a 7-dimensional feature space (position, color, and two texture dimensions).
For both databases, 20 themes / objects were chosen as relevant images for 20
feedback runs. The choice was purely random for the ALOI database. Given
the low-level feature extraction process detailed above, PHOTO themes like
“recreation” and “sports” exhibit a large visual diversity within the themes and
significant overlap among the themes. They are thus not suitable for our auto-
mated evaluation method. We chose twenty themes with limited overlap while
excluding themes with hardly any feature diversity. Figure 7 shows a sample of
the query images. The diversity per relevant PHOTO theme is still vastly greater
than the diversity per ALOI object.

The number k of nearest neighbors was set to equal the number of rele-
vant images such that the optimal result could potentially be attained. The
theme/object information for the k images was used to generate feedback for
the next iteration. After each iteration, the precision-recall data was collected
by ranking the database according to the current EMD. The precision-recall
curves are averaged over the 20 queries as described in [22].

The starting temperature T 0 of the optimization process was set to the largest
possible difference in average precision (m

n ·
∑m+n

i=m+1
1
i with n as the number of

relevant objects and m as the number of objects not labeled as relevant). The
number of iterations was limited at maxIter = 500 while the modification mag-
nitude was set to modRowWeight = 5%. A value of coolFactor = 0.85 showed
to be suitable for the decline of the annealing temperature.

EMD Adaptation Results. Figure 8 gives information on full rankings of
the databases. The baseline algorithm in (a) and (d) with a fixed, Euclidean
EMD ground distance (cf. Section 4.3 - Query Adaptation) is contrasted with
our heuristic adaptation in (b) and (e) and the optimization-based adaptation
in (c) and (f). Figure 10 shows the improvement limited to the subset of the
database that is returned to the user in the feedback iterations.

The heuristic approach gives consistently better results than the query move-
ment approach on the PHOTO signatures (∼ 7.5% according to Fig. 10 (a)).
While the baseline algorithm is not able to improve its results after iteration
3, the optimization-based adaptation improves with every iteration, leading to
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(b) Heur. on PHOTO DB
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(d) QM on ALOI DB
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
72 relevant objects, 5 iterations

recall

pr
ec

is
io

n

(f) Opt. on ALOI DB

Fig. 8. Precision-Recall diagrams averaged over 20 runs

Fig. 9. The first 15 results for the 5th iteration of a feedback session looking for doors
in PHOTO. (a) Query Movement (b) Heuristic-based (c) Optimization-based.

∼ 50% more relevant objects in the result set of the fifths iteration when com-
pared with the query movement approach and nearly three times as many rele-
vant objects compared to its first iteration. Its improvement over the heuristic
approach is especially pronounced in those later iterations, when it has collected
more relevancy information to utilize. Figure 9 shows an example result for the
fifths iteration of a feedback session looking for pictures of doors. While the
query movement approach shows a first non-relevant image at position 2, the
heuristic has 8 correct hits at the front and the optimization-based approach
manages to return only images of doors for the top 15 positions shown. The first
non-relevant image only occurs at position 21. The average precision for k=100
is 0.47, 0.67, and 0.88 respectively.

For the ALOI database, the heuristic approach shows a vastly improved per-
formance compared to the PHOTO database. The explanation lies with the
homogeneous nature of parts of the features in this database. As Figure 7 de-
picts, all images in the database exhibit large, black areas around the borders.
The compact color and texture subclusters in this database result in signature
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Fig. 10. Relevant objects among objects returned to user vs. baseline

representatives with almost random values for the non-clustered spatial dimen-
sion within the border area, which in turn dominate the standard EMD.

Both our EMD feedback approaches easily overcome this challenge. The
statistics-based heuristic leads to low costs for transports in feature space dimen-
sions with high variances. In this way, the adaptation makes the EMD largely ig-
nore the random spatial dimensions for representatives in the border area. These
properties of our heuristic for signatures lead to substantial improvements re-
garding the query results as depicted in Figures 8 (e) and 10 (b), where even the
first iteration shows significantly better precision values than any of the baseline
iterations and relative improvements of up to 80% compared with the baseline for
the number of relevant objects returned per iteration. Our optimization-based
RF technique still exceeds these effectiveness gains as it takes objects deemed
relevant as well as objects not deemed relevant into account when minimizing
the discrepancy between the feedback and the similarity measure defined via
the adapted EMD. Figure 10 (b) shows that the improvements depicted in the
precision-recall graph of Figure 8 (f) translate to as many as twice the number of
relevant objects being returned compared with the query movement algorithm.

6 Conclusion

We proposed a statistics-based heuristic and an optimization-based extension
which allow the user to retrieve significantly more relevant objects from the
database in fewer iterations compared to the existing EMD-based query move-
ment technique. We have shown how the flexibility of the EMD as a high-quality
similarity measure can be exploited to explore multimedia databases via a Rel-
evance Feedback process. Through the utilization of relevance information, the
ground-distance-based EMD is adapted to effectively reflect the user’s notion of
similarity when searching a multimedia database.
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1 Università degli Studi di Milano-Bicocca,
Dipartimento di Informatica Sistemistica e Comunicazione,

viale Sarca 336, 20131 Milano, Italy
2 Escuela Politécnica Superior,
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Abstract. We present here, an image description approach based on
prosemantic features. The images are represented by a set of low-level
features related to their structure and color distribution. Those descrip-
tions are fed to a battery of image classifiers trained to evaluate the mem-
bership of the images with respect to a set of 14 overlapping classes. Pros-
emantic features are obtained by packing together the scores. To verify
the effectiveness of the approach, we designed a target search experiment
in which both low-level and prosemantic features are embedded into a
content-based image retrieval system exploiting relevance feedback. The
experiments show that the use of prosemantic features allows for a more
successful and quick retrieval of the query images.

1 Introduction

Many content based-retrieval systems have been proposed to manage and retrieve
images on the basis of their content. Among the others we can cite [1,2,3,4,5,6]. A
survey of some of the most important techniques used in Content-Based Image
Retrieval (CBIR) systems can be found in [7]. To overcome the necessity of
manually describing the images content, many of these systems are essentially
based on low-level image features that are directly and automatically computed
from the images themselves. However, the use of low-level features can’t overcome
the gap between the content and the semantic of the images. In order to cope with
this problem and to provide satisfactory retrieval performance, new techniques
are introduced in the retrieval process that take into account the subjectivity of
human perception. One of these techniques is relevance feedback [8]. Relevance
feedback is based on the interaction with the user who provides the system with
examples of images relevant to the query. The system then refines its result
depending on the selected images. The user’s feedback provides a way to learn
short term and case-specific query semantics. An example of this can be found in
[9] where the system learns a non-linear embedding that maps clusters of images
into a hidden space of semantic attributes. Long term learning can be achieved
by logging the previous user’s interactions for further processing [10].
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Other systems explicitly extract and embed in the retrieval process semantic
information about the image content by exploiting automatic classification tech-
niques [11]. These techniques can then be employed to automatically annotate
the image content by keywords, which are then used in the retrieval process. If
the underlying annotation is reliable, text-based image retrieval can be seman-
tically more meaningful than other indexing approaches [10]. Concept detection
techniques categorize images into general concepts such as city, landscape, sun-
set, forest, sea, etc. . . , via supervised classification [12,13].

The annotation approaches described above can be considered as crisp anno-
tation: if an image is annotated with a given label then the image expresses that
concept or belong to that class. In [14] the authors tested two classification ap-
proaches, support vector machines (SVMs) and Bayes point machines (BPMs),
to perform a soft image annotation. At the end of the annotation process, each
image is annotated with a label vector, and a confidence factor is assigned to
each label in the vector. These confidence factors can then be exploited in a text-
based search where images are retrieved and ranked according to the confidence
factors of the matching labels.

One of the first works that try to bring semantic information under the same
model vector paradigm used in query-by-example systems is [15]. Semantic infor-
mation is learned directly from the image content and forms a vector of semantic
weights. Each weight is associated to a concept and is derived from the confidence
score obtained by a support vector machine trained to recognize that concept.
Retrieval in the semantic space corresponds to performing a similarity compar-
ison between two model vectors using the L2 measure. A similar approach is
followed in [16].

With the exception of a few examples, all the above techniques tackle the
problem of semantic image retrieval from the point of view of indexing, viz. they
focus on the accuracy of the indexing scheme. Few have been used and evaluated
in CBIR systems or tested on large image databases.

One of the first attempts to integrate and compare semantic keyword and low-
level features into a single CBIR framework is the SIMPLIcity system [17]. The
semantic classification is used to categorize images so that different semantically-
adaptive search methods can be applied to each category. The system is also able
to narrow down the subset of images to be searched by selecting those in the
same category as the query. The reference categories chosen by the author are
textured vs. non textured and graph-photograph. A more recent work [14] defines
a new paradigm denoted as query-by-semantic-example (QBSE) that combines
a query-by-example approach with semantic retrieval. Using the vector model
to describe image content, the authors define a vector of semantic multinomial
values, where each value is associated to a specific concept. They compared the
QBSE and the query-by-visual-examples approaches in a CBIR system within a
minimum probability error retrieval framework.

Following a similar paradigm, we designed an approach to CBIR based on the
information provided by several image classifiers. One of the main problems in
integrating automatic image classification into a content-based retrieval system
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is the choice of classes. It is very hard to identify a set of categories that are
representative of the majority of the pictures and that can be used to reliably
approximate their semantics. Moreover, state of the art image classification sys-
tems are far from perfect and, consequently, their use in image retrieval requires
a high degree of tolerance with respect to misclassification errors.

To circumvent these problems, we did not exploit the classifiers to obtain
a “crisp” semantic description of the images (e.g. “sunset on the beach”), but
rather to provide a rich description of visual content that correlates low-level
features to prototypical scenes (e.g. “image with an edge distribution that can
easily be found in seaside scenes”). In our approach, this level of description
is provided by a set of prosemantic features. These features are obtained by
training several image classifiers so designed that their output can be interpreted
as membership values of an image in the class that they embody. For each class,
we trained multiple classifiers using different low-level features. This choice is not
motivated by the need of a more robust classification (which is the most common
reason for adopting a multiple classifiers strategy), but because we wanted to
exploit the relationship between the classes and the individual features. We let
the retrieval system, which is based on a relevance feedback algorithm, to select
which features and which classes are appropriate on a case by case basis.

The proposed approach consists of three major steps: first, the images are
described by a set of low-level features; then, those descriptions are fed to a
battery of image classifiers trained to evaluate the membership of the images with
respect to a set of 14 overlapping classes; finally, the output of the classifiers is
used to index the images in an image retrieval system, using relevance feedback.

2 Image Description by Low-Level Features

Our aim is to train several classifiers for a set of classes. Therefore, we need a
fairly general description of the images in terms of low-level features. We con-
sidered four features: two that convey shape information, and two that describe
color distribution.

For their simplicity and satisfactory performance, bag-of-features representa-
tions have become widely used for image classification and retrieval [18,19,20].
The basic idea is to select a collection of representative patches of the image,
compute a visual descriptor for each patch, and use the resulting distribution
of descriptors to characterize the whole image. In our work, the patches are the
areas surrounding distinctive key-points and are described using the Scale In-
variant Feature Transform (SIFT) which is invariant to image scale and rotation,
and has been shown to be robust across a substantial range of affine distortions,
changes in 3D viewpoint, additions of noise, and changes in illumination [21].
More in detail, we adopted the implementation described in [22] for both key-
points detection and description. The SIFT descriptors extracted from an image
are then quantized into “visual words”, which are defined by clustering a large
number of descriptors extracted from a set of training images [23]. The final
feature vector is the normalized histogram of the occurrences of the visual words
in the image (1096 components).
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Statistics about the direction of edges may greatly help in discriminating
between images depicting natural and man made objects [24]. To describe the
most salient edges we used a 8 bin edge direction histogram: the gradient of the
luminance image is computed using Gaussian derivative filters tuned to retain
only the major edges. Only the points for which the magnitude of the gradient
exceeds a set threshold will contribute to the histogram. The image is subdivided
into 8× 8 blocks, and a histogram for each block is computed (for a total of 512
components).

Spatial color distribution is one of the most widely used feature in image
content analysis and categorization. In fact, some classes of images may be char-
acterized in terms of layout of color regions, such as blue sky on top or green
grass on bottom. Similarly to Vailaya et al. [12], we divided each image into
9 × 9 blocks and computed the mean and standard deviation of the values of
the color channels of the pixels in each block. The LUV color space is used here,
since moments in this color space are more discriminant than in other spaces, at
least for image retrieval [25]. This feature includes 486 components (six for each
block).

Color moments are less useful when the blocks contain heterogeneous color
regions. Therefore, a global color histogram has been selected as a second color
feature. The RGB color space has been subdivided in 512 bins by a uniform
quantization of each component in eight ranges.

3 Image Description by Prosemantic Features

In order to provide a semantically meaningful information about the content of
the images, several categories in which images may be automatically classified
have been proposed [12,24,26,27,28]. Based on this work, we selected a set of 14
classes: animals, city, close-up, desert, flowers, forest, indoor, mountain, night,
people, rural, sea, street, and sunset. Some classes describe the image at a scene
level (city, close-up, desert, forest, indoor, mountain, night, rural, sea, street,
sunset) other describe the main subject of the picture (animals, flowers, people).
The set of classes is not meant to be exhaustive, or to be able to characterize
the content of the images with sufficient specificity for our purposes. Our intent,
here, was to select a variegated set of concepts proving a wide range of low-level
descriptions of typical scenes.

We queried various image search engines on the web with several keywords
related to the classes, and downloaded the resulting pictures. Images have been
manually inspected in order to remove those which were not relevant to the
classes. Low-quality images have also been removed. The final dataset consist
of 30084 pictures, divided into 14 sets of more than 2000 images each. For each
class, a set of negative examples has been selected by considering pictures of
the other classes. Since the classes may overlap, a manual inspection was needed
to verify that all the selected images were actually negative examples. Note
that this dataset is completely separated from the one we used in the retrieval
experiments.
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Table 1. Percentage of classification errors of the classifiers on the 14 classes, using the
four low-level feature considered (Bag of features (BoF), color histogram in the RGB
color space (RGB), color moments in the YUV color space (YUV), and edge direction
histograms (EDH)). The errors have been estimated by a five-fold cross validation on
the training sets. For each class, the best result is reported in bold.

Class BoF RGB YUV EDH

Animals 22.5 30.0 22.9 25.5
City 10.1 20.6 17.1 12.5
Closeup 17.7 27.3 17.2 15.0
Desert 18.7 15.7 14.1 22.0
Flowers 12.8 12.0 12.6 13.3
Forest 7.0 13.6 9.8 9.4
Indoor 14.7 18.5 18.3 12.9
Mountain 14.1 16.8 13.7 20.3
Night 13.5 8.3 6.6 27.5
People 17.0 23.8 20.2 20.5
Rural 18.5 15.7 12.2 22.6
Sea 23.1 21.9 19.4 16.7
Street 18.6 24.5 18.8 17.4
Sunset 12.5 8.4 6.6 16.3

Average 15.8 18.4 15.0 18.0

For each combination of low-level feature and class, a Support Vector Machine
(SVM) has been trained using the implementation described in [29]. We chose to
adopt a Gaussian kernel. There are two parameters that need to be tuned (the
cost parameter C and the scale of the Gaussian kernel γ), they have been selected
by maximizing the cross validation performance of the resulting classifier (see
Table 1). The classification performance varies greatly depending on classes and
features, ranging from 6.6% of misclassifications for the “night” class using color
moments, to a 30% for the class “animals” using the color histogram. There is
not a clearly superior feature and each feature obtained the lowest classification
error for at least one class.

Better results can probably be obtained by combining the four scores for
each class. However, our goal is not to achieve low misclassifcation rates, but
rather to use the classifiers to warp the high-dimensional feature space into a
low-dimensional semantic space without losing valuable information about the
visual content of the images. Therefore we decided to keep the information about
the individual scores obtained with the four features.

In the end, for each class c and for each low-level feature f , a SVM has been
trained. Given a new image Q, represented by the feature vector x(f)

Q , the SVM
provide a score s(c,f):

s(c,f)(x(f)
Q ) = b(c,f) +

∑
I∈T (c)

α
(c,f)
I y

(c)
I exp

(
−γ(c,f)‖x(f)

I − x(f)
Q ‖2

)
, (1)
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where T (c) is the training set for class c, x(f)
I denotes the feature vectors com-

puted on the image I, y
(c)
I is the label in {−1, +1} which indicates whether I is

a positive or a negative example, b(c,f) and α
(c,f)
I are the parameters determined

by the training procedure, and γ(c,f) is the scale parameter of the kernel. The
score is expected to be positive when the image belongs to the class c, and neg-
ative otherwise. It is well known [30] that the higher the score, the more likely
is that the image belongs to the class. Packing together the 56 scores we obtain
a compact vector of prosemantic features.

4 The QuickLook2 CBIR System

We choose to test the prosemantic features within the framework of the
QuickLook2 content based retrieval system [5] which easily allows the incor-
poration and testing of different numerical image representations. The system
adopts low-level pictorial features coupled with a relevance feedback mechanism.

With QuickLook2, an image database can be queried with the aid of sample
images, or user-made sketches, and/or textual image descriptions. When a query
is submitted to the system, the retrieved items are presented in decreasing order
of relevance, the user is then allowed to progressively refine the system’s response
by indicating their relevance, or non-relevance. A query refinement mechanism
and a relevance feedback algorithm are used to define the new query representing
the user needs and to modify the metric used in the retrieval process respectively.
For the purpose of this test we use only the low-level pictorial features retrieval
capabilities of the system while discarding the textual retrieval functionalities.

Let xI be the representation of the image I. Images can be described by
different features so xI is composed of different numerical vectors, each one
representing an image characteristic (e.g. color histogram, shape, etc...). We
indicate these vectors for image I as x(1)

I ,x(2)
I , . . . ,x(p)

I . Given a query Q and a
image I, the dissimilarity between the two representations is computed as:

D(Q, I) =
1
p

p∑
f=1

D(f)(x(f)
Q ,x(f)

I )w(f), (2)

where D(f) and w(f) are the dissimilarity metric and the weight associated to the
feature f respectively. The weights w(f) allow to tune the contribution of each
features in the overall similarity measure. According to the images selected by
the user, the weights are determined by the relevance feedback algorithm while
the query Q is computed by the query refinement algorithm. The dissimilarities
are computed between the query and each image in the database. Images are
sorted and presented to the user by increasing dissimilarity.

4.1 Relevance Feedback

The QuickLook2 system uses a relevance feedback mechanism to update the
weights of the dissimilarity function. The key concept of the relevance feedback
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mechanism, is that the statistical analysis of the image feature distributions the
user has judged relevant, or not relevant, can be used to determine what features
the user has taken into account (and to what extent) in formulating this judg-
ment, and then accentuate the influence of these features in the overall evaluation
of image similarity, as well as in the formulation of a new query. The structure
of the relevance feedback mechanism is entirely description-independent, that
is, the index can be modified, or extended to include other features without
requiring any change in the algorithm as long as the features can be expressed
as numerical vectors. The relevance feedback algorithm works as follows: let R+
the set of relevant images and R− the set of non relevant images. The feature
weights are computed as:

w(f) =

⎧⎪⎨
⎪⎩

1
ε if ‖R+‖ < 3

1
ε+μ

(f)
+

if ‖R+‖ ≥ 3 and ‖R−‖ = 0
1

ε+μ
(f)
+

− α 1
ε+μ

(f)
∗

otherwise
, (3)

where ε and α are positive constants, μ
(f)
+ is the average of the dissimilarities

computed on the f−th feature between each pair of images in R+, and μ
(f)
∗ the

average of the dissimilarities computed on the f−th feature between each image
in R+ and each image in R−. If a weight is negative it is set to 0. A weight is
large if the corresponding feature is present in all the relevant images while it is
small or dampened if the corresponding feature is variable within the relevant
image or is also present in the non relevant images respectively.

4.2 Query Refinement

In content-based retrieval images are sometimes considered relevant because they
resemble the query image in just some limited low-level features. Consequently,
after an initial query, a given retrieved image may be selected by the user as rel-
evant because it has one of the characteristics of the query (e.g. the same color),
and another be selected for another characteristics (e.g. the shape), although
the two are actually quite different from each other. To cope with this problem,
QuickLook2 adopts a new method, called query refinement, for computing the
query vector. On the basis of the images selected by the user, the system for-
mulates a new query that better represents the images of interest to the user,
taking into account the features of the relevant images, without allowing any
one particular feature value to bias the query computation. Let x(f)

I (k) be the
k−th value of the f−th feature of image I. By considering only the images in
the relevant set R+, the query Q is computed as:

Y
(f)
k = {x(f)

I (k) : | x(f)
I (k) − x(f)

Q̄
(k) |≤ 3σ

(f)
k }, (4)

x(f)
Q (k) =

1

‖Y (f)
k ‖

∑
X(f)

I (k)∈Y
(f)

k

x(f)
I (k), (5)
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where Q̄ is the average query and σ
(f)
k is the standard deviation of the k−th

values in the f−th feature. The query is thus computed from the feature values
that mostly agree while the outliers are removed from the computation.

5 Experiments

A user study has been conducted to evaluate the performance of our prosemantic
features against the corresponding low-level ones. For our purpose, we substi-
tuted the original features in the QuickLook2 system with ours and asked 20
subjects to perform ten target search retrieval sessions. All subjects came from
the computer science department of the University of Milan - Bicocca: four of
them have a background on image processing or computer vision (two Ph.D.
students and two post-doctoral fellows), the other 16 are graduate (three) or
undergraduate (13) students.

The subjects did the user study one by one on the same desktop with the
same instructor. Each subject was constrained to retrieve the target image by
selecting any number of relevant and not relevant images within the top 60
retrieved images. They were also allowed to deselect all the previously selected
images. Both the search and the deselection accounted as one retrieval operation
each and the subjects were instructed that they must retrieve the target image
in a maximum of 20 operations without a time limit. During each session the
operation performed, the images selected, and the position of the target image
within the retrieved results were recorded. In order to minimize user adaptation,
the retrieval sessions were conducted alternatively with the low-level features and
with the prosemantic features (i.e. one query with the low-level feature and one
query with the prosemantic features). For the same reason, each user searched
the ten query images in a different order. The subjects were oblivious to what
kind of features they were currently using.

The retrieval sessions were organized in such a way that at the end of the user
study, each target image was searched half the time by using the low-level and
half the time by using the prosemantic features. Before starting each session,

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 1. The ten images used in the target search retrieval sessions
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the users have been instructed in the use of the system by performing a guided
retrieval test.

The dataset used consists of 1875 images taken from the Benchathlon dataset
[31]. The dataset includes typical consumer photographs showing a very different
distribution of concepts with respect to the dataset used to train the classifiers.
For instance, very often the image would fall in the “people” class, while very few
images can be considered as belonging to the “desert” or “flowers” classes. The
target images have been randomly selected and are shown in Figure 1. Other 60
images have been randomly selected to compose the page from which the users
started all their searches. These images are shown in Figure 2.

Fig. 2. The 60 images which compose the starting page of the searches
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The outcome of the 200 searches clearly demonstrates the effectiveness of
prosemantic features with respect to low-level features. Using the prosemantic
features, only seven times were the users not able to retrieve the target images
within the limit of 20 retrieval operations. By contrast the limit has been ex-
ceeded 49 times in the case of low-level features. Figure 3 shows the cumulative
success rate for the two sets of features as a function of the number of iterations.
The plot shows how prosemantic features allows the retrieval of more target im-
ages and with less iterations. In particular, in the case of prosemantic features
in more than one third (35/100) of the cases the retrieval of the target image
required only one iteration (i.e. without really exploiting the relevance feedback
algorithm). Using low-level features this happened only in 11 cases.
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Fig. 3. Fraction of images successfully retrieved as a function of the number of
iterations

Since the performance changes significantly for different target images, we
reported in Table 2 the results obtained on each of the ten queries. On nine cases
out of ten, the use of prosemantic features obtained a higher success rate. The
only exception is query (g) which has been quite difficult to find with both the
features considered. Two images have never been found using low-level features
(d and f), while they have been considered among the easiest to find using
prosemantic features. There are two cases (queries e and h) which present clearly
distinguishable visual characteristics (one is a grayscale image, the other presents
a strong color cast). This fact has been recognized by the majority of users which
exploited it to quickly find the targets using low-level features; however, the few
users who have not been able to master how low-level similarity works failed the
retrieval task. In these two cases retrieval with prosemantic features required
(on average) a higher number of iterations, but with only one failure.

Observing the users and discussing with them after the experiment, we made
the hypothesis that the effectiveness of the prosemantic features derives from
their capability of encoding characteristics of the images which allow a better
match against users’ intuition about the similarity of the images. Very often,
the users started by selecting pictures with the same “general theme” of the
target image (e.g. pictures of people, city shots, . . . ). Conversely, reasoning about
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Table 2. Detail of the results obtained on the ten query images using the two sets
of features considered. For each query image are reported the number of successful
searches (over 10 attempts for each feature set), the number of iterations needed to
retrieve the image (averaged over the successful searches), and the corresponding stan-
dard deviation.

Successful Iterations
Query Image Features searches Average Std deviation

(a)
low-level 8 9.75 5.49
prosemantic 10 6.80 4.21

(b)
low-level 5 4.20 4.35
prosemantic 9 4.00 2.11

(c)
low-level 6 3.67 5.09
prosemantic 9 1.11 0.31

(d)
low-level 0 - -
prosemantic 9 3.33 1.70

(e)
low-level 7 1.29 0.45
prosemantic 10 3.80 3.16

(f)
low-level 0 - -
prosemantic 10 1.30 0.64

(g)
low-level 9 7.78 4.39
prosemantic 7 8.00 5.63

(h)
low-level 7 5.29 4.40
prosemantic 9 8.11 4.56

(i)
low-level 6 7.50 5.41
prosemantic 10 1.10 0.30

(j)
low-level 3 9.00 5.10
prosemantic 10 1.80 1.60

low-level features would require specific training. To verify this intuition we
considered the variation of the number of successfully retrieved images during
the sessions. Therefore, we counted for each feature set how many images has
been retrieved among the first two searches of each user. We did the same for
the second two searches and so on. . . We considered pairs of searches because
the two feature sets have been used alternatively by each subject. The results
are shown in Figure 4. Using the prosemantic features performances are very
close to the maximum attainable (i.e. 20 successes) straight from the beginning
of the retrieval sessions. Therefore, it is not possible to distinguish any user
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Fig. 4. Number of images successfully retrieved as a function of the order in the se-
quence of searches

adaption phenomenon. For what concern low-level features, instead, it seems
that performance actually increased during the sessions: from only four retrieved
images within the first two searches, to 14 within the last two searches. So it
is possible that, provided a sufficient amount of training of the user, low-level
features may reach the same retrieval performance of prosemantic features.

6 Conclusions

We have presented here, an image description approach based on prosemantic
features. These features are obtained by multiple classifiers trained to identify 14
semantic concepts, on the basis of different low-level representations. To verify
the effectiveness of the approach, we designed an image retrieval experiments
in which low-level and prosemantic features are embedded into a content-based
image retrieval system based on relevance feedback. The experiments show that
the use of prosemantic features allows for a more successful and quick retrieval
of the query images.

To further assess the generalization capabilities of prosemantic features, we
plan to extend the experimentation by recruiting more subjects and by consid-
ering additional queries. We are also considering to test prosemantic features in
other application scenarios such as automatic image annotation and classification.
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Abstract. This paper describes and discusses an approach to extract
and exploit enriched Named Entities for Image Photo Retrieval. The
enrichment of Named Entities is inspired by the concept of definite de-
scription. The approach is evaluated using the imageCLEF-08 testset
for the photo retrieval task held at Cross-Language Evaluation Forum
in 2008. We are particularly interested in testing and discuss whether
and how linguistic techniques such as the one presented here can be of
benefit for an ad-hoc photo retrieval task. More specifically, results show
an improvement in precision when Named Entities are contained in the
text although for an overall improvement a better integration of these
techniques in a general approach to photo retrieval is needed.

1 Introduction

Named Entity Recognition (NER) is one of the most commonly used low-level
linguistic annotations and analysis for Natural Language Processing (NLP) tasks
such as Information Retrieval (IR), Question Answering (QA) or Machine Trans-
lation (MT). Named Entities (NEs) are viewed as rigid designators that uniquely
denote an entity [1]. These entities usually include proper names of locations
such as Spain, France, Mediterranean Sea, English Channel, Alps, etc., organiza-
tions/institutions (Microsoft, IBM, BBC, European Central Bank) and people’s
names (John McEnroe, King Albert II, Queen Elizabeth, Nixon).

Intuitively, NEs are seen as rigid designators because they uniquely refer to an
entity in the world, as opposed to non-rigid designators (NRDE) which merely
refer to an entity in a non-unique manner. Classic examples of non-rigid des-
ignators are those corresponding to descriptions [2] which are used to describe
an entity in the world. For example, “the current British prime minister” is
a description of a person who is (at the time that sentence was written) the
prime minister of the UK. Nowadays the reference of this description is “Gor-
don Brown”, but that changes with the time at which the description is used,
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namely, during the second part of the Second World War the referent would
have been “Winston Churchill”. Common non-rigid designators include “New
York Times correspondent”, “the White House speaker”, “the president of the
European Commission”, “IBM headquarters”, etc.

If we were to perform NER to some texts containing such descriptions, only
those words in capitals would be extracted, which means that the topic will
be taken to be about the newspaper “New York Times” instead of about a a
journalist of the New York Times; the same applies to “White House” and the
speaker of the White House, “European Commission” and the president of the
European Commission and “IBM” and the headquarters of IBM. We believe that
the inability of extracting the modifiers of NEs would probably have a negative
impact in a photo retrieval task. From this point onwards, we will be talking
about Named Entities plus modifiers instead of descriptions because, as we will
see, not all Named Entities plus modifiers are descriptions, even though our
approach is inspired by the idea of descriptions as non-rigid designators.

Next section motivates the treatment of NEs plus modifiers for a photo re-
trieval task; section 2 explains with examples the procedure to extract descrip-
tions. In section 3 we analyze the results and discuss possible ways to improve
them, and finally we offer some concluding remarks.

2 Extracting Enriched NEs

During the preparation of the MIRACLE-FI participation [3] in this year Image-
CLEF Photo Retrieval task [4], a study of the testset showed great abundance
of Named Entities, which it suggested that our approach may benefit from the
application of a NER tagger.

The testset consists of five hundred thousand captions describing a photo, and
50 topics [4]. The NEs of the captions were tagged using a pipeline of taggers
by C&C tools: tokenizer, Part Of Speech (POS) and NER taggers [5,6]. We
focused on NEs referring to Locations, Persons and Organization, given that part
of the other four categories which the C&C NER tagger annotates (numerical
expressions which form Dates, Times, Percentages and Monetary expressions)
are not considered during the indexation process by IDRA, the our indexation
tool [7].

An examination of the NER tagger’s output showed that we were leaving out
the Named Entities’ modifiers in expressions (some of them descriptions as char-
acterized in the previous section) such as Time magazine correspondent, prime
minister Tony Blair, Paris-Roubaix race, princess Mathilde, and Leonardo da
Vinci airport. In other words, by extracting Named Entities from the photo cap-
tions instead of Named Entities plus their modifiers, we were leaving out crucial
information to describe the photo. Thus, ‘Time’ would refer to an Organization
whereas the description ‘Time magazine correspondent’ would refer to a Person;
by including the modifier ‘correspondent’ we obtain a more precise reference to
the event captured by a given image. In the case of ‘Paris-Roubaix race’, ex-
tracting the modifier of the NE helps to make explicit that we are referring to
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the cyclist race and not to the town itself. Furthermore, ‘princess Mathilde’ as
oppose to ‘Mathilde’ would presumably help to more accurately describe the
photographs to which the caption is referring to.

This issue turned out to be a symptom of a more general problem as presented
by [8]. For tasks such as IR, it is not sufficient to have low level tools that
produce high quality linguistic annotation and analysis, but it is also required
that the results of the various levels of annotation be consistent with each other.
Inconsistencies between different levels of linguistic annotations means that the
information contained in them cannot be combined in an easy and effective
manner. In order to solve any inconsistencies between the output of parsing and
NER of a given text, [8] propose a joint model of parsing and NER to make
correspond a Named Entity with a phrase in a constituent tree and to avoid
cases in which a Named Entity span has crossing brackets with any spans of the
parse tree. For example, the tree of the noun phrase ‘the District of Columbia’
may result in separating the Named Entity ‘District of Columbia’ in two different
phrases, namely, one NP phrase containing the proper name ‘District’ and the
prepositional phrase ’of Columbia’.

Our proposal to obtain a better bracketing of Named Entities namely, includ-
ing their modifiers, consists of exploiting the interaction between the various
levels of linguistic annotation provided by the C&C tools [6]. To the pipeline
previously used for NER (tokenizer, POS and NER taggers) we add chunking,
consisting of segmenting the text in phrases (Noun Phrase, Verbal Phrase, Ad-
verbial Phrase, etc.).

The idea is simply to establish the Named Entities as foci. This means that
whenever the C&C tagger annotates a word(s) as a Named Entity, we focus on
the Noun Phrase (NP) of which forms part and on those that are contiguous
to it, if any. Once this is done, we attach those surrounding terms that act
as modifiers of the Named Entity according to their POS and which pertain
to the same (or contiguous) NP. Currently the POS categories we are able to
deal with are periods and abbreviations, prepositions, adjectives and nouns. For
example, our approach correctly brackets the Named Entities in together with
their modifiers in expressions such as Paris-Roubaix race, princess Mathilde,
Leonardo da Vinci international airport, District of Columbia and Royal Palace
of Brussels. It should be noted that in some cases the enriched expression of
which a Named Entity is part denotes a radically different entity, as is the case of
‘Leonardo da Vinci’ and ‘Leonardo da Vinci international airport’, and in ‘Time’
and ‘Time magazine correspondent’. Other cases the description simply helps to
more accurately describe or identify a given entity, as in ‘princess Mathilde’ or
‘Paris-Roubaix race’.

Let us illustrate our approach using the caption 1470132 of the ImageCLEF-09
dataset [4]:

“American photojournalist James Nachtwey in a file photograph from
May 18 2003 as he is awarded the Dan David prize in Tel Aviv for his
out standing contribution to photography. It was announced by Time
magazine on Thurs day, 11 December 2003 that Nachtwey was injured
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in Baghdad along with Time magazine senior correspondent Michael
Weisskopf when a hand grenade was thrown into a Humvee they were
traveling in with the US Army. Both journalists are reported in stable
condition and are being evacuated to a US military hospital in Germany.”

On the one hand, the Named Entities annotated by the tagger were: American
James Nachtwey, Dan David, Tel Aviv, Baghdad, Michael Weisskopf, US Army,
US, Germany, and Nachtwey. On the other, the Named Entities and descriptions
extracted by our approach were: American photojournalist James Nachtwey, Dan
David prize, Tel Aviv, Baghdad, Time magazine senior correspondent Michael
Weisskopf, US Army, US military hospital, Germany and Natchtwey. It is par-
ticularly noticeable that our system is able to attach ’Time magazine senior
correspondent’ to ’Michael Weisskopf’, that the topic of the caption is about
the ‘Dan David prize’ and a ‘US military hospital’ in ‘Germany’, and not about
‘Dan David’ in the ‘US’. These differences are showed in table 1.

Table 1. Comparing NER and NRDE

NER NRDE

American James Nachtwey American photojournalist James
Nachtwey

Dan David Dan David prize

Tel Aviv Tel Aviv
Baghdad Baghdad
Michael Weisskopf Time magazine senior correspondent

Michael Weisskopf
US US military hospital

Germany Germany

The words in bold font highlight those modifiers that we are able to attach to
the Named Entities that act as foci. Let us take a look at the C&C output for
each of the three sentences to show the re-bracketing performed to obtain the
enriched NEs:

American|NNP|I-ORG|I-NP photojournalist|NN|O|I-NP James|NNP|I-PER|I-NP

Nachtwey|NNP|I-PER|I-NP in|IN|O|I-PP a|DT|O|I-NP file|NN|O|I-NP

photograph|NN|O|I-NP from|IN|O|I-PP May|NNP|I-DAT|I-NP 18|CD|I-DAT|I-NP

2003|CD|I-DAT|I-NP as|IN|O|I-SBAR he|PRP|O|I-NP is|VBZ|O|I-VP

awarded|VBN|O|I-VP the|DT|O|I-NP Dan|NNP|I-PER|I-NP David|NNP|I-PER|I-NP

prize|NN|O|I-NP in|IN|O|I-PP Tel|NNP|I-ORG|I-NP Aviv|NNP|I-ORG|I-NP

for|IN|O|I-PP his|PRP\$|O|I-NP out|RP|O|I-NP standing|VBG|O|I-NP

contribution|NN|O|I-NP to|TO|O|I-PP photography|NN|O|I-NP .|.|O|O

In this sentence, it is possible to see that the words ‘American’, ‘photojournalist’
and ‘James Nachtwey’ are considered to be three different spans by the tagger,
‘American’ being tagged as Organization type of NE and ‘James Nachtwey’ as
Person. Our approach is able to join together all four words in the same text
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span. In the case of ‘Dan David’, we attach ‘prize’ to ‘Dan David’ – tagged as
Person – which obviously changes the reference of the expression.

It|PRP|O|I-NP was|VBD|O|I-VP announced|VBN|O|I-VP by|IN|O|I-PP

Time|NNP|O|I-NP magazine|NN|O|I-NP on|IN|O|I-PP Thursday|NNP|I-DAT|I-NP

,|,|I-DAT|O 11|CD|I-DAT|I-NP December|NNP|I-DAT|I-NP 2003|CD|I-DAT|I-NP

that|IN|O|I-SBAR Nachtwey|NNP|I-PER|I-NP was|VBD|O|I-VP

injured|VBN|O|I-VP in|IN|O|I-PP Baghdad|NNP|I-LOC|I-NP along|IN|O|I-PP

with|IN|O|B-PP Time|NNP|O|I-NP magazine|NN|O|I-NP senior|JJ|O|I-NP

correspondent|NN|O|I-NP Michael|NNP|I-PER|I-NP Weisskopf|NNP|I-PER|I-NP

when|WRB|O|I-ADVP a|DT|O|I-NP hand|NN|O|I-NP grenade|NN|O|I-NP

was|VBD|O|I-VP thrown|VBN|O|I-VP into|IN|O|I-PP a|DT|O|I-NP

Humvee|NN|O|I-NP they|PRP|O|B-NP were|VBD|O|I-VP traveling|VBG|O|I-VP

in|IN|O|I-PRT with|IN|O|I-PP the|DT|O|I-NP US|NNP|I-ORG|I-NP

Army|NNP|I-ORG|I-NP .|.|O|O

The modifiers of the Named Entity ‘Michael Weisskopf’ are detected and at-
tached to it so that we extract the whole expression in the same text span.

Both|DT|O|I-NP journalists|NNS|O|I-NP are|VBP|O|I-VP

reported|VBN|O|I-VP in|IN|O|I-PP stable|JJ|O|I-NP condition|NN|O|I-NP

and|CC|O|O are|VBP|O|I-VP being|VBG|O|I-VP evacuated|VBN|O|I-VP

to|TO|O|I-PP a|DT|O|I-NP US|NNP|I-ORG|I-NP military|JJ|O|I-NP

hospital|NN|O|I-NP in|IN|O|I-PP Germany|NNP|I-LOC|I-NP .|.|O|O

In this case our re-bracketing is able to capture more accurately the reference
from US to US military hospital .

3 Results and Discussion

The approach describe in the previous section is used to extract both the Named
Entities and their modifiers from the captions of the photo retrieval task at the
imageCLEF-09 [4]. The 2009 collection (from the Belga News Agency) was or-
ganized following the IAPR TC-12 collection used for the ImageCLEF-08 Photo
Retrieval task. Thus, an XML document for each of the captions was created.
We automatically annotated the collection extracting both Named Entities and
Named Entities plus modifiers (NRDEs) into two XML elements with the aim
of doing structured indexations and retrieval.

The topics were treated by converting all the NEs and NRDEs to lowercase
and use that list to annotated the topics 1 to 25. The same method was also
applied to the captions corresponding to the images that formed the clusters in
topics 26-50.

Given that at the moment of writing we did not have available yet the
imageCLEF-09 query relevance assessments we instead use the IAPR TC-12
collection of the ImageCLEF 08 Photo Retrieval task to evaluate our system.
The collection was NER and NRDE annotated as explained above and in the
process of doing that we realized that last year’s testset contained little Named
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Entity-related information, so that the positive or otherwise impact of our ap-
proach was going to be minimized. Therefore, instead of comparing results on
the overall set of topics, we will be comparing the performance for those topics
that do not contain any Named-Entity information and for those that do.

3.1 IDRA

IDRA is the indexation and retrieval tool used in our experiments [7]. It is being
developed by the ISYS-GSI research group at the Universidad Politécnica de
Madrid, Spain, in order to have a system capable of supporting experimenta-
tion related to information retrieval. The main goal is to have an open-source
tool ready for improvement by adding new functionalities to support indexing,
retrieval and management of different types of data, according to the task that
needs to be carried out. In its current form, IDRA allows indexing a wide range
of text and image annotation files, launching queries to the indexed data and
retrieving the most relevant results.

IDRA is able to index whole collections of files in a variety of formats. For
this paper, we will be indexing the IAPR TC-12 collection consisting of 8 XML
elements plus the 2 we add containing the Named Entities and NRDEs extracted
using the approach previously described.The indexation and retrieval algorithm
is based on the classical Vector Space Model (VSM) approach [9] using TF-IDF
weights, complemented with stopwords detection and filtering of punctuation
marks, accents, and some special characters. The results retrieved by IDRA for
a concrete query will be ranked from high to low depending on the relevance
value assigned to each retrieved document. The relevance value is calculated
using the cosine similarity measure. IDRA includes functionalities to fuse results
lists obtained using different methodologies. For example, IDRA was used for the
ImageCLEF-08 and ImageCLEF-09 Photo Retrieval tasks to merge results using
text- and content-based results [10,3], obtaining higher Mean Average Precision
scores (MAP) the average. It has also been compared to Lucene [7], with similar
results for MAP, precision and recall.

3.2 Evaluation

For the experiments, we first parsed the 20 thousand XML documents of the
IAPR TC-12 collection (used at the ImageCLEF-08 Photo Retrieval task); we
modified the IAPR TC-12 collection by adding two new elements containing
the Named Entities and Named Entities plus modifiers (NRDE) extracted using
the procedure sketched in section 2. We then used IDRA to do two different
indexations:

1. One consisting of the text in the XML elements Title, Description Notes and
Location.

2. Another one consisting of the same elements plus the two new elem elements
added to the collection containing the Named Entities and NRDEs.
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With respect to the topics, we parsed and extract any Named Entities and
NRDEs detected and create three different query files:

1. Title, Topic and Narration for each topic.
2. Title, Topic, Narration and any Named Entities extracted.
3. Title, Topic, Narration and any NRDEs extracted (enriched Named Entities

extracted).

Three experiments were run. The first run consisted of the indexation 1 and
query file 1. This run corresponds to the text baseline run as presented at the
ImageCLEF-08 [10]. The other two experiments were devised to test whether
the extra information provided by the Named Entities and modifiers extracted
had any beneficial consequences for the retrieval task using IDRA. Furthermore,
we were interested in testing if there are any gains in extracting the enriched
Named Entities (with respect to standard NER).

Given that IDRA’s performance at ImageCLEF-08 was only evaluated in
terms of precision, and that our primary interest is to discuss and (if possi-
ble) determine whether IDRA can be improved by employing enriched Named
Entities, we will also restrict the comparison to precision scores. Moreover, as
it was previously mentioned, a substantial number of the captions and topics of
the ImageCLEF-08 Photo Retrieval collection do not contain any Named Entity
expressions. This being the case, the only clear result of an overall evaluation
would be that NER is not suitable for such task. However, we can compare the
performance for each of the 39 topics distinguishing between those that contain
any Named Entities and those that do not. It should be said, however, than the
overall scores of the NER/NRDE runs were similar to the text baseline published
in [10].

Table 2 shows the results of the three experiments for the 39 topics of the
imageCLEF-08 photo retrieval task. Specifically, for each topic, its precision at
rank 5 (P5) and at rank 20 (P20) (these, together with Recall 20 and F1 measure
was the metric used for the ImageCLEF-08 organizers), the mean average pre-
cision (MAP) the number of relevant/retrieved documents and finally whether
any Named Entities (standard and enriched) were extracted from the topic. The
results fall under three different types:

1. Those cases in which the NER + NRDE treatment improves the text baseline:
Topics 6, 10, 11, 23 and 49 (in separated cells).

2. Those that do not change the results: 16, 18, 24, 28, 37, 41, 44, 48 and 54.
3. Those that score worse than the text baseline: 29, 31, 34 and 54 (marked by !)

The first case is easy to explain. Given that we were able to extract enriched
Named Entities from these topics, extra weight was given to those terms and
therefore precision scored higher than the baseline. For example topic 24 was
about showing “sport activities in the US state of California” and we were able
to extract ‘California’ and ‘US state of California’.
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Table 2. Impact of NER/NRDE on individual queries for ImageCLEF-08 Photo
Collection

ImageCLEF-08 ImageCLEF-08 + NER ImageCLEF-08 + NRDE

Query P5 P20 map P5 P20 map P5 P20 map NER/NRDE

2 0.0000 0.0000 0.0280 0.0000 0.0000 0.0291 -
3 0.2000 0.2500 0.2368 0.0000 0.3000 0.2161 -
5 0.0000 0.1000 0.0940 0.2000 0.2500 0.1277 -

6 0.2000 0.2500 0.2388 0.6000 0.6500 0.3983 0.6000 0.6500 0.3983 YES
10 0.6000 0.6000 0.5034 0.6000 0.6500 0.4751 0.6000 0.6500 0.4760 YES
11 0.6000 0.3000 0.3021 0.6000 0.4500 0.4200 0.6000 0.4500 0.4200 YES

12 0.4000 0.2000 0.1534 0.2000 0.3500 0.1562 -
13 0.6000 0.3500 0.2251 0.4000 0.3500 0.1831 -
15 0.0000 0.0000 0.0443 0.0000 0.0500 0.0441 -
16 0.0000 0.1500 0.1735 0.0000 0.0500 0.2446 0.0000 0.0500 0.2446 YES
17 0.8000 0.6000 0.5593 1.0000 0.6000 0.6371 -
18 0.0000 0.3000 0.1587 0.0000 0.0000 0.0267 0.0000 0.0000 0.0267 YES
19 0.2000 0.1500 0.0613 0.0000 0.1500 0.0538 -
20 0.2000 0.0500 0.0079 0.2000 0.0500 0.0098 -
21 0.0000 0.0500 0.2511 0.2000 0.2000 0.2788 -

23 0.0000 0.5000 0.1343 1.000 0.6500 0.2194 1.0000 0.6500 0.2194 YES

24 0.0000 0.0500 0.0197 0.0000 0.1000 0.0190 0.0000 0.1000 0.0190 YES
28 0.2000 0.2000 0.0899 0.2000 0.1000 0.0479 0.2000 0.1000 0.0479 YES
! 29 0.8000 0.9000 0.7720 0.6000 0.4000 0.4067 0.6000 0.4500 0.5146 YES
! 31 0.8000 0.5000 0.3272 0.4000 0.2000 0.1438 0.4000 0.2000 0.1438 YES
! 34 0.8000 0.6000 0.3077 0.4000 0.2500 0.1154 0.2000 0.1000 0.1395 YES
35 0.8000 0.8500 0.6108 0.8000 0.9000 0.6166 -
37 0.2000 0.1500 0.0796 0.0000 0.0000 0.0691 0.0000 0.0000 0.0691 YES
39 0.0000 0.2667 0.2308 0.0000 0.3000 0.2401 -
40 0.0000 0.1500 0.0779 0.2000 0.1000 0.0748 -
41 0.0000 0.0000 0.0204 0.0000 0.0500 0.0200 0.0000 0.0500 0.0200 YES
43 0.0000 0.2500 0.1797 0.2000 0.2000 0.1824 -
44 0.0000 0.1000 0.0437 0.0000 0.3000 0.0442 0.0000 0.1000 0.0480 YES
48 0.0000 0.2000 0.1627 0.0000 0.0000 0.0933 0.0000 0.0000 0.0933 YES

49 0.8000 0.5000 0.1505 0.8000 0.6000 0.1609 0.8000 0.6000 0.1609 YES

50 0.6000 0.2500 0.1497 0.4000 0.2000 0.1471 -
52 0.6000 0.3000 0.2459 0.6000 0.3500 0.2617 -
53 0.8000 0.5500 0.3945 0.6000 0.4500 0.3349 -
! 54 0.8000 0.5500 0.6464 0.8000 0.4500 0.5349 1.0000 0.5000 0.5968 YES
55 0.2000 0.0500 0.0126 0.2000 0.0500 0.0126 0.2000 0.0500 0.0126 YES
56 0.0000 0.2000 0.2240 0.0000 0.1500 0.2053 -
58 0.8000 0.4500 0.3599 0.8000 0.4000 0.3242 -
59 0.2000 0.1500 0.1324 0.0000 0.0500 0.0873 0.0000 0.0500 0.0873 YES
60 0.8000 0.7500 0.6268 1.0000 0.7500 0.7166 -

The second case, in which the results of the NER/NRDE runs are similar
to the baseline, indicate that a finer treatment of these topics is needed. For
example, topic 16 is about showing images of San Francisco with at least one
person; also images of San Francisco without people are not relevant. As our
system extracted just the Named Entity ‘San Francisco’, that obviously did not
have any positive impact on the precision score (as bad as the baseline). The
same phenomenon goes on in query 18, in which sport stadia outside Australia
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were relevant, but for which the NER tagger just picked ‘Australia’. It looks like
as if our system would benefit from a deeper parsing of the topics (e.g., targeting
negation).

The third case is similar to the previous one. However, the results are worse
than the baseline because the great number of Named Entities wrongly detected.
In topic 31, for example, was about retrieving images of “volcanoes around
Quito”, providing a rather long list of volcano names. Our system detected these
names as Named Entities, but did not pick the term ‘volcano’. As those names
also correspond to counties in Ecuador, it is reasonable to assume that it created
a lot of noise and retrieved many non-relevant images, as the poor results show.
Topics 29 and 34 are similar cases.

Finally, even though not many enriched NEs were present in the topics and
captions, the NRDE run outperformed the NER run, which suggest that the
re-bracketing procedure of NEs has a positive impact.

These results point out to a need for a better integration of linguistic analysis,
one in which NER and NRDE treatments are conditional to other techniques.
For example, if a Named Entity occurs inside the scope of a negation then that
Named Entity should not be included in the query. Nevertheless, it should be
noted that for those topics for which Named Entities and NRDEs were extracted,
the results in terms of P20 were quite close to the best runs at the ImageCLEF-08
Photo Retrieval task [11].

4 Concluding Remarks

In this paper we have offered a first approach and discussion of the benefits and
problems of extracting enriched Named Entities for a NLP task such as Photo
Retrieval. It is our belief that linguistic analysis such as NER can be highly ben-
eficial for NLP tasks. The results show, however, that such linguistic techniques
cannot be applied in isolation, and that a better analysis of the topics should
be performed. We believe that further improvement of the approach presented
in this paper would positively impact on the overall task.

In this sense, ongoing work includes a comparison our approach (with and
without NEs and NRDEs) using the imageCLEF-09 testset; preliminary results
seem promising so far. As it has already been mentioned, the Belga collection and
topics are much more appropriate to test our approach that last year’s testset.

Finally, our approach to re-bracketing Named Entities when they are part of
descriptions will in itself be improve and evaluated following a similar procedure
to the one described in [8].
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Abstract. Information seeking in a multimedia database very often im-
plies a search process that is complex, dynamic and multi-faceted. More-
over the information need with respect to a topic is likely to evolve
during the same search session, going from a simple lookup search to a
thorough discovery of connected subtopics. We propose a system that
aims at addressing these challenges. It couples serendipitous browsing
and query-based search in a smooth manner. The proposed system offers
two levels, one global and one local, of visualizing the context of the infor-
mation seeking task and it also allows to view and search the data using
either monomodal or cross-modal similarities. Furthermore, the system
integrates a new relevance feedback model that takes into account the
multimodal nature of the data in a flexible way and a combination of
two parameters, the locality and forgetting factors, that allows the user
to design adaptive metrics in the interactive search process. The paper
also presents a preliminary user-centered evaluation of our system and
concludes with an analysis of the evaluation results.

1 Introduction

In the Information Seeking field [1], we can distinguish different strategies to ac-
cess and explore multimedia databases. One strategy is serendipitous browsing:
the aim is to navigate in a digital library in order to get an overview of its differ-
ent themes and its underlying structure. In that case, a tool that groups together
similar objects and allows the user to visualize the similarity relations between
them is required. Another strategy is query-based search: here, the aim is to find
quickly relevant objects with respect to a given query using a tool that takes
into account the user feedback in order to iteratively improve the search results.
In this use case, the key features rely on avoiding redundancy and visualizing
the similarity relations between the retrieved objects so that the user can have
a better understanding of the different subtopics. But a more general scenario
happens when the user wants to have a mix between serendipitous search and
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query-based search. Indeed, it is often very hard for the user to formulate an
unambiguous query, which is the direct translation of her information needs. It
also happens that the user does not know exactly what she is looking for: she has
a general question in mind, but she does not know in which direction she needs
to start searching. In that perspective, the ideal search process is a discovery
process, where the user could incrementally precise her requirements depending
on what the system proposes; understand the direction she is currently investi-
gating with respect to the global picture; and go back to explore new directions,
being aware of the boundaries of this discovery process.

The system we propose here aims at addressing these complex needs, with a
“mixed-strategy” approach. It offers some continuum between browsing-based
search and query-based search. In this paper, we focus on digital libraries whose
objects are constituted of texts and/or images but the proposed methods and
tools could be extended to other modes (speech, music, . . . ). This paper is also
related to information fusion and, especially, to cross-media techniques that can
combine visual and textual aspects efficiently in order to bridge the gap be-
tween these two modes when exploring, exploiting and searching databases of
multimedia objects.

The rest of this paper is organized as follows. In section 2, we give an overview
of the global architecture and the main novelties of our system, while detailing
each component. In section 3, we present some results of a preliminary user-
centered evaluation based on the Cognitive Walkthrough method. Then, in sec-
tion 4, we analyze some related works before concluding in section 5.

2 Description of the System

2.1 Global Architecture and Main Functionalities of the System

The architecture of the system is depicted in Fig. 1. It consists of several in-
terlinked components: the Graphical User Interface, the monomodal Search En-
gines, the Ranker/Scorer and the Graph Layout Map Builders. The designed
system aims at achieving the following functionalities:

• interlinked multi-scale visualization and navigation: the system offers
(at least) two levels of visualizing the context of the information seeking task.
One visualization is the 2D global map of the whole multimedia corpus, empha-
sizing the underlying structure of the digital library. The structure is typically
characterized by different clusters and sub-clusters, with mutual positions indi-
cating how these clusters relate to each other. The second map, called the local
map, synthesises the history of the current session, by representing all objects
the user has to interact with, on a single 2D map. These two maps result from
the Graph-Layout Map Builders component that we detail in subsection 2.4.
Objects of the local map are linked to their counterpart in the global map. Hav-
ing two maps allows the user to be aware of the boundaries of her search, to
understand the different landscapes at different scales, and to better control the
exploration (global visualization) and exploitation (local development) phases.
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Fig. 1. Architecture of the proposed system

• multimodal views of the data: on the global map, the user can have dif-
ferent views of the data. She can switch to textual, visual or hybrid similarities,
so that there are actually 3 static maps that co-exist. This allows the user to
change the global map according to the modality she is interested in at each step
of the session.
• flexible multimodal relevance feedback: on the local map, the user can
label the text and the image parts of a same multimedia object differently. In
that way, she can associate relevant texts with relevant images that best corre-
spond to her current multimodal information need.
• adaptable search/development metrics: our relevance feedback technique
implemented in the Ranker/Scorer component described in subsection 2.3 con-
tains several parameters that allow the user to design metrics that adapt to her
information need at each iteration. First, after giving feedback, the user will
typically promote different kinds of similarity for the next step: her search can
rely on textual, visual or hybrid similarities. Next, the system allows the user
to tune a suitable combination of a locality factor and a forgetting factor, that
will weight accordingly all the accumulated information (the initial query and
the objects with relevance feedback) in the current session. More particularly,
locality allows some selected objects to have more weight than others, in order
to “develop” the similarity graphs locally and to give a new direction to the
search. The forgetting factor assumes that the user is naturally more prone to
give more importance to what she interacts with recently, an assumption that
was already introduced in the “Ostensive Model” [2].

Before detailing each component, let us introduce the following definition:
a session is a sequence of interactions between a user and the system, that
corresponds to the same information need or task. These interactions include
visualizations and proposals from the system side, query formulation and/or
object selection and/or relevance feedback from the user side.

2.2 The Graphical User Interfaces

The GUIs performing the global and local maps contain 3 parts (see Fig. 2 a
and b). The central part represents the maps, the left part shows some detailed
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view of the data that corresponds to what is selected by the mouse in the central
part. The right part of the interface is different for both maps:

• For the global map, the right part includes two standard query interfaces (tex-
tual query and image query) that are typically used at the beginning of the
session, in order to generate an interesting subset of objects for further develop-
ments as the “page zero” of the local map. The search engines are standard ones,
typically returning the k nearest neighbors of a given query (the latter objects
are then highlighted on the global map). Note that the use of query forms is
optional as the user can simply select one or more objects of the global map to
“develop” them in the local map.
• For the local map, the right part is dedicated to the parameter settings of the
adaptable search/development metrics (feedback, modality, locality and forget-
ting factors) as it is shown in Fig. 2 b). Labeling of the retrieved elements (text
and/or image) is done by selecting the corresponding items with the mouse and
by clicking on the “+” (relevant) or “-” (non-relevant) button of the right panel.
The items which are neither annotated “+” nor “-” are considered as neutral.
They have a null weight and they remain displayed on the local map with a
grey color; even if of not immediate interest, these neutral points could still be
labeled later in the session. Finally, the type of search modality could be chosen
among textual, visual or hybrid modes; the locality and forgetting factors can
be tuned in order to better reflect the current needs.

The user can zoom in/out or move the map panels with the mouse roll. To
launch a local map, the user selects one or several objects of the global map by
clicking on them and activates the adequate menu item. A new window appears
and the local discovery/search process can start. On the local map, chosen posi-
tive items are put in red whereas negative items are first put in green but finally
disappeared at the next iteration. Once the items have been labeled, clicking on
the “submit” button launches the retrieval process with feedback. Results appear
instantaneously on the local map and the corresponding items are highlighted
on the global map.

2.3 The Ranker/Scorer Component

The Ranker/Scorer component is the core of the system: it generates at each iter-
ation a ranked list of objects, that are considered to have the largest probability
of being relevant, given all the cumulative information (relevance feedback labels
and initial query) and the different search/discovery parameters of the current
iteration (selected search modality, forgetting and locality factors). This compo-
nent also deals with the issue of merging the textual and visual modes, when
needed; in what we propose, this could be partly realized by defining a cross-
media similarity measure based on a mix of real and pseudo-relevance feedback1.
We propose the formula given in eq. 1 for computing a new relevance score for
each (unlabeled) object, x, of the database based on the accumulated feedback
1 Our proposal is an interactive extension of the trans-media pseudo-relevance feed-

back introduced in [3,4,5] for the non-interactive case.
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information and the control parameters chosen at the current iteration t. It can
be seen as a non-trivial extension of Rocchio’s method [6] to the more general
case of interactive multimedia information seeking.

f t+1(x) = (1)
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In eq. (1), f t+1(x) is the new relevance score of the (unlabeled) multimedia ob-
ject x provided at iteration t+1. The subscripts T and I respectively correspond
to text and image modality. ST and SI are then the textual and visual similar-
ity matrices. Let denote modt the search modality(ies) chosen by the user at
iteration t. modt can take the value T or I or H (hybrid: both T and I). In
the sequel, we introduce the notations with respect to the text modality only.
However, since text and image play symmetric role, one can deduce the corre-
sponding definition for the image part by simply replacing the subscript T with
I, the set notation T with I and “text” with “image” in the text (and vice-
versa). γt

T reflects the weight given by the user to the text modality at iteration
t. More precisely, we have γt

T is null if modt = I and set to a positive constant
cT otherwise. T t

+ is the set of objects whose textual part was labeled as relevant
by the user up to step t. On the contrary, T t− is the set of texts that were labeled
as irrelevant up to iteration t. αt

T and βt
T are weights2 that give the importance

of texts within T t
+ and T t

− in order to compute the new relevance scores vector
f t+1. These weights take into account different parameters. First, the user can
select a special subset of the items annotated at the current step t. These se-
lected texts, St

T , correspond to the text part of the nodes of the graph around
2 Note that by default, we take βt

T (y) = αt
T (y),∀y ∈ T t = T t

+ ∪ T t
−, since this setting

works better according to some preliminary experiments.
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which the system should develop new elements. In comparison to other labeled
items, the selected objects are given an extra weight loct

T ∈ [0, 1[ specified by
the user. The greater the locality value, the more the user wants to focus on
the newly selected objects. Second, the user can also explicitly mention to the
system what is the importance to be given to previously annotated items. This
is the role of the forgetting factor forgt

T ∈ [0, 1]. With such a factor, the weight
of an annotated item will decrease with time: the older the labeling of an object,
the lower its weight. This effect is even stricter as the forgetting factor increases.
The “recentness” of the labeling is something not so trivial. Let assume that,
at the current iteration t, the user decides to go back to the results provided at
iteration t′ < t and select some of the items “issued” at t′. This might mean that
the user wants to pursue another direction in her information seeking. There-
fore, we assume that the objects that were annotated from step t′ +1 up to t−1
are not important anymore. Hence, we give a null weight to these items3. More
formally, we compute the weight vectors for the annotated objects as follows:
∀y ∈ T t

+, we have:

αt
T (y) =

⎧⎨
⎩

1
1−loct if y ∈ St

T

(1 − forgt
T )mT (y) if y /∈ St

T and mT (y) ≥ 0
0 if y /∈ St

T and mT (y) = −1
(2)

where:

mT (y) =

⎧⎪⎨
⎪⎩

t − dateT (y) if St
T = ∅

min
z∈Dt

T
(y)

(dateT (z) − dateT (y)) if St
T �= ∅ and Dt

T (y) �= ∅

−1 if St
T �= ∅ and Dt

T (y) = ∅
(3)

where dateT (y) is the iteration number when the text of object y was annotated
and Dt

T (y) = {z ∈ St
T : dateT (z) ≥ dateT (y)}. In other words, given y ∈ T t,

Dt
T (y) is the set of selected texts z that were annotated after y.

Notice that a locality factor loct
T equal to 0 amounts to give no extra weight to

selected objects4. On the contrary, a locality factor very close to 1 will result
in discarding non-selected items. Indeed, when this factor tends to 1, the non-
null contributions in the different terms of eq. (1) come only from the selected
objects, due to the weighted average effect.

With respect to eq. (1), positive and negative text pseudo-relevance feedbacks
are respectively introduced through the terms weighted by λT and δT . To be more
precise, it is a trans-media pseudo-relevance feedback which considers as relevant
the visual part of texts that are very similar to the texts fed back as relevant
by the user; but this feedback mechanism discounts a pseudo-relevant object
by the factor λT and by the specific (normalized) textual similarity between the
pseudo-relevant text and the corresponding labeled texts whose it is the neighbor.

3 This case corresponds to the third case in eq. (3).
4 In this case, it does not make sense to select any object.
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Accordingly, we denote Bt
T (y), the set of texts that haven’t been annotated yet

and which are the nearest neighbors of (the text part of) y. Similarly, the system
considers as irrelevant the visual part of texts that are very similar to the texts
fed back as non-relevant by the user. Likewise, this dual negative view of the
pseudo-feedback mechanism consists of the terms weighted by the discount factor
δT in eq. (1). To be consistent, neighbors of labeled objects that are themselves
labeled are never considered as pseudo-relevant objects.

2.4 The Graph-Layout Map Builders

This component is the one that produces as outputs the different maps for vi-
sualizing globally or locally the objects of interest. Global maps are computed
off-line. We first apply a sequence of several force directed layout algorithms to
generate the maps, we then use the LinLog energy model [7] as the final stage.
The basic material consists of thresholded similarity matrices. A standard ag-
glomerative hierarchical clustering algorithm is then applied to identify clusters
in the 2D space. Cluster naming techniques allow then to extract the most rep-
resentative keywords of each cluster. The local map layout is a dynamic process:
results are appended to the map at each “interactive query” performed by the
user. Regarding dynamic representations, one additional constraint has been es-
tablished by the visualization community: the problem of preserving the user’s
mental map [8]. The objective is not to loose the user by constantly changing the
map layout from one iteration to the next one: new objects are added by slightly
perturbing the previous layout and using the similarity metrics promoted by the
user at the current iteration, while already present objects keep their mutual
similarity relations, as a result of all previous interactions. This is realized by
increasing the inertia of existing nodes and by using the Fruchterman-Rheingold
layout algorithm [9], that appears to be the most adequate for this kind of task.
Optionally, a clustering algorithm could be applied as well in the 2D local map,
in order to avoid redundancy in the results given at the next iteration and to fa-
vor quick local exploration: only the most relevant objects of each cluster will be
displayed on the map (see for example [4]). This could be considered as an indi-
rect way of realizing diversity-based re-ranking and can be particularly valuable
during the early stages of the search process.

3 Preliminary Evaluation of the System

3.1 User Evaluation Methodology

Evaluations involving users become essential to validate interactive methods
for information retrieval [10,11]. Our goal is to have a preliminary user-based
evaluation to validate our contributions namely, the interlinked multiscale and
multimodal visualization and navigation and the flexible multimodal searching
and relevance feedback. To this end, we chose the Cognitive Walkthrough In-
spection methodology [12,13] to perform the evaluation. This method involves an
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experimented user and an evaluator. The evaluator pre-specified scenarios and
tasks to be realized, while the user5 is already familiar with similar tasks and
interfaces. The procedure is the following one: the evaluator explains the goals
of the task and the functionalities associated to the different sub-components of
the GUI. During the test, the evaluator manipulates himself the tool and asks
the user for the functional actions to be executed at each step. In fact, our goal is
not to consider specific ergonomic aspects, but rather to validate the relevance
of new functionalities to achieve the task. It focuses on the following points:
achievability (is the set of elementary functions sufficient to solve the task?),
efficiency (does the system promote the most efficient paths?), predictability (is
the user able to predict the effect of the launched action?), obviousness (how
intuitive is it?), proactivity (after the action, is the feedback good enough to
encourage her to continue?) and, finally, confidence (is the user more confident
about the obtained results?). What is eventually measured is (i) that the user is
able to understand the link between the sequence of actions and the final goal
of the task, and (ii) that she is able to memorize the corresponding actions and
settings. At the end of the evaluation, the user is asked extra questions, related
to the comparison with her existing tools, in terms of complementary or new
possibilities.

3.2 Design of the Evaluation Scenarios

The corpus used for the experimentation consists of text/image objects extracted
from the French Wikipedia around the theme “Tourism in France”. From each
page, we extracted several multimodal objects, namely the images present in
the page with their associated texts (image caption, text of the surrounding
paragraph and sequence of titles and subtitles leading to this paragraph). Note
that, due to our construction mechanism, the relationship between an image
and its associated text could be noisy or very vague. This collection6 is made of
more than 50,000 text/image objects. A task consists in solving two subtasks re-
lated to a same topic: a specific search (closed problem) and a discovery analysis
(open problem). The tasks were designed in such a way that it is very unlikely
to obtain the information directly by a single textual query and that combin-
ing both modalities in a flexible way is essential. Five topics presented to the
user were related to: Eiffel Tower, surfing, old stamps, Charles de Gaulle and
Nantes.

3.3 Description of a Particular Evaluation Scenario

In this subsection, we report some retrieval results for the Eiffel Tower scenario.
For this topic, the user had to retrieve old pictures representing the Eiffel Tower

5 In our case, she is an expert archivist who is used to seek information in a multimedia
database with classical systems.

6 This collection was constructed for the purpose of the Infom@gic project. See the
acknowledgments section.



A Continuum between Browsing and Query-Based Search 119

Fig. 2. Screenshots of the system for the Eiffel Tower scenario: a) Global map on
the left (with relevant objects highlighted) b) local map in the middle (with different
developped search directions) and c) an example of a subtopic viewed from the global
map on the right.

and dating from the beginning of the 20th century (closed subtask). She also
had to explore the collection in order to gather different multimedia objects that
cover all potential subtopics related to the Eiffel Tower, as if she wanted to find
as much material as possible to make a multimedia presentation on that topic
(open subtask). The evaluator let the user free to solve these subtasks sequen-
tially or in parallel, but the user actually found it more efficient to solve them
simultaneously. The user started with a general textual query “Eiffel Tower”
using the basic text search engine, whose results were highlighted on the global
map (see Fig. 2 a)). She observed that a lot of items were surrounded and their
distribution spread all over the global map. After a quick observation, the user
mentioned that many of the highlighted objects were not relevant for the spe-
cific task. The reason is that the Eiffel Tower is often used as a generic French
emblem. After zooming in some particular areas presenting a high density of
highlighted results, the user picked an object whose image represents the Eiffel
Tower. The latter is the black and white drawing of the Eiffel Tower in the cen-
ter of Fig. 2 b). From this chosen element, the user started a local deployment
with the “hybrid modality”. The user asked to set the forgetting factor to 0.2.
After 8 iterations during which 12 objects were labeled relevant and 20 irrel-
evant, the user obtained the results presented in Fig. 2 b). Three orientations
have been developed using locality feature to allow a deeper focus on selected
objects: the bottom left area gathers technical drawings of the tower; the right
branch shows contemporary landscape pictures of Paris and the upper left one
contains postcards from the 1900 universal exhibition, portrait of an engineer
and so on. Only the upper left branch is relevant to the first task, but all de-
ployment are useful for the secong one. The user noticed here that the effect
of the forgetting factor was effective since the strong visual contribution of the
first drawing was progressively lowered iteration after iteration. To conclude the
second subtask, the user further analyzed the global map and particularly areas
presenting a strong density of results. Three more interesting clusters relevant
to the task were discovered. Fig. 2 c) shows one of them related to portraits of
famous scientists whose names are written on the Eiffel Tower.
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3.4 First Conclusions Drawn Out of the User Evaluation

Based on the user’s reactions collected during the evaluation (including global
comments at the end of the evaluation), we address the different points raised
in subsection 3.1:

• Achievability and predictability: in general, the user succeeded in finding sat-
isfying results for the search and discovery parts of each task and had no trouble
to perform the list of actions needed to obtain the results. However, some local
deployments were very noisy, most often due to the wrong association between
text and image in the multimedia collection7. In those cases, the user would have
liked to mark a positive feedback only on a selected portion of the text. Besides,
the control on the local deployment is rich, innovative and interesting but more
training is needed to really understand all its possibilities.
• Efficiency, obviousness and proactivity: the use of different modalities appeared
very useful for the search. The use of textual queries for generating a “page zero”
is particularly valuable. The user exploited both maps for all tasks, their con-
nection turned out to be very intuitive.
• Usability: the user was globally comfortable with using the maps. Navigating
in the global map results appeared easy, especially with the display of the text
and image in the left part of the panel just by moving the mouse on the items.
Selection and launch of the local map was also easy. But, the local map param-
eters’ setting was not obvious. The selection and labeling of the texts and/or
images were all right. The use of the focus mode was intuitive.

We can formulate the following preliminary conclusions from this evaluation:

• Using different modalities and particularly cross-media techniques allows to
provide faster ways to achieve relevant results particularly when the information
need is difficult to express in terms of queries and when the different modalities
of the same object do not match from a semantic viewpoint8.
• Using one global map and one local map jointly allows the user to better
control the exploitation/exploration trade-off. The local map allows the user to
express her information need more precisely while the global map allows her
to better understand the different boundaries of her search and discover non-
expected subtopics.
• While using the local map, the user can progressively express her information
need by selecting relevant texts and/or images and discarding negative examples,
in a flexible manner. This flexibility provides an efficient way to define iteratively
complex queries to achieve relevant results.
• The use of forgetting and locality factors are encouraged though we should not
loose the user by asking him to tune a lot of parameters. These factors clearly
offer a continuum between browse-based and query-based search: the locality

7 This is a side effect of the way we pre-processed the French Wikipedia corpus. In the
case of the Eiffel Tower topic for instance, objects corresponding to other monuments
appeared because there is a Wikipedia page that lists the most visited monuments
in Europe, so that the same text is associated to very different images.

8 For example, images that have poor or noisy textual descriptions.
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factor allows one to focus on some topic at any time while the forgetting factor
helps in discovering new topics.

4 Related Work

The literature covering interactive multimedia retrieval is very vast. In the par-
ticular context of keyword-tagged images, the paper [14] presents a relevance
feedback approach which integrates semantic (keywords) and low-level features
for image retrieval. Their method is an extension of the Rocchio technique [6]
but their system only targets basic query-based search and there is no possibility
for the user to judge independently texts and images. Focusing on text/image
collections, there have been many works in the context of ImageCLEF9 Photo
evaluation campaigns. The paper [15] is a good example of image/text interactive
search that shares goals similar to the ones presented here. Their combination
method is based on a hierarchical late fusion approach which is different from
our technique [3,4]. Systems addressing video retrieval are also related to our
proposal. Particularly, the work presented in [16] shows several common aspects
with our work. The authors use a multimodal similarity space for representing
the multimedia objects; they then apply a one-class SVM in order to learn a
classifier that separates relevant from non-relevant examples. Concerning the
visualization part of the system, a state of the art of visualization methods
and tools developed for multimedia information is given in [17]. Some systems
propose a multi-scale view of objects for browsing and interactively searching
within a multimedia corpus. The most closely related work to our proposal is
[18]. However, in [18], the authors use non-linear embedding algorithms whereas
we rather use graph-layout methods. Then, the main difference between the two
systems is that we propose not only a multi-scale but also a multimodal view
of the data. The Ostensive Model introduced initially in [2] considers the infor-
mation retrieval process as dynamic and proposes a relevance feedback model
that integrates a temporal notion to relevance, very close to our forgetting fac-
tor concept. More specifically, our system shares many common points with the
work described in [10], which addresses content-based image retrieval from a
multimodal perspective, based the Ostensive Model. Still, there are important
differences: first, we use two interlinked multi-scale maps whereas in [10] only
one map is employed; second, the multimodal nature of the data is not empha-
sized in the feedback and the search processes in [10]; third, our system explicitly
allows the user to annotate many candidates at each step which is not the case
in [10]; lastly, the combination of textual and visual information is different in
both systems.

5 Conclusion

In this paper, we have introduced the architecture and the key components of
a user-centered system for accessing information in a multimedia digital library.
9 See http://www.imageclef.org/
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The novelty of our proposal is to offer some continuum between serendipitous
browsing and query-based search by developping the following features: multi-
scale, multimodal navigation and adaptive multimodal relevance feedback tech-
nique. The next steps of this work will consist in evaluating the performances of
our system at a larger scale from the user viewpoint. One objective of the work
presented here was to introduce sufficient flexibility in the system in order to
adapt to evolving user needs. But, from an ergonomic viewpoint, there still re-
mains an important issue in better controlling the trade-off between new degrees
of freedom and the mental load of mastering all these degrees of freedom to be
more efficient. This can be done by clustering the different usages into several
usage families and by further constraining the different parameters values to
optimal default value (by family) without requiring any tuning from the user.

Acknowledgments. This work was funded by the Infom@gic project, part of the
“Pôle de compétitivité Cap Digital de Paris”.
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Abstract. One important goal in the field of multi-user interaction is to support 
collaborative work of several users as ergonomic as possible. Unfortunately, se-
curity-relevant aspects were neglected in the past. Therefore, we study in this 
contribution the risks and challenges for security of such collaborative working 
environments on the basis of five selected pen and gesture-based input tech-
niques. We show that the underlying technologies (Anoto pens, Wii Remotes, 
DiamondTouch, FTIR Table tops, Microsoft Surface) do have deficits, in par-
ticular regarding the insurance of user authenticity and data integrity, and that 
collaborative working brings new challenges for formal security models. We 
discuss some of the major challenges on situation and context recognition for 
dynamic role assignment based on a scenario from the field of energy engineer-
ing and point out that several of the underlying problems are of special impor-
tance for the development of reliable collaborative multimedia applications for 
object organization and exchange. 

1   Introduction 

Multi-user interaction is a rising field of research in which it is studied how several 
users can work collaboratively and efficient in groups operating only one device. One 
main focus of this research field is the development of easy to learn or efficiently ex-
ecutable interaction techniques that can be used context dependent by different per-
sons. However, the straight use of new input devices as well as collaborative working 
itself creates new challenges for IT-security. Currently, these aspects are considered 
only insufficiently in the design of such interaction systems, even though they are of 
high relevance for, e.g., plants in terms of safety [1] or military applications [2]. First 
studies for the dynamic recognition of users in multimedia applications were investi-
gated in the project „CoMET“ (Collaborative Media Exchange Terminal)1. 

                                                           
1 For further information see, e.g., http://www.dfki.de/iui/advanti/lab/index_de.html 
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In the following, the problems of applying formal security models to multi-user in-
teraction and the weak points produced by the technical restrictions of typical systems 
for multi-user interaction are examined and required changes to solve some of these 
issues are discussed. In addition, possible more general improvements of the security 
of multi-user systems are discussed. Based on typical scenarios from the energy in-
dustry and multimedia terminals, interaction techniques and associated security as-
pects are briefly analyzed. The main goal of this work is to analyse security related 
problems of multi-user systems in order to sensitize the reader for security related 
questions that otherwise, if neglected, might strongly affect the reliability of multi-
user applications. 

The remainder of this contribution is arranged as follows: Sect. 2 gives a short in-
troduction to the formal terms to security. In Sect. 3 general requirements for security 
of multi-user systems are described and challenges for situation and context recogni-
tion resulting from dynamically changing user roles and user rights are discussed. In 
Sect. 4 we analyze current systems for multi-user interaction, describing the effects of 
their operational principles on the security of the overall system and make sugges-
tions, how some of the security problems might be solved. Finally, Sect. 5 summa-
rizes the main results of this contribution. 

2   The Term Security 

Typically, in the English language the complementary terms “security” and “safety” 
are commonly used. Here, the term ”security” refers to aspects that are related to the 
defence of intentional attacks, while “safety” refers to aspects that are related to dan-
ger prevention, e.g. insurance of the system/working reliability despite of unforeseen 
events. However, since the causes and effects of safety risks are independent of the 
number of users working simultaneously at a single system, we consider in this con-
tribution only ”security“ related aspects. 

More formally, ”security” deals with assurance of the following five properties [3]: 

- Authenticity 
- Integrity 
- Privacy/Confidentiality 
- Availability 
- Commitment / Not-Repudiation 

Authenticity defines that the origin of a message or the identity of a person can be 
determined free of doubts, while integrity describes soundness, e.g., that a message 
was not modified during the transmission between transmitter and receiver. Privacy is 
the ability to ensure the secrecy of contents of a message towards unauthorized third 
persons. Availability is the characteristic of a system or resources to be usable within 
fixed time intervals (or even permanently). Finally, commitment or non-repudiation is 
the possibility of third parties to verify authenticity of data or a specific event per-
formed by a specific entity. 

Since the risks for the availability of a system do not differ for multi-user interac-
tion or single user desktop systems, in this contribution availability related issues are 
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not discussed explicitly. Additionally, the non-repudiation (traceability) of user ac-
tions presupposes compellingly an authentication of users. As shown later, none of 
the systems discussed in this article offers the possibility to identify an individual user 
and therefore non-repudiation cannot be ensured at all. 

3   Formal Security Challenges 

The underlying operating systems of the interaction systems are usually not adapted 
to the requirements of multi-user interaction and thus work with the assumption that 
after a user registration, the graphical user interface is exclusively used by this one 
user. Therefore, during the execution of applications and opening files, only the au-
thorizations of only one user are considered – even if several users collaboratively 
work on specific documents subsequently. Also, when saving a document the reading 
and write authorizations are assigned only with the consideration of the user regis-
tered at the system and do not dependent on the authorizations of the collaborating 
users. 

Even under the assumption that a collaborative time sharing system could deter-
mine reliably the identity of all users acting at the same time, it is so far unsettled, 
how the authorizations of the group can be derived from the safety authorizations of 
the individual users. This influences, in addition to the above mentioned security 
aspects, data protection, in particular if several users are working collaboratively on 
personal data, where parts should be hidden from some participants of the collabora-
tion (e.g. treatment planning in hospitals, where nurses might not be allowed to see 
data of an operation). 

Here, probably only a least common privilege approach would be formally secure, 
by which the group receives exactly those authorizations, which each member of the 
group possesses. Thus a group would never have more rights than the group member 
with the most limited rights and for groups of users with disjunctive quantities of 
authorizations the group would have no rights at all. Another approach would be to 
consider the user with the highest security level as the ”protector” of the data integrity 
and privacy, relying that her/his “leadership qualities” prevents the other group mem-
bers from passing of confidential information. On these idealized assumptions for a 
group, all the authorizations could be awarded, which possesses at least one of its 
members. Thus it would be guaranteed that in a collaborative working environment 
nobody need to work with fewer rights, than he or she would have in a single user 
environment. Probable violation of the basic assumptions of this model would endan-
ger both, the integrity and the privacy of the seen and worked on data. More flexible 
models would be possible, if position, identity and range of vision of all collaborating 
participants could be determined surely. In this case for the presentation of a docu-
ment within the interface only those users need to be considered who can see the 
respective range. 

If we regard, for example, the control room of a superregional power supplier, 
which is a highly sensitive system since the operation lead by not authorized persons 
can result in spurious action and thus to a substantial legal and in the long run finan-
cial damage for the operator. Besides the maintenance of normal operation, a high  
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interest in public security exists, as – among other things – also public traffic systems, 
road lightings and hospitals depend on reliable, non-interrupted current supply. Now, 
if a critical system state has been entered and the fast and safe decision of authorized 
persons is necessary, then it can be meaningful to transfer temporally the user rights 
of an authorized person to another user. However, an authorized person could be 
unavailable at the time the system enters a critical system state (e.g. due to sudden 
health caused absence). Of course, this should happen exclusively in sensitive  
exceptional cases and secured with the system over a suitable situation and context 
recognition by means of appropriate parameter monitoring. Time-critical interactions 
in security sensitive environments, as the presented, can be supported in this way. 

Another scenario is a public service portal for exchange of multimedia objects, 
like the collaborative media exchange terminal mentioned in the introduction. If 
several users could up- and download media objects at the same time while their 
specific authorizations for objects are obeyed, this would strongly improve the col-
laborative experience. The authentification might be ensured as long the users are 
using their personal mobile device for interaction. However, how is ensured that a 
specific device on the table belongs to a specific user? This becomes even more 
critical also from the perspective to ensure intellectual property rights assigned to a 
specific user – and challenging to handle –  if several users are interacting with the 
terminal at the same time and would like to provide objects only to some of the col-
laborating users. 

3.1   An Environmental Model of Authentication Related Dependencies 

Figure 1 shows the dependencies between contextual information (environmental 
model), the user profiles and the user authorization level of users working on an inter-
active system. Thus the situation and context recognition presuppose a suitable envi-
ronmental model, in which the permanent evaluation of various sensor measurements 
flows, in order to assign user to a certain user profile with appropriate rights and 
working roles. In the long run so the authentication of a user in a certain situation is 
clarified. 

 

Fig. 1. User authentication based on a specific environmental model 
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4   Practical Security Challenges of Multi-user Systems 

In this section, five common technologies for multi-user interaction are presented and 
their security related aspects are evaluated. Furthermore, the underlying operational 
principle of the respective systems are briefly discussed and consequences for IT-
security are pointed out. 

4.1   Interaction with Anoto-Patterns 

A common technology for the multi-user interaction is the use of the Anoto-Pattern 
and the associated digital pens (e.g. Maxell PenIt, Logitech IO Pen, Nokia SU-1B and 
SU-27W). The Anoto-Pattern is a proprietary, highly soluble, particularly structured 
point pattern, which can be applied with infrared-reflecting ink or toner on nearly 
arbitrary surfaces [4]. The Anoto pens are pen-formed input devices with an inte-
grated, downward arranged infrared camera near the pen tip, which can recognize the 
section of the pattern under the pen and by this, the position of the pen on the writing 
surface can be calculated. The current position of the pen can be transferred together 
with a value, which represents the pressure applied at present on the pen, in real time 
by wireless communication (Bluetooth) to a computer. Additionally, some smart pen 
vendors and licensees of the Anoto technology have developed devices with audio 
recoding technology. An example for such devices is the “Pulse Smartpen”2, which 
enables the pen recording as described above, with the additional possibility to record 
speech of the user. 

If several Anoto pens are used on a Anoto-pattern surface then this system can be 
used to work collaboratively in a multi-user interaction system. 

Integrity and confidentiality. A primary concern regarding the security arises from 
potential vulnerabilities of the Bluetooth protocol. In order for an attacker to listen to 
a coded Bluetooth communication it is usually necessary to know the common  
Bluetooth ID used by both devices (in this case a computer and an Anoto pen). Addi-
tionally a user PIN needs to be known to derive the used keys for encrypted commu-
nication. In practise very often Bluetooth devices (e.g. Bluetooth headsets) are  
initially pre-configured with 0000 and do not provide on-device interfaces for users to 
change the PIN. Therefore, it is for an attacker in these cases only necessary to guess 
or determine the Bluetooth ID. But even with a free selected four-digit pin guessing is 
easy by exhaustive search. Thus, further communication between pen and computer 
can be logged, which injures the aspect of confidentiality. With pen-similar input 
devices the injury of confidentiality (and also privacy) is particularly more problem-
atic, since very often also handwritten notes and even signatures are entered. The 
digital version of user signatures opens various possibilities of abuse.  

Authenticity. The inherent disadvantage of Anoto pens concerning the authenticity is 
the absence of any user authentication. To identify the individual user, a biometric 
identification or verification could be introduced to permanently observe human indi-
vidual handwriting behaviour and to verify this behaviour with a pre-registered iden-
tity and behaviour profile (e.g. by handwriting recognition [5]).  To detect a change of 

                                                           
2 See, e.g., http://www.livescribe.com/smartpen/index.html 
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a pen device between users, this identification or verification needs be done fre-
quently to ensure that a pen is always associated with the correct user identity.  With 
the help of the knowledge about the pin of an Anoto pen as well as its Bluetooth 
MAC it is also possible, with a Bluetooth equipped PC in place of the system admit-
ted Anoto pen, to spoof the pen device and to send arbitrary data. This would clearly 
injure the authenticity of the pen user and the integrity of the data. 

Possible improvements. A software-based possibility of continuos user authentica-
tion  could improve the authenticity shortcomings. This could be done, for example, 
by permanent analysis of writing characteristics of all users, in particular the hand-
writing within text inputs. Upon significant changes of these characteristics a new 
authentication could be required.  

Further improvements of security would require a change of the firmware and 
hardware of Anoto pens. By suitable encryption and authentication protocols, the 
privacy of communication between pen and computer could be guaranteed, for exam-
ple, by layer 5 security protocols such as TLS/SSL. In addition to this, a fingerprint 
sensor on the pen, or a biometric speaker recognition function could examine perma-
nently the authenticity of the user. Beyond that, the pen could compute a Biometric 
Hash [6] on the basis of the fingerprint or voice data and derive from this a secret 
private key. By use of these cryptographic procedures the authenticity of the user, the 
not-repudiation of the user interaction and also the trust of communication could be 
guaranteed. Because of security reasons the pen need to do this examination and it 
should not be allowed to delegate it to the computer. Therefore, each pen need to store 
suitable fingerprint templates of all users involved. 

4.2   Wii Remote Interaction 

A further input device frequently used for prototypes of multi-user interaction is the 
Nintendo Wii Remote [7, 8]. The advantages of this input device actually developed 
for Nintendo Wii game console are its low price and its support of different interac-
tion methods. The Wii Remote is a wireless input device, which is connected by Blue-
tooth to the game console. The communication protocol on basis of the Bluetooth 
HID profile is proprietary and is also not licensed to external prospective customers, 
however the most important parts became public by reverse engineering [9]. Thus it 
became possible to use the Wii Remote directly with computer systems and to interact 
in such way. 

The Wii Remote supports several input modes: It possesses several buttons and a 
control cross for simple inputs. Further it possesses an integrated accelerometer, 
which consider accelerations towards the three axes of coordinates and which can 
seize – considering the acceleration due to gravity – orientation of the Wii Remote in 
space (not the position). Additionally the Wii Remote possesses an infrared camera 
with digitally signal processor which computes and transfers the position of the four 
brightest infrared points in the range of camera vision (IR LED or heat sources). The 
pointing direction of the Wii Remote to this surface can be determined and the Wii 
Remote is able to fix points in the proximity of an interaction interface. If several Wii 
Remotes are used as input devices for the same interaction interface (e.g. projection of 
a user interface) several users can interact together. 
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Authenticity. Similar to Anoto pens also with the use of the Wii Remote for multi-
user interaction the users usually cannot be authenticated. The authentication could be 
also made by biometric characteristics while showing towards the interaction surface 
or by taking up user-specific movement patterns by the accelerometer, e.g. via hand-
writing characteristics. However intentional or coincidental exchanging of two Wii 
Remotes could be detected relatively easy, also without modification of the hardware, 
just by accomplishing the additional interaction possibilities of the Wii Remote for re-
authentication.  

Integrity and confidentiality. Since the Wii Remote transfers like Anoto pens its 
data via Bluetooth technology it is susceptible to the same attacks. Therefore, the 
authenticity of the user and/or the Wii Remote as well as integrity and confidentiality 
of the transferred data are potentially endangered. 

Possible improvements. The Wii Remote revealed by Bluetooth communication the 
same weaknesses as the Anoto pens and has still the problem of a fixed and well-
known Bluetooth PIN. In principle the same improvements of security are possible as 
with Anoto pens, even if a permanent scan of fingerprints would limit the usability of 
a Wii Remote far more strongly than this is the case for Anoto pens. Additionally the 
sensors provides information about location and also explicit user inputs by the 
integrated control elements, which could be used for as additional source for an 
individual user analysis and user identification. 

Furthermore the ignition button at the lower surface of the Wii Remote (button 
“B”) could be used as a “dead-man’s button”, which the user needs to keep pressed 
after the authentication and whose releasing leads to a new authentication. Also a 
placing of the Wii Remote could be detected by the accelerometer and with a renewed 
waiving a renewed authentication could be started. By placing a Wii Remote the 
accelerometer measures only a constant acceleration downwards, which corresponds 
to acceleration due to gravity. 

It should be noted that the Wii Remote as input device is often used for research 
prototypes, because of its low costs. However, due to the difficult legal situation by 
use of Nintendo technologies it can be assumed that for commercial products other 
multi-user input devices will be preferred. 

4.3   MERL Diamond Touch Tabletop 

Mitsubishi Electric Research Laboratories (MERL) developed the Diamond Touch as 
a multi-user tabletop system with radio-based input [10]. It consists of an embedded 
LCD with a field of transmitting antennas near and parallel to the table surface. Each 
user of the system needs to sit on a chair attached to the tabletop or stand on an at-
tached mat. If the user moves his finger over the surface of the Diamond Touch she or 
he acts as a receiver for the antennas. These signals are taken up also by the chair/the 
mat and passed on to the system. The individual antennas send their signals deferred 
in time, so that the receiving of a signal corresponds to affecting a certain area of the 
tabletop by a user at a certain time. 

Authenticity. Since the recognition of the interaction of each user needs to be made 
compellable by its chair and/or its mat, the authenticity of the users is guaranteed in 
principle, provided the identity can be linked to the mat or chair. An identification of 
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the user could be made by gestures or handwritten inputs on the Diamond Touch 
table, and leaving the chair/the mat could be detected by weight sensors and would 
require in this case a new authentication. 

If two users of the Diamond Touch touch each other and one of the users contact 
the table surface, then this will be detected by both chairs/mats and recognized by the 
system like if both users would have clicked in the same area. For most systems this 
behaviour might be only an unimportant annoyance, in security sensitive applications 
this becomes important to determine individual user action. For example, in the case 
of four-eye principal, where two users need to confirm one action separately. In this 
case touching another user creates a possible threat by assuming recognition of two 
user actions although only one user performed the action.  

Integrity. Since the system requires a cable connection between chair/mat and com-
puter, the system is not susceptible to attacks on radio protocols contrary to the Wii 
Remotes and Anoto pens. An injury of the privacy/confidentiality, data integrity or 
authenticity must take place either physically, or directly at the computer - a security 
risk, which usual PCs are suspended as well. 

4.4   FTIR Tabletops 

The effect of the Frustrated Total Internal Reflection (FTIR) and its usefulness for the 
user interaction are well known for a long time, but only a few years ago, it has been 
taken up by Jeff Han [11] as a user interface concept. FTIR tabletops are based on the 
effect of the total reflection: Along a glass plate irradiated light is reflected at the 
upper and lower surface and does not penetrate from there outwards. This effect de-
pends on the boundary surface between two materials – in this case of the glass sur-
face and the surrounding air. If the glass area is affected for interaction, then no total 
reflection takes place at the point of contact (the FTIR effect). Instead the light will be 
reflected vaguely – the point of contact seems to shine regarded by the lower surface 
of the glass plate. During application infrared light is irradiated at the contact points 
into the glass plate. Under the glass area a infrared-sensitive camera is installed. It 
records these lighting points and by techniques of automatic image analysis the points 
of contact are determined. So an interaction with the system is possible. With suitable 
materials additionally a diffuse-reflecting surface can be applied on the glass plate 
and by top-down or bottom-up projection a user interface can be projected on the 
interaction surface. 

Authenticity. A FTIR table generally possesses no possibility for user authentication 
since every contact appears only as non-distinguishable light point. Thus all users are 
equal from the system’s point of view. To identify individual users biometric gesture 
recognition could be introduced similar to the handwriting recognition and handwrit-
ing verification or identification, see section interaction with anoto-patterns. Due to 
visual pattern recognition with variable light conditions in the process of recognition, 
verification and identification errors are expected. 

Integrity. The visual and optical information path without explicit integrity measure 
connects the communication between the human gesture as communication source  
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and the table as communication destination. Confidenciality. Since all components of 
the system (projector, FTIR surface with IR LEDs, camera) either built in a common 
case or at least connected by cables, a certain degree of confidentiality of the interac-
tion data concerning unauthorized third parties is guaranteed in principle. However 
attacks are possible, but would require physical access to these cables or a logical 
attack on the computer system. 

Possible improvements. One possibility to guarantee authenticity, integrity and not-
repudiation of interaction would be to use a high-resolution camera, which could 
dissolve the light points to identify the fingerprints of the users. This would not only 
guarantee the authenticity of interaction, but also - if by the system only interactions 
of recognized fingerprints will be accepted – reduce strongly the number of wrong 
recognized artefacts and thus the integrity of interaction could be guarantee. This 
would be probably only possible in a sufficient quality on an interaction surface with-
out diffuser, so that in this case the user interface could not be projected on the inter-
action surface. A further practical restriction is the creation of cloudy stains when 
direct working with the fingers on a glass plate, which can prevent from recognizing 
the fingerprints even with using of high solution cameras. Furthermore with the stor-
age and processing of fingerprints aspects of data protection need to be considered. 

4.5   Microsoft Surface 

Also Microsoft has developed a tabletop solution for multi-user interaction, Microsoft 
Surface [12]. The Surface consists of a horizontally installed LC-display, which is 
framed on the top with LEDs and cameras for emission and recognition of light 
closed to infrared range. Users can interact directly on this surface with their fingers 
or objects. 

Integrity. The concept is only based on the optical recognition of user interaction. 
From the data fusion of five cameras the position of the interacting fingers or objects 
is computed. This object recognition is based only on algorithms of computer vision 
and the fusion of information of these five cameras. So it is error-prone and in some 
cases also ambiguous, which undermines the integrity of the data. Therefore data 
integrity is influenced by the optically and visually introduced error rates. 

Additionally to the problem of the ambiguity, the Surface suffers also from the 
problem of covering, which impairs the integrity of the interaction: If a finger or an 
object from view of the camera is covered by another object then it can not be seen by 
this camera and thus not recognized. The Surface possesses five cameras at different 
positions of the framework, but this does not guarantee a complete detection. A trivial 
example would be to place a hollow cylinder on the interaction surface. Contacts of 
the Surface through the hollow cylinder are invisible for all cameras and can not be 
recognized therefore. 

Authenticity. The actual system setup does not offer any possibility of differentiating 
between parallel working users whereby no individual user can be authenticated and 
therefore also non-repudiation cannot be ensured. 
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Confidentiality. Since Microsoft Surface is an integrated overall system without 
external interwiring between the components its communication can be regarded as 
confidential.  

5   Conclusion 

The systems for multi-user interaction discussed here allow for interesting new con-
cepts for collaborative work. However, all of them exhibit severe problems regarding 
important security aspects. Figure 2 shows in summary the security problems of the 
presented systems discussed in this work. It can be seen that all technologies shown 
have already security problems in the fundamental aspects of authenticity, integrity or 
confidentiality and non-repudiation.  

Furthermore, Sect. 3 points out problems that still need to be solved within the 
scope of formal security models for multi-user interaction. Future collaborative work-
ing environments need a support of individual user authentication with the security 
classification depending on the individual rights and the analysis of the actual roles of 
all users working together to derive the actual required security settings and mecha-
nisms. Base on the examples from the energy industry and multimedia exchange ter-
minals these special challenges were briefly motivated with a focus on situation and 
context recognition as well as the rights/roles belonging to it.  

While the security problems discussed in this paper do not have to be a disadvan-
tage for research prototypes, it is urgently recommends to examine the consequences 
of these weaknesses for products; especially in security sensitive areas of application. 

 User authenticity Data integrity Confidentiality 

Anoto-Patterns 
No. But differentiation of users / 

pens Endangered by Bluetooth transfer 

Wii Remote 
No. But differentiation of users / 

Wii Remotes Endangered by Bluetooth transfer 

DiamondTouch 
Endangered by touching of 

other users 

Endangered by simulta-
neous touching of multi-

ple picture elements 
Yes 

FTIR Tabletop No 
Endangered by errors of 

picture recognition Yes 

Microsoft Surface No 
Endangered by errors of 

picture recognition Yes 

Fig. 2. Conclusion of compliance of the most important security aspects by the shown systems 
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Abstract. Closed domains pose very specific problems to applications
of all kinds. While e.g. search applications in open domains can access
a huge pool of diverse information (e.g. in the internet), this is not pos-
sible for closed domains. An example application for this problem are
customer support systems. These systems normally administrated by
humans have to cope with different types of requests, e.g. a user asking
not only a single question, but also giving a description of an experienced
situation. Analyzing those complex requests is very difficult in general.
Therefore it is nearly impossible to handle for common search, question-
answer or customer support systems. In this paper we propose a system
which should be capable of (semi-) automatically analyzing and react-
ing to different types of requests in closed domains based on a cognitive
linguistics approach.

1 Introduction

The age of information technology has brought humanity a lot of advantages,
especially regarding the accessibility of information. Besides normal key-word
based search engines question-answer systems are capable of analyzing sim-
ple questions in open domains (e.g. ask.com1, Answers.com2, Yahoo! Answers3

etc.). However these systems are not well suited for closed domains, because the
amount of information / requests is smaller than in open domains. Following this
fact there are much less syntactic variations available for similar or equivalent
information. Due to the syntactic nature of normal search engines this leads to
problems in answering user questions in a way which satisfies the person asking.
It is therefore either up to the user to alternate his / her search query by using
synonyms or an expert of the domain to answer the request.

To deal with these problems there exist different approaches. Most of todays
systems focus on indexing documents with different degrees of effort. Some of
them cluster documents based on syntactic information like word distribution or
frequency, whereas others make use of more advanced natural language process-
ing technologies (e.g. Answers.com) as well as certain semantic measurements
1 http://www.ask.com
2 http://www.answers.com
3 http://answers.yahoo.com/
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(e.g. with the help of WordNet). Many problems like word sense ambiguities,
coreferences etc. are mainly handled by stochastic or statistical methods within
generative grammar approaches.

We think that a clearly knowledge-driven approach ([7], [17]) to request-
answer systems incorporating the concepts of cognitive linguistics will ease many
of todays problems and deliver more satisfying results.

The novelty of our approach lies in the combination of the following points:

1. An easier way to create construction grammars for real world scenarios
2. The use of contextual data within the request analysis process
3. A self-organizing system for the analysis of text based on construction gram-

mars, simultaneously combining syntax and common-sense as well as context
semantics

The focus of this paper lays on giving an overview on our approach. It shows the
first concepts and ideas behind the framework. Its implementation has started
recently.

The rest of the paper is organized as follows: (2) presents some related work.
Sections (3), (4) and (5) describe the ongoing project. Finally, (6) concludes the
paper.

2 Related Work

Systems which can be compared to our approach are any kind of question-answer
systems like the previously mentioned ask.com, Yahoo Answers etc. Most of
these open domain question answer systems rely on NLP as well as document
clustering technologies.

There are also many systems which rely on additional knowledge, e.g. [16], [15]
or [6]. More recent systems are Wolfram Alpha4 as well as The True Knowledge
Answer Engine5. The latter is a new kind of search machine which seems to
use a similar way to our approach. They maintain a fact driven knowledge base
consisting of thousands of facts, which is altered by humans. There are however
some differences between their approach and ours: First questions are being
converted to a query which returns results from the knowledge base, therefore
there is a direct separation between knowledge and text. Secondly the system
is only capable of parsing simple questions whereas our aim is to also use the
context given by a prior request.

In the field of computer science there have been different approaches to lan-
guage processing using the foundations of CxG, e.g. Embodied Construction
Grammars ([1]) and Fluid Construction Grammars ([13], [14], [12]). The goal of
FCG is to create a linguistic formalism which can be used to evaluate how well
a construction grammar approach can handle open-ended dialogues ([13]). To
evaluate the approach it has been implemented within autonomous, embodied

4 http://www.wolframalpha.com/
5 http://www.trueknowledge.com/
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agents. Some of the key assumptions of FCG are that it is usage-based (in-
ventories are highly specialised), the constructions are bi-directional (i.e. FCG
can handle parsing as well as production of language), it uses feature structures
(which are directly incorporated within the constructions) and there is also a con-
tinuum between grammar and lexicon ([14]). The production as well as parsing
process is handled by a unify and merge algorithm, which allows for an emergent
creation of either the semantics or the syntax using best-match-probabilities in
the unification of the constructions. This leads to a high robustness of the algo-
rithm and more natural creation of language.

FrameNet is a project which creates a lexical resource for English based on
frame semantics ([11]). Recent research tries to combine FrameNet with con-
structions ([5]), as certain linguistic structures can not be detected by the cur-
rent mechanisms. In comparison to FrameNet, our approach a) yields for specific
domains and b) tries to analyze a text with the goal to identify the users inten-
tion based on what is already known about possible requests (see 4.2 and 5.1).
Still, FrameNets knowledge could serve as a good common sense basis.

Texai6 is an Open Source approach to an artificial intelligence system. Its
target is ”to acquire linguistic and common sense skills that improves its own
performance”. Therefore it also uses a common sense knowledge base (currently
based on OpenCyc) as well as FCG to handle the interpretation of natural
language. The project is currently in development and therefore still lacks some
knowledge, especially for the FCG component.

FCG and its concepts will serve as a foundation for our ongoing project. The
project is going to be used in different types of domains therefore adjustments
will have to be made, some of which will be introduced in the following sections.

3 Problem

Our main challenge is the analysis of textual requests of any kind. The system
must therefore be able to identify the knowledge as well as the intention of the
user as best as possible and ‘act’ accordingly. One of our main tasks is therefore a
consequent way to combine semantic knowledge and language in order to gather
the knowledge of a domain. Due to the amount of knowledge needed to make
such a system reliable this approach has rarely been tried in the past. In cases
this way has been tried there has been a clear separation between language (e.g.
a normal glossary) and knowledge itself (e.g. a domain model) without direct
combination of these two worlds. However it is clear that knowledge is needed
in order to fully understand language (e.g. to disambiguate language [7], [17]).
Another problem that we will try to tackle is the inclusion of additional data in
the analysis process like earlier requests, context- and / or profile-information
([2],[10]). Basically each piece of information which could be relevant will be
usable within the analysis process. As the system should not only be a one-way
experience, feedback of as well as interaction with the user is important ([8])
and will also help to improve the accuracy of the system.
6 http://www.texai.org
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4 Knowledge Structure

This section describes the reference meta model (4.1) which acts as the central
model to the different knowledge parts. Each part is accompanied by a simple
example for demonstration. The examples notation is leaned to UML.

As seen in figure 1, the meta model is separated in different Scopes. Scopes
are there to model different aspects of a Domain. A Domain would be e.g. a car
manufacturer or a computer seller. Therefore a Domain contains everything that
is needed in order to answer requests which are specific to that certain Domain.

As can be seen in figure 1, there are different specializations of scopes. The
three main ones are the SemanticScope, the SyntacticScope and the Con-
structionScope. The SemanticScope is further endetailed by a SemanticPro-
fileScope as well as a RequestAnswerScope.

Scopes can be seen as some kind of view onto a database (in this case the
domain) and not a clear separation. This way the syntax-lexicon continuum
stays intact, as all the data is stored in the domain itself (e.g. [3], [9]).

Another argument for this separation is that we think it will be easier to let
experts handle their specific fields without interfering in other experts fields.
This way a classic ‘domain’ expert can care about modeling and populating
the semantics of the domain, another one (e.g. a linguist) handles the syntactic
scope and a last one finally brings both these worlds together by creating the
construction scope. Especially in contrast to the way constructions are handled
in FCG this should improve the time which is needed to create constructions.

The five different scopes will be described in the following paragraphs.

Fig. 1. Overview of the knowledge base structure (left), domain metamodel (middle)
and example (right)

4.1 Domain

The Domain is the scope, which contains all data of the domain to be modeled.
Therefore it acts as a) a container for all the data within the actual domain as
well as b) a reference model for all the data which can exist within the domain.
This allows the direct combination of different parts of the model, as described
later in this paper.
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The structure of the domain is seen in figure 1. Central to the Domain is the
ReferencableElement (RE). Everything which should be referenced within
the KB is of type ReferencableElement, starting with the Relationship and the
Element. The former is used to relate REs with each other. As a Relationship
is an RE itself, it can reference other REs as well as Relationships. An Element
is a more concrete specialization, used to express different kinds of concepts in
later phases. Central to our KB is the Generalization, which will be used in
every Scope. It allows the creation of taxonomies in the KB. Like in modern
programming languages there is be the possibility to overwrite certain parts of
the hierarchy. An example is shown in figure 1. In there the SemanticElement
‘Car X’ specifies that it has exactly an engine ‘Engine X’ and not ‘Engine’.

In the following sections all elements of the Domain, which will be reused are
pictured in the figures using a gray background.

4.2 SemanticScope

The SemanticScope is about modeling all the factual knowledge which is in-
herent to the actual domain, e.g. specifying that a house consists of walls or
a car has an engine. To model this kind of facts the model sticks to a generic
approach. Central to the SemanticScope are the SemanticElement (SE), the
Generalization as well as the Association. A SemanticElement is a special-
ization of the Domain::Element, as can be seen in figure 2. It is used to represent
the concepts (in the former example ‘Car’ and ‘Engine’) which are relevant to
a specific domain. An Association is used as a generic mechanism to relate Se-
manticElements between each other. The type of the Association is, opposite to
other ontological standards, defined by a SE that the Association can reference
via the ‘isOfType’. This will help us later in combining syntax and semantics,
using constructions.

As already mentioned there are two further specializations of the Semantic-
Scope: The SemanticProfileScope and the RequestAnswerScope. The former will
hold additional semantic information about the current user, whereas the lat-
ter contains knowledge about what is needed in order to match a request to a
specific answer.

Fig. 2. Overview of the SemanticScope of the metamodel and an example
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Figure 2 shows an excerpt of a SemanticScope, which contains information
about cars (note that instead of an actual link to another concept, as described
in the knowledge structure, the type of an association is given as the textual
description of an association, this way keeping a better overview).

4.3 SyntacticScope

The SyntacticScope references all the forms which will later be used to represent
the actual concepts, e.g. the SemanticElement ‘Car Model X’ could be referenced
by the actual forms ‘Car’ or ‘Model X’. The SyntacticScope (figure 3) contains
the SyntacticElement at the top. This is inherited to the Form as well as the
SyntacticCategory. A Form will actually represent the different strings (in
the example above ‘House’ or ‘Building’). Each Form can further be associated
with a SyntacticCategory (e.g. ‘Substantive’, ‘Verb’) etc.. This is in alignment
with the fact that different cultures use different syntactic categories, therefore
we can include an arbitrary amount of syntactic categories. However it is a very
time consuming task to add every possible form of a word (just think of verbs
and their different forms throughout different times like go, went, gone etc.).
Therefore there is a more generic way to represent forms, i.e. the root of a word
(FormRoot). This will serve as the basis for a collection of different forms of
the same word. A FormRoot can further directly associate its more specific full
forms.

An example of a SyntacticScope is seen in figure 3. The FormRoot ”Driv”
is referencing three more specific occurences: ”Drive”, ”Drives”, ”Driven”. The
first one can either be a verb (thus referencing the SyntacticCategoryGroup
SynCatGroup 3) or a noun.

4.4 ConstructionScope

The ConstructionScope contains all the information necessary for combining the
SemanticScope with the SyntacticScope. This is done by creating
Constructions. A Construction contains Symbols, which can be linked by
SymbolLinks. A Symbol can either be a SemanticSymbol (referencing a Se-
manticScope::SemanticElement), a SyntacticSymbol (referencing a Syntactic-
Scope::SyntacticElement) or a Unit (referencing several other Symbols at once).

Fig. 3. Overview of the SyntacticScope of the metamodel and an example
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Table 1. Construction for mapping a SemanticElement to its forms

Attribute Content
Name: ’Car Model X’ representation

Syntactic Symbols: Model(m), Car(c), X(x)
Semantic Symbols: CarModelX(cmx)

Relations: Aggregates(u, {m, c, x})
Mapping: u ⇔ cmx

To create a mapping between a SemanticSymbol and a SyntacticSymbol, the
SymbolMapping is used.

In case of abstract constructions (i.e. constructions which mainly reference
syntactic categories), there can be further specifications about the referenced
(syntactic or semantic) elements. For example, there could be an abstract con-
struction C, which contains two semantic symbols s1, s2. In case of both sym-
bols referencing the same semantic element e, a SemanticRelation could state,
that the textual occurrences of s1 and s2 must be different subtypes of e:
subtype(e, s1) �= subtype(e, s2).

The following lines will give examples on how Constructions can associate
the SyntacticScope with the SemanticScope. The construction in 1 shows how
the SE ‘Car Model X’ is associated with its corresponding words. First, the dif-
ferent syntactic elements are referenced, namely the Form ”Model”, ”Car” and
”X”. These three elements are the same as in figure 3. Each element is therefore
associated with a variable name (standing in braces behind the corresponding
element). Next, the SEs are defined, in this case the ‘Car Model X’ only. The
construction has to specify, that all three syntactic symbols should be treated
as one, therefore ‘aggregating’ these three into one. The new element, which will
represent the three single ones, is called u and corresponds to a ‘Unit’ within the
ConstructionScope (4.4). Finally the mapping between the SyntacticScope and
the SemanticScope is specified by specifying u ⇔ cmx. Another more abstract

Fig. 4. Overview of the ConstructionScope of the metamodel
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Table 2. Construction for a noun phrase

Attribute Content
Name: NounPhrase

Syntactic Symbols: Noun(n), Adjective(a), Determiner(d)
Semantic Symbols: Element(e1), Element(e2)

Relations: relation(e1, e2), inOrder(d, a, n)
Mapping: n ⇔ e1, a ⇔ e2

example is given in 2. It specifies what a noun phrase looks like. Therefore, the
SyntacticElements Noun, Adjective and Determiner a referenced. Further two
abstract Elements e1 and e2 are specified. Next it is defined that both Seman-
ticElements must be related somehow (specified by relation(e1, e2)) and that
the SyntacticElements must exist in a specific order, i.e. determiner → adjec-
tive → noun. Finally, the mappings between the e1, e2, n and a are specified.
A final example will use the previously defined construction 2 for specifying a
complete sentence structure. It consists of a noun phrase → verb phrase (spec-
ified accordingly to the NounPhrase construction) → noun phrase. In order to
reference other constructions, a new field ‘Other Constructions’ is introduced
(which is equivalent to the ‘makesUseOf’ association in figure 4). As a Con-
struction consists of a semantic and a syntactic part we can use these parts in
further specifying the relations in the new construction. There it specifies that
the semantic part of noun phrase 1 and the verb phrase must be related (the
same accounts for the verb phrase and noun phrase 2). Further the syntactic
parts of noun phrase 1, the verb phrase and noun phrase 2 must be in order.

5 Request Analysis

To accomplish our goals we will use an iterative approach which tries to ‘shape’
the result until it matches users intention. Each iteration is comprised of different
steps. First the user enters her request as she would in any generic online support

Table 3. Construction for a simple sentence structure

Attribute Content
Name: NP-VP-NP

Other Constructions: NounPhrase(np1), V erbPhrase(vp),
NounPhrase(np2)

Syntactic Symbols:
Semantic Symbols:

Relations: relation(np1.semantic, vp.semantic),
relation(vp.semantic, np2.semantic),

inOrder(np1.syntax, vp.syntax, np2.syntax)
Mapping:



Cognitive-Linguistics-Based Request Answer System 143

site. Next the system analyzes the input by simultaneously analyzing the syntax
as well as the semantics, which is in line with Texai, i.e. newly created knowledge
is checked based on a common sense knowledge base. However as there are
different foci between our project and Texai or FCG on the goals to be achieved,
there are some things left which must be adapted in order to make the system
usable for our intentions.

One of these things is incorporating knowledge adapted in prior contacts with
the user. The system will therefore store prior requests as well as specific user in-
formation within a corresponding semantic profile. Further a semantic ‘guessing’
based on the RequestAnswerScope information will reduce the overall processing
complexity of the system. Additionally, if not pleased with the result the user
can alter his request and let the system process it again. The next paragraphs
will give an outlook on the concept behind the analysis steps.

5.1 Textual Analysis

The brain is often referred to as an emergent system as it is not (yet) deducible
for humans, how a large collection of neurons can yield such complex and still
reasonable behavior. The emergence attribute also accounts for language parsing
and production, which is sometimes also referred to as the most complex task
humans are capable of. Therefore the system is going to be designed as a self-
organizing system. We will first have a look at the different components of the
system. On the micro level the system consists of (Construction-) Cells (CC).
If being created a cell is omni-potent, i.e. it can differentiate into any known
construction (it’s the cells ‘DNA’). Differentiation means that a cell looks for a
construction which seems promising to its current local context and interprets
this construction with all local information available to the cell. This allows a cell
to perfectly fit into a specific context. A cell is able to fission. Depending on the
fission direction (down, up or aside) the new cell has prior information helping
it differentiate (only if fission is going downwards). No cell is able to control
other cells (which is one aspect of a self-organizing systems ([4])). Each cell is
attached to a specific level (see 5): Level 1 contains the cells which are directly
attached to the text. Level S contains the cells holding construction knowledge
about complete sentences. In between are cells which span a web between Level
S and 1. The Interpretation Organism (IO) is the macro level of the system
and therefore represents the macro behavior which is a direct implication of the
micro level. The macro behavior is seen in the semantic as well as syntactic
interpretation which are being created by the single cells.

The following lines will show a short scenario of how the cells can adapt to
a sentence in a decentral and self-organizing manner. In order to analyze text
an IO is initialized with the text (e.g. ‘She drives’...) as well as a single cell
(CC1). As text is expected to consist of sentences the first cell differentiates
into a generic sentence cell (i.e. a sentence is just a sequence of words) and is
therefore located on Level S. Based on the premise that the SyntacticCategory
‘Sentence’ can consist of ‘Word’s (e.g. in English or German), the cell fissions
downwards, trying to fill the wholes in its sentence construction. The new cell
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Fig. 5. Illustration of the different cell levels

(CC2) has the information about being a word from its parent and therefore
differentiates based on a construction which can be attached to the first position
of the text (i.e. ‘She’, possibly a ‘Subject’). Attachment to the text means that
this construction will be located on Level 1. As CC2 ‘sees’ that there is more text
left it fissions into a new cell (CC3), i.e. it fissions aside. The new cell is located
on level 1 and therefore attaches to the next word (i.e. ‘drives’, potentially a
‘Predicate’). At the current state there are now 3 cells: One on L-S and two
on L-1. The new cell on L-1 knows that there is a direct neighbor but there is
no direct connection to it yet i.e. there is a cell missing which connects both.
CC3 is alone and therefore fissions into a level above its parent (it can and will
also fission aside). The new cell (CC4) tries to attach to CC2 and CC3, as both
are near to CC4. Based on the information given by these cells it searches for
a construction matching on CC2 and CC3. In our example fitting constructions
could be any starting with a ‘Subject’ + ‘Predicate’ description which leads to
a simple ‘Subject - Predicate - Object’-Sentence. Further the construction has
the information that the subject should be related to the predicate. Based on
the available domain knowledge the cell can confirm that a person (‘She’) can
drive. This makes CC4 a better match for this context than CC1. Therefore CC2
dismisses its connection to CC1 making it possible for CC4 to dock to CC2 and
CC3. CC1 however ‘dies’, therefore making room for CC4 on L-S.

The prior example should illustrate the way the algorithm in a self-organizing
manner manages the creation of a construction network. As this only illustrated
the basic process behind the self-organizing process, there are more mechanisms
needed in order to give feedback to this dynamic aspect of the system. Most of
these incorporate feedback mechanisms, especially between the micro- and the
macro- levels. These will be explained in the following lines.

If a CC attaches to another CC, it will trigger an increase of importance of
the referenced semantic elements (SE). This increase works in two phases:

1. Phase 1 is the direct attachment of a new CC, in turn increasing the corre-
sponding SEs.

2. Phase 2 is the attachment of a new CC to another CC, yielding another
one-time increase of the SEs importance of the ‘old’ CC.
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Phase 2 can therefore be seen as a heightening of the context relevance of the
SEs. However there can also be an increase of importance in the other direction,
i.e. from the SEs to the CCs, again working in two phases:

1. Phase 1 is in case of the initial increase of importance of an SE leading to
an importance increase of all CCs attached to this SE.

2. Phase 2 is in case of the SEs being part of a possible semantic request. If this
request is referenced by a certain amount of SEs, it will trigger an increase
of importance of all attached CCs.

This way of strengthening (especially phase 2) accomplishes our goal of ‘guess-
ing’ the correct request from the start and thus also helping reducing overall
processing complexity. The importance of the cells and elements directly affects
the cells ‘willingness’ to dock to other elements.

The strengthening of importance of different elements is also the key compo-
nent to easily incorporate existing knowledge of a user into the analysis process.
Therefore, prior knowledge will be marked as having a high importance at the
beginning.

Following these description the cells participate in the selection of an answer
which should match users input best.

6 Conclusion

In this paper we have given an overview of a system which should be capable of
handling all sorts of user requests in case the corresponding information is avail-
able to the system. Therefore it heavily relies on a domain dependent ontology
containing information about factual as well as language related knowledge. By
the strong connection of these both worlds we hope to achieve better results in
the analysis of textual customer requests.

This promising approach is currently in development and will yield first results
soon. Existing corpora (e.g. from the Delph-In7 project) and databases will be
reused especially for languagerelevant information.
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Abstract. We make use of search logs provided by the Belga News Agency to 
recommend images downloaded by previous users to new users. Each search 
session in the logs consists of a session ID number, the ID of the images which 
were downloaded at the conclusion of that session, and the various search terms 
which were input leading up to the selection and downloading of those images. 
In our approach, we match the queries of future users against the search terms 
in each session of the logs, and return the images selected in the best matching 
search sessions. In this way images considered relevant by previous users are 
recommended to future users with similar queries. An evaluation using P@50 
for ten common queries produced encouraging results. This work describes a 
variation on the traditional Information Retrieval paradigm, where instead of 
text documents or images being indexed according to their content, they are in-
dexed according to the search terms previous users have used in finding them. 

Keywords: Search Logs, Relevance Feedback, Search Engines, Recommenda-
tion, TF.IDF, Cosine Similarity Coefficient, Still Images. 

1   Introduction 

As part of the VITALAS [1] project, we are looking at search log data usage in search 
engines, especially for relevance feedback. The search log data is provided by a mul-
timedia professional archive, Belga News Agency of Belgium, which holds 1.5 mil-
lion still images in a multi-media search engine. 

In Multi-Media Information Retrieval, search log data have the potential to be used 
in search engines, either for relevance feedback or to enhance other search tasks in 
Information Retrieval. The Belga News Agency (referred to as Belga) is an online 
news press agency which covers all national and international news, e.g. politics and 
economics, finance and social affairs, sports, culture and personalities, and supplies 
news content in text, pictures, audio and video formats [2]. Our work is focused on 
past users’ browsing and searching behaviour on Belga pictures [3], which have been 
recorded by Belga search log data of their picture website.  

Our aim is to use search log data to list relevant still images, downloaded by previ-
ous users with the same or similar queries, as searching assistance to future users. The 
motivation of our work is that this method can be useful to Multi-Media search en-
gines to provide a form of relevance feedback service to users. It is of interest to  
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investigate whether previous users’ choices could be of interest to new users when 
they input the same or similar queries. 

In conventional relevance feedback, the users are asked to evaluate an initial set of 
retrieved documents. Those judged most relevant become the seeds for a second pass 
search, where new documents are found which are most similar to those judged rele-
vant at the first pass. In this paper, the relevance judgments have been made by previ-
ous users. We know that they found certain documents relevant to them, since they 
took the decision to download those images and pay for them. Our research question 
is that based on search log data, the previous users’ “download” actions can form the 
seeds for retrieving relevant documents for future users with the same or similar que-
ries. Thus previous users provide the relevance feedback, while future users poten-
tially benefit from this information. 

The rest of this paper is structured as follows. In Section 2, we describe previous 
work where people have used the information in previous search logs to help current 
users find documents. In Section 3, we describe the search logs we use, which are 
provided by the Belga news agency from the existing image search engine on the 
Belga website. In Section 4 we compare three automatic query session identification 
techniques: time-based, session-ID based and query-content based. In Section 5 we 
describe how previously downloaded images can be indexed using search log data, 
and in Section 6 we compare our search-log based engine with the existing Belga 
search engine. Our conclusions are in Section 7.  

2   Background 

Other researchers have been interested in the use of past user search logs, particularly 
those which record relevance feedback dialogues, to help query formulation for future 
users. A number of authors have employed support vector machine (SVM) learning to 
improve information retrieval with relevance feedback logs. Hoi and Lyu [4] pro-
posed a modified SVM technique in log-based relevance feedback. Another study 
investigated the search logs from an intranet environment and a query lattice was 
created with an SVM-Light model and Formal Concept Analysis (FCA) [5]. One of 
the limitations of the SVM approach is that it relies on users to provide sufficient and 
correct relevance judgments. On the other hand, there are large amounts of search 
logs which record user’s interactions with most Web search engines. Cui, Wen and 
Ma [6] extract correlations between query terms and document terms by analysing 
user logs with a probabilistic model. Researchers also studied the importance of query 
chain identification, generally called session identification of search logs [7], [8]. 
Searchers often perform a sequence of queries with a single information need. If a 
user retrieves a document with a later query, it is logical to assume that the user would 
have preferred to have seen the relevant document from similar queries by previous 
users. If a technique could associate the relevant documents with all attempted queries 
by all previous users, paying especial attention with the query terms repeatedly en-
tered, then it would possible to retrieve relevant documents to the future user with 
only one or two attempted queries. This is the goal of our work.  

A characteristic of still image archive website search logs is that a sequence of que-
ries is often followed by picture downloading actions. The sessions of such search 
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logs combine a sequence of queries for a single information need and retrieved docu-
ments (pictures). By holding still image archive website search logs, a search session 
is determined only when a user downloaded a picture(s). By their downloading activi-
ties we assume their search tasks were fulfilled and the documents retrieved were 
relevant to their queries. Each user could try out several queries before they hit the 
real ‘answer’. The ‘unsuccessful’ queries nevertheless provide valuable information 
and we use them as potential entry points in a search for the image which was eventu-
ally downloaded. We first used time boundaries and then exploited Belga session IDs 
to identify our searching sessions; finally we have adapted a query context based 
algorithm [9] to improve our session identifications for Belga search logs.  

3   Belga Search Log Datasets 

Since the Belga website was upgraded during late 2007, the search log datasets are in 
two different forms. The first set contains their recorded search logs from the 22nd of 
June to the 12th of October 2007. This Belga search log set is simply called the SL1 
set. SL1 contains 404621 interactions from 358 users. Examples of the search log 
entries are as follows: 

2007/22/06 12:02:32: [7970] NIEUWS SEARCH_PICTURES 
id=NULL|image_id=|max_result=2000|type=1|period=ALWAYS|
eq1=|text1=voting|fuzzy1=|eq2=|text2=|fuzzy2=|eq3=|text
3=|fuzzy3=|credits=5+39|nr_results=2000 
2007/22/06 12:02:49: [8868] VRT1 DOWNLOAD_PICTURE 
id=1361693 

Each line/entry records a user’s action. It can be seen that the logged data includes 
date, time, etc. The fourth token is the user’s ID, e.g. NIEUWS, and thus we can easily 
identify which entry belongs to which user. The fifth token records the user’s action, 
such as browsing, searching, showing or downloading. There are seven actions alto-
gether, but the two actions “SEARCH_PICTURES” and “DOWNLOAD_PICTURE”, 
are what interest us. “SEARCH_PICTURES” contains the user’s query terms and 
“DOWNLOAD_PICTURE” means that after searching and browsing, the user finally 
decided to download the picture with payment. We assume that if the user downloaded 
a certain picture(s), then his/her information need was fulfilled by the downloaded 
documents. The sixth token contains the parameters of the “SEARCH_PICTURES” 
action which correspond to entries in Belga’s advanced search interface prior to Octo-
ber 2007, where “text1 =”, “text2 =” and “text3 =” are followed by the user’s query 
text inputs. The user ID can help us to segment this huge search log set into smaller 
search log data for each individual user. The “DOWNLOAD_PICTURE” action pro-
vides the image ID the user downloaded.  

The Belga picture website then had its search log system updated, and the provided 
search log data from the 7th of December 2007 to the 4th of September from this  
new version was simply called the SL2 set. SL2 contains 2586244 interactions  
from 440 logged in users and anonymous users. The major difference related to  
our work was that in SL2, Belga added a 5-digit number to identify a user’s session, 
referred to as “Belga session ID” for logged-in users where this information did  
not exist in SL1. There were also two other search activities in SL2, namely, 
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“SEARCH_COVERAGES” and “SEARCH_GALLERIES”, which mean that the user 
is searching within a smaller dataset, a certain photographer’s works or a certain news 
topic or event. Both activities also require a text query, so they are treated the same 
way as the “SEARCH_PICTURES” activity. Apart from these differences, the search 
log entries in SL2 still provide the same information that we want to process, only in a 
different format. Since the format was different, SL1 and SL2 were processed with 
different JAVA programs to produce query sessions and to process query terms. A 
few lines from SL2 are shown below: 

2007/18/12 01:12:43: [14236] TRENDS1 LOGIN_SUCCESS 
2007/18/12 01:13:07: [14236] TRENDS1 SEARCH_PICTURES 
||||||100|Jo and cornu|TODAY||| 
2007/18/12 01:13:52: [14236] TRENDS1 
PUT_PICTURE_IN_BASKET 6830191 
2007/18/12 01:14:06: [14236] TRENDS1 SEARCH_PICTURES 
||||||100|karel and boone|||| 

4   Session Identification 

Since we are interested only in query-download sequenced actions, session identifica-
tion is needed to associate queries and downloaded documents. A session is generally 
defined as a series of queries submitted by a user during one episode of interaction 
between the user and the Web search engine. All the terms of the series of queries 
ultimately leading to the retrieval of a document can be associated with that retrieved 
document. Three session identification methods have been put into practice. Each 
method is relatively simple and easily implementable without involving probabilistic 
methods. Therefore, the computational costs are low. Unlike general web search logs, 
the Belga search logs provide user ID information, so they can be separated for each 
user. Thus our methods do not focus on identifying user IDs but on identifying ses-
sion boundaries. We constrain the entries of each session to be all on the same day to 
simplify the procedure for all session identification methods. Our first method for 
identifying a session is a time based method. Having manually inspected some of the 
search log data, we chose thirty-minute temporal boundaries. Catledge and Pitkow 
[10] argued that it is quite reasonable to use thirty-minutes as the temporal boundary, 
including time for browsing activities. The idea is that the first line of each user’s 
search log data is the beginning of the first session. Once the user has performed a 
download action, the program saves all the preceding query entries from within the 
previous half hour. If the user then makes a new query entry, then it is the beginning 
of the next session, and any download actions before this new query are saved to the 
first session. The same searches/download sequence identification routine is followed 
to segment further sessions. This method is straightforward but could include irrele-
vant query terms, or miss relevant query terms if they were entered more than thirty 
minutes before the eventual download action. 

For Belga search log SL2, it is possible to use their login session IDs to identify 
whether the query terms and following download actions belonged to a single Belga 
session, so it was not necessary to rely on temporal boundaries. However, if the user 
made more than one search/download sequence in a single Belga session, then it 
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would be saved as several query sessions. This website session ID method detects 
query sessions using search logs metadata but can lead to inaccuracy and tends to 
include more irrelevant queries because it only indicates log in and log out informa-
tion about users which does not always correspond to our search sessions. 

The third method, a query content-based method, was adapted from Jansen et al. 
[9] who proposed this algorithm to detect query reformulation patterns within a ses-
sion by a searcher. Their results showed that defining sessions by a query reformula-
tion algorithm provided the best performance. Queries are classified into six  
categories: Assistance, Content Change, Generalization, New, Reformulation, and 
Specialization. Although they are all interesting categories, we mainly used the ‘New’ 
category. The ‘New’ category is defined as the query being on a new topic. In [9], the 
initial query (Qi) is identified from a unique IP address and cookie. When a subse-
quent query (Qi+1) contains no terms in common with the previous query (Qi), the 
start of a new session is identified. This idea is adapted in our work since we define 
search-retrieve pair activities for each session. The last query before the ‘download’ 
activities, called the ‘final query’, can identify the end of each session, so we compare 
the ‘final query’ backward with all the previous queries before the previous download 
activities to identify the start of each session. 

In our method, we first identify fuzzy session boundaries by segmenting search log 
data with ‘DOWNLOAD_PICTURE’ activities. If there are consecutive download 
activities with no queries in between, then they belong to the same session. If there 
are queries in between download activities, the queries are all considered to be in the 
same session as well as the later download activity, and we want to eliminate irrele-
vant queries. Unlike Jansen et al.’s method, the last query before the ‘download’ ac-
tivities, called the ‘final query’ is first identified for each session. In order to find the 
first query, called the ‘initial query’, we compare the ‘final query’ consecutively 
backward with the queries above to find the number of matching terms. If this is one 
or more, the pattern is not categorized as ‘New’, then the procedure is repeated until 
we do find a ‘New’ pattern. If no ‘New’ pattern is found, then all the queries are in-
cluded in the same session. If we do find a ‘New’ pattern, the queries between the 
‘New’ query and the final query are considered to be on the same topic, and thus these 
queries along with the final query are included in the session, so the start and the end 
of the session are identified. 

The rationale is that the final query is assumed to consist of the most effective 
query terms for the user to retrieve the relevant document, so when we compare the 
final query with previous queries one by one in a backwards direction, the queries 
which are not in the same topic as the final query (‘New’) are all excluded.  

Our sessions are given IDs with user name and index number of the session in that 
user’s search log data. For example, session_ACKROYD_19 is the nineteenth 
session in user ACKROYD’s search log data.  

According to Jansen et al.’s analysis, the accuracy of classifications for both time-
based and query content-based methods is quite high, but the query content-based 
method addresses the contextual aspects that the time-based method does not and it 
appears to provide the most detailed method for session identification. Therefore, this 
method of session identification was applied for search log indexing in this paper. 

A brief investigation of the effectivenesses of the three session identification tech-
niques was carried out by comparing thirty automatically-derived sessions with  



152 Y. Xu and M. Oakes 

 

manually identified search sessions. The results are shown in Table 1. A true positive 
(TP) is a search statement which appeared in both the automatic and human-assigned 
sessions; a false positive (FP) is a search statement found in the automatic session, but 
not in the human-assigned session; a false negative (FN) is a search statement as-
signed by the human judge, but not by the automatic technique; Precision = (TP / TP 
+ FP); Recall = (TP / TP + FN). Overall, the time-based and session-ID based meth-
ods had slightly better recall, while Jansen et al.’s query-content based method pro-
duced much better precision.  

Table 1. The precision and recall of proposed session identification approaches 

  TP  FP  FN Precision Recall 

time-based 53 18 1 0.75 0.98 

Belga session ID-based 53 28 1 0.65 0.98 

query content-based 50 0 4 1 0.93 

5   Search Log Sessions Indexing 

Search log set two (SL2) was chosen to be identified into sessions and then indexed. 
In SL2, 47829 sessions are identified with 286 users. It should be noted that the total 
number of users of sessions is smaller than the total number of users in the search log 
data (SL2). This is because some users never downloaded any pictures during their 
interactions so no sessions were identified for them. The query terms in sessions are 
first tokenized and lower cased. Highly frequent words, such as the, a, and of, called 
stop words, are much less useful and are removed using the SMART stop words list 
[11]. Although the queries were occasionally in other European languages, such as 
French or Dutch, only English stop words are removed since combining stop words 
lists in many languages could result in the loss of meaningful terms. No stemming 
rules were applied. The TF.IDF measure was used to index the search sessions as it 
takes into account not only the raw frequency of the term in a particular document 
(term frequency, or TF), but also the inverse of the number of documents in the col-
lection in which the word appears (inverse document frequency, or IDF). In our work, 
the sequence of queries in a session is considered as a document, whereas the whole 
set of sessions is seen as the collection. In each session, TF.IDF weights of each query 
term are calculated with the following formula [12]: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅=

k
kdkd D

NDoc
fw log  , (1)

where wkd is the weight reflecting the typicality of term k with respect to session d, fkd 
is the raw frequency of term k in session d, NDoc is the total number of sessions in the 
collection, and Dk is the number of sessions which contain term k at least once. The 
highest TF.IDF scores are given to those terms which are common in the session we 
are looking at, but do not occur in many other sessions.  
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Instead of investigating the vocabulary characteristic of a document, such as a Web 
page, we are interested in the vocabulary characteristic of a session made up of a 
sequence of queries and retrieved documents. This will enable us to match our stored 
index terms session by session against a future user’s query to enable the sessions to 
be ranked. The TF.IDF weight of each query term then forms a feature vector for each 
downloaded still image in each session. The image downloaded in the best-matching 
session would then hopefully be the most relevant previously-downloaded image to 
the future user’s query. An excerpt of TF.IDF session term indexing vector is shown 
in the following example: the first parameter is the session ID, consisting of the user 
ID and session index number; the second parameter is the ID of the image the previ-
ous user downloaded, and the third parameters are the query terms and their TF.IDF 
weights in each session. For each session, the past user could have downloaded one or 
more pictures; they could also have downloaded the same picture more than once. 
Thus it is possible to have repeated image IDs within the same session. 

session_ALM_461     9728608 hamilton:9.66| 
session_ALM_461     9610643 hamilton:9.66|  
session_ALM_462     711048   
evans:9.55|la:10.04|cancellara:42.24|trial:46.42| 
time:48.95|contre:13.75|montre:13.97| millar:14.24| 
session_ALM_463     1981238         
de:5.65|france:7.77|tour:8.33|public:12.86| 
session_ALM_464     9719861 italy:9.12|cheese:13.97| 
session_ALM_465     9717601 bierset:11.70| 
... 
session_ALM_474     168619    
de:11.30|la:20.07|students:23.95|numerus:12.17|clausus:
12.24|fuente:27.12|medecine:13.75|  

The work described in this paper is implemented in Java SE JDK 1.6. We first sepa-
rate the search log set according to the user IDs, then produces search log sessions of 
each user, then calculate the TF.IDF weights of each query term in each session of the 
search log set. This approach whereby search logs are searched to find previously 
downloaded images most relevant to a current query is illustrated in Figure 1: 

 

 

 

Fig. 1. A search engine using search logs for relevance feedback  

6   Evaluation 

To evaluate our work, we needed a set of queries to test the system and to measure the 
results. Due to the lack of existing gold standard data, we produced a frequency list of 
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all queries (from SL1 without using the session identification procedure) and the 
twenty most frequent queries were sent to a Belga professional who selected ten que-
ries from them, as shown in Table 2. 

Table 2. The list of ten queries used to evaluate this image recommender approach 

INDEX QUERY INDEX QUERY 
1 Cycling 6 Tour de France 
2 Anderlecht 7 Sarkozy 
3 Henin 8 King Albert 
4 Standard 9 Reynders 
5 Clijsters 10 Angelica 

 
We chose a popular formula, the Cosine Similarity Coefficient, to match each set of 

query terms shown in Table 2. against each set of session index term TF.IDF weights 
derived from the SL2 sessions. The formula of the Cosine Similarity Coefficient is as 
follows: 
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In this formula, DTermik is the TF.IDF weight of index term k in document i (in the 
traditional use of the formula), or session i in the way we have used the formula. 
QTermjk is the number of times term k appears in query j, t is the total number of 
terms in the vocabulary of the system, and Sim(Di,Qj) is the similarity between the 
document and the query in the range 0—no overlap at all between the query and 
document terms—and 1—the query terms and the document terms are identical. The 
algorithms of indexing and evaluation take linear time with respect to the number of 
search log sessions. 

In our experiments, the cosine similarity measure was used to determine which of 
the indexed sessions were most relevant to the query out of all of the sessions in the 
search logs. The queries were tokenised and stop-listed, and became the query terms. 
No stemming rules were applied as the queries could be one of several European 
languages. The sets of words determined previously by the TF.IDF method as being 
most typical of each session were regarded as “document” terms. The sessions were 
ranked with respect to each query, according to how well the query terms matched the 
session terms in each case by the cosine similarity coefficient. Each session is associ-
ated with downloaded image IDs, so the images themselves can be used to measure 
the results. The 50 most highly ranked pictures for each query were sent to a Belga 
professional to judge their relevance. The precision@50 for each of these ten queries 
is given in Table 3: 
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Table 3. The Precision@50 of the ten queries using indexed SL2 sessions 

INDEX QUERY PRECISION
@50 

INDEX QUERY PRECISION 
@50 

1 Cycling 0.98 6 Tour de France 0.98 
2 Anderlecht 0.78 7 Sarkozy 0.48 
3 Henin 0.8 8 King Albert 0.86 
4 Standard 0.7 9 Reynders 0.84 
5 Clijsters 0.76 10 Angelica (P@9) 1 

 
The pictures judged relevant (top block) and non-relevant (lower block) from the 

first 50 images downloaded from the top-ranked sessions for the query ‘Anderlecht’ (a 
well-known Belgian football team) are illustrated in Figure 2.  

The document terms associated with some of the ranked top fifty images when 
matching with the query ‘Anderlecht’ are listed below with their TF.IDF weights: 

session_RTLTVI_1088      1198404 anderlecht:13.72| 
session_VRT6_26      8091332 anderlecht:6.86| 
session_JCDL_22      8091476 anderlecht:6.86| 
session_IVDB_7      8097648 anderlecht:6.86| 

For the query ‘Angelica’, only nine pictures were returned, so the precision among 
just those 9 images was calculated. For other queries, such as ‘Cycling’ and 
‘Sarkozy’, more than fifty previously downloaded images matched with a cosine 
similarity measure equal to 1, so the equal top-ranked images were ranked by their 
image IDs, leaving some pictures outside the top 50 even though they are probably 
also relevant.  

We compared this search log based approach with the conventional search engine 
approach used by the existing Belga website search engine. The queries listed in Table 
3 were also input to the Belga website and the first returned fifty results were judged 
by the same Belga professional for their relevance. The precision@50 for the Belga 
website search engine is illustrated in Table 4:  

Table 4. The Precision@50 of the ten queries with Belga website search engine 

INDEX QUERY PRECISION 
@50 

INDEX QUERY PRECISION 
@50 

1 Cycling 0.46 6 Tour de France 0.06 
2 Anderlecht 0 7 Sarkozy 0.58 
3 Henin 0.04 8 King Albert 0.28 
4 Standard 0.58 9 Reynders 0.82 
5 Clijsters 0.86 10 Angelica (P@9) 0 

 
One reason for the relatively poor performance of the Belga website search engine 

is that it sorts the results by date rather than similarity to the query, meaning that the 
most recent pictures with the query term appearing in their captions would appear 
first. For example, Henin was a famous tennis player in Belgium, but she quit her  
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Fig. 2. The thumbnails of the relevant (top block) and non-relevant (lower block) still images 
from the first 50 images downloaded from the top-ranked sessions for the query ‘Anderlecht’ 
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Fig. 2. (continued) 

career about one year ago. So the first fifty results (the recent pictures with ‘Henin’ in 
the caption) had little relevance to the tennis player Henin. Still, the results show that 
our work, which indexes the search log sessions by linking previous query terms with 
previously retrieved documents, performs well when compared with the existing con-
ventional search engine approach which indexes the captions of pictures. 

7   Discussion and Conclusion 

The limitation of this query log approach is that if previous users have never 
downloaded a particular image, then that image can never be retrieved by this tech-
nique. This is a practical limitation of the training data, not a theoretical limitation, 
but shows the need for large amounts of search log training data.  

In the work described here, the search unit is the session from the user logs. In fu-
ture, we plan to modify and reevaluate this approach, by making the previously 
downloaded image the search unit. Collated under each downloaded document ID 
will be the terms of every query ever submitted in a session leading up to the 
downloading of that document. Thus query terms from separate sessions leading to 
the retrieval of the same image will all become index terms for this image. Once again 
we will use the TF.IDF measure. For each image, TF will be the frequency with which 
each query term was submitted leading up to the downloaded image, and IDF will be 
the number of downloaded images in the search logs for which this query term was 
submitted. This approach would overcome the need for removing duplicates from the 
list of matching images retrieved in response to new user queries. 
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