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Preface

The Workshop on Medical Computer Vision (MICCAI-MCV 2010) was held
in conjunction with the 13th International Conference on Medical Image Com-
puting and Computer – Assisted Intervention (MICCAI 2010) on September 20,
2010 in Beijing, China. The one-day workshop focused on recognition techniques
and applications in medical imaging. The participants discussed principled ap-
proaches that go beyond the limits of current model-driven image analysis, which
are provably efficient and scalable, and which generalize well to previously un-
seen images. It included emerging applications that go beyond the analysis of
individual clinical studies and specific diagnostic tasks – a current focus of many
computational methods in medical imaging.

The workshop fostered discussions among researchers working on novel com-
putational approaches at the interface of computer vision, machine learning, and
medical image analysis. It targeted an emerging community interested in push-
ing the boundaries of what current medical software applications can deliver in
both clinical and research medical settings. Our call for papers resulted in 38
submissions of up to 12 pages each. Each paper received at least three reviews.
Based on these peer reviews, we selected 10 submissions for oral and 11 for poster
presentation.

The Best Scientific Paper Award was given to Michael Kelm and co-authors
for their contribution “Detection of 3D Spinal Geometry Using Iterated Marginal
Space Learning.” The runners-up were Peter Maday and co-authors for their
contribution “Imaging as a Surrogate for the Early Prediction and Assessment
of Treatment Response Through the Analysis of 4-D Texture Ensembles,” and
Dongfeng Han and co-authors for their contribution “Motion Artifact Reduction
in 4D Helical CT: Graph-Based Structure Alignment.”

During the workshop two distinguished invited speakers offered their per-
spective on the development of the field: Dorin Comanicu of Siemens Corporate
Research, and Yiqiang Zhan of Siemens Medical Solutions.

September 2010 Bjoern Menze
Georg Langs
Zhuowen Tu

Antonio Criminisi
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Conditional Point Distribution Models

Kersten Petersen1, Mads Nielsen1,2, and Sami S. Brandt2

1 Department of Computer Science, University of Copenhagen, Denmark
2 Synarc Imaging Technologies, Denmark

Abstract. In this paper, we propose an efficient method for drawing
shape samples using a point distribution model (PDM) that is condi-
tioned on given points. This technique is suited for sample-based seg-
mentation methods that rely on a PDM, e.g. [6], [2] and [3]. It enables
these algorithms to effectively constrain the solution space by considering
a small number of user inputs – often one or two landmarks are suffi-
cient. The algorithm is easy to implement, highly efficient and usually
converges in less than 10 iterations. We demonstrate how conditional
PDMs based on a single user-specified vertebra landmark significantly
improve the aorta and vertebrae segmentation on standard lateral radio-
graphs. This is an important step towards a fast and cheap quantification
of calcifications on X-ray radiographs for the prognosis and diagnosis of
cardiovascular disease (CVD) and mortality.

1 Introduction

Many segmentation problems in medical image analysis are challenging, because
the image is afflicted by clutter, occlusion or a low signal-to-noise ratio. Several
techniques have been proposed that exploit local appearance and global shape in-
formation to account for these difficulties. However, a fully automated approach
reaches a limit, when there is too much uncertainty in the correct solution, or
when the segmentation problem is ill-posed. In these cases, a human expert can
assist by refining the input given to the segmentation algorithm. For instance,
in vertebrae segmentation it frequently occurs that the vertebrae boundary is
accurately found, but displaced by one vertebral level [7]. Here, a single known
point on the vertebrae boundary could resolve the ambiguity and clearly improve
the overall segmentation performance.

In this work, we propose an algorithm for drawing shape samples using a point
distribution model (PDM) [4] that is conditioned on fixed landmark points. The
technique can be beneficial for segmentation methods that are based on geomet-
ric sampling from a PDM, e.g. [6] and [3]. Our goal is that a human expert guides
these methods to the correct solution by fixing a few landmark points. Usually
one or two points should be sufficient to constrain the solution space effectively.
We will demonstrate the accuracy and effectiveness of our algorithm on an im-
portant medical application: the vertebrae and aorta segmentation on lateral
X-ray radiographs for the prognosis and diagnosis of cardiovascular disease and
mortality.

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 1–10, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The remainder of this paper is organized as follows. We recapitulate the idea
of (unconditioned) PDMs, as described in [4], before explaining the idea of condi-
tional PDMs in Section 2,. Section 3 presents our experimental results to evaluate
our method. In Section 4 we will discuss the potential of conditional PDMs and
conclude.

1.1 Point Distribution Model

A point distribution model (PDM) is a statistical shape model which can be
built from a collection of training shapes. Each input shape of the PDM is
given by a set of landmarks points which are in correspondence across all the
training shape instances. In the training phase, we first align the landmarks to
a mean shape with the generalized procrustes algorithm [5]. Then we perform
principal component analysis (PCA) to compute the modes of shape variation.
Usually we keep only a small number of principal components, so that most of
the shape variation is retained, while the risk of overfitting is lowered. Hence, the
PDM represents each shape by four pose and a few shape parameters: the pose
parameters describe the similarity transformation from measurement to shape
space, whereas the shape parameters determine the projection on the chosen
principal components.

2 Problem Definition

Consider a vector x = (x1, . . . , xN , y1, . . . , yN )T ∈ X describing the N landmark
points of a two-dimensional shape in measurement space X = R2N . Let us further
assume that x can be divided into a known part xK and an unknown part x\K ,
where K = (k1, . . . , kM , k1 + N, . . . , kM + N)T, {km}M

m=1 ∈ {1, . . . , N} indexes
the coordinates of M known landmark points and \K denotes the complementing
indices.

Our objective is to draw shape samples from a conditional PDM p(x\K |xK)
that is related to the distribution of shapes x̃ in the shape space X̃ = R2N . The
similarity transformation T : R2N×R4 → R2N parameterized by θ = (s, α, tx, ty)
maps the coordinates x̃K to the fixed coordinates xK , where s is the scale, α
the rotation angle, and (tx, ty) the 2D translation. By writing shape vector x
as a 2 × N matrix X such that each row represents a shape coordinate, R the
rotation matrix and T the translation matrix, the similarity transformation takes
the form

X = sRX̃ + T , (1)

Introducing vec{X} to indicate the vectorization of matrix X along the rows
yields

T (x̃, θ) ≡ x = vec{X} = vec{sRX̃ + T} . (2)

Figure 1 illustrates the similarity transformation from shape to measurement
space. Note that the shown aorta samples are represented as a set of landmarks
in the dual space, the two-dimensional image space.
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�

�

xK

x

x̄

��

x̃K
x̃

˜̄x

x = T (x̃, θ)

Fig. 1. The similarity transformation T (x̃, θ) maps an (aorta) sample x̃ from shape
space X̃ to measurement space X . The dashed aorta denotes the mean shape in the
respective space. Note that this image shows the samples as a set of landmarks in the
dual space, the two-dimensional image space.

Let us define the combined pose and shape vector z = (x̃, θ) ∈ Z, where Z
denotes the shape space, and use Σz to denote the associated covariance matrix
from the PDM. Then sampling from an unconditioned PDM corresponds to
sampling from a normal distribution

p(z) ∝ exp
(
−1

2
f(z)

)
(3)

f(z) ≡ (z − z̄)TΣ−1
z (z − z̄) , (4)

where z̄ stands for the mean pose and shape vector. In a conditional PDM, how-
ever, we additionally require that the samples coincide in the given landmarks
xK . In other words, the samples have to meet the nonlinear equality constraint

g(z) ≡ PKT (z) − xK = 0 , (5)

where PK is a projection matrix that drops all landmarks at position \K. As
depicted in Figure 2(a), the samples from the conditional PDM lie on a nonlinear
manifold and are distributed according to f(z). Our goal is to linearly approx-
imate this manifold by the tangent space at the point z0 that has the highest
probability under the normal distribution of the unconstrained PDM and draw
samples from the normal distribution conditioned onto the tangent space. We
elaborate both steps in the following subsections.

2.1 Finding z0

The most probable point on g with respect to f is the one closest to the mean
pose and shape z̄. Thus, we find this point z0 by solving the following constrained
quadratic minimization problem:
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�

�

f(z)

g(z)
z0

z̄

Dg(z0)

(a) Shape Space Z

�

�

�

�

K′
(

z′

1

)
= 0

Az′ = 0

z′

0

z′
P

w

(b) Standardized Shape Space Z ′

Fig. 2. (a) Samples from the conditional PDM lie on the manifold that is given by
the nonlinear constraint g and are distributed according to the normal distribution
p(z) with the Mahalanobis distance f . We linearly approximate this manifold by the
tangent at z0, the point on g that is most probable with respect to f . Then we draw
samples from the conditional normal distribution (in red) on this affine subspace. (b)
This image illustrates how sample z′ in the standardized space Z ′ is transformed to
the affine subspace K′. The transformed sample z′

P is the sum of the projection of z′

on the linear subspace A and the offset w.

minimize f(z)
subject to g(z) = 0

We propose to solve this optimization problem with a sequential quadratic pro-
gramming (SQP) algorithm [1] that iteratively updates the estimate for z0. At
each step t, we obtain a new estimate z(t+1)

0 by projecting p(z) onto the affine
subspace that corresponds to the linearized constraints at z(t)

0 and find the op-
timum on that space. The technical details are explained in the following.

We linearize function T (z) at z0 by a Taylor expansion and set z0 = z̄ in the
first iteration:

x ≈ T (z0) +
∂T

∂z

∣∣∣∣
z=z0

(z − z0)

= x̄ + J(z − z̄) , (6)

where J denotes the Jacobian Matrix of T with respect to z and is given by

J =
(

∂T
∂ ˜̄x

∂T
∂s̄

∂T
∂ᾱ

∂T
∂t̄x

∂T
∂t̄y

)
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Then the first order Taylor expansion for constraint function g follows from (5)
and (6)

0 = PKT (z) − xK

≈ (x0)K + JK(z − z0) − xK (7)

or, equivalently,

K

(
z
1

)
= 0 ,

where matrix K models the known shape part xK as linear constraints and is
defined by

K ≡
(
JK − (xK − (x0)K + JKz0)

)
. (8)

To compute the most probable point on the affine subspace K, we look at the
transformed coordinates where z is whitened.

f(z) = (z − z̄)TΣ−1
z (z − z̄)

= (z − z̄)TVΛ−1/2Λ−1/2VT(z − z̄)

= z′Tz′ , (9)

where z′ ∈ Z ′ is given by

z′ ≡ Λ−1/2VT(z − z̄) . (10)

We call Z ′ the standardized shape space.

Using homogeneous coordinates, we can refomulate (9) as

S

(
z
1

)
=

(
z′

1

)
(11)

with

S ≡
(

Λ−1/2VT −Λ−1/2VTz̄
0T 1

)
. (12)

Thus, matrix S transforms a sample z from N (z̄,Σz) to the standardized nor-
mal distribution N (0D, ID×D), where D denotes the number of chosen pose and
shape eigenvectors from the PDM. Conversely, the following inverse transforma-
tion maps z′ from Z ′ to Z

S−1 =

(
VΛ1/2 z̄

0T 1

)
. (13)



6 K. Petersen, M. Nielsen, and S.S. Brandt

Thus, the linear transform K takes the following form in Z ′:

0 = K

(
z
1

)

= KS−1S

(
z
1

)

=
(11)

K′

(
z′

1

)
, (14)

where we define K′ ≡ KS−1. Suppose K′ is split into two parts

K′ =
(
A b

)
, (15)

where matrix A captures scaling and rotation information, while vector b con-
tains the translation information of K′. Then we obtain the most probable point
on K′ by simply computing the offset w = A†b, as illustrated in Figure 2(b). If
we transform this point back to shape space Z, we conclude an iteration of the
SQP algorithm and obtain a new value for z0 in the Taylor expansion of 6.

2.2 Drawing Samples

As soon as we have found z0, the most likely point satisfying the nonlinear con-
straints, drawing samples from the tangent space is straightforward. By drawing
samples in the whitened space, we proceed as follows:

1. Draw samples from the standardized normal distribution

z′(l) ∼ N (0D, ID×D) . (16)

2. Project the samples with matrix P = I − A†A on the the linear subspace
Az′ = 0

z′(l)∗ = Pz′(l) . (17)

3. Add w = A†b to the samples to account for the offset of the affine subspace

K′

(
z′

1

)
= 0

z′(l)P = z′(l)∗ + w

= (I − A†A)z′(l) + A†b . (18)

Finally, we transform z′(l)P back to the original basis in Z by applying the inverse
transform S−1: (

z(l)
P

1

)
= S−1

(
z′(l)P

1

)
. (19)

The complete algorithm is presented in pseudocode notation at the end of this
paper.
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(a) (b) (c) (d) (e)

Fig. 3. This image sequence illustrates that drawing samples from a conditional PDM
can be effective to resolve ambiguities in the segmentation result. In this case, the aorta
and vertebrae segmentation method of [6] is constrained by a single vertebrae landmark
point. (a) The manual vertebrae, aorta and calcification annotations from a medical
expert. (b) The displaced conditional vertebrae mean from [6] using a PDM. (c) The
overlay of the first two images. (d) The effect of constraining the search space by the
landmark in the down right corner of L4. (e) The overlay of the manual annotation and
the conditional PDM result. Calcifications in the overlay images are colored as follows:
Yellow denotes true positives, red false negatives and blue false positives.

3 Evaluation

We evaluate our approach by comparing two configurations of the vertebrae
and aorta segmentation algorithm in [6]: The first one draws samples from an
unconditioned PDM, while the second one considers a manual point on the ver-
tebrae boundary in a conditional PDM. More specifically, the conditional PDM
is evaluated on lateral spine radiographs taken from a combined osteoporosis-
atherosclerosis screening program. The dataset is scanned at a resolution of 45
μm per pixel and contains both healthy and fractured vertebrae as well as aortas
with no till many visible calcifications. A medical expert outlined the aorta and
placed six landmark points on each of the lumbar vertebrae L1 to L4.

In the first setup, the automated method of [6] is applied to 135 images in a
5-fold cross validation for segmenting the aorta and the vertebrae L1 to L4. The
task is challenging for at least two reasons: First, the aorta is invisible and can
only be indirectly inferred from position and shape of the vertebrae and potential
calcifications. And second, it is difficult to assess the correct vertical position of
the L1 to L4 vertebrae. The chosen segmentation method displaces the vertebrae
in 35 out of the 135 images (about 26%). This affects the overall performance
of the segmentation algorithm, but is commensurate with the number of shifts
reported in [7].

In the second setup, we placed one point on the vertebae boundary in each of
the 35 images with a displaced vertebrae and quantified how much the conditional
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mean of the final aorta and vertebrae samples deviates from the manual annota-
tion averaged over the landmark points:

Vertebrae Distance [mm] Aorta Distance [mm] Aorta Overlap
PDM 6.87 (± 1.12) 9.43 (± 12.83) 0.48 (± 0.07)
Conditional PDM 1.38 (± 0.54) 3.18 (± 2.66) 0.73 (± 0.10)

Figure 3 depicts the effect of constraining a PDM by a single vertebrae land-
mark. We observe that the obtained vertebrae sample does not exactly hit the
fixed landmark. The reason is that the proposed conditional PDM is based on a
linear approximation to the nonlinear manifold g.

However, a second landmark forces the samples much closer to g. We evaluated
how the number and position of landmarks influences the mean distance from the
fixed point to the respective landmark points of the samples (see also Figure 4).
The next table states the error in [mm] for different number of landmarks based
on 1000 samples averaged over the 35 images. Columns 2-6 show the distance
using a PDM conditioned on no to six neighboring landmarks on vertebra L4,
whereas columns 7-8 report the distance for more distributed landmarks.

0 1 2 3 6 2 (apart) 3 (apart)
mean 44.40 1.45 0.36 0.16 0.03 0.09 0.03

std 26.98 1.73 0.38 0.15 0.03 0.09 0.03

4 Discussion

We demonstrated how we can effectively constrain the solution space of sample-
based segmentation methods that rely on a PDM. As in the vertebrae segmenta-
tion example, we can refine the solution by creating a PDM that is conditioned
on one or two given landmark points. As we have seen, the overall performance
of the segmentation algorithm might improve considerably.

In this paper, we modeled linear constraints to approximate the general pro-
crustes alignment in the PDM. The samples might therefore not exactly meet
the fixed point, but be very close to it. We are currently investigating how to
sample from the nonlinear manifold g exactly.

Another promising extension of this technique concerns the automated cre-
ation of constraint points. So far, a human expert was responsible for placing
landmark points. However, we might also constrain the PDM in sampling-based
segmentation by automatically determining salient points that constrain the po-
sition and shape of an object. For instance, the recognition of likely calcifications
could help detect plausible aortas and be an important step towards quantifying
calcifications for the prognosis and diagnosis of CVD and mortality.
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(a) (b) (c) (d)

Fig. 4. (a) Vertebrae samples (red) of method [6] without constraints and the man-
ual vertebrae annotation in green. (b) The sample space if the bottom right point is
constrained (blue point) in a conditional PDM. (c) Two close-by constraints. (d) Two
distanced constraint points.
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Algorithm 1. Sampling from Conditional Point Distribution Model (PDM)
Require: a PDM with mean shape and pose parameters z̄ = (˜̄x, θ̄), covariance matrix

Σz with z = (θ, x̃), and shape to measurement space transform T (z); a vector of
known points xK (constraint indices K); a convergence threshold ε ∈ R

+.
Ensure: L samples z

(l)
P from the conditional PDM.

1: Initialization:
2: Compute inverse transform S−1 for moving to standardized shape space (13)
3: t← 0

4: Optimization of Expansion Point z0 (SQP Algorithm):
5: repeat
6: if t = 0 then
7: z

(t)
0 ← z̄

8: else
9: z

(t)
0 ← z

(t+1)
0

10: end if
11: Compute Jacobian matrix J at expansion point z

(t)
0 for constraint function g(z).

12: Compute constraint matrix

K←
(
JK −

(
xK − x̄K + JKz

(t)
0

))
, x̄K = PKT (z̄)

.
13: Determine A and b from K′ ← KS−1 (15).
14: Update expansion point

(z0
(t+1), 1)T ← S−1A†b .

15: until |z(t+1)
0 − z

(t)
0 | < ε .

16: Sampling:
17: for l = 1 to L do
18: Sample z′(l) from standardized normal distribution (16).
19: Project z′(l) to affine subspace

z
′(l)
P ← (I−A†A)z′(l) + z

(t+1)
0 .

20: Obtain sample z
(l)
P by transforming z

′(l)
P back to the original shape space (19).

21: end for
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Abstract. We propose a method for the deformable registration of or-
ganic surfaces. Meaningful correspondences between a source surface and
a target surface are established by means of a rich surface descriptor
that incorporates three categories of features: (1) local and regional ge-
ometry; (2) surface anatomy; and (3) global shape information. First,
surface intrinsic, geodesic distance integrals, are exploited to constrain
the global geodesic layout. Consequently, the resulting transformation
ensures topological consistency. Local geometric features are then intro-
duced to enforce local conformity of various regions. To this end, the
extrema of appropriate curvatures – the extrema of mean curvature,
minima of Gauss and minimum principal curvature, and the maxima of
maximum principal curvature – are considered. Regional features are in-
troduced through curvature integrals over various scales. On top of this,
explicit anatomical priors are included, thereby resulting in anatomically
more consistent registration. The source surface is deformed to the target
by minimizing the energy of matching the source features to the target
features under a Gaussian propagation model. We validate the proposed
method with application to the outer ear surfaces.

1 Introduction

The registration of organic surfaces is a challenging problem and far more com-
plex to be adequately addressed solely by the geometric information. Anatomical
correspondence may not be uniquely determined from the geometric attributes;
or it may not exist at all due to anatomical variability. For instance, it may
not be possible to perfectly warp a single-fold sulcus to a double-fold through
a biologically meaningful transformation. Or, the concha may not be prominent
in the registration of outer ear surfaces. Furthermore, extra material may also
deceive the algorithm by creating false anatomy like structures. In such cases,
geometry alone is insufficient, and our hypothesis is that richer representations
are required that combine anatomy, shape as well as regional and local geometry.

Various methods have appeared in literature. Basic geometric entities such as
surface points [3], local shape information in so-called spin-maps [7], spherical
harmonics [9] as well as 3D shape contexts [15] have been proposed for rigid
registration. Recently, [14] proposed a combination of anatomical and geometric
features for anatomically aware registration of ear surfaces.
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For non-linear registration, coarse-to-fine scale curvature based features [5],
average convexity features [6], and mean curvatures [13] have been employed.
Most of these features are local in nature and do not perform well when anatomy
is not adequately represented by geometric primitives. To overcome this limita-
tion, shape information was incorporated via intrinsic shape contexts (ISC) [11]
or the clamp histograms [10] with promising results.

A major limitation of these methods is that they do not generalize well for ar-
bitrary surfaces. For example, the dependence of clamp histograms solely on sur-
face normals makes them less attractive for surfaces with somewhat flat patches.
Similarly, ISC does not exhibit much variability between equally spaced his-
togram bins due to geodesic binning, and fails to differentiate among concave,
convex, and saddle regions. Furthermore, it does not perform well for surfaces
with boundaries or in the presence of excess material. On the other hand, 3D
shape contexts do not know anything about the topology of a surface, and are
susceptible to topologically incorrect correspondences.

We propose a very rich descriptor for surface representation that is intrin-
sic1 to the surface. It captures the global shape and the geodesic layout of a
surface through geodesic distance integrals (GDI). This ensures that the regis-
tration is spatially more consistent thereby allowing large deformations without
distorting topological structure of a surface. The global shape is then coupled
with regional and local curvature integrals evaluated at various scales. To this
end, we consider (a) the maxima and minima of the mean curvature, (b) the
minima of the minimum principal curvature, (c) the maxima of the maximum
principal curvature, and (d) the minima of the Gauss curvature. Consequently,
concavities are matched to concavities, convexities are matched to convexities,
and saddles are matched to saddles on the two surfaces. Introduction of various
scales not only helps in avoiding local minima leading to better optimization of
the underlying energy functional, but also takes into account the relative sizes
of the convex, concave and saddle regions. On top of this shape and geomet-
ric information, explicit anatomical priors are introduced for anatomically more
plausible registration. The smoothness constraints are enforced by a Gaussian
propagation model [10]. Most of the aforementioned existing work was tailored
to brain data. Our richer formulation makes our method potentially more suited
for wide range of organic surfaces. It does not require surface to be closed, or
highly convoluted.

We validate our method with application to the registration of outer ear sur-
faces [12]. The application is significant for the construction of a 3D digital atlas
of the human ear, as well as for hearing aid manufacturing. For the anatomical
prior, we capitalize on the canonical ear signature (CES) [2].

2 Problem Formulation

Given a surface MS representing the source anatomy and a surface MT rep-
resenting the target anatomy, the problem under consideration is to estimate a
1 Intrinsic in the sense that it does not depend on the orientation of the surface.
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diffeomorphic transformation h : MS → MT ,MS �→ h(MS) that warps MS to
MT , by minimizing the bending energy:

E(h) := ωeEe(h) + ωiEi(h),

where Ee is the external energy term that depends on the source and target
surfaces, and Ei is the internal energy term that ensures the smoothness of
the transformation. For the results in this paper, h is modeled by a Gaussian
propagation similar to [10], although other approaches may be utilized [4]. ωe

and ωi determine the relative importance of the two terms.

3 External Energy

We are interested in the external energy that establishes correspondence between
the source and target surfaces by identifying key surface landmarks. To this end,
we consider geometric and anatomical landmarks. Ee takes the form:

Ee(h) := γGEG
e (h) + γF EF

e (h), (1)

where γG, γF are the weights, and EG
e and EF

e denote the geometric and anatom-
ical components respectively. The former is derived from a rich surface descriptor
described next and in turn has two components (the global shape ES

e (h) and the
local/regional geometry ER

e (h)), whereas the latter involves anatomical features.

3.1 Proposed Surface Descriptor

The geometric component of the bending energy ensures the establishment of
correspondences between geometrically similar regions on the two surfaces, based
on certain key geometric landmarks. To this end, we propose a rich surface
descriptor that takes into account the local, regional, and global geometric and
shape information. Since this descriptor is defined on both surfaces in a similar
way, we drop the subscripts S and T in the next few sections.

Global Information. For global shape and topology, geodesic distance integrals
(GDI) are defined on the surface. The idea is to ensure that the source-target
correspondences respect their respective global layouts. A GDI at a point u ∈ M
is defined as the integral of its geodesic distance g(u, x) ∀x ∈ M:

S(u) :=
∫

x∈M
g(u, x)dM.

A GDI is a Morse function [1], and its critical points are important topo-
logical landmarks. Like spin-maps [7], GDIs are intrinsic to a surface. On the
other hand, they have a global support region in contrast to the spin-maps. In-
troduction of the GDI ensures that the resulting correspondences respect their
global geodesic layouts, and the deformations that disturb the geodesic arrange-
ment of points are discouraged. This in particular is very powerful for large scale
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Fig. 1. Normalized GDI maps
for a representative human
brain (values range from blue
for 0 to red for 1)

Fig. 2. Normalized GDI maps (values range from
blue for 0 to red for 1):(Left) Source surface; (Right)
Target surface. Mapped circles indicate layout-wise
similar regions. Small values occur in the middle of a
surface, whereas large values occur at regions which
are most distant from the rest of the surface (e.g.,
the canal tip).

deformations, and allows one to greatly increase the search space without get-
ting stuck in a local minimum. The GDIs for a human brain are illustrated in
Fig. 1, and that for two arbitrary ear surfaces is given in Fig. 2, along with the
correspondences.

Local Information. While GDIs maintain the higher level shape deformation,
most local variations are controlled through localized features. Here, we use
the extrema of the mean curvature, κμ, as a feature of interest. However, mean
curvature alone is not sufficient for all possible local deformations. We, therefore,
include the minima of the minimum principal curvature, κpc1 , and the maxima
of maximum principal curvature, κpc2 , to ensure radial concavity-concavity and
radial convexity-convexity correspondences. The minima of Gauss curvature, κG,
is also considered due to its ability to capture saddle points. The feature vector at
a point u ∈ M is, therefore, composed of αl(u) : (κμ(u), κG(u), κpc1(u), κpc2(u)).
At this point, the individual components are not the extrema of curvatures,
which will be done later via landmark selection.

Regional Information. Note that the curvature is a local measure of bending,
and is not appropriate while matching geometric landmarks of various sizes. For
instance, if a bump on a surface has to be matched to two candidate bumps on
a target surface, one has to resolve the ambiguity. In such a case, the size of the
bump plays an important role. For this reason, we compute curvature integrals at
various scales. An integral of the above feature vector in a geodesic neighborhood
of size s yields a scale space representation of the vector αr(u; s). Our geometric
feature vector is, therefore, defined as: A(u) := [αr(u; s1), . . . , αr(u; sk),S(u)].
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(a) (b) (c) (d)

Fig. 3. Normalized curvature maps – values range from low (blue) to high curvatures
(red): (a) Mean curvature; (b) Minimum principal curvature; (c) Maximum principal
curvature; (d) Gauss Curvature. Note that extrema of mean curvature, minima of
minimum principal curvature and Gauss curvature, and maxima of maximum principal
curvature correspond to geometrically significant landmarks.

Fig. 4. Geometric landmarks on ear
surfaces: (Left) Source; (b) Target.
Arrows indicate the correspondences.
The landmarks are color coded accord-
ing to their curvature profile, where
(κG, κpc1 , κpc2) are set as the rgb-
components.

Note that A does not explicitly include αl; it is implicitly included since αl

is a special case of αr, and by varying s from small to a large value, one can
capture geometric information from local to regional level. Note that all features
are normalized to the range [0,1] before combining them.

3.2 Surface Landmarks

The first term in Eq. (1) is composed of global shape ES
e and local/regional

geometric ER
e components. To ensure global layout coherence all surface points

are considered in ES
e . ER

e , on the other hand, establishes correspondences be-
tween geometrically interesting points. To this end, we rely on local extrema of
mean curvature, minima of Gauss and minimum principal curvature, maxima
of maximum principal curvature. All points exhibiting local extrema are more
significant and are therefore, regarded as landmarks. In short, our registration
algorithm is driven by two kinds of landmarks: (1) anatomical landmarks, and
(2) geometric landmarks along with the global shape.

Instead of selecting just the local extrema, we control the geometric landmark
selection via thresholding. A set of points D ⊂ M is constructed from points ex-
hibiting more “curvedness” than the prescribed thresholds. Later, thresholds are
gradually relaxed in the course of algorithm evolution to gradually put more em-
phasis on less interesting points. Geometric landmarks for an arbitrary shape at
some arbitrary threshold are shown in Fig. 4. Note that GDIs require a different
treatment as mentioned above.
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MS h(MS)

Fig. 5. Optimization strategy: MS is first rigidly registered to MT , followed by
anatomical, global layout, and local/regional geometric deformations

4 Minimization of Bending Energy

Minimization of E is carried out in blocks according to Fig. 5, where each compo-
nent is of the form:

∑
||h(�i

S)−�i
T ||2 (� is landmark of interest). First, rigid align-

ment is carried out, followed by the deformation under anatomical constraints.
Finally, global layout and regional features are considered. Each deformation
block consists of the following steps, where h is initialized with the output of the
previous block, and updated iteratively until the energy drop becomes negligible.

1. At each iteration k, landmarks on the source surface are identified. For GDIs,
it means the entire surface, and for curvature integrals, this amounts to
values greater than a certain threshold.

2. Each landmark, us ∈ DS , is mapped to ut ∈ MT in the following man-
ner. First, DS is deformed under hk to yield the set hk(DS). Each hk(us) ∈
hk(DS) is then mapped to uT ∈ MT through closest point projection. A
neighborhood region NT (uT ; r) of size r is selected around uT . Finally, cor-
respondence is established by finding the best match according to: v∗ =
arg minv∈NT (uT ;r) ||AS(us) − AT (v)||. This step is skipped for anatomical
deformation, since correspondences are explicitly defined.

3. The corresponding points define the displacements dk = MT (v∗) −MS(u)
of landmark points.

4. In one iteration, we are interested in only a small (δ > 0) step towards the
target surface. The differential displacement (δdk) is propagated over the
entire surface.

5. Each surface point is deformed by the corresponding differential displace-
ments hk+1(u) = hk + δdk(u), ∀u ∈ MS.

For the results in this paper, we considered only one pass through the block
diagram. One may also opt for repeated passes of the last three blocks.

5 Application to Ear Surfaces

So far, the proposed method has been developed in a general setting. We now
apply it for the registration of ear surfaces (Fig. 6). Application to other organic
shapes does not require any changes in the algorithm. Only the prior anatomical
information will be modified. Alternatively, one may select γF = 0 in Eq. (1) to
drive the algorithm solely by geometric information.
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Fig. 6. Anatomical features on the human
ear

<–5mm
–5mm

0mm

+5mm
>+5mm

Fig. 7. Color bar for the registration
error maps. A light green map means
ideal registration.

For anatomical features, we utilize the recently proposed canonical ear signa-
ture (CES), which is a comprehensive representation of the human ear anatomy.
In short, CES consists of anatomical points, contours, regions, and planes. Among
them, features of particular interest are canal tip point, helix peak point, concha
peak point, tragus point, anti-tragus point, anti-helix point, center crus concha,
inter-tragal notch, and crus-side canal ridge, shown in Fig. 6. These features can
be robustly and efficiently detected fully automatically [2].

6 Experiments

We conducted a series of experiments for the registration of ear surfaces, as well
as for label transfer. Ear surfaces were acquired from digital scans of 3D ear
impressions taken from 17 subjects. One of the surfaces was randomly selected
as template. All subjects were rigidly aligned to the template using [14].

16 remaining surfaces were automatically registered to the template using the
algorithm outlined above. It involved automatic detection of anatomical features
on all subjects including the template. Scales were chosen as s ∈ [0.5, 3] in steps
of 0.5; thresholds for geometric landmarks were selected as the mean ± twice
the standard deviation of respective curvatures, and were gradually relaxed by
a fraction of 1.1.

Comparison. A comparison of the proposed method with [14] is provided in
Fig. 8. The results indicate excellent registration, where the helix, the canal,
and the crus area are matched very nicely. For [14], they were more than the
“outlier” distance away from the target shape (shown by the metal color in
Fig. 8(c)). After registration, the error map is uniformly light green (Fig. 8(d)).

Quantitative Validation. An expert was asked to manually segment the tem-
plate, who provided coarse as well as detailed labelings (Fig. 9). These labelings
(GT) were then used for the segmentation of the test shapes (Fig. 10). The results
are in accordance with the underlying geometry. Notice the boundary between
green and yellow passes right through the valley. The canal is also perfectly
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(a) (b) (c) (d) (e)

Fig. 8. Deformable registration of representative surfaces: (a) Subject registered with
[14] (gold), template (cyan); (b) Registered by proposed method (purple); (c) Error
map before registration (Color bar in Fig. 7); (e) Error map after registration; (f)
Diffeomorphism h on rgb-scale

segmented. Labeling was quantitatively evaluated for each label as (Arealabel∩
AreaGT) / (Arealabel∪ AreaGT), with an average measure of 0.94.

Evaluation of Surface Descriptor. We evaluated the effect of various com-
ponents of our surface descriptor. Three cases were considered: (1) registration
based solely on anatomical information; (2) combined anatomy and GDIs; and
(3) the complete surface descriptor along with the anatomical information. Re-
sults are presented in Fig. 11. Notice that the complete descriptor (anatomy +
GDIs + Local/Regional features) yields the best performance. In Fig. 12, the
labeling as a result of cases (2) and (3) are presented. Notice how the complete
descriptor in Fig. 12(Right) removes problems highlighted in Fig. 12(Left), such

(a) (b) (c)

Fig. 9. Expert manual segmentation of the template: (a) Coarse; (b)-(c) Detailed
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Fig. 10. Label transfer from the template based on estimated diffeomorphism: (Top
Row) Coarse Segmentation; (Bottom Row) Detailed Segmentation

(a) (b) (c)

Fig. 11. Evaluation of various features: (a) Anatomical features; (b) Anatomy + GDI;
(c) Complete descriptor. (Top) Warped surfaces; Red lines indicate regions, where the
registration does not perform well. (Bottom) Error map (Color bar in Fig. 7). Complete
descriptor yields almost uniform error map.

Fig. 12. Labeling based on (Left) Anatomy + GDI; (Right) Complete descriptor, which
fixes the highlighted regions
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as over-segmentation in regions A and C, and under-segmentations in regions B
and E are gone. In particular, in region D, the anatomy (cyan color) was split
into two parts, which is now resolved.

7 Conclusions

We have proposed a method for automatic registration of organic surfaces. The
method incorporates anatomical priors for anatomically consistent correspon-
dences. It also introduces a novel feature vector that is more distinguishing than
the existing ones. To this end, geodesic distance integrals were used for global
and curvature integrals at various scales are used for regional and local informa-
tion. The method has been applied for the registration and label transfer of ear
surfaces. In future, we plan to construct a comprehensive digital atlas of the ear
anatomy using the proposed method and the anatomical signature [2].
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Abstract. We present a discriminative approach to the Generalized
Hough Transform (GHT) employing a novel fully-automated training
procedure for the estimation of discriminative shape models. The tech-
nique aims at learning the shape and variability of the target object as
well as further confusable structures (anti-shapes), visible in the training
images. The integration of the learned target shape and anti-shapes into
a single GHT model is implemented straightforwardly by positive and
negative weights. These weights are learned by a discriminative training
and utilized in the GHT voting procedure. In order to capture the shape
and anti-shape information from a set of training images, the model is
built from edge structures surrounding the correct and the most con-
fusable locations. In an iterative procedure, the training set is gradually
enhanced by images from the development set on which the localization
failed. The proposed technique is shown to substantially improve the
object localization capabilities on long-leg radiographs.

Keywords: Object Localization, Generalized Hough Transform, Dis-
criminative Training, Machine Learning, Optimal Model Generation.

1 Introduction

Object localization is an important prerequisite for automatic execution of many
applications in computer-aided diagnosis, like, e.g., segmentation procedures.
Nevertheless, only few methods for object localization exist and in many cases the
localization task is still carried out manually or very task-specific solutions are
developed for the localization problem at hand; frequently employing anatomical
knowledge along with basic image processing methods like gray-value thresh-
olding or morphological operators [5]. Most of these approaches require prior
knowledge of the target object and its appearance, and the adaptation to new
problems is usually difficult and time-consuming.
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More general approaches are given by automatic localization procedures, which
have the advantage that the results are reproducible and independent of the
operator. Many of these methods are based on a global search of the target ob-
ject employing, e.g., evolutionary algorithms [6], template matching [8], or the
Generalized Hough Transform (GHT) [1,9,14]. These techniques are often time
and memory consuming due to the vast search. Further interesting methods in-
clude atlas-based registration [10,15] and marginal space learning [16], which
determines the object position and further parameters like scaling and rotation
iteratively.

We will focus on the GHT for object localization and the models used therein.
These models can either represent the shape of the object characterized by a
point cloud [14,12] or the appearance described by a codebook of image patches
[9,11]. To further improve the localization accuracy of their codebooks, several
groups [3,11] have explored discriminative training procedures to obtain weighted
models. However, none of these training approaches incorporate confusable ob-
jects to decrease false positive rates.

Recently, we have introduced an approach utilizing the GHT in combination
with a discriminative training algorithm to obtain an optimized shape model
directly from the data [13]. In the training procedure, the model points are as-
signed individual weights, which are used in the voting procedure of the GHT
and to identify unimportant model points. This approach results in more dis-
criminative models, since important points, representing the object well, will
be assigned higher weights such that their impact on the object localization in-
creases. Variations in scaling and rotation of the target object are incorporated
into the model, so that in combination with slim models, the GHT becomes
computationally feasible.

In this paper, we will extend the training procedure by an iterative approach,
which gradually establishes a set of suitable training images, representing the
variability of the target object contained in a given dataset. Manually determin-
ing such a dataset is a challenging and also crucial task, since the quality of the
choice of training images is mirrored in the performance and robustness of the
generated model.

Furthermore, our approach also takes rivaling structures into account, which
resemble the target object. These confusable structures, also called anti-shapes,
are identified automatically from the Hough space and are integrated into the
shape model for the next training iteration. The distinction of target and anti-
shape model points is realized straightforwardly through positive and negative
model point weights. Through the negative weights, the model is repelled from
the anti-shape structures, resulting in fewer mislocalizations and a more focused
Hough space.

The method is applied here to a set of long-leg radiographs with the task
to localize femur, knee and ankle. The position of these joints is needed for the
initialization of a subsequent segmentation, from which angles, lengths or density
of bones can be estimated. Due to varying fields of views and various artificial
replacements of the hip or knee visible in the database, we cannot rely upon
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prior knowledge of the object location estimated from training data [6] nor upon
gray-value or appearance information [8,9,10,11,15], which is why most of the
methods mentioned above are not suitable for this task. Our GHT shape based
method is presented here for a 2D task, but is also applicable to 3D problems as
was shown tentatively in [12].

2 Methods

2.1 Generalized Hough Transform

The GHT [1] is a method used to detect arbitrary shapes in an image. To this
end the image is transformed into a parameter space, the so called Hough space,
in which each cell represents a possible object location (and potentially further
object transformation parameters, like rotation or scaling, which will not be con-
sidered here). The Hough space is filled via a voting procedure, where a model,
representing the target object, casts votes for possible object locations. Due to
the voting procedure the method is robust against image noise and occlusion or
missing parts, rendering it very interesting for medical image processing.

The model used in the voting procedure consists of a point cloud representing
the objects shape. The coordinates of these points are given relative to a reference
point, which is usually the center (of mass) of the model. The generation of
suitable models will be explained in Sec. 2.3.

To extract the shape information from the inspected image an edge operator
(e.g. Canny) is applied and only the resulting edge points will be considered in
the voting procedure. By assuming that the model point mj corresponds to the
edge point el, a possible object location is computed via ci = el − mj and the
vote in the related Hough cell ci is increased. At the end of the voting procedure
the cell with the highest number of votes is searched for and returned as the
most likely object position.

To speed up the procedure and to suppress spurious votes, directional infor-
mation is included in the model and model points are grouped accordingly in a
so called R-table. Only model points which lie in the R-table bin representing
the gradient direction of the current edge point will be allowed to vote.

As was pointed out previously, the GHT can be used to localize scaled and
rotated occurrences of the object, as well. In this case the model is transformed
and the procedure is repeated, resulting in a larger and higher dimensional Hough
space. Due to performance reasons, no further parameters besides the object
position will be considered here. Instead, we want to capture the underlying
variability of the target object and integrate it into the model using the training
and model generation procedures described in the following sections, such that
no scaling or rotational information is necessary for a successful localization.

2.2 Discriminative Model Training

In the standard GHT each model point has an equal impact on the estima-
tion of the true object position. To design the models in a more discriminative
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way, an individual weight for each model point will be trained such that points
robustly representing the target (rival) object will obtain a large positive (neg-
ative) weight. Points which do not assist in object localization will receive low
absolute weights and can later be eliminated from the model.

To estimate the point weights, we regard each model point as individual source
of knowledge, yielding information about the correct location of the object. By
means of a suitable weighted combination of model point information, weights will
be determined with respect to a minimal localization error on training images.

The information content of each model point is given through its contribution
to the Hough space, which can be regarded as posterior probability:

pj(ci|X) =
Ni,j

Nj
, (1)

where Ni,j and Nj are the number of votes from model point j in the Hough cell
ci and in the complete Hough space, respectively, and X represents the features
extracted from the considered image. To combine the posterior probabilities (1)
from all model points a log-linear approach is employed following the Maximum-
Entropy principle [7]:

pΛ(c|X) =
exp

(∑
j λj · log pj(c|X)

)
∑

i exp
(∑

j λj · log pj(ci|X)
) . (2)

The coefficients Λ = (λj)j assess the influence of the posterior probabilities pj on
the model combination pΛ and will be used as model point weights. To estimate
the weights λj with respect to a minimal localization error [2], a smoothed
error function E is defined, which accumulates the error for each of the training
images Xn:

E(Λ) =
∑

n

∑
c′

pΛ(c′|Xn)η∑
c pΛ(c|Xn)η

· ‖cn − c′‖2 . (3)

In the function E(Λ), the Euclidean distance of the correct cell cn and a cell c′

in the Hough space is weighted by an indicator function, such that a large vote
in a cell far away from the true solution is penalized stronger than in a cell close
to the correct one. The exponent η in the indicator term regulates the influence
of rivaling hypotheses c on the error measure.

For the estimation of weights λj from (3) a gradient descent scheme is ex-
plored. Due to the high-dimensional search space and the most likely non-convex
error surface, finding a global minimum cannot be guaranteed. Nevertheless, the
λj resulting from a local minimum already show a clear improvement in local-
ization accuracy as can be seen in Sec. 3.

2.3 Model Generation and Design of Experiments

To be able to exploit the strength of the training technique, suitable initial
models need to be created, which allow for the integration of shape variability
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Fig. 1. Schematic overview of the iterative training procedure for creation of discrim-
inative models as described in Sec. 2.3. The procedure makes use of the GHT and the
discriminative training procedure (DMC), described in the previous sections.

and anti-shapes. Another aim is to obtain a fully automatic system that learns
a model purely from the data without the incorporation of expert knowledge or
user interaction.

To this end an iterative procedure is introduced, employing a set of annotated
development images with the target point labeled. From these images a small
number is chosen to create an initial point model by extracting the edge points
from a region of interest around the annotated point. The contributions from
the different images are fused and used as initial model. By employing the GHT
and the discriminative training technique (DMC) with this model on a set of
trainings images, first model point weights are learned.

After the first iteration, the estimated model is tested on the remainder of the
development dataset. Images where the model performed poorly will be included
into the set of training and model generation images, and another training iter-
ation will be performed based on the new input. The training procedure stops
if the localization error on the development dataset is below a certain threshold
or if no further improvement is achieved.

If the model would only be generated from regions around the annotated
point, as described above, there would be no chance to include information about
confusable structures, since all given model points belong to the shape object
and its surrounding. To incorporate anti-shape information into the model as
well, a second region is extracted from the model images around the erroneous
point that had the highest number of votes in the Hough space. The usage of
these anti-shape points leads to a more discriminative model, which is able to
distinguish between the object of interest and rivaling objects.

Since the processing time of the GHT depends strongly on the size of the
model, we try to diminish the number of model points by keeping only relevant
points after each iteration. To this end the points are sorted by their absolute
weight and the number of points necessary to establish a minimal error on the
training data is retained.

An overview of the complete procedure is given in Fig. 1.
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2.4 Material and Task

The algorithm is applied to a large database of 740 long-leg radiographs from
about 600 different patients. The field of view for most images includes the right
and left leg from the ankle up to the hip, with varying artificial replacements of
the hip and knee; some of the images cover only one leg or certain joints.

The images have an isotropic pixel spacing of 0.143mm. Due to the high
resolution and the resulting data size, the images were down-sampled for perfor-
mance reasons to a pixel spacing of 1.14mm using a Gaussian pyramid.

The given task is to localize all joints, namely femur, knee and ankle, for a
subsequent segmentation of the bones as described in [4]. Annotations of the
joints exist for all images and are utilized during training and as ground-truth
to evaluate the localization accuracy. The annotations were performed several
times by one observer, who obtained a mean intra-observer error of 2.3mm for
the femur, 1.3mm for the knee and 2.6mm in case of the ankle.

The models for this task are trained on right joints without pathological find-
ings. From the complete database 80 images are randomly chosen as development
dataset, such that between 50 and 60 images are available for each joint. The
procedure starts on three images, from which one is used to generate an initial
model. In each iteration the three images with the largest error are added to the
training set. The image with the largest error is furthermore used to generate
new model points. The training stops if an error of less than 5 Hough cells,
which have a spacing of 2.29mm, is obtained on each image of the dataset or if
no further improvement is achieved by the training.

3 Results

The accuracy and localization rate achieved on a test dataset of 660 unseen
images is stated in Table 1. As can be seen there, the localization performance
is best for the knee, which is well visible in most images. The ankle obtains a
larger error most likely due to the rotational freedom of the joint, which seems to
be difficult to capture. The localization of the femur, yielding the highest error,
is hampered by a low image contrast in that region. However, for many images
with a wrong localization result, the second or third highest peak in the Hough
space points to the correct cell, such that the target object could be localized
in most images by keeping multiple candidates. Since the models were trained
on images without pathological findings, we cannot expect them to be able to
localize joints with artificial replacements or abnormalities. Nevertheless, good
results are even achieved on these data (see Table 1).

For the further evaluation of the results, we will focus on the knee, which
demonstrates best the advantages of the new procedure. The challenge for the
knee is that the joint itself appears very similar for both legs such that surround-
ing structures, in particular the fibula bone, need to be included in the model
to distinguish right from left. The evolution of the model for the right knee is
shown in Table 2. In each iteration the number of training images is increased
and new model points are appended until the model is capable of capturing the
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Table 1. Results for the localization of the three joints on 660 unseen test images.
The table states the size of the respective model, the mean error and the percentage
of successfully localized joints.

model size w/o path. findings art. replacements abnormalities

femur 1608 12.5 mm 74 % 14.6 mm 70% 17.4 mm 50 %
knee 1923 4.3 mm 97 % 8.5 mm 85% 6.8 mm 71 %
ankle 1187 9.8 mm 87 % - - 13.3 mm 66 %

Table 2. Evolution of the knee model. In the top part of the table the size of the
trained model in each iteration is specified. The bottom part states the mean error in
mm on the training and development images.

iteration 1 2 3 4

no. of model points 75 555 1817 1923

error on training data 1.71 2.06 3.26 1.57
error on development data 97.50 25.23 24.79 3.35

variability in size, shape and rotation of the target object. Using the model ob-
tained from only one image in the first iteration, the wrong knee is chosen in
12 of 51 images. After four iterations the model is discriminative for the right
knee and the joint is localized correctly in all images. The distribution of the
localization error on unseen test data is visualized in Fig. 2(a).

Fig. 2(b) shows an image of the final weighted model for the knee, with color-
coded model point weights. The plot reveals that the area between femur and
tibia is the most discriminative for the knee, since these model points have the
highest positive weights. Furthermore, the incorporation of variability in bone
orientation of the femur and tibia in the model is visible. The size of the trained
models is given in Table 1. Prospective research will aim at the further reduction
of model size.

To reveal the impact of the model point weights on the GHT, we conducted
some further experiments on the development dataset by localizing the knee with
a standard unweighted GHT. In the first experiment, we generated an initial
unweighted model from the four model images, which have been identified in the
previous experiment. The mean error, obtained with this model, which should
contain sufficient shape information for a correct localization, is 111.13mm and
the localization only succeeded on 23 of 53 images. This experiment reveals that
the information about the importance of points is necessary and that sole contour
information is not sufficient for a good localization.

In the second experiment, we used the final model of the knee obtained with
the iterative approach, but ignored the weights in this case. The model points
representing anti-shapes are excluded from the model, as well. Thereby, a mean
localization error of 8.42mm is obtained, which is a strong decline compared to
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(a) (b) (c) (d)

Fig. 2. The left images show (a) the distribution of the error and (b) the weighted
model overlaid on an image of the knee. Shape points are displayed in blue, anti-shape
points in red. The right images show a comparison of Hough spaces obtained with (c) a
weighted and (d) an unweighted model. In both cases the highest votes are accumulated
close to the correct cell (yellow circle). However, the weighted model leads to a more
focused Hough space. (For visualization purposes, the gray-value range is scaled to the
value range of the Hough space in the left image.)

the mean error of 2.84mm achieved by the weighted model. The impact of the
weights on the GHT can also be seen in Fig. 2(c) and 2(d). Compared to the
unweighted model without anti-shape information, the weighted model generates
a more focused Hough space with a clear maximum in the correct cell.

4 Conclusion

A training approach to generate discriminative models for object localization
with the GHT was presented. On a dataset of 660 unknown images, 74–97% of
the different joints were localized correctly with a mean error of 4.4–12.5mm,
which is remarkable considering the substantial anatomical variability of the
data and the pixel size of 2.29mm used in the GHT. The low resolution was
chosen due to performance reasons. If a more precise localization is needed,
the procedure could be embedded into a multi-level setting. The current results
are used to initialize a segmentation procedure [4], which has a capture range
of about 1 cm. The results of the segmentation can subsequently be used for
orthopedic computations like the estimation of length, angles or density of bones.

The supervised training procedure runs fully automatic without the need of
user interaction, and reliably results in discriminative models. By means of an
iterative procedure, model points, which are discriminative and robust for the
target object, are identified successively. Simultaneously, a small set of training
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images is established, which represents the target object and its rivaling struc-
tures well. Manually determining this information, assuming it would be feasible,
would be a highly demanding and time consuming task.

Further experiments have illustrated the importance of model point weights
for a discriminative model. Especially negative weights play an important role
since these anti-shape points aid in repelling the model from rivaling objects,
thereby reducing false positive rates.

The proposed procedure is applicable to any localization task where the tar-
get object is well defined by its shape and has proven to significantly improve
localization accuracy compared to a standard unweighted GHT.
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Abstract. In cortex surface segmentation, the extracted surface is re-
quired to have a particular topology, namely, a two-sphere. We present
a new method for removing topology noise of a curve or surface within
the level set framework, and thus produce a cortical surface with correct
topology. We define a new energy term which quantifies topology noise.
We then show how to minimize this term by computing its functional
derivative with respect to the level set function. This method differs
from existing methods in that it is inherently continuous and not digital;
and in the way that our energy directly relates to the topology of the
underlying curve or surface, versus existing knot-based measures which
are related in a more indirect fashion. The proposed flow is validated
empirically.

1 Introduction

Active contour model, first introduced by Kass et al. [11], is a well-known tool
to perform the task of image segmentation, namely, computing a contour which
separates the image (the domain of interest) into two parts, inside and outside. In
such model, one evolves an initial contour according to the prescribed differential
equations, until a steady-state is reached. The steady-state is then taken to be
the desired contour.

In the level set framework, the contour is implicitly represented as the zero
level set of a level set function, φ : Ω → R, where Ω is the domain of interest.
φ is often taken as the signed distance function, whose absolute value is the
distance to the contour, and whose sign is negative for points inside the contour
and positive for points outside the contour1. Instead of evolving the contour, one
then evolves φ and takes the zero level set of its steady-state as the final contour.
In this paper, we take φ as the signed distance function for ease of illustration.
However, our method could be applied to any level set function.

� Partially supported by the Austrian Science Fund under grant P20134-N13.
1 In some instances in the literature, the sign convention is the opposite of what we

have described.

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 31–42, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The level set method brings various advantages: parameterization free, ex-
tensible to any dimension, numerically stable. More importantly, it can handle
changes in contour topology for free, due to the implicit representation.

However, in certain applications, the topological flexibility is not desirable.
The framework cannot distinguish meaningful topological features from noise,
even if we have prior knowledge of the contour’s topology. For example, in seg-
mentation of a human cortex (Figure 1(a)), it would be beneficial if the extracted
surface is homeomorphic to a two-sphere [10]. However, due to the complex ge-
ometry of a cortex surface, standard level set method (i.e. geodesic active contour
[3,12], Chan-Vese [4]) would not achieve the correct topology. The narrow seam
between the two hemispheres is especially challenging. In Figure 4(e), we show
part of a standard segmentation result, namely, the part between the two hemi-
spheres. Many holes appear, corresponding to small handles between the two
hemispheres.

(a) A standard segmentation result of
a human cortex, with topology noise.

(b) Prior works. (c) A trian-
gulation

Fig. 1.

Prior Works. Han et al. [10] proposed a digital algorithm which prevent
topology changes during the evolution. Whenever a pixel’s level set function
value is updated and the sign of the function value changes, a check is applied
to this pixel to make sure that it does not change the (digital) topology of the
contour. If it does lead to a topological change, the pixel’s function value is only
updated to almost zero yet with the same sign as its old value. However, this
topology control is detached from the energy minimization which drives the rest
of the level set evolution. As a result, the method leads to undesirable artifacts,
such as a contour which is a single pixel away from the wrong topology. Various
digital topology methods have been developed, to achieve different topology
constraints [1,14].

In order to produce more natural results, other methods [16,9] incorporate
topology control through the introduction of an extra term in the energy func-
tional to be minimized. The energy minimization framework then naturally en-
courages the contour to have the correct topology. These methods use a common
intuition, based on knot theory: penalize the energy when two different parts of
the contour meet (the two red points in Figure 1(b)).
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All these methods prevent topology changes and maintain a same topol-
ogy through the evolution. However, they cannot fix incorrect topology that
already exists. This topological rigidity is inconsistent with the level set frame-
work (Please see the end of this section for more discussion). In addition, the
energy-based methods only prevent topology changes which arise from the merg-
ing of components. However, there are other types of topology change which may
occur, such as the creation of new components which are far away from other
components of the contour.

Contributions. We propose a new method for topology control within the level
set framework. In this paper, the goal is to ensure that the contour (d-manifold)
is homeomorphic to a d-sphere; however, the method can be extended to more
general topological priors. For the remainder of this paper, “correct topology”
will mean the topology of the d-sphere. We have two major contributions.

1. A measure of the contour’s topology noise. Based on a recent the-
oretical result in computational topology [7], we define the total robustness of
a contour, which, in a sensible way, indicates how close a contour is to having
the correct topology. This measure is the sum of the robustness of individual
topology features, where the robustness of a class measures how easy it is to
“shake off” this feature by perturbing the contour.

2. A flow which drives the contour to the correct topology. Using the
concept of total robustness, we compute a flow which pushes the level set function
and thus the contour towards the correct topology. Specifically, we compute the
functional derivative of the total robustness with respect to φ, and evolve φ
according to gradient descent. On its own, this flow leads to a global minimum
of the total robustness, and thus a contour with correct topology. Note that in
practice, this flow will be combined with other flows, such as those designed for
image segmentation; in this scenario, the global minimum property may be lost.

Unlike previous works, our method allows flexibility in the topology of the con-
tour during the evolution, while ensuring that the topology of the final contour
is correct. This is beneficial for two reasons: (1) the initial contour could have a
different topology than the desired output contour (i.e. results from other seg-
mentation model); (2) we do not need to worry about potential topology changes
due to the discretization of the time step. Furthermore, compared with energy-
based methods, our method addresses all types of “incorrect” topology, not just
those which arise from merging of components as in [16,9].

Our flow changes the evolving level set function as locally as possible, and
thus, will not change the geometry of the contour much. This flow could be used
to post-process a standard segmentation result, namely, correct the topology
of the result. In such scenario, it plays a similar role to topology correcting
methods [15,17], which locate topology defects of a given surface and correct
them locally. Unlike these methods, our method retains the level set framework
due to the advantages described above (numerical stability, lack of need for
parameterization, etc. ), as well as the fact that it is the “native language” for
many applications in vision and graphics. Furthermore, our flow could be easily
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combined with other flows (i.e. geodesic active contour), so that the correction
result is natural (See Section 4).

In this paper, for ease of exposition, we focus our discussion on the case when
the contour C is a one-manifold and the domain is a 2D image (Ω ⊂ R2).
However, our algorithm can be naturally extended to d-manifolds in (d + 1)-
dimensional domain. In specific, we implemented and experimentally verified
our method on 3D images.

2 Background

Topology Features. In this paper, instead of the topology of the contour, C, we
focus on the topology of the object enclosed by the contour, O = φ−1(−∞, 0] =
{x ∈ Ω | φ(x) ≤ 0}. It is provable that if two objects have different topology,
then the corresponding contours have different topology2. The “correct topol-
ogy” constraint, namely, C is homeomorphic to a d-sphere, is equivalent to the
constraint that O is homeomorphic to a (d + 1)-dimensional ball.

The topology features we discuss are homology classes over Z2 field, which
are well studied in algebraic topology (see [13] for a formal introduction). In
2D images, 0D and 1D classes of an object are the components and the holes,
respectively. For example, in Figure 3(a), the object has four components and
three holes. In 3D image, 0D, 1D and 2D classes are the components, handles,
and voids of the object. Formally, the modulo-2 sum of any set of homology
classes is also a homology class. The group of classes form a vector space. In
this paper, however, we only focus on a canonical basis of such vector space, and
call this basis the set of topology features. For example, in Figure 3(a), we only
consider the set of four components and the set of three holes, denoted as H0(O)
and H1(O) respectively. Their union is denoted as H(O) for convenience.

Critical Points. Given a domain Ω and a function φ : Ω → R, as we increase
a threshold t from −∞ to +∞, the sublevel set, φ−1(−∞, t], grows from the
empty set to the entire domain. During this process, topology of the sublevel
set come into existence (“birth”) and disappear (“death”). The points in the
domain at which such topology changes happen are called critical points. Their
function values are critical values. This notation, defined by Cohen-Steiner et
al. [5], is an extension of Morse theory. Please note that we assume zero is a
regular value, namely, a value which is not critical. In other words, we assume
no topology change happens at t = 0.

In Figure 2(Left), on the top, we show a contour as well as the object enclosed,
which has 3 components. Below it, we draw the graph of the corresponding signed
distance function φ (using φ as the z coordinate). For ease of understanding, we
also draw the contour in the graph, which is the intersection of the graph and
the {z = 0} plane. There are seven critical points, highlighted with red marks.

2 The converse, however, is not true. For example, given a contour homeomorphic to
the disjoint union of two one-spheres, the object enclosed could be either an annulus
or the disjoint union of two disks.
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Four minimal points, m0, · · · , m3, are the birth places of four components, born
at φ(m0), · · · , φ(m3) respectively. Three saddles s1, s2, s3 are the the points at
which components are merged, corresponding to the death of 3 components.
There are also maximal points, at which holes disappear during the growth
(there are three maximal points in Figure 3(a)).

In application, we compute these critical points and their characteristic (mini-
mal, saddle, or maximal) in a discretized framework. We triangulate the image, Ω,
using the set of pixels as vertices (Figure 1(c)). We approximate the growth of the
sublevel set, φ−1(−∞, t], by a growing subcomplex, namely, a subset of simplices
(vertices, edges and triangles). Each simplex, σ, has a distinct function value and
enters the growing subcomplex as soon as the threshold t ≥ φ(σ). Critical points
then correspond to simplices which change the topology of the growing subcom-
plex. This method, known as the persistence homology algorithm [6], is the foun-
dation of the algorithm to compute robustness, which will be used later.

m0 s1 m1

s2

m2 s3

m3

Fig. 2. Left: a contour with topology noise, the graph of its signed distance function,
φ, and the graph of the flow, ∂φ/∂t = −δE/δφ.
Right: a perturbation of φ and its contour. Topology noise is removed.

Robustness. Edelsbrunner et al. [7] defined a measure of homology classes of
the object O, ρφ : H(O) → R. Intuitively, given a homology class α ∈ H(O), its
robustness, ρφ(α) measures how easily it is to kill α by perturbing the function.
In other words, ρφ(α) is the minimal error we can tolerate to get a function
which approximates φ and kills α. Different classes of an object have different
robustness. The ones with small robustness are considered noise, and will be
removed by our method.

Given r ≥ 0, we call h : Ω → R an r-perturbation of φ if the L∞ dis-
tance between the two functions is upperbounded by r, formally, ‖h − φ‖∞ =
maxx∈Ω |h(x) − φ(x)| ≤ r. Define the robustness, ρφ(α), as the minimal r such
that there exists an r-perturbation of φ, h, such that α is dead in the perturbed
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object, h−1(∞, 0]. By dead, we mean that α either disappears or is merged with
some other class which is more robust.

For example, in Figure 2(Left), to kill the middle component of O, we have two
options: (1) Increase function values of points near the minimal point m2. In the
function graph, this is equal to pushing the cone tip up so that h(m2) = 0 + ε,
ε positive and arbitrarily close to zero. The component would then disappear
in h−1(−∞, 0]. (2) Decrease function values of points near the saddle point s2.
In the function graph, we drag the saddle down so that h(s2) = 0 − ε. The
component would then merge with the left component, which is more robust.

The two options lead to two new functions, hm and hs, which are |φ(m2)|-
and |φ(s2)|-perturbations of φ, respectively. Since here |φ(m2)| > |φ(s2)|, we
choose the the second option as the best perturbation, whose L∞ distance from
φ, |φ(s2)|, is thus the robustness of the corresponding component. Similarly, we
determine that the robustness of the right component and the left component
are |φ(m3)| and |φ(m0)| respectively (note that |φ(m3)| < |φ(s3)|)3. In Figure
2(Right), we show a |φ(m3)|-perturbation which kills the right and the middle
component, but not the left one.

It is noticeable that the robustness has a close relationship with critical values
and critical points. In fact, each class α ∈ H(O) corresponds to a specific critical
point, cα. The absolute value of the corresponding critical value is the robustness,
namely, ρφ(α) = |φ(cα)|. Bendich et al. [2] provided an robustness algorithm to
compute the robustness of each homology class of the object, as well as the
associated critical point. The algorithm is based on the persistent homology
algorithm, and takes cubic time in the worst case and almost linear time in
practice.

In general, given a function φ, there are a lot of critical points, each is relevant
to the topology of some sublevel set. Using robustness algorithm, we could iden-
tify those which are the most relevant to the topology of the object O. Changing
their neighborhood would kill topology noise. And furthermore, this changing is
local and thus will not harm the geometry of the object much. In Figure 3(a),
we show a contour and its object, with topology noise. The level set function
φ has many critical points (red marks). The robustness algorithm finds the 6
critical points corresponding to the 6 undesired homology classes of O (Figure
3(b)). Changing their neighborhood leads to a perturbation of φ, and thus a new
object with no topology noise (Figure 3(c)).

Although the algorithm could identify relevant critical points, it is not clear
how to change the local neighborhood of them to get the correct topology while
keeping the geometry of O as intact as possible. In this paper, we define an
energy term defined on φ. This energy term is minimized if and only if the con-
tour/object has the correct topology. We then use gradient descent to iteratively
evolve the level set function until the contour/object has the correct topology.
This gradient only changes a small neighborhood of these relevant critical points
and thus ensure the geometry is less influenced.

3 In the rare case that |φ(mi)| = |φ(si)|, there is ambiguity. See Appendix A for how
to deal with such cases.
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(a) Many critical points
(red marks).

(b) Only six are relevant
to topology noise of O.

(c) Topology noise re-
moved.

Fig. 3. A contour with topology noise

3 Method

The Energy Term: Total Robustness. Given a contour C, and the level set
function φ, we define an energy term as the sum of the k-th power of robustness
of topology noise. Formally, the degree-k total robustness of O is

Robk(O) =
∑

α∈H(O)

ρφ(α)k −
(

max
α∈H(O)

ρφ(α)
)k

. (1)

This energy sums over all classes of O except for the most robust one, which is
the component we want to keep. This component is born at the global minimal
point, cmin. Its robustness is |φ(cmin)|. Thus the last term of Equation (1) is
−|φ(cmin)|k.

Assuming O has at least one component, the total robustness is non-negative.
It reaches its global minimum, zero, if and only if the contour/object has the
correct topology.

We are now ready to compute the flow which drives the contour C, and
its signed distance function φ, towards the minimum of the total robustness.
Denoting the energy E(φ) = Robk(φ), the goal is to compute the functional
derivative δE/δφ, and thus the desired flow ∂φ/∂t = −δE/δφ. By gradient
descent, the flow minimizes E.

Basing on the robustness theory, we could prove that the difference between
two level set functions upperbounds the difference between their total robustness.
Therefore, the energy term E is continuous. Unfortunately, E is not differentiable
everywhere. We will now compute the derivative for cases when E is differen-
tiable, and explain the intuition. The non-differentiable cases will be discussed in
Appendix A. We prove that the set of functions at which E is non-differentiable
is measure zero in the space of functions (Theorem 1). This theorem leads to the
construction of a smoothed approximation of E, whose corresponding flow can
be efficiently computed.

For the rest of the section, we use degree-3 total robustness as the energy,
E(φ) = Rob3(φ).
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The Functional Derivative. We first assume that all critical points have
distinct values. In this case, E is differentiable. Recall that cα is the critical
point of φ associated to a homology class α ∈ H(O), such that |φ(cα)| = ρφ(α).
We can rewrite E as a function depending on φ and relevant critical points,

E(φ) =
∑

α∈H(O),cα �=cmin

sign (φ(cα))φ3(cα)

The set of relevant critical points {cα|α ∈ H(O)} depends on the function φ
and can be computed by running the robustness algorithm once. Recall that
the algorithm discretizes the image into a triangulation and approximate the
growing sublevel set by a growing subcomplex. In this case, a sufficiently small
perturbation of φ will preserve the order in which simplices entering the growing
subcomplex. This would lead to the fact that the output of the algorithm remains
almost the same. In specific, the critical point associated to each homology class
remains the same. The sign of its critical value remains the same. Only its critical
value will change (according to the perturbation).

Finally, we can rewrite E(φ) as a functional and compute the functional
derivative.

E(φ) =
∫
Ω

⎛
⎝ ∑

α∈H(O),cα �=cmin

δ(x − cα)

⎞
⎠ sign (φ(x)) φ3(x)dx

δE

δφ
= 3

⎛
⎝ ∑

α∈H(O),cα �=cmin

δ(x − cα)

⎞
⎠ sign (φ(x)) φ2(x) (2)

where δ(x − cα) is a Dirac delta function. The second equation is due to the
Euler-Lagrange equation and the fact that cα’s and sign(φ(cα))’s are constant
for a small perturbation of φ. In our implementation, we use a standard trick
from the level set literature and relax δ(x− ci) to a bounded C1 approximation
with width σ, δσ(x − ci), e.g. a Gaussian with variance σ2.

Next, we illustrate the intuition of the functional derivative in Equation (2).
The derivative δE/δφ is the weighted sum of a set of Dirac delta functions (or
Gaussians in the relaxed case), centered at relevant critical points, except for
cmin. The weights are proportional to the square of the corresponding critical
values multiplied by its sign. During the evolution, we update φ according to
∂φ/∂t = −δE/δφ. This pushes function values near the relevant critical point
towards zero, and thus shrinks the corresponding robustness. In Figure 2(Left),
we draw the graph of the flow, ∂φ/∂t, at the bottom. The flow lifts the minimal
point, m3, corresponding to the right component. For the middle component,
the flow suppresses the saddle point, s2. The rate of lifting or suppression is
proportional to the square of the corresponding robustness, so that classes with
large robustness have their robustness decreased faster than those with small
robustness.

Although the energy is not everywhere differentiable, we could construct a
smoothed approximation Eλ. The functional derivative δEλ/δφ is the same as
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Equation (2) at φ further away from the non-differentiable set, and can be com-
puted by Monte Carlo method otherwise. Please see Appendix A for details.

Global Minimum. Typically gradient descent leads only to a local minimum
of the energy. In our case, we in fact achieve the global minimum, i.e. zero
energy. The reason is that Equation (2) is zero if and only if one class left, when
E(φ) = 0. Therefore, the output of our flow has the “correct topology”.

4 Implementation and Experimental Results

For implementation of the level set method, we use the freely available imple-
mentation by Zhang [18]. We compute robustness using our own implementa-
tion of the robustness algorithm [2]. The flow is then computed according to
Equation (2).

We use our method as a post-processing step. We first apply a standard seg-
mentation algorithm (GAC or Chan-Vese). Using this output as an initial con-
tour, we evolve with our flow to correct the topology. Please note that this
scheme will not fit other topological control methods, as they require that the
topology be held constant throughout the evolution.

We verify the method on medical images. In Figure 4(a) and 4(b), we segment
the image of a slice of brain white matter. Our method is able to correct various
types of topological noise, and recovers a contour homeomorphic to a one-sphere.
Please note that these images are only a proof of concept. The boundary of a
slice of brain white matter is not necessarily homeomorphic to a one-sphere.

In a 3D MR image, however, a cortex surface would be homeomorphic to
a two-sphere. We verify our method with a 3D MR image (from the example
data of FreeSurfer [8]). We compare the initial surface (the result of a standard
segmentation) and the surface after applying our flow. In Figure 4(c) and 4(d), we
show a handle that is removed after applying our flow. In Figure 4(e) and 4(f), we
show the part of the cortex surface between the left and right hemispheres. Note
the holes in the surface corresponds to handles between the two hemispheres.
Our flow will fix the topology by either remove small handles, or merging handles
nearby. Therefore, after applying the flow, the surface has only one big hole left.

We note the choice of the width of the Gaussian kernel, σ, is essential in the
converging speed. The bigger σ is, the faster the result converges. On the other
hand, σ decides how natural the fixing result could be. In our experiments, we
use a Gaussian kernel with σ = 0.8. Further study of this parameter will be done
in the future.

To improve the speed and decrease the memory consumption, we choose to
discretize 3D images with cubical complexes. Such complex consists of cubes,
corresponding to voxels, as well as their facets, including faces, edges and ver-
tices. We approximate the growth of the sub-level set φ−1(−∞, t] by a growing
subcomplex, consisting of cubes (and their facets) whose function value is no
greater than t. To compute topology, we choose different connectivities (prefer-
ably 18 or 26) of the subcomplex. This would natural leads to an algorithm to
compute critical points and values, and thus robustness.
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(a) 2D: normal segmentation result. (b) 2D: fixed with our topology flow.

(c) 3D: the initial surface. (d) 3D: fixed with our flow.

(e) 3D: the initial surface.

(f) 3D: fixed by our flow.

Fig. 4.
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We run experiments on a computer with 10 2.53GHz Xeon Processors and
96GB RAM. For a 2D image with 200×200 pixels, the evolution takes 10 iter-
ations. Each iteration costs 1 to 2 minutes. For a 3D image with 256×256×256
voxels, the evolution takes 10 to 20 iterations. Each iteration costs 6 to 7 minutes.
One bottleneck of our method is the memory cost. For a 200×200 2D image, the
memory cost is 500MB. For a 256×256×256 3D image, the memory cost is 7GB.
This has close relationship with the huge number of simplices in a triangulation.
For example, for a 256×256×256 3D image, the number of simplices is 26×16.5
million.
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A Non-differentiable Cases

In this section, we discuss the non-differentiable cases of the energy E.
Previously, we assumed that all critical points have distinct values. If we relax

such constraint, there are cases at which E is non-differentiable. For example,
in Figure 2(Left), if we let |φ(s3)| = |φ(m3)|, the critical point associated to
the right component could be either m3 or s3. Thus the functional derivative is
not well defined. In general, non-differentiable cases happen when critical points
share a same value, causing ambiguity of associating cα to each class α.

On the other hand, we have the following theorem (The proof is omitted).

Theorem 1. The set of points at which E(φ) is non-differentiable, denoted as
ND, is measure 0.

This theorem means that E is differentiable almost everywhere, leading to the
possibility of approximating E with a smoothed version, Eλ, whose derivative
can be efficiently computed.

Denote Φ as the space of functions φ, we define the smoothed energy term as

Eλ(φ) =
∫

Φ

E(ξ)Gλ(φ − ξ)dξ

where Gλ : Φ → R is a C1 function defined on function space with a compact
support Bλ(0) = {ξ ∈ Φ | ‖ξ‖2 ≤ λ}, and which integrates to 14.

Due to Theorem 1 and a change of variables, the derivative is

δEλ

δφ
=
∫

Bλ(φ)−ND

δE

δφ
(φ − ξ)Gλ(ξ)dξ

For sufficiently small λ, the λ-ball Bλ(φ) around most points φ will not intersect
the set of non-differentiable functions; as a result, ∂Eλ/∂φ ≈ ∂E/∂φ, where the
latter can be evaluated directly from Equation (2) without an integral. In cases
where Bλ(φ) does indeed intersect the set of non-differentiable functions, the
integral may be approximated by Monte Carlo methods.
4 This is analogous to smoothing a piecewise smooth function defined on Euclidean

space by the convolution with a smooth Gaussian kernel.

http://ecson.org/resources/active_contour_segmentation.html
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Abstract. The variability in cortical morphology across subjects makes
it difficult to develop a general atlas of cortical sulci. In this paper, we
present a data-driven technique for automatically learning cortical fold-
ing patterns from MR brain images. A local image feature-based model
is learned using machine learning techniques, to describe brain images as
a collection of independent, co-occurring, distinct, localized image fea-
tures which may not be present in all subjects. The choice of feature type
(SIFT, KLT, Harris-affine) is explored with regards to identifying corti-
cal folding patterns while also uncovering their group-related variability
across subjects. The model is built on lateral volume renderings from
the ICBM dataset, and applied to hemisphere classification in order to
identify patterns of lateralization based on each feature type.

1 Introduction

The cerebral cortex is characterized by complex folding patterns created by
ridges called gyri, and fissures called sulci. The exploration and identification
of these cortical folding patterns is important in the development of a general
functional atlas of the cortex, as folds are linked to the division of functional
areas in the brain. However, this task is difficult due to the fact that cortical
structures may vary significantly in shape, size and appearance across subjects,
or may not even be present in all subjects. This phenomenon is known as inter-
subject variability, the variation in feature morphology across different subjects
caused by inherent anatomic variability or pathology, and renders it difficult
even for experts to identify folding patterns [1].

Uncovering cortical variability can be instrumental in the understanding of
how various anatomical structures express themselves within and across sub-
ject groups; an appropriate quantification of variability can answer fundamental
questions in medicine, such as which cortical folds are common or rare across
a particular population. Quantifying anatomical variability at the group level,
based for example on pathology, can give insight as to how similarities or differ-
ences in expression of particular folds are related to subsets of the population.
This can be then be used as a means of evaluating similarity of a new subject
to established groups.

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 43–53, 2011.
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The conventional approach to examine and identify cortical folding patterns
relies on manual labelling by experts, which is a tedious task that is subject to
inter-rater variability. For this reason, a significant amount of work has been
done on automatic, data-driven techniques to learn cortical folding patterns and
study their variability using morphometric techniques on magnetic resonance
imaging (MRI) data of the brain. Morphometry is the analysis of variation in
form (appearance, shape or size) of objects. In this context, it aims to identify
anatomical variability of cortical folds between subjects. Most automatic analy-
ses rely firstly on warping each brain image to a common reference frame, using
voxel intensities [2], landmark objects [3], cortex-specific features [4], to name a
few, and computing statistical quantities based on this registration. These meth-
ods assume or even force a one-to-one correspondence between subject brains
that may not generally exist. Anatomical variability in folding patterns can lead
to imperfect registration, resulting in the averaging out of structural differences.
Consider the case where a particular anatomical structure expresses itself in
multiple, distinct types across a population, or only expresses itself in part of
the population. This type of group-related variability cannot be uncovered by
most morphometric techniques.

A number of methods address this issue by loosening the one-to-one corre-
spondence assumption, by means of multiple atlases [5] or atlas stratification [6],
or residual error components [7]. Feature based morphometry (FBM) is a prob-
abilistic, parts-based model of images across subjects which effectively ignores
the lack of a one-to-one correspondence in inter-subject registration, and rather
attempts to identify local regions of images whose occurrences in groups is sta-
tistically significant [9]. This method has been applied to 2D MR slices to model
anatomical variability [8], and volumetric brain images to discover group-related
anatomical patterns [9]. It has had some success with surface renderings of the
cortex [10], but was limited by the choice of local feature representation.

The main contribution of this paper is the introduction of an FBM technique for
automatically learning new, unlabelled cortical folding patterns from a large set of
subject brain images, attempting not only to cope with variability, but to uncover
it in a completely data-driven, bottom-up fashion. The challenge lies in automat-
ically identifying instances of the same folding pattern in different subjects, while
not forcing correspondences (as they may not exist or vary significantly in some
subjects). In particular, the goal is to automatically detect multiple distinct modes
of appearance of particular cortical folds, in order to expose patterns of variability.
This leads to several advantages over current approaches. Firstly, this permits the
development of a bottom-up, parts-based description of cortical folds in healthy
brains that copes with the inherent inter-subject variability. Secondly, uncovering
this variability can also be helpful for numerous clinical applications by revealing
which cortical folding patterns are common or rare across a subset of the popu-
lation defined by pathology (e.g. schizophrenia, autism, some forms of epilepsy)
versus the norm. The automatic, bottom-up nature of this system makes it pos-
sible to extract meaningful patterns, thus potentially leading to breakthroughs
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in our understanding of neurological diseases, without requiring particular prior
knowledge regarding the disease in question.

Many powerful local features have been developed in the field of computer vi-
sion, particularly for application areas such as object detection or classification.
In this paper, we wish to explore the application of established features from
the computer vision literature to this domain for the first time. In particular, we
explore the power of different specifically chosen local image features to repre-
sent cortical folding patterns. Using machine learning techniques, a feature-based
model is built to describe brain images as a collage of independent, co-occurring,
distinct, localized image features which may not be present in all subjects. This
approach is completely bottom-up, which does not restrict the discovery of vari-
ability to explicitly extracted sulcal structures, but rather automatically exposes
patterns in the image independently of knowledge from particular anatomical
structures. Three well-established feature types are explored (SIFT, KLT, Harris-
affine), and their usefulness in learning cortical folding patterns is reported. By
comparing them, the importance of selecting context-specific descriptions is em-
phasized. We also apply this model to hemisphere classification, in order to
identify patterns of lateralization, and identify the usefulness of different feature
types for this task.

The remainder of this paper is organized as follows. Section 2 describes the
various local feature types used and reviews the modelling algorithm. Section 3
presents experimental results and discussions on modelling 196 lateral volume
renderings of the International Consortium of Brain Mapping (ICBM) [11] data
set for the tasks of identifying folding patterns and classifying hemispheres.

2 Feature-Based Modelling

2.1 Local Image Features

Local image features are distinct image patterns that can be detected auto-
matically and robustly based on a saliency criterion. Depending on the saliency
criterion of choice, an extracted local feature f = (g, a) can be characterized ge-
ometrically by parameters including position, scale, orientation and eccentricity
g = (x, σ, θ, e) of the local region. Its appearance is described by a 128-dimension
vector a, storing gradients computed within the local region.

We use three different types of local features, and compare their performance
in accurately describing cortical structures. We note that their relevance to the
context plays a significant role in the usefulness of the model, both in describing
brains as a collage, and in identifying class-distinctive features.

1. SIFT: Lowe’s Scale invariant feature transform (SIFT) [12] evaluates saliency
in the Gaussian scale-space. Although Gaussian scale-space maxima is effec-
tive for a wide range of applications, because it is generic enough to extract
local features when there is no prior on the features of interest, it has had
limited success with images of the cortex. SIFT generally extracts salient
blob-like features, corresponding in this context to specular gyral reflections.
See Fig 1(a) for examples.
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(a) (b) (c)

Fig. 1. Examples of extracted features of each type, (a) SIFT, (b) KLT (c) Harris-affine

2. KLT: The Kanade-Lucas-Tomasi (KLT) [13] feature tracker defines saliency
of local image patches using the Harris corner measure with uniform weight-
ing function. Corner detectors are relevant for the cortex, as sulcal junctions
and intersections are folding patterns of interest. See Fig 1(b) for examples.

3. Harris-affine detector: Mikolajczyk and Schmid’s affine invariant key-
point detector [14] uses the Harris-Laplace transform for initial region point
localization, and is robust to affine transformations by describing affine re-
gions. The scale-invariant, elliptical affine regions are useful in describing
elongated structures of interest, e.g. long gyri/sulci, of the cortex. See Fig
1(c) for examples.

2.2 Learning a Model

The subject images are assumed to be aligned after a pre-processing normal-
ization step consisting of a 12-parameter affine image alignment, rather than a
non-linear registration to a common reference frame. Local image features are
extracted and stored for each subject image.

Learning a model effectively consists of identifying a set of model features
{mi}, consisting of cluster centroids of the very large set of extracted local image
features {fi} [9] by identifying for each fi, others which are similar in geometry
and appearance. In fact, two different clusters Gi, Ai are constructed based on
similarity in geometry and appearance respectively as follows:

Gi = {fj :
‖xi − xj‖

σi
< εx, log |σj

σi
| < εσ, log |θj

θi
| < εθ,

|ei − ej|
ei

< εe}, (1)

Ai = {fj : ‖ai − aj‖ < εai} where εai = sup{εa > 0 :
Ai(εa) ∩ Gi

Ai(εa) ∩ Ḡi
> 1}. (2)

Given Ai, Gi, the model cluster associated with fi is Mi = Ai ∩ Gi, i.e. cor-
responding to similarity in both appearance and geometry. Features with strong
appearance similarity are allowed to cluster together within a lenient geometrical
window. Moreover, given similar geometry, features with significant appearance
dissimilarity aren’t forced to cluster together, thus allowing for multiple appear-
ances modes at any particular location on the cortex.
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Since several fj (specifically those in Mi) will generate quasi-identical model
clusters, the cluster set {Mi} is pruned to remove this redundancy. Pruning
consists of automatically removing, for all i, clusters Mj such that |Mj| < |Mi|
and |Mi ∩Mj | > εM |Mj|, where εM is an empirically determined pruning ratio.
Additionally, degenerate clusters consisting of few features are also deleted. Fi-
nally, the set of model features is achieved by computing the centroids of model
clusters mi = 〈Mi〉.

The model features {mi} give insight to inherent group related variability of
anatomical structures, as any particular feature is not necessarily found in all
images. Rather, each subject’s brain is modelled as an independent mosaic of
local features, similar to multi-atlas approaches.

Furthermore, our feature-based modelling can automatically uncover this vari-
ability with a secondary clustering/pruning step on the set of model features.
Features mik

, k = 1, 2, ..., N with similar geometry (as defined in Eq. 1) are
grouped together if they are also similar in appearance (as defined in Eq. 2,
using a global εa), and averaged: mi = 〈{mik

}k〉. This removes multiple model
feature representations of the same or similar image feature, and ideally reduces
the number of model features at any particular location to a few distinct ones.
In the context of sulci, these are representative of group-related variability of
the cortex, corresponding to possible multiple distinct modes of appearance of
particular cortical folds arising across a population.

3 Experimental Results and Discussion

3.1 Identifying Cortical Folds

Our first goal is to explore the cortical variability over a population of healthy
subjects. For this reason, we chose to extract volumetric brain image data from
the ICBM dataset [11]. It is common to first perform a continuous deformation,
such as a spherical [16] or conformal [17] mapping, of the extracted cortical
surface prior to looking at cerebral sulci. Rather than projecting the cortex onto
a sphere, we chose to use a lateral projection. While this mapping is not a
homeomorphism, it preserves the appearance of folding patterns with minimal
perspective distortion within the region of interest.

Using the MRIcro software after applying the brain extraction tool, lateral
renderings of the cortical surface, i.e. intensities in 2D lateral volume renderings
defined by perspective projection, were outputted in image format. 98 unique
subjects are used, mirroring hemispheres to obtain 196 images of resolution
217x181. In lateral views, the voxel resolution is 1mm isotropic, which is more
than sufficient to visualize gyral/sulcal patterns in the laterally oriented surfaces.

Local features (KLT, SIFT, and Harris-affine) are automatically extracted
from these images. KLT features are quite rare, averaging 50 per image, while
SIFT and Harris-affine detectors can extract 400-500 features per image.
Foreshortening along the edges of the brain due to projection results in lower
resolution on the edges of the brain, therefore these features are disregarded.
Additionally, all features are filtered by scale to remove extractions of small
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Fig. 2. Frequency of occurrence plot, illustrating the most frequent model features for
each type

specular reflections and large structures, as the features of interest are at a char-
acteristic scale determined by gyri/sulci dimensions. A feature-based model is
built, as described in Section 2.2, separately for each feature type.

Figure 2 illustrates the frequency of model feature occurrences per type. The
relatively small SIFT model size seems to imply that this generic feature does
not have the matching capabilities of both KLT and Harris-affine features. Note
that the most frequent features of each type correspond to various anatomical
structures with low variability, tuned to the feature saliency criteria. As seen in
Figure 2, the KLT corner detector reliably identifies the strong corner arising
due to the cerebellum (shown in red), while the Harris-affine detector seems to
extracts the slightly more elongated tri-corner of the pars triangularis in Broca’s
area (shown in green). In general, SIFT detects specular reflections off gyri, but
its most frequent feature coincides with a fold near the mid temporal sulcus
(shown in blue).

Figure 3 illustrates examples of model features for each type: occurrence
matches are shown for two different, typical SIFT (S1, S2), four KLT (K1, K2,
K3, K4), and four Harris-affine (H1, H2, H3, H4) model features across nine ar-
bitrary subjects. The KLT tracker and Harris-affine detector are able to identify
plausible cortical structures much better than the generic SIFT. KLT accurately
detects strong corners arising from sulcal junctions, while the complementary
Harris-affine features often coincide with elongated structures such as linear sulci
and gyri edges. Although expert validation is needed to claim that these learned
features correspond to valid semantic structures of the cortex, current results
are encouraging for the context-specific features (KLT, Harris-affine), especially
considering that matches are made despite significant anatomical variability. For
example, H1 is found at varying geometrical positions (see Figure 3), but seems
to consistently correspond to the superior temporal gyrus. Similarly, H4 accu-
rately captures the length of the lateral sulcus and superior temporal sulcus,
despite the variability in appearance, orientation and scale of these structures.

Additionally, the system automatically identifies examples of local regions of
the cortex with at least two distinct modes of appearance, using the secondary
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pruning step described in Section 2.2 based on a KLT model. Figure 4 shows
three examples of such regions, with the corresponding appearance modes shown
as image gradients. The distinct modes could correspond to the presence/absence
of bridges or links between neighbouring gyri in parts of the population. It is
noteworthy that, under inter-subject correspondence assumptions, these folding
patterns would have been merged, and the underlying group-related variability
would be lost in the registration.

3.2 Hemisphere Classification

In order to validate that the features we are examining do actually correspond to
meaningful anatomical patterns, we now look at how they can be used to extract
group-based differences. For the purposes of this paper, we explore the example
toy application of hemisphere classification based on cortical folding patterns.
The goal is not to establish an optimal strategy for hemisphere classification.
Indeed, simpler methods can be successfully employed to address this particular
task. Instead, the aim is to explore how well the particular features chosen can be
used to automatically identify patterns of sulcal folds distinctive to a hemisphere,
possibly indicative of lateralization of the brain.

Hemisphere classification is done for 98 subjects using 20-fold cross validation.
Subject images (two hemispheres per subject) are either both in the training set
or both in the test set, to avoid errors due to possible subject-specific feature
correlation. Otherwise, training and test sets are randomly created. In Table 1,
hemisphere classification error rates are shown for models based on three local
feature types (KLT, SIFT, Harris-affine) using a support vector machine (SVM).
Although our error rates are not comparable to other methods [15] which are
specifically tailored to this problem, these results reveal the potential of clas-
sification based on various image features extracted from lateral renderings in
a completely bottom-up fashion, without prior information about the problem
context. In particular, tailoring features to the context seems to increase the
performance of a classification model.

Table 1. 20-fold Cross Validation Error

- KLT SIFT Harris-affine

SVM Error 0.24 0.45 0.33

While classification results are promising, our main goal is to explore how
class-distinctive model features can be established automatically. Figure 5 shows
the statistically significant class-distinctive model features, along with the corre-
sponding contingency tables and significance values (note p � 0.05). The results
of hemisphere classification indicate that it is likely not particular cortical folds
that are most hemisphere-specific, but rather the overall geometry. The most
distinguishing KLT model features, as shown in Fig 5(a), are corners that occur
on and around the cerebellum, indicating that the size and shape of the temporal
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Fig. 3. Each grouping of nine images corresponds to occurrence matches of a particular
model feature. Two different SIFT S1, S2 (red circles), four KLT K1, K2, K3, K4 (red
squares), and four Harris-affine H1, H2, H3, H4 (yellow ellipses) features are shown.

lobe, which can obstruct this feature, is related to lateralization. This geometric
warp between hemispheres is well studied [18]. However, sulcal folds can also be
hemisphere-specific: the most distinguishing Harris-affine model features seem to
occur on the pars triangularis of the inferior frontal gyrus (see Fig 5(b)), which
is known to be larger on the left hemisphere [19].
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Fig. 4. Automatically found multiple distinct modes of appearances: Three local re-
gions are shown on a brain template, with corresponding appearance modes shown as
image gradients of folds

(a) (b)

mi mi

Right 12 86
Left 37 61

p = 2.7783 × 10−5

(c)

mi mi

Right 65 33
Left 89 9

p = 2.1535 × 10−5

(d)

Fig. 5. Significant class distinctive model features (a) found on the cerebellum (KLT)
and (b) near the pars triangularis of Broca’s area (Harris). Corresponding contingency
tables and p-values are shown in (c), (d).

4 Conclusion

The contribution of this paper is a feature-based model of the cortex which aims
to automatically uncover unlabelled cortical folding patterns from a large set of
subject brain images. By describing brain images as a collection of independent,
co-occurring, distinct, localized image features, the feature-based model is able
to identify instances of the same folding pattern in different subjects while not
forcing correspondences. Consequently, the model can automatically uncover
group-related variability as well as multiple distinct modes of appearance of
particular cortical folds. This will be helpful in complementing the laborious,
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manual studies by neuroanatomists is developing an understanding of the the
cortical variability of healthy brains, whose goal is to develop a general functional
atlas of the brain. Uncovering this variability can be helpful for numerous clinical
applications, by giving insight into which cortical folding patterns are common
or rare across a subset of the population defined by pathology, for example. For
instance, looking at brains of subjects with schizophrenia or autism may reveal
differences in expression of particular folds with respect to the norm. This could
be potentially instrumental in permitting us to learn about diseases where such
variability is difficult to establish. As well, it could then be used as a means of
evaluating similarity of a new subject to these pathological groups.

Various feature types (SIFT, KLT, Harris-affine) were explored in this work,
and resulting models were also applied for hemisphere classification, exposing
the power of different features and classifiers for this task. The class-distinctive
features that were discovered may be indicative of brain lateralization. However,
expert validation on the learned features is a necessary future step to confirm
this. Interesting future work will involve applying this framework to subjects with
schizophrenia or Alzheimer’s, in order to analyze the class-distinctive features for
this group. Future work could also involve the conjunction of features optimized
for the task of cortical modelling and classification.
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Abstract. In order to better understand and describe surgical procedures by 
surgical process models, the field of workflow segmentation has recently 
emerged. It aims to recognize high-level surgical tasks in the Operating Room, 
with the help of sensors or human-based systems. Our approach focused on the 
automatic recognition of surgical phases by microscope images analysis. We 
used a hybrid method that combined Support Vector Machine and discrete Hid-
den Markov Model. We first performed features extraction and selection on 
surgical microscope frames to create an image database. SVMs were trained to 
extract surgical scene information, and then outputs were used as observations 
for training a discrete HMM. Our framework was tested on pituitary surgery, 
where six phases were identified by neurosurgeons. Cross-validation studies 
permitted to find a percentage of detected phases of 93% that will allow the use 
of the system in clinical applications such as post-operative videos indexation. 

Keywords: Surgical phase, digital microscope, neurosurgery, SVM, HMM. 

1   Introduction 

In recent years, due to the progress of medicine and computers, there has been an in-
creased use of technologies and in the Operating Room (OR). To develop computer 
assisted systems that better handle and integrate this new OR [1], a more detailed 
comprehension of the surgical workflow is needed. From this area, the challenge of 
surgical workflow recovery has emerged. Clinical applications are the evaluation of 
surgeons, OR management optimization or the creation of context-sensitive user inter-
faces. As mentioned in [2], the modelling must address behavioural, anatomical, 
pathological aspects and instruments. The concepts of Surgical Process (SP) and SP 
models (SPM) have been introduced for such purposes [2,3]. 

Related data extraction techniques can be classified according to the addressed 
level of granularity where the surgery is studied. These approaches yield to various 
methods used for data acquisition: patient specific procedures description [2,3], inter-
view of surgeons [4], sensor-based methods [5-14], using fixed protocols created by 
expert surgeons [15], or combination between them [16]. Within sensor-based meth-
ods, an approach for finer classification is to differentiate materials used: such as a 
robot-simulator in virtual environments [5], using existing or additional materials. 
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Most of studies used sensors additionally installed. Padoy et al. [6] positioned sen-
sors on instruments, and the workflow was segmented using Dynamic Time Warping 
(DTW) and Hidden Markov Model (HMM). Similarly, mechanisms for dataset pre-
processing using Bayesian network before HMM training were presented in [7]. In 
both works, data acquisition was performed manually. Accelerometers placed on the 
operator were used in [8] to identify alphabets of activity. James et al. [9] installed an 
eye-gaze tracking system on surgeons combined with visual features to detect one 
important phase. Nara et al. [10] introduced an ultrasonic location aware system that 
tracks 3-D positions of the staff for the identification of surgical events. 

From existing sensors within the OR, videos are a rich source of information, as 
demonstrated on laparoscopy [11]. A situation recognition process was created based 
on augmented reality and computer vision techniques. Helpful information such as 3D 
map were also extracted from laparoscopic videos in [12]. Bhatia et al. [13] analyzed 
global view videos for better OR management. Finally, Xiao et al. [14] implemented a 
system that record patient vital signs to situate the intervention process.  

Our project focused on the extraction of information from microscope videos for 
high-level tasks recognition. Compare to other techniques, it permits not only to avoid 
the installation of materials, but also to have a source of information that has not to be 
controlled by human. Even if the approach and the application differ, we followed a 
methodology similar to the one described in [13] along with results of our previous 
work [17], where we presented in detail the image feature extraction process and per-
formed studies on machine learning algorithms. Here the goal was to add a temporal 
reasoning for better detection. That’s why we first took advantage of the ability of 
SVMs as binary classifiers to extract scene information from frames. Then outputs of 
the classification were treated as observations to train a HMM. This combination 
permitted to take into account the sequential nature of high-level tasks for accurate 
recognition. We focused in this paper on the detection of surgical phases and  
validated our methodology with a specific type of neurosurgical interventions: the 
pituitary surgeries. 

2   Materials and Methods 

The process for automatic recognition is introduced here: frames were first extracted 
from microscope videos, and reduced with spatio-temporal downsampling to perform 
feature extraction. Image signatures were composed of 185 features, in which dis-
criminant ones were chosen with a specific feature selection. SVMs were then used to 
classify relevant surgical scene information. These results alone were not enough in-
formative to correctly classify surgical phases, so a HMM has then been trained, tak-
ing as observations the outputs of the SVMs and as hidden states the surgical phases. 
The Viterbi decoder finally permitted to find the optimal path for a given observation 
sequence. We assessed this process with cross-validation studies. 

2.1   Data-Set 

We evaluated our algorithm on pituitary surgeries [18], presented in [17]. Pituitary  
adenomas are tumors that occur in the pituitary gland, where neurosurgeons use a  
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trans-nasal approach with an incision in the back wall of the nose. The anonymous data 
set was composed of 16 pituitary surgeries (mean time: 40min), all performed in  
the neurosurgical department of Rennes University Hospital by three expert surgeons. 
Videos focused on the operative field of view and were recorded using the surgical mi-
croscope OPMI Pentero (Carl Zeiss) (Videos: 768 x 576 pixels at 33 frames per sec-
ond). The labeling of surgical phases was manually performed by surgeons (Fig. 1.).  

 

 

Fig. 1. Example of typical digital microscope images for the six phases: 1) nasal incision, 2) 
nose retractors installation, 3) access to the tumor along with tumor removal, 4) column of nose 
replacement, 5) suturing, 6) nose compress installation  

Original frames were first spatially downsampled by a factor of 8 with a 5-by-5 
Gaussian kernel (internal studies have shown that it had no impact on accuracy) and 
then downsampled to 1 frame every 2s (0.5Hz). We performed a statistical intensity 
normalization of images, where data closely followed a normal distribution. 

2.2   Feature Extraction and Selection 

From these videos, we randomly extracted 500 frames which were supposed to cor-
rectly represent the six phases of a common pituitary surgery. We defined for each 
frame a feature vector, representing a signature. Signatures are composed of three 
main information that usually describe an image: the color, the texture and the form.  

The color has been extracted with two complementary spaces [19]: RGB space (3 x 
16 bins) along with Hue (32 bins) and Saturation (32 bins) from HSV space. The tex-
ture has been extracted with the co-occurrence matrix along with Haralick descriptors 
[20]. The form was represented with spatial moments [21], and we also computed the 
Discrete Cosine Transform (DCT) [22] coefficients. Each signature was finally com-
posed of 185 complementary features. 

The main goal of feature selection is to remove redundancy information and to 
keep essential ones. Feature selection methods can be divided into two groups [23]: 
the filter and the wrapper approach. We fused them using the method described by 
Mak and Kung [24], where they argued that both methods are complementary to each 
other. Algorithms were first independently applied to find two feature subsets. They 
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were then merged by selecting one feature at a time from the two subsets, starting 
from the highest rank. The Recursive Feature Elimination (RFE) SVM [25] was cho-
sen for wrapper method. The principle is to generate the ranking using backward fea-
ture elimination. The mutual information (MI) [26] was chosen for the filter method, 
where a feature is more important if the MI between the target and the feature distri-
butions is larger. In order to a have a good compromise between computation time 
and accuracy, we kept the 40 first features. 

2.3   Supervised Classification 

Based on our last work [17], multiclass SVMs [27] have been found to be effective 
for microscope images classification. We decided to use binary SVMs for scene in-
formation extraction. SVMs are supervised learning algorithms used for classification 
and regression. Mathematically, given training data ( ){ }nxx ...1 where dx ℜ∈ and their 

labels ( ){ }nyy ...1 where ( ){ }11,−∈y . The goal is to find the optimal hyper-

plane 0. =b+xw  that separates the data into two categories. The idea is to maximize 
the margin between the positive and negative examples. The parameter pair ( )bw; is 

finally the solution to the optimization problem: 

| | w)(w=w=φ(w) .
2

1

2

1 2                          (1) 

following constraints:  

ib)+w(xy ii ∀≥− 0,1.                      (2) 

Four discriminant scene information were defined: global-zoom views, presence-
absence of nose retractors, of the column of nose and of compress. Combinations of 
these 4 binary outputs resulted in 16 possible observations for the HMM.  

2.4   HMM 

HMMs [28] are statistical models used for modeling of non-stationary vector times-
series. An HMM is formally defined by a five-tuple ( )BA,Π,O,S, , where 

( ){ }Nss=S ...1  is a finite set of N states, ( ){ }Moo=O ...1
 is a set of M symbols in a 

vocabulary, ( ){ }iπ=Π  are the initial state probabilities, ( ){ }ija=A  the state transition 

probabilities and ( ){ }k)(ob=B i
the output probabilities. Here, outputs of SVMs were 

treated as observations for the HMM. States were represented by the surgical phases 
that generated a left-right HMM (Fig. 2.). The transition probabilities were low  
because of the sampling rate of frames (0.5Hz). We set two probabilities for the tran-
sition from one state to its consecutive state: 005.0=α  for state n°3, 01.0=β for the 

others. The probability of remaining in the same state is then: α−1 or β−1 . The out-

puts probabilities were obtained from SVMs results. They were computed as the 
probability of having an observation in a specific state. Videos were applied to  
SVMs and observation probabilities were manually computed. All these probability 
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computations were part of the training process of our framework, and were therefore 
obtained only from the training sample of the cross-validation. Furthermore, the 
Baum-Welch algorithm has not been used for the training because of the limited size 
of the training sample.  

Lastly, given observations and the HMM structure, the Viterbi algorithm [29] find 
the most likely sequence of states. 

 

1 2 3 4 5 6
 

Fig. 2. Left-right HMM, where each state corresponds to one surgical phase 

2.5   Cross-Validation 

SVM classifiers and HMM were both evaluated with a random 10-fold cross-
validation study. The image database and videos were divided into 10 random sub-
sets. Nine were used for training while the prediction was made on the 10th subset. 
This procedure was repeated 10 times and results were averaged. We computed the 
correct classification rate for SVMs evaluation and the percentage of phases misclas-
sified, namely the Frequency Error Rate (FER), for HMM assessment. In addition, the 
confusion matrix was extracted, showing exactly where states were misclassified. 

3   Results 

Statistical results of the cross-validation study for the SVMs (Tab. 1.) showed that 
very good detections (~88%) along with low standard deviations (max=2.5%) were 
obtained, getting a maximum accuracy of 94.6% for the column of nose detection.  

Table 1. Mean accuracy and standard deviation (Std) of the 4 scene information recognition 

 Global-zoom 
view 

Presence-absence  
of nose retractors 

Presence-absence  
of column of nose 

Presence-absence  
of compress 

Accuracy (%) 87.6 88.0 94.6 87.4 
Std (%) 2.4 2.2 1.6 2.5 

 
The HMM study showed a mean FER of 7.1 +/- 5.3%, with a min of 2.5% and a 

max of 15.2%. This error rate is low, but values are very scattered (resulting in a high 
standard deviation). A recognized sequence compare to the true one is shown on Fig. 
3. On this particular example, each state is correctly classified with a maximum delay 
of 40s. 

From Tab. 2., we see that state n°3 contains the bigger number of frames, and all 
confusions are always between neighbouring states. The most significant error is for 
state n°5, where the detection is around 75%. The highest accuracy (excluding the 
first and the last state) is for state n°4, where the detection reaches 95%. 
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Fig. 3. Phases recognition of one video made by the HMM compared to the ground truth 

Table 2. Confusion matrix for the surgical phases detection with the Viterbi decoder. Rows 
indicate the recognized surgical steps and columns the ground truth.  

1 2 3 4 5 6 
1 5.68 0.97 0 0 0 0
2 0 4.68 4.09 0 0 0 
3 0 0 72.99 0.12 0 0 
4 0 0 0.45 3.12 0.07 0 
5 0 0 0 0.04 3.31 0 
6 0 0 0 0 0.99 3.49 

4   Discussion 

In this paper, we proposed a framework that automatically recognizes surgical phases 
from microscope videos. The combination of SVMs and HMM showed a total accu-
racy of 93% of detected phases. 

4.1   Microscope Video Data 

As mentioned in [13], the information extracted from the OR must be discriminant, 
invariant to task distortion, compact in size and easy to monitor. Microscope video 
data meet all of these constraints. Image features are first very discriminant for scene 
information extraction, as the SVMs validation indicated. Secondly, within a same 
surgical environment, procedures are reproducible and image features are thus invari-
ant to task distortion. This constraint addresses the issue of the adaptability of the  
system. Due to the different equipments in each department, the system could be  
not flexible. The solution would be to train dedicated image databases for each  
department which would be adapted to the corresponding surgical environment and 
microscope scene layout. The idea would also be to have several models for each type 
of procedure, adapting the scene information to be extracted and optimising the 
HMM. The third crucial parameter is the sample size which must be compact. Image 
signatures are composed of 40 features and are thus reduced. Finally, the real added 
value is the use of microscope videos. This device is not only already installed in the 
OR, but it has also not to be monitored by the staff. 
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4.2   Accuracy of the Detection 

We decided to use frames in a static way (without motion), and deliberately remained 
at a high level of granularity with the detection of phases. The recognition of lower 
level information, such as gestures, is difficult with microscope videos only. Spatio-
temporal features will have to be inserted for the segmentation of such information. 

The possible phases “access to the tumor” and “tumor removal” were fused be-
cause the transition between both was not clear due to similar tools and zooms. The 
confusion matrix showed that there was no main confusion and that the HMM was 
helpful for separating phases with same image features (like phase n°1 and n°5). 

The high recognition rates of binary SVMs, associated with their small standard 
deviations, indicates that they are very robust for images classification. Then graphi-
cal probabilistic models allow an efficient representation of the problem by modelling 
time varying data. This association permitted to obtain good detection accuracy.  

4.3   Clinical Applications 

Workflow recovery might be helpful for various applications. Purposes are generally 
to bring a plus-value to the surgery or to the OR management. This work could be 
integrated in an architecture that would extract microscope frames and transform it 
into information helping the decision making process. For now, even with a low  
computation time (feature extraction/selection + classification < 0.5s), accuracy  
must definitively be higher than our results before establishing on-line surgical phase 
detection. 

However, the system could be introduced for video indexation. Surgical videos are 
very useful for learning and teaching purposes, but surgeons often don't use them be-
cause of the huge amount of surgical videos. The data-base would contain relevant 
surgical phases of each procedure for easy browsing. Moreover, we could imagine the 
creation of pre-filled reports that will have to be completed by surgeons. For such 
applications, even with few errors, the automatic indexation would be helpful, as there 
is no need of perfect detection and it has no impact on the surgery. 

5   Conclusion 

Using the proposed framework, we are now able to recognize the major surgical 
phases of every new procedure, by computing frames signatures, classifying scene 
information, and decoding SVMs outputs with the Viterbi algorithm. Thanks to this 
combination, we obtained high detection accuracy. We have validated this framework 
with pituitary surgeries. Six phases were defined by an expert, and we found a global 
accuracy of 93% of detected phases. This recognition process is a first step toward the 
construction of context-aware surgical systems. Currently, it could be used for post-
operative video indexation or reports generation. In future works, spatial image fea-
tures will have to be mixed with other information (such as spatio-temporal features) 
to generate a more robust system. 
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Abstract. Four dimensional CT (4D CT) provides a way to reduce po-
sitional uncertainties caused by respiratory motion. Due to the inconsis-
tencies of patient’s breathing, images from different respiratory periods
may be misaligned, thus the acquired 3D data may not accurately rep-
resent the anatomy. In this paper, we propose a method based on graph
algorithms to reduce the magnitude of artifacts present in helical 4D
CT images. The method strives to reduce the magnitude of artifacts
directly from the reconstructed images. The experiments on simulated
data showed that the proposed method reduced the landmarks distance
errors from 2.7 mm to 1.5 mm, outperforming the registration methods
by about 42%. For clinical 4D CT image data, the image quality was
evaluated by the three medical experts and both of who identified much
fewer artifacts from the resulting images by our method than from those
by the commercial 4D CT software.

1 Introduction

Four-dimensional (3D + time) multi-detector computed tomography (CT) imag-
ing technology provides human body images at different respiratory phases while
applied to the breathing lung [1,2]. This imaging approach, enabling the direct
incorporation of organ motion into treatment planning, is extremely valuable for
thoracic radiotherapy. Due to current spatio-temporal limitation of CT scanners,
the entire body can not be imaged in a single respiratory period. One widely
used method in clinic to acquire a 4D CT image of a patient is to use the CT
scanner in helical mode, that is, image data for adjacent couch positions are
continuously acquired in sequence. To obtain time-resolved image data during
the periodic motion, multiple image slices must be reconstructed at each couch
position for a time interval equal to the duration of a full respiratory period [2],
which can be achieved in helical mode with very low pitch (i.e., the couch moves
at a speed low enough so that a sufficient number of slices can be acquired for a
full respiratory period). Because of the use of the multi-detector scanner, the 2D
image slices acquired at each couch position form an image stack, which is asso-
ciated with a measured respiratory phase and covers only part of the patient’s

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 63–73, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. An illustration of 4D CT imaging. 4D CT image data consists of a series of
multiple 3D CT volume datasets acquired at different respiratory phases. Each phase-
specific 3D CT dataset is made of several groups of 2D images (stacks), where each
stack is reconstructed from each period of respiration during acquisition.

body. In the post-processing stage, the stacks from all the respiratory periods
associated with a same specific measured respiratory phase are stacked together
to form a 3D CT image of the patient for that phase. A 4D CT image is then
reconstructed by temporally viewing the 3D phase-specific datasets in sequence
(Fig. 1). It is also possible to acquire a 4D CT image using a multi-detector CT
scanner in cine mode [1] (the couch stops during data acquisition).

However, due to the variability of respiratory motion, image stacks from dif-
ferent respiratory periods could be misaligned, causing the resulting 4D CT data
does not accurately represent the anatomy in motion [3]. The artifacts can be
categorized into two major types: anatomy overlap and anatomy gap [4]. As
shown in Fig. 2(a), if the anatomies represented by two image stacks at the
same measured respiratory phase from two consecutive periods partially overlap
each other, the artifact of anatomy overlap appears while simply stacking them
together during the 4D CT reconstruction. On the contrary, if the anatomies
between those represented by the two stacks are missing, the stacking operation
causes the artifact of anatomy gap (Fig. 2(b)).

All current 4D CT acquisition and reconstruction methods frequently lead to
spatial artifacts; a recent study shows these artifacts occur with an alarmingly
high frequency and spatial magnitude [3]. Therefore, significant improvement for
reducing the artifacts is needed in 4D CT imaging. One way to solve the prob-
lem is to use deformable registration. However, general deformable registration
methods are not structure-aware, causing structure inconsistency and further
producing visual artifacts. The optimal seam detection methods was reported
in Refs.[5,6] fail when the initial structures are not well aligned. In Refs.[7,8],
the authors proposed methods to obtain 4D CT images with reduced artifacts
for cine mode. In the cine mode acquisition, the raw projection data is acquired
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(a) Anatomy overlap. (b) Anatomy gap.

Fig. 2. Two types of artifacts due to irregular respiration

over multiple periods of respiration for a given couch position, while in the he-
lical mode the couch position for each period of respiration is unique. Thus,
the method specific to the cine mode may not work for the helical mode data
acquisition.

In this paper, we focus on the basic step in 4D CT image reconstruction, that
is, how to stitch two image stacks Si and Sj that partially overlap in anatomy,
to obtain a spatio-temporally coherent data set, further reducing the artifacts.
To our best knowledge, no method has definitively solved the anatomy gapping
problem. By acquiring the raw projection data using a continuous x-ray source
and couch motion, all the patient’s anatomy is imaged and presented in at least
one phase. Even when an anatomy gap occurs due to the irregular respiration for
moving and/or deforming tissues, rigid and stationary anatomy presents within
the image. Our method exploits the fact that anatomy gap is essentially avoid-
able. Several ways can help to achieve that: (1) we control either the pitch (couch
translation speed and/or x-ray tube rotation speed) or the patient’s respiratory
rate (increasing breaths per minute by training) to guarantee the overlaps be-
tween stacks from adjacent couch positions to minimize anatomy gap; and (2) we
utilize a bridge stack Sb acquired from another respiratory phase which overlaps
with both image stacks. Then we perform the following stitching operations: first
stitch Si and Sb to obtain an intermediate stack Sib, which is overlap with Sj ;
and then stitch Sib with Sj resulting an artifact-reduced stack Sibj . Thus, the
fundamental problem is to stitch two partially overlapping stacks. However, in
this case we need to be aware of the deformation errors induced by using the
bridge stack from a different phase.

We propose a novel method based on graph algorithms for solving the stitching
problem, in which the misalignment of the anatomy structures is substantially
reduced. In order to achieve our goal, we first compute an interface seam for
the stitching in the overlapping region of the first image stack, which passes
through the “smoothest” region to reduce the structure complexity along the
stitching interface. Then, the corresponding interface seam in the second image
stack is computed using our proposed seam flow method, which essentially solves
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a multiple-label problem in Markov Random Fields. The two image stacks are
stitched along the interface seams based on the computed flow vector field.

2 Methods

Given two image stacks, I and I ′, with a partial overlap in anatomy, we want
to stitch them together to form a spatially coherent image, i.e., to minimize the
artifacts in the resulting image as much as possible. Assume that Ω ⊂ I overlaps
with Ω′ ⊂ I ′. We call I (resp., I ′) the fixed (resp., moving) image. Our method
consists of the following five steps (Fig. 3): (1) Initial registration to roughly
align I and I ′; (2) Computing an interface seam in the fixed image to reduce
the alignment ambiguity; (3) Finding the interface seam in the moving image by
the seam flow method; (4) Propagation the flow to the rest of the moving image;
(5) Warping the images and getting an artifact-reduced image. In this paper, we
focus on the main steps (2), (3) and (4).

2.1 Computing the Optimal Interface Seam in Ω

To reduce the alignment ambiguity, the interface seam for stitching is required
to pass through the “smoothest” region in Ω with less structure complexity. We
model this problem as an optimal seam detection problem by the graph searching
method [9], which has been widely used in different applications [10,11,12].

The Interface Seam. Recall that Ω(x,y, z) denotes the overlapping region
of the fixed image I. We can assume that the size of Ω is X × Y × Z, and
the two image stacks, I and I ′, are stitched along the z-dimension. Thus, the
interface seam S in Ω is orthogonal to the z-dimension and can be viewed as
a function S(x, y) mapping (x, y) pairs to their z-values. To ease the stitching,
we certainly hope the interface seam itself is smooth enough. We thus specify
the maximum allowed changes in the z-dimension of a feasible seam along each
unit distance change in the x- and y-dimensions. More precisely, if Ω(x, y, z′)
and Ω(x, y + 1, z′′) (resp., Ω(x, y, z′) and Ω(x + 1, y, z′′)) are two neighboring

Fig. 3. Illustrating steps of the proposed method
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voxels on a feasible seam and δy and δx are two given smoothness parameters,
then |z′ − z′′| ≤ δy (resp., |z′ − z′′| ≤ δx).

The Energy Function enforces the interface seam passing through the re-
gion of Ω with less structure complexity. Two factors should be considered: (1)
The gradient smoothness in Ω which prevents the seam from breaking anatomy
edges; and (2) the similarity between the neighboring voxels in the overlapping
region of the fixed image (Ω) and that of the moving image (Ω′). Let Cs(p)
denote the gradient smoothness cost of the voxel at p(x, y, z) and Cd(p) be the
dissimilarity penalty cost of voxel p under the neighborhood setting N . Denote
S a feasible interface seam. The energy function that needs to be minimized is
defined by the following equation:

F(S) = α
∑
p∈S

Cs(p) + (1 − α)
∑
p∈S

Cd(p), (1)

where α is used to balance Cs(p) and Cd(p) and

Cs(p) =

√∥∥∥∥∂Ω(x, y, z)
∂x

∥∥∥∥
2

+
∥∥∥∥∂Ω(x, y, z)

∂y

∥∥∥∥
2

+
∥∥∥∥∂Ω(x, y, z)

∂z

∥∥∥∥
2

, (2)

and

Cd(p) = (Ω(p) − Ω′(p))2 +
∑

(p,q)∈N
(Ω(q) − Ω′(q))2. (3)

Optimization. The problem of finding in Ω an optimal interface seam S while
minimizing the objective function F(S) is in fact an optimal single surface de-
tection problem, which can be solved by computing a minimum-cost closed set
in the constructed graph from Ω [9].

2.2 Seam Flow via Graph Cuts

The optimal interface seam in the moving image (actually, in the overlapping
region Ω′ of the moving image) is computed by the seam flow, which is achieved
by solving a multiple-label problem in Markov Random Fields (MRFs).

Seam Flow as Graph Labeling. Intuitively, seam flow means to “move” the
interface seam in the fixed image to the moving image to find the corresponding
one, which is the “best” match with the one in the fixed image. We model it as a
multiple labeling problem. A label assignment lp to a voxel p(x, y, z) on the seam
S is associated with a displacement vector fp = (fx, fy, fz), called the seam flow
of S. That is, we map p(x, y, z) ∈ Ω in the fixed image to p′(x+fx, f+fy, z+fz) ∈
Ω′ in the moving image. Thus, the problem is modeled as a multiple labeling
problem, where each node corresponds to one voxel on the seam and the label
for each node at position p is denoted by lp. The energy E(L) of a labeling L is
the log-likelihood of posterior distribution of an MRF [13]. E(L) is composed of
a data term Ed and a spatial smoothness term Es,
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E(L) =
∑
p∈S

Ed(lp) + β
∑

p∈S,q∈S,(p,q)∈N
Es(lp, lq), (4)

where N denotes the neighboring system and β is the parameter to balance the
two terms. Suppose label lp is defined by the displacement fp. The data term for
each node on the interface seam S is defined, as follows.

Ed(lp) =
1

(2w + 1)3

w∑
i=−w

w∑
j=−w

w∑
k=−w

(I(x + i, y + j, z + k)

−I ′(x + i + fx, y + j + fy, z + k + fz))2, (5)

where w is the window size. Ed(lp) is in fact the block matching score between
p ∈ Ω and its corresponding voxel in Ω′. Assume that nodes p(x, y, z) and
q(x′, y′, z′) are adjacent on seam S under the neighborhood setting N . The
spatial smoothness of their labels is defined as,

Es(lp, lq) =
√

(fx − fx′)2 + (fy − fy′)2 + (fz − fz′)2. (6)

The spatial smoothness term helps preserve the structure of the seam S.

Approximation by Graph Cuts. The function defined in Eq. (4) leads to
an energy minimization problem in MRF, which is computationally intractable
(NP-hard). However, it has been shown in [14] that an approximate solution can
be found that typically produces good results using the multiple label graph cuts
method[13]. A hierarchical approach with three levels pyramid is used to reduce
the computation complexity.

2.3 Flow Propagation by Solving Laplace Equation

Once an optimal seam flow f is computed on S, the flow needs to propagate to
the rest of the moving image. To smoothly propagate the flow f to the whole
moving image I ′, we minimize the following Laplace equation with Dirichlet
boundary condition [6,15] to obtain the propagation flow f∗.

arg min
f∗

∫ ∫ ∫
I′
|∇f∗|2 s.t.f |S = f∗|S , (7)

where ∇ is a gradient operator. The problem can be discretized and solved by
the conjugate gradients method.

Using the propagation flow f∗ in I ′, we perform a warping with a bilinear
interpolation in I ′, resulting an artifact-reduced image [6,15].

3 Experimentation and Results

3.1 Experimental Method and Material

Parameters Setting. δx and δy are the smoothness parameters. In our experi-
ments we used δx = δy=4. In Eq.(1), α is set to 0.5. The parameter β is Eq.(4) is
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set to 0.1. To reduce the computation complexity in Eq.(4), we use a hierarchical
approach with three levels pyramid. The displacements resolution of each voxel
on S are (−4,−2, 0, 2, 4) mm, (−2,−1, 0, 1, 2) mm and (−1,−0.5, 0, 0.5, 1) mm
along each dimension from 3th pyramid level to 1th pyramid level. The number
of labels at each level is 53 = 125 for 3D image. It takes between 30 to 100
seconds for most of the examples.

Evaluation Strategy. In order to assess the performance of the method, both
simulated data and clinical 4D CT patients’ data were used. To generate syn-
thesized test datasets, clinical CT images with no artifacts were each divided
into two sub-images partially overlapping each other. Then, known motion de-
formation vectors were applied to one sub-image to produce the corresponding
moving image. Some 3D feature points were identified as the landmarks. The
landmarks distance errors (LDE) between the resulting artifact-reduced images
and the original images were computed as the metric. Our experiments studied
the following aspects of the method: (1)the average and standard deviation of
LDE; (2) the sensitivity to the initial registration methods; and (3) the sensi-
tivity of the flow propagation. Besides the simulation evaluation, the results on
clinical 4D CT images with artifacts were compared to those obtained by the
commercial software.

Data Collection. For the synthesized datasets, five lung 3D CT images with-
out artifacts were used. Each CT image consists of 40 slices with a resolution of
0.98mm×0.98mm×2mm. While dividing the 3D CT image into two sub-images,
we set the overlapping between the two sub-images to be 10 slices, which indi-
cates that there were 20 mm displacements along z-dimension between the fixed
and the moving images. The number of landmarks identified for the measure of
LDE was seven in each 3D CT image.

For the clinical test datasets, we use the images acquired by a 40-slice multi-
detector CT scanner (Siemens Biograph) operating in helical mode. The ampli-
tude of the respiratory motion was monitored using a strain belt with a pressure
sensor (Anzai, Tokyo, Japan). The respiratory phase at each time point was
computed by the scanner console software via renormalization of each respira-
tory period by the period-specific maxima and minima. The Siemens Biograph
40 software was used to sort raw 4D CT images retrospectively into respiratory
phase-based bins of phase-specific 3D CT images.

3.2 Results and Discussion

The results are summarized in Table 1 showing the average (avg) and standard
deviation (std) of LDE’s. We show the LDE’s for each of the five synthesized
datasets (1) while no registration operation was applied, i.e., simply stacking
the two sub-images; (2) after applying the initial registration; and (3) after
applying the proposed method. In our method, the combined affine and B-Spline
registration were used as the initial registration method. We used the elastix
tools [16] in our experiments. From Table 1, we can see that the LDE’s were
significantly reduced after initial registration. While after applying our method,
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Table 1. Landmarks distances errors (LDE) (avg±std mm)

Method Data 1 Data 2 Data 3 Data 4 Data 5 Avg
Before registration 24.8±2.6 26.4±2.8 25.1±2.3 27.8±3.8 26.1±1.2 26.1±2.4

After initial registration
(Affine + B-Spline) 1.9±1.0 2.7±1.5 2.6±1.7 3.4±1.8 2.8±0.8 2.7±1.9

After the proposed method 1.0±0.2 1.3±0.9 1.5±1.4 1.4±1.1 2.6±1.2 1.5±0.9
Initial Registration Method

Affine 1.6±0.7 2.3±1.7 2.1±1.4 2.4±1.5 2.8±1.5 2.2±1.4
B-Spline 1.0±0.2 1.9±1.4 1.7±1.5 1.5±0.9 2.7±1.4 1.8±1.0

Fig. 4. LDE with respect to the z coordinate

the LDE’s were further decreased by 42% from 2.7 mm to 1.5 mm on average.
The standard deviation was also further decreased from 1.9 mm to 0.9 mm. To
evaluate the sensitivity to the initial registration methods, we used the affine and
the B-Spline as the initial registration in our method separately. The LDE’s are
shown in the last two rows of Table 1. The B-Spline initial registration achieved
better results that the affine registration. The combined affine and B-Spline
registration gave the best results. Overall, the differences were not significant.
Thus, we conclude that our method is not sensitive to the initial registration with
an error up to 4 mm because the search space in graph cuts of our algorithm is
limited to 4 mm, which is shown in parameters setting section.

The flow estimation in the non-overlap region of the moving image is chal-
lenging due to the non-rigid deformation. Since the seam flow is propagated
by solving a Laplace Equation, the LDE should increase as the distance of the
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Fig. 5. The comparison of the proposed method with the commercial 4D CT software

Fig. 6. More example comparison results with the commercial 4D CT software
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landmark from the interface seam increases. To analyze the propagation behav-
iors of the seam flow in the moving image, we plotted the LDE’s of all the land-
marks based on their z-coordinates (note that a large z-coordinate indicates that
the landmark is far away from the interface seam for stitching). Figure 4 shows
that the LDE’s were less than 2 mm when the z- coordinates of the landmarks
were smaller than 40 mm (i.e., 20 slices in our data). The largest LDE observed in
our experiment was about 4.4 mm. For the clinical 4D CT images, no method can
guarantee the computed deformation field is correct in the non-overlap region of
the moving image, especially, when the non-overlap region is large. Fortunately,
one image stack commonly contains about 20 slices in our clinical helical 4D
CT images. Thus, our results indicate that the method is stable in the clinical
setting.

For the 4D CT images acquired in the helical mode, to the best of our knowl-
edge, there are no known algorithms designated to reduce the reconstruction
artifacts. Thus, comparing with the commercial 4D CT software (Inspace soft-
ware) is our best choice. In the two input image stacks, the one in a better breath
period was chosen as the fixed image and the other as the moving image. The
quality of the resulting image was evaluated by the three medical experts. All
observers identified much fewer artifacts in the images produced by the proposed
method than those output by the Inspace. Example results are shown in Figure 5
and Figure 6.

4 Conclusion

An effective and simple method for reducing the magnitude of artifacts in helical
4D CT images was presented. The concept of seam flow was introduced to solve
the misalignment problem. The presented method was evaluated on simulated
data with promising performance. The results on clinical 4D CT images were
compared to the commercial software and all medical experts identified fewer
artifacts in the resulting images obtained by the proposed method than those
by the commercial software. In conclusion, the reported approach is promising
to improve the quality of 4D CT image and to reduce the artifacts directly from
the reconstructed images.
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Abstract. Classification-based approaches for segmenting medical im-
ages commonly suffer from missing ground truth: often one has to resort
to manual labelings by human experts, which may show considerable
intra-rater and inter-rater variability. We experimentally evaluate sev-
eral latent class and latent score models for tumor classification based on
manual segmentations of different quality, using approximate variational
techniques for inference. For the first time, we also study models that
make use of image feature information on this specific task. Additionally,
we analyze the outcome of hybrid techniques formed by combining as-
pects of different models. Benchmarking results on simulated MR images
of brain tumors are presented: while simple baseline techniques already
gave very competitive performance, significant improvements could be
made by explicitly accounting for rater quality. Furthermore, we point
out the transfer of these models to the task of fusing manual tumor
segmentations derived from different imaging modalities on real-world
data.

1 Introduction and Related Work

The use of machine learning methods for computer-assisted radiological diag-
nostics faces a common problem: In most situations, it is impossible to obtain
reliable ground-truth information for e.g. the location of a tumor in the images.
Instead one has to resort to manual segmentations by human labelers, which are
necessarily imperfect due to two reasons. Firstly, humans make labeling mistakes
due to insufficient knowledge or lack of time. Secondly, the medical images upon
which they base their judgment may not have sufficient contrast to discriminate
between tumor and non-tumor tissue. In general, this causes both a systematic
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bias (tumor outlines are consistently too large or small) and a stochastic fluctu-
ation of the manual segmentations, both of which depend on the specific labeler
and the specific imaging modality.

One can alleviate this problem by explicitly modelling the decision process of
the human raters: in medical image analysis, this line of research started with
the STAPLE algorithm (Warfield et al., 2004) and its extensions (Warfield et al.,
2008), while in the field of general computer vision, it can already be traced back
to the work of Smyth et al. (1995). Similar models were developed in other ap-
plication areas of machine learning [Raykar et al. (2010), Whitehill et al. (2009),
Rogers et al. (2010)]: some of them make also use of image information and
produce a classifier, which may be applied to images for which no annotations
are available. The effect of the different imaging modalities on the segmentation
has not yet found as much attention.

In this paper, we systematically evaluated these competing methods as well
as novel hybrid models for the task of computer-assisted tumor segmentation
in radiological images: we used the same machinery on annotations provided
by multiple human labelers with different quality and on annotations based
on multiple imaging modalities. While traditionally these methods have been
tackled by expectation maximization (EM; Dempster et al., 1977), we formulate
the underlying inference problems as probabilistic graphical models (Koller and
Friedman, 2009) and thereby render them amenable to generic inference methods
(see Fig. 1). This facilitates the inference process and makes it easier to study
the effect of modifications on the final inference results.

2 Theory and Modelling

Previous models. In the following we detail on earlier and novel probabilistic
models studied in the present work. In the STAPLE model proposed by Warfield
(2004, Fig. 1(a)) the discrete observations snr ∈ {0, 1} are noisy views on the
true scores tn ∈ {0, 1}, with n ∈ {1, . . . , N} indexing the image pixels and r ∈
{1, . . . , R} indexing the raters. The r-th rater is characterized by the sensitivity
γr and the specificity 1−δr, and the observation model is snr ∼ tnBer(γr)+(1−
tn)Ber(δr), with “Ber” denoting a Bernoulli distribution. A Bernoulli prior is
given for the true class: tn ∼ Ber(p). While the original formulation fixes p = 0.5
and uses uniform priors for γr and δr, we modify the priors to fulfil the conjugacy
requirements for the chosen variational inference techniques: hence we impose
beta priors on γr ∼ Beta(ase, bse), δr ∼ Beta(bsp, asp) and p ∼ Beta(ap, bp).
The latter distribution is introduced in order to learn the share of tumor tissue
among all voxels from the data.

The model by Raykar et al. (2010, Fig. 1(c)) is the same as (Warfield et al.,
2004) except for the prior on tn: the authors now assume that a feature vector
φn is observed at the n-th pixel and that tn ∼ Ber

(
{1+exp(−w�φn)}−1

)
follows

a logistic regression model. A Gaussian prior is imposed on w ∼ N (0, λ−1
w I). In

contrast to (Warfield et al., 2004), they obtain a classifier that can be used to
predict the tumor probability on unseen test images, for which one has access
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(a) Warfield et al. (2004) (b) Warfield et al. (2008)

(c) Raykar et al. (2010) (d) Whitehill et al. (2009)

(e) Hybrid model 2 (f) Hybrid model 4

Fig. 1. Graphical model representations. Red boxes correspond to factors, circles cor-
respond to observed (gray) and unobserved (white) variables. Solid black rectangles
are plates indicating an indexed array of variables (Buntine, 1994). The dashed rect-
angles are “gates” denoting a mixture model with a hidden selector variable (Minka
and Winn, 2009).

to the features φn but not to the annotations snr. One may hypothesize that
the additional information of the features φn can help to resolve conflicts: in a
two-rater scenario, one can decide that the rater has less noise who labels pixels
with similar φn more consistently. In our graphical model formulation, we add
a gamma prior for the weight precision λw ∼ Gam(aw, bw).
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Whitehill et al. (2009, Fig. 1(d)) propose a model in which the misclassifi-
cation probability depends on both the pixel and the rater: snr ∼ Ber

(
{1 +

exp(−tnαrεn)}−1
)

with the rater accuracy αr ∼ N (μα, λ−1
α ) and the pixel diffi-

culty εn with log(εn) ∼ N (με, λ
−1
ε ) (this parameterization is chosen to constrain

εn to be positive).
In the continuous variant of STAPLE by Warfield et al. (2008, Fig. 1(b)),

the observations ynr are continuous views on a continuous latent score τn. The
r-th rater can be characterized by a bias βr and a noise precision λr: ynr ∼
N (τn + βr, λ

−1
r ), with a Gaussian prior on the true scores: τn ∼ N (0, λ−1

τ ).
In contrast to the original formulation, we add Gaussian priors on the biases,
i.e. βr ∼ N (0, λ−1

β ). For the precisions of the Gaussians, we use gamma priors:
λτ ∼ Gam(aτ , bτ ), λβ ∼ Gam(aβ , bβ) and λr ∼ Gam(aλ, bλ). Note that when
thresholding the continuous scores, the tumor boundary may shift because of the
noise, but misclassifications far away from the boundary are unlikely: this is an
alternative to (Whitehill et al., 2009) for achieving a non-uniform noise model.

Novel hybrid models. We also study four novel hybrid models, which incorpo-
rate all aspects of the previous proposals simultaneously: while they provide a
classifier as in (Raykar et al., 2010), they do not assume misclassifications to
occur everywhere equally likely. In the simplest variant (hybrid model 1), we
modify the model from (Warfield et al., 2008) by a linear regression model for
τn ∼ N (w�φn, λ−1

τ ) with w ∼ N (0, λ−1
w ). Note that this model predicts a (noisy)

linear relationship between the distance transform values ynr and the features φn,
while experimentally the local image appearance saturates in the interior of the
tumor or the healthy tissue. To alleviate this concern (hybrid model 2, Fig. 1(e)),
one can interpret ynr as an unobserved malignancy score, which influences the
(observed) binary segmentations snr via snr ∼ Ber

(
{1 + exp(−ynr)}−1

)
. This

is a simplified version of the procedure presented in (Rogers et al., 2010), with
a linear regression model for the latent score instead of a Gaussian process re-
gression. Alternatively one can model the raters as using a biased weight vector
rather than having a biased view on an ideal score, i.e. yrn ∼ N (v�r φn, λ−1

r ) with
vr ∼ N (w, λ−1

β I). Again the score ynr may be observed directly as a distance
transform (hybrid model 3) or indirectly via snr (hybrid model 4, Fig. 1(f)).

Inference. For the graphical models considered here, exact inference by the junc-
tion tree algorithm is infeasible owing to the high number of variables and the
high number of V structures, which lead to a nearly complete graph after mor-
alization (Koller and Friedman, 2009). However, one can perform approximate
inference using e.g. variational message passing (Winn and Bishop, 2005): the
true posterior for the latent variables is approximated by the closest factorizing
distribution (as measured by the Kullback-Leibler distance), for which inference
is tractable. As a prerequisite, all priors must be conjugate; this holds for all
models discussed above except (Whitehill et al., 2009). Here we cannot apply
the generic variational message passing scheme to this model, and show the
results from the EM inference algorithm provided by the authors instead.

We employed the INFER.NET 2.3 Beta implementation for variational mes-
sage passing (Minka et al., 2009) to perform inference on the algorithms by
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Warfield et al. (2004), Warfield et al. (2008), Raykar et al. (2010) and the four
hybrid models. The default value of 50 iteration steps was found to be sufficient
for convergence, since doubling the number of steps led to virtually indistinguish-
able results. For the algorithm by Whitehill et al. (2009), we used the GLAD
1.0.2 reference implementation1. Alternative choices for the generic inference
method would have been expectation propagation (Minka, 2001) and Gibbs sam-
pling (Gelfand and Smith, 1990). We experimentally found out that expectation
propagation had considerably higher memory requirements than variational mes-
sage passing for our problems, which prevented its use for our problems on the
available hardware. Gibbs sampling was not employed since some of the factors
incorporated in our models (namely gates and factor arrays) are not supported
by the current INFER.NET implementation.

We also compared against three baseline procedures: majority voting, train-
ing a logistic regression classifier from the segmentations of every single rater
and averaging the classifier predictions (ALR), and training a logistic regression
classifier on soft labels (LRS): if S out of R raters voted for tumor in a certain
pixel, it was assigned the soft label S/R ∈ [0, 1].

3 Experiments

We performed two experiments in order to study the influences of labeler qual-
ity and imaging modality separately. In the first experiment, we collected and
fused multiple human annotations of varying quality based on one single imaging
modality: here we used simulated brain tumor measurements for which ground
truth information about the true tumor extent was available, so that the re-
sults could be evaluated quantitatively. In the second experiment, we collected
and fused multiple human annotations, which were all of high quality but had
been derived from different imaging modalities showing similar physical changes
caused by glioma infiltration with different sensitivity.

Human raters. Simulated brain tumor MR images were generated by means
of the TumorSim 1.0 software by Prastawa et al. (2009)2. The advantage of
these simulations was the existence of ground truth about the true tumor extent
(in form of probability maps for the distribution of white matter, gray matter,
cerebrospinal fluid, tumor and edema). Our task was to discriminate between
“pathological tissue” (tumor and edema) and “healthy tissue” (the rest). We used
nine volumes: three for each tumor class that can be simulated by this software
(ring-enhancing, uniformly enhancing and non-enhancing). Each volumetric im-
ages contained 256×256×181 voxels and the three different imaging modalities
(T1-weighted with and without gadolinium enhancement and T2-weighted) were
considered perfectly registered with respect to each other. The feature vectors φi

consisted of four features for each modality: gray value, gradient magnitude and
the responses of a minimum and maximum filter within a 3×3 neighborhood. A
1 http://mplab.ucsd.edu/~jake/OptimalLabelingRelease1.0.2.tar.gz
2 http://www.sci.utah.edu/releases/tumorsim v1.0/TumorSim 1.0 linux64.zip
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row with the constant value 1 was added to learn a constant offset for the linear
or logistic models (since there was no reason to assume that features values at
the tumor boundary are orthogonal to the final weight vector).

The image volumes were segmented manually based on hypointensities in the
T1-weighted images, using the manual segmentation functionality of the ITK-
SNAP 2.0 software3. In order to control the rater precision, time limits of 60, 90,
120 and 180 seconds for labeling a 3D volume were imposed and five segmenta-
tions were created for each limit: we expect the segmentations to be precise for
generous time limits, and to be noisy when the rater had to label very fast. The
set of raters was the same for the different time constraints, and the other exper-
imental conditions were also kept constant across the different time constraints.
This was statistically validated: the area under curve value of the receiver oper-
ating characteristic of the ground-truth probability maps compared against the
manual segmentations showed a significant positive trend with respect to the
available time (p = 1.8× 10−4, F test for a linear regression model). Since tight
time constraints are typical for the clinical routine, we consider this setting as
realistic, although it does not account for rater bias.

We extracted the slices with the highest amount of tumor lesion, and par-
titioned them into nine data subsets in order to estimate the variance of seg-
mentation quality measures, with each subset containing one third of the slices
extracted from three different tumor datasets (one for each enhancement type).
For memory reasons, the pixels labeled as “background” by all raters were ran-
domly subsampled to reduce the sample size. A cross-validation scheme was used
to test the linear and log-linear classifiers4 on features φn not seen during the
training process: we repeated the training and testing nine times and chose each
of the data subsets in turn as the training dataset (and two different subsets as
the test data).

The following default values for the hyperparameters were used: aSe = 10,
bSe = 2, aSp = 10, bSp = 2, aw = 2, bw = 1, ap = 2, bp = 2, aτ = 2, bτ = 1,
aβ = 2, bβ = 1, aλ = 2, bλ = 1. We confirmed in additional experiments
that inference results changed only negligibly when these hyperparameters were
varied over the range of a decade. In order to check the effect of the additional
priors that we introduced into the models by Warfield et al. (2004), Warfield
et al. (2008) and Raykar et al. (2010), we also ran experiments with exactly
the same models as in the original papers (by fixing the corresponding variables
or using uniform priors). However, this led to uniformly worse inference results
than in our model formulations.

Multiple modalities. For evaluation on real-world measurements, we used a set
of twelve multimodal MR volumes acquired from glioma patients (T1-, T2-,
FLAIR- and post-gadolinium T1-weighting), which had been affinely registered
to the FLAIR volume: we used a automated multi-resolution mutual informa-
tion registration procedure as included in the MedINRIA5 software. Manual
3 http://www.itksnap.org/pmwiki/pmwiki.php?n=Main.Downloads
4 All except (Warfield et al., 2004), (Warfield et al., 2008), (Whitehill et al., 2009).
5 https://gforge.inria.fr/projects/medinria
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segmentations of pathological tissue (tumor and edema) were provided sepa-
rately for every modality on 60 slices extracted from these volumes (20 axial,
sagittal and coronal slices each of which intersecting with the tumor center).
In these experiments, we propose to use the described models to infer a single
probability map summarizing all tumor-induced changes in the different imaging
modalities. In particular, we identify every modality as a separate “rater” with
a specific and consistent bias with respect to the joint probability map inferred.

4 Results

Multiple raters. We studied several scenarios, i.e. several compositions of the rat-
ing committee. Here we exemplarily report the results for two of them: one with
a majority of good raters (120/120/90, i.e. two raters with a 120 sec constraint
and one rater with a 90 sec constraint) and one with a majority of poor raters
(60/60/60/180/180, i.e. three raters with a 60 sec constraint, and two raters
with a 180 sec constraint). Tables 1 and 2 show the results of various evaluation
statistics both for training data (for which the human annotations were used)
and test data. Sensitivity, specificity, correct classification rate (CCR) and Dice
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Fig. 2. Comparison of ground-truth (abscissa) and inferred posterior (ordinate) tumor
probabilities, visualized as normalized 2D histograms. All histograms are normalized
such that empty bins are white, and the most populated bin is drawn black. We show
the inference results of (Warfield et al., 2004), (Warfield et al., 2008), and the hybrid
models 1–3. The results of hybrid model 4 were similar to hybrid model 3, and the
results of (Raykar et al., 2010) and (Whitehill et al., 2009) were similar to (Warfield
et al., 2004). Mostly the two scenarios 120/120/90 and 60/60/60/180/180 gave similar
results so that we show only the results for the former, with the exception of (Warfield
et al., 2008) (top middle and top right). For the ideal inference method, all bins outside
the main diagonal would be white; (Warfield et al., 2004) comes closest.
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Table 1. Evaluation statistics for the training data (i.e. the manual annotations of the
raters were used for inference), under the 120/120/90 scenario. The first three rows
show the outcome of the three baseline techniques. The best result in each column is
marked by italics, while bold figures indicate a significant improvement over the best
baseline technique (P < .05, rank-sum test with multiple-comparison adjustment).
Estimated standard deviations are given in parentheses. The outcome of the other
scenarios was qualitatively similar (especially concerning the relative ranking between
different inference methods). ALR = Averaged logistic regression. LRS = Logistic
regression with soft labels. CCR = Correct classification rate (percentage of correctly
classified pixels). AUC = Area Under Curve of the receiver operating characteristics
curve obtained when thresholding the ground-truth probability map at 0.5. Dice =
Dice coefficient of the segmentations obtained when thresholding both the inferred and
the ground-truth probability map at 0.5.

Specificity Sensitivity CCR AUC Dice
Majority vote .987(007) .882(051) .910(032) .972(008) .827(020)
ALR .953(018) .920(036) .931(025) .981(005) .855(031)
LRS .953(019) .919(037) .931(025) .981(005) .855(030)

(Warfield et al., 2004) .987(007) .882(051) .910(032) .972(008) .827(020)
(Warfield et al., 2008) 1.000(001) .617(130) .692(139) .989(003) .584(211)
(Raykar et al., 2010) .988(006) .886(045) .913(028) .993(003) .830(024)
(Whitehill et al., 2009) .988(004) .913(016) .931(008) .980(003) .845(063)
Hybrid model 1 .940(078) .692(060) .751(070) .902(117) .603(191)
Hybrid model 2 .972(019) .716(048) .770(057) .953(015) .628(163)

coefficient are computed from the binary images that are obtained by thresh-
olding both the ground-truth probability map and the inferred posterior proba-
bility map at 0.5. If nfb denotes the number of pixels that are thereby classified
as foreground (tumor) in the ground truth and as background in the posterior
probability map (and nbb, nbf and nff are defined likewise), these statistics are
computed as follows:

Sensitivity =
nff

nfb + nff
, Specificity =

nbb

nfb + nbb
,

CCR =
nff + nbb

nff + nbb + nbf + nfb
, Dice =

2nff

2nff + nbf + nfb

Additionally we report the Area Under Curve (AUC) value for the receiver op-
erating curve obtained by binarizing the ground-truth probabilities with a fixed
threshold of 0.5 and plotting sensitivity against 1 − specificity while the thresh-
old for the posterior probability map is swept from 0 to 1. Most methods achieved
Dice coefficients in the range of 0.8–0.85, except for the models operating on a
continuous score (the hybrid models and the model by Warfield et al. (2008)).
Since our features were highly discriminative, even simple label fusion schemes
such as majority voting gave highly competitive results. Qualitatively, there is
little difference between these two scenarios (and the other ones under study).
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Table 2. Evaluation statistics for the test data (i.e. the manual annotations of the
raters were not used for inference), under the 120/120/90 scenario. Note that one
can only employ the inference methods which make use of the image features φn and
estimate a weight vector w: the unobserved test data labels are then treated as missing
values and are marginalized over. To these examples we cannot apply the methods
which only use the manual annotations: majority voting, (Warfield et al., 2004) and
(Warfield et al., 2008). The results for the other scenarios were qualitatively similar
(especially concerning the relative ranking between different inference methods). Cf.
the caption of table 1 for further details.

Sensitivity Specificity CCR AUC Dice
ALR .937(017) .924(038) .928(029) .978(009) .837(065)
LRS .936(017) .925(038) .928(029) .978(009) .837(066)
(Raykar et al, 2010) .927(019) .937(031) .936(025) .977(013) .853(038)
Hybrid model 1 .851(152) .735(181) .760(167) .852(172) .619(142)
Hybrid model 2 .973(013) .727(174) .786(116) .952(026) .667(084)

Some graphical models perform better than the baseline methods on the training
data, namely (Raykar et al., 2010) and (Warfield et al., 2008). However, they
bring no improvement on the test data.

Unexpectedly, the hybrid models perform worse and with lesser stability than
the simple graphical models, and for hybrid models 3 and 4, the inference con-
verges to a noninformative posterior probability of 0.5 everywhere. It should be
noted that the posterior estimates of the rater properties did not differ con-
siderably between corresponding algorithms such as (Warfield et al., 2008) and
(Raykar et al., 2010), hence the usage of image features does not allow one to
distinguish between better and poorer raters more robustly.

In order to account for partial volume effects and blurred boundaries be-
tween tumor and healthy tissue, it is preferable to visualize the tumors as soft
probability maps rather than as crisp segmentations. In Fig. 2, we compare the
ground-truth tumor probabilities with the posterior probabilities following from
the different models. Some models assume a latent binary class label, namely
(Warfield et al., 2004), (Raykar et al., 2010) and (Whitehill et al., 2009): they
tend to sharpen the boundaries between tumor and healthy tissue overly, while
the latent score models (all others) smooth them. One can again note that the
true and inferred probabilities are completely uncorrelated for hybrid model 3
(and 4).

Multiple modalities. The optimal delineation of tumor borders in multi-modal
image sequences and obtaining ground truth remains difficult. So, in the present
study we confine ourselves to a first, qualitative comparison of the different
models. Fig. 3 shows the posterior probability maps for a real-world brain image
example. The results of (Warfield et al., 2004) and (Warfield et al., 2008) can
be regarded as extreme cases: the former yields a crisp segmentation without
accounting for uncertainty near the tumor borders, while the latter assigns a
probability near 0.5 to all pixels and is hence inappropriate for this task. Hybrid
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Fig. 3. Example of a FLAIR slice with manual segmentation of tumor drawn on the
same FLAIR image (white contour), and inferred mean posterior tumor probability
maps for (Warfield et al., 2004) (top left), (Warfield et al., 2008) (top right), (Whitehill
et al., 2009) (bottom left) and hybrid model 2 (bottom right). The results of hybrid
model 3 and 4 were nearly identical to (Warfield et al., 2008), the results of hybrid
model 1 to model 2, and the results of (Raykar et al., 2010) to (Whitehill et al., 2009).
Tumor probabilities outside the skull mask were automatically set to 0. We recommend
to view this figure in the colored online version.

model 1 (or 2) and (Whitehill et al., 2009) or (Raykar et al., 2010) are better
suited for the visualization of uncertainties.

5 Discussion and Outlook

In this study, we introduced graphical model formulations to the task of fusing
noisy manual segmentations: e.g. the model by Raykar et al. (2010) had not
been previously employed in this context, and it was found to improve upon
simple logistic regression on the training data. However, these graphical models
do not always have an advantage over simple baseline techniques: compare the
results of (Warfield et al., 2004) to majority voting. Hybrid models combining
the aspects of several models did not fare better than simple models. This ran
contrary to our initial expectations, which were based on two assumptions: that
different pixels have a different probability of being mislabeled, and that it is
possible to detect these pixels based on the visual content (these pixels would
be assigned high scores far away from the decision boundary). This may be an
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artifact of our time-constrained labeling experiment: if misclassifications can be
attributed mostly to chance or carelessness rather than to ignorance or visual
ambiguity, these assumptions obviously do not hold, and a uniform noise model
as in (Warfield et al., 2004) or (Raykar et al., 2010) should be used instead. It
is furthermore not yet understood why the slight model change between hybrid
models 1 / 2 and hybrid models 3 / 4 leads to the observed failure of inference.
For the future, it should be checked if these effects arise from the use of an
approximate inference engine or are inherent to these models: hence unbiased
Gibbs sampling results should be obtained for comparison purposes, using e.g.
the WinBUGS modelling environment (Lunn et al., 2000).

The use of simulated data for the main evaluation is the main limitation of our
approach, as simulations always present a simplification of reality and cannot ac-
count for all artifacts and other causes for image ambiguity that are encountered
in real-world data. However, this limitation is practically unavoidable, since we
are assessing the imperfections of the currently best clinical practice for the pre-
cise delineation of brain tumors, namely manual segmentation of MR images by
human experts. This assessment requires a superior gold standard by which the
human annotations may be judged, and this can only be obtained from an in
silico ground truth. For animal studies, a possible alternative lies in sacrificing
the animals and delineating the tumor on histological slices which can be ex-
amined with better spatial resolution. However, these kinds of studies are costly
and raise ethical concerns. Additionally, even expert pathologists often differ
considerably in their assessment of histological images (Giannini et al., 2001).

Better segmentations could presumably be achieved by two extensions: More
informative features could be obtained by registration of the patient images to
a brain atlas, e.g. in the spirit of (Schmidt et al., 2005). An explicit spatial
regularization could be achieved by adding an MRF prior on the latent labels
or scores, and employing a mean-field approximation (Zhang, 1992) to jointly
estimate the optimum segmentation and the model parameters by EM.
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Abstract. In this paper we propose a method for the automatic localiza-
tion of complex anatomical structures using interest points derived from
Random Forests and matching based on discrete optimization. During
training landmarks are annotated in a set of example volumes. A sparse
elastic model encodes the geometric constraints of the landmarks. A Ran-
dom Forest classifier learns the local appearance around the landmarks
based on Haar-like 3D descriptors. During search we classify all voxels in
the query volume. This yields probabilities for each voxel that indicate
its correspondence with the landmarks. Mean-shift clustering obtains a
subset of 3D interest points at the locations with the highest similar-
ity in a local neighboorhood. We encode these points together with the
conformity of the connecting edges to the learnt geometric model in a
Markov Random Field. By solving the discrete optimization problem the
most probable locations for each model landmark are found in the query
volume. On a set of 8 hand CTs we show that this approach is able to
consistently localize the model landmarks (finger tips, joints, etc) despite
the complex and repetitive structure of the object.

1 Introduction

The reliable, fast segmentation of anatomical structures is a central issue in med-
ical image analysis. It has been tackled by a number of powerful approaches.
Among them are Active Shape Models / Active Appearance Models [5], Ac-
tive Feature Models [12], Graph-Cuts [2], Active Contours [10], or Level-Set
approaches [13]. All of these approaches require the correct localization of the
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(a) (b)

Fig. 1. (a) Employed data set including the manually annotated landmarks and the
connectivities used to build the geometric model. (b) Depicts the localization result
with the median residual distance between localization result and ground truth from all
leave-one-out runs as radius for each sphere. Note the high accuracy of the localization.

initial model positions or seeds points within or close to the desired object.
While most research has focused on the segmentation or analysis of individual
regions of interest, the initialization was often performed manually or by applica-
tion specific and often heuristic approaches. In this paper we propose a generic
method that identifies anatomical structures in a global search framework. It
learns the local appearance of landmarks, and an elastic shape constraint from
annotated training volumes. During search a classifier is used for the generation
of candidate points, and the final location is identified by discrete optimization.

The approach proposed in this paper is related to two lines of previous work:

1. Single object localization [18] have demonstrated an efficient voting scheme
for localizing anatomical structures - in a sliding window technique each block
predicts the location of the object based a priori knowledge learnt from blocks’
appearances during a training phase. The result is a very robust estimate of
the center of the object and its rotation, but no information is obtained about
subparts of the object, although this could be accomplished by using a multi-
scale approach narrowing in on the subparts. [6] presented a fast approach to
localize individual organs in full-body CTs using 3D feature similar to Haar-
wavelets with random offsets. Through these offsets they incorporate long range
contextual information which allows to separate similar-looking objects to a cer-
tain extent, but the presented results did not comprise any small and repetitive
structures. Random forests were used to classify the volumes, which through
their parallel nature lend themselves nicely to a GPU-based implementation,
resulting in very fast computation.
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2. Localizing Complex Structures / Incorporating Subpart Interdepen-
dencies [14] parse full body CT data in a hierarchical fashion but are concerned
with finding larger scale organs. They first search for one salient slice in each
dimension and consequently only localize landmarks within these slices. While
greatly speeding up the localization this only works for objects which are rather
large in respect to the volume size, as all the objects have to be visible in at
least one of the 3 slices. This assumption does not hold true, e. g., in case of the
inclined main plain of a hand CT. [17] pose the problem as a dependency graph
of individual localization steps, whose order and mutual influence is determined
by information theoretic measures. The recently proposed work in [1] is most
similar to ours, but randomly selects several candidate interest points within a
region of high classification probability, while our mean-shift based approach will
yield only one, more stable, interest point. [1] is additionally capable of dealing
with missing object parts. [9] uses a GentleBoost based classification approach
to find candidate points for heart wall landmarks.

1.1 Sparse MRF Appearance Models

Sparse MRF Appearance Models (SAM) are the most closely related approach to
the present work. They match shape and appearance models to query images by
solving a Markov Random Field. SAMs are based on interest points and an elas-
tic geometric model of their spatial configuration derived from training images
and corresponding landmarks (selected interest points). These selection stems ei-
ther from manual annotations or from a weakly-supervised learning scheme [8].
The appearance of the anatomical structure is encoded through local descriptors
around the interest points and along the connecting edges of a Delaunay triangu-
lation. The model thus encompasses information about the mesh topology, mean
and standard deviation of edge lengths, circular statistics of edge directions rel-
ative to interest point orientation and the local point and edge descriptors.

To localize the structure in a target image, interest points and descriptors are
computed. A Markov Random field is set up with as many nodes as there are
model landmarks and with the target image interest point IDs as labels. Node
probabilities are derived from point descriptor similarities and edge probabilities
from the model’s edge features. Solving the MRF yields the most probable match
of the model onto the target image.

Despite good results several issues remain. The requirement for a priori cho-
sen interest point detectors presents a delicate design choice. Depending on the
structure, different interest point detectors may be needed for the different sub-
parts, as shown in [7]. This greatly increases the number of labels for the MRF
inhibiting fast inference and increases memory requirements. One of the prime
obstacle for the application of this approach to 3D data is the typically over-
whelming number of detected interest points, rendering the straight forward
application of the approach unfeasible. Consequently, SAMs have not yet been
applied to 3D data sets.
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Contribution. The contribution of this paper is a method that learns 3D land-
mark appearance from training data and computes interest points for each model
node of a 3D deformable model. Edge length and orientation probabilities are
modeled in a novel, combined representation. The multitude of resulting poten-
tial candidate configurations is disambiguated by discrete optimization, yielding
a localization of complex and repetitive anatomical structures in a target volume.

The paper is structured as follows: In Sec. 2 we outline how to derive applica-
tion specific interest points. Sec. 3 details how these target point candidates and
the geometric model are combined into a graphical model to perform the match-
ing. In Sec. 4 we present the experimental evaluation of our approach, followed
by a conclusion and an outlook in Sec. 5.

2 Domain Specific Interest Points

Instead of using one or several fixed interest point detectors we train a Random
Forest classifier on Haar wavelet-like descriptors around the model landmarks.
Sampling the resulting classification volumes into point sets and clustering them
yields target point candidates specific for each landmark. An overview of the
method is depicted in Fig. 2. We derive interest points with support from small,
local regions which represent an important feature that will be used as unary
node costs during discrete optimization. Additionally, due to the clustering band-
width it avoids the need for non-maxima suppression and reduces the number
of candidate interest points.

2.1 Haar-Like Features

For describing the local appearance around the model landmarks we employ a set
of 3D features computed using a basis of filters similar to Haar wavelets. These
features [16] can be computed using integral volumes [11] in a highly efficient

Fig. 2. Outline of the proposed interest point detection and model matching approach
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manner. An integral volume J transforms the information content of the original
volume I such that

J(x, y, z) =
∑

i=1...x

∑
j=1...y

∑
k=1...z

I(i, j, k) (1)

This allows to compute the sum s within a cuboid given by the coordinates
(x1, y1, z1, x2, y2, z2) by

s = J(x2, y2, z2) − J(x2, y1, z2) − J(x1, y2, z2) (2)
+J(x1, y1, z1) − J(x2, y2, z1) + J(x2, y1, z1)
+J(x1, y2, z1) − J(x1, y1, z1).

Computing a Haar-like feature then consists of forming 2 such sums with oppos-
ing signs. For each of the 3 dimensions, both gradient and ridge features where
used, which, together with an average feature derived over the same area as the
Haar-features formed the 7 dimensional feature vector for a given wavelet width.
3 different widths wheres used, namely 8, 16 and 32 voxels, yielding a description
vector fj of dimension 21 for each voxel j in the volume.

2.2 Random Forest Based Appearance Learning and Search

Random Forests [15] are ensemble classifiers. They learn a set of decision trees
by randomly sampling from training feature vectors and corresponding labels.
During search the decision trees vote for a class label for each query feature
vector. Given L landmarks with known positions xi

l in all T training volumes
(i = 1, 2, . . . , T , l = 1, 2, . . . , L). We assign each training landmark a class label
l. In all training volumes we extract local descriptors f l

j for all voxels within a
3-voxel radius around landmarks and assign them the corresponding landmark
label l. Additionally, we compute descriptors for random background voxels f b

j .
This yields a training set of descriptors, and corresponding labels (L landmark
classes, and one background class). A random forest is learnt on the entire set
of training examples.

During search on a new target volume, descriptors fj are computed for every
voxel, and all voxels are classified by the Random Forest. The Random Forests
votes are normalized for each class, and yield L volumes Cl containing the clas-
sification probabilities for class l in each voxel. The next step is the generation
of landmark candidates from those volumes.

2.3 Mean-Shift Based Interest Point Generation

Mean-shift [3,4] is a method for the density estimation and cluster analysis of a
sparse set of points in a, potentially high-dimensional, feature space. Given a d-
dimensional dataset D mean-shift iteratively moves each data point di towards
the mean of the data points within a certain distance or bandwidth b (accord-
ing to a chosen kernel) around di. The process is repeated until equilibrium is
reached, i. e. when no data point is shifted anymore.
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To find the most probable candidates for each model landmark l in the test
volume we search for regions within the classification probability volume Cl with
high local support, i. e. regions where their Gaussian weighted integral yields high
values. We estimate this by employing mean-shift with a Gaussian kernel with
the empirically derived bandwidth σ = 8 voxels on a rejection sampled version
of Cl, i. e. a point set containing the voxels where Cl(x, y, z) > rj with rj being
randomly chosen from a uniform distribution between 0 and 1 for each voxel.
Each point furthermore carries its probability as weight, leading to means during
the mean-shift weighted by Cl(x, y, z) and the Gaussian kernel.

The result of this process are sets of cluster centers, i. e. interest points, or
candidates, pl

i for each model landmark l together with estimates of their local
support sl

i consisting of the number of points converged to the cluster center.

3 3D Geometric Model Matching Using Discrete
Optimization

In the previous section we have described how to obtain landmark candidates in
a search volume. The candidate generation process is based purely on the local
appearance learnt from the training cases. In this section, we use the spatial
configuration of the landmarks, to constrain the set of landmark candidates, and
ultimately find a highly probable landmark assignment in the search volume. The
assignment is a tradeoff between local appearance at the landmark position, and
the plausibility of the spatial configuration.

We derive an elastic geometric model from the training data, together with
confidences about point and edge similarity. The local similarities of this learnt
model to the interest points found in the query image are encoded in a Markov
Random Field (MRF). The solution of the graphical model yields the match of
the model to the query image, i. e. the localization of the anatomical structure
in the target volume.

3.1 Modeling Edge Length and Orientation

The landmarks are connected by a set of edges. In contrast to [7] in our experi-
ments we do not employ a Delaunay triangulation but used a manually specified
connectivity reflecting the anatomical structure as shown in Fig. 1a, which is
almost identical to fully connecting each landmark to its anatomically nearest
neighbours. To establish an elastic model from the annotated training landmarks
[7] uses mean length and standard deviation of the edges together with circular
statistics for relative edge orientations. In [7] both features are used individually
to compute confidence values in the range 0 to 1 which are combined to yield
similarity confidences between training and target edges.

We propose a more principled approach that combines lengths and orienta-
tions and yields proper probabilities through density estimation, as depicted in
Fig. 3a (1-4).
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For each model edge e from model landmark a to b in the T training volumes
two sets Pa, Pb containing the 2T endpoints pt

a,pt
b are known (1). Centering all

edges yields the normalized endpoints p̂t
a = pt

a − 〈pt
a,pt

b〉 (2).
The mean μa and the covariance matrix Σa of p̂t

a, t = 1, . . . , T now represent
the combined length and orientation distribution of edge e: The vector from the
origin to μa equals the expectation of the orientation ±π and half the length of
e (3).

(4) To compute the probability of an edge f between two point candidates
pf

a ,pf
b in the target image to be an instance of e we first center pf

a ,pf
b : p̂f

a , p̂f
b =

pf
a ,pf

b − 〈pf
a ,pf

b 〉. Computing non-normalized Gaussian values da, db

da = exp(−1
2
(p̂f

a − μa)�Σa
−1(p̂f

a − μa)) (3)

db = exp(−1
2
(p̂f

b − μb)�Σb
−1(p̂f

b − μb)) (4)

and taking the larger of the two values dmax(f, e) = max(da, db) results in the
confidence of edge f being from the distribution of edge model e.

3.2 Formulating the MRF

The objective function for matching a model to an example image is

Conf(S) =
∑

l=1...L

L(l,S(l)) +
∑

e=1...E

E(e,S(e)). (5)

It consists of unary terms L at the nodes of the graphical model describing the
L model landmarks to point candidate similarities. Binary terms E capture the
similarities of the E model edges to the target edges. Each node has as many
labels as that model node has point candidates pl

i in the target volume. The
confidence for L(l, i) equals the normalized support sl

i/max(sl) and E(e,S(e))
equals dmax(S(e), e) for the edge between the candidate points S(e) in relation
to model edge e. The MRF’s solution, the so called labeling

S∗ = argmax
S

Conf(S) (6)

assigns each model node l to one point candidate pl
i in the target image, matching

the model to the target volume.

4 Experiments

We evaluated the proposed approach on 8 Hand CTs with a resolution of 256 ×
384 × 330 voxels. 28 landmarks were manually annotated as shown in Fig. 1a.
The dataset is challenging due to repetitive nature of the structures. The varying
types of structures to be found impede the use of a single interest point detector.
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(a) (b)

Fig. 3. (a) (1-3) Combined Gaussian model estimation of edge length and orientation
from the training instances of edge e. (4) Confidence computation that edge f is an
instance of model edge e. (b) Residual distances from all leave-one-out runs for each
landmark.

In contrast, the Haar-like features together with the Random Forest classifier
are well suited to picking up biological structures at different scales, due their
detection of salient ridge-like and edge-like features in the volume, like the finger
tips and the small joints. Around 50 candidate interest points were detected on
average for each landmark. The experiments were run in a leave-one-out cross
validation framework using the manual annotations of 7 training volumes to
construct the geometric model. The Random Forrest classifier was trained using
200 trees on the 33250 descriptors extracted around the landmarks and from the
backgrounds of the training volumes. The MRF was approximately inferred using
a simple random walk approach – a detailed comparison of inference methods for
this application is subject of ongoing work. After matching, the residual voxel
distances between the selected interest points and the corresponding ground
truth landmarks were recorded.

Results. To visualize the result quality Fig. 1b shows one of the hands. At each
landmark position the radius of a sphere corresponds to the median residual
from all leave-one-out runs. Fig. 3b shows the corresponding boxplot.

The mean /median / std residuals measured 10.13 / 5.59 / 16.99 voxels, and
12.87 / 7.01 / 21.57 mm, respectively. They demonstrate the model matching and
localization capability of the proposed approach. While the median shows that
the vast majority of points are localized with high accuracy (the average finger
width being around 32 voxels) 15 outliers considerably deteriorate the mean
and standard deviation values. In one instance the volume is cut-off too close
to the carpus, leading the solver to choose an alternative point unrelated to the
anatomical structure. In 2 instances fingertips crossed over to the adjacent finger.
We suspect the small size of the data set to yield a too restrictive geometric model
and the MRF solution not representing the global optimum in certain cases.
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The runtime of the proposed approach for a single localization, implemented in
Matlab except for the C-based RF, amounted to about 5 minutes.

5 Conclusion and Outlook

We present an approach for localizing complex, potentially repetitive anatomical
structures in 3D volumes. Based on Random Forests and Haar-like features, the
method detects landmark candidate points in a search volume. The anatomi-
cal structure is detected by solving a graphical model defined on the landmark
candidates. The method does not rely on predefined interest point detectors but
derives the most probable candidate locations for each model landmark automat-
ically. This alleviates the prohibitively high number of candidates encountered
when using a fixed descriptor together with a simple distance measure. In lo-
calization experiments, the method exhibits very low localization errors, but in
a few outlier cases single landmark position estimates were attracted to wrong
positions.

Future research will focus on increasing the robustness of the approach, espe-
cially with regard to matching missing subparts of the objects. While an initial
manual indication of the object of interest is deemed necessary, a learning ap-
proach should be able to derive which object parts are representative, eliminating
the need for detailed annotation. Evaluation on larger data sets and alternative
MRF solving strategies will be performed.
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Abstract. Determining spinal geometry and in particular the position
and orientation of the intervertebral disks is an integral part of nearly ev-
ery spinal examination with Computed Tomography (CT) and Magnetic
Resonance (MR) imaging. It is particularly important for the standard-
ized alignment of the scan geometry with the spine. In this paper, we
present a novel method that combines Marginal Space Learning (MSL), a
recently introduced concept for efficient discriminative object detection,
with a generative anatomical network that incorporates relative pose
information for the detection of multiple objects. It is used to simulta-
neously detect and label the intervertebral disks in a given spinal image
volume. While a novel iterative version of MSL is used to quickly gen-
erate candidate detections comprising position, orientation, and scale of
the disks with high sensitivity, the anatomical network selects the most
likely candidates using a learned prior on the individual nine dimensional
transformation spaces. Since the proposed approach is learning-based it
can be trained for MR or CT alike. Experimental results based on 42 MR
volumes show that our system not only achieves superior accuracy but
also is the fastest system of its kind in the literature – on average, the
spinal disks of a whole spine are detected in 11.5s with 98.6% sensitivity
and 0.073 false positive detections per volume. An average position error
of 2.4mm and angular error of 3.9◦ is achieved.

1 Introduction

Examinations of the vertebral column with both Magnetic Resonance (MR)
imaging and Computed Tomography (CT) require a standardized alignment of
the scan geometry with the spine. While in MR the intervertebral disks can be
used to align slice groups and to position saturation bands, in CT the recon-
struction planes need to be aligned. In addition to the position and orientation
of the disks, physicians are interested in labeling them (e.g. C2/C3, C5/T1,
L1/L2, . . . ). Such a labeling allows to quickly determine the anatomical location
without error-prone counting. As manual alignment is both time-consuming and
operator-dependent, it is desirable to have a robust, fully automatic, and thus
reproducible approach.
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An automatic procedure for extracting the spinal geometry faces various chal-
lenges, however. Varying contrasts and image artifacts can compromise the de-
tection of intervertebral disks based on local image features. Thus, a global spine
model is required to robustly identify individual disks from their context. Such
a model must also cope with missed detections and patients with an unusual
number of vertebrae. Finally, the overall approach should run within seconds to
allow clinical application.

In this paper we propose a novel approach that combines efficient local object
detection based on Marginal Space Learning (MSL) [14] with a global probabilis-
tic model that incorporates pose priors on the nine dimensional parameter spaces
that encode position, orientation and scale of the individual disks. The whole ap-
proach follows the database-guided detection paradigm [4] and can thus be easily
trained for spine detection in CT as well as MR acquired with different sequences.

1.1 Related Work

Recently, the detection and analysis of spinal geometry has regained interest.
Boisvert et al. [1] present a model that describes the statistical variations of the
spine in terms of sequential rigid transformations of the local vertebra coordinate
systems. Using principal component analysis on the Riemannian manifold of rigid
transformations they can extract clinically meaningful eigenmodes. Although
relying on the same metrics we formulate a probabilistic spine model that is
applied for detection rather than statistical analysis.

The detection of intervertebral disks in 3D MR scout scans has recently been
addressed by Pekar et al. [8]. They propose a three-step approach using a special-
purpose 2D image filter for disk candidate detection, followed by a customized
spine tracking method and a final labeling step based on counting. Since their
approach is designed to work on MR data only, it might not be easily adapted
to CT image volumes.

Schmidt et al. [10] propose a trainable approach based on extremely random-
ized trees in combination with a complete graphical model. They employ an
A∗-search based inference algorithm for exact maximum a posteriori (MAP) es-
timation. The approach only considers the position of the intervertebral disks,
while we also determine their orientations and scales. However, their parts-based
3D approach appears most related to ours and their results based on 3D T1-
weighted composed multi-station MR data can best be compared with ours.

Corso et al. [2] argue that a two-level probabilistic model is required to sepa-
rate pixel-level properties from object-level geometric and contextual properties.
They propose a generative graphical model with latent disk variables which they
solve by generalized expectation maximization (EM). Although the approach
only provides position estimates and has only been evaluated for lumbar disks
in 2D T2-weighted MR data, it could in principle be extended to full 3D estima-
tion. But since EM only finds a local optimum of the expected log likelihood,
which can render such an approach very sensitive to initialization, it is not clear
how the approach would scale to higher-dimensional estimation including 3D
position, orientation, and scale.
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2 Methods

Our approach can be subdivided into three major steps (cf. Fig. 1). To constrain
the search range for the disks, the spine is roughly located within the given
volume first. Second, disk candidates are generated with high sensitivity using a
novel iterative extension of the MSL approach [14]. Finally, a global probabilistic
spine model is used to select the most likely disk candidates based on their
appearance and relative pose and to determine the appropriate label for each
disk.

candidates

position
estimation

position & 
orientation
estimation

iterated marginal space learning

affine 
transformation

estimation

clustering & 
aggregation

candidate selection
and labeling

using anatomical
network

rough spine
localization

(cervical, thoracic,
lumbar)

Fig. 1. Overall approach

2.1 Global Probabilistic Spine Model

The typical spatial structure of the spine gives rise to a prior on the relative
poses of the spinal disks. This has been modeled by the factor graph [7] depicted
in Fig. 2. We have chosen a chain model with potentials considering position,
orientation and scale of the spinal disks. Each of the (vector-valued) random
variables b1 to bN represents the pose of a certain spinal disk, thus bs holds a 3D
position ps = [xs, ys, zs]T , a unit quaternion qs representing the orientation [6]
and an anisotropic scale ss = [sx

s , sy
s , sz

s]T for every disk s ∈ {1, . . . , N}. Thus, a
distribution over disk poses is defined by the log probability

log Pr(b1, b2, . . . , bN |Θ, I) =
∑

s

Vs(bs |θs, I) +
∑
s∼t

Vst(bs, bt |θst) − A (1)

where A is the log partition function, I represents the image data and Θ =
{θs, θst} subsumes all model parameters which are detailed in the following.

The pair potential between two neighboring disk bs and bt combines relative
position, relative orientation and relative scale terms:

Vst(bs, bt |θst) = Vpos,st + Vrot,st + Vsca,st (2)

Each of the terms is defined as a Gaussian pair potential, i.e.,

Vpos,st(bs, bt) = −1
2

dT
pos(bs, bt)Σ−1

pos,st dpos(bs, bt) (3)

Vrot,st(bs, bt) = −
α(qtq

−1
s μ−1

rot,st)
2

2σ2
rot,st

(4)

Vsca,st(bs, bt) = −1
2

dT
sca(bs, bt)Σ−1

sca,st dsca(bs, bt) (5)
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bs bt bNb1

V(bt)V(bs)

V(bs,bt)

Fig. 2. Factor graph modeling the relation between the spinal disks

with the rotation angle α(q) = α([q0 q1 q2 q3]) = 2 arccos(q0) and with dpos(bs, bt)
= R−1

s (pt − ps) − μpos,st and dsca(bs, bt) = st − ss − μsca,st where Rs is the
rotation matrix associated with the quaternion qs. In summary, the pair po-
tential parameters θst are the mean parameters μpos,st, μrot,st, μsca,st and the
(co-)variance parameters Σpos,st, σrot,st, Σsca,st. To keep the number of esti-
mated parameters small, both Σpos,st and Σsca,st are constrained to diagonal
matrices.

Both, the position and the scale potentials are defined based on Euclidean
distance. The required mean parameters μpos,st and μsca,st and the covariance
matrices Σpos,st and Σsca,st are determined from the training data. The rotation
potential in Eqn. (4) uses the intrinsic metric α(q) of the corresponding manifold
SO3. Consequently, the mean rotation is determined as the Fréchet mean [9].
Collecting all instances of a certain disk pair (bs, bt) into the training sample
Pst, the Fréchet mean for the corresponding rotation potential is determined as

μrot,st = argmin
|q|=1

∑
(bs,bt)∈Pst

α(qtq
−1
s q−1)2. (6)

It can be efficiently computed using the eigen-decomposition proposed in refer-
ence [6]. The Gaussian variance is estimated with

σ2
rot,st =

1
|Pst| − 1

∑
(bs,bt)∈Pst

α(qtq
−1
s μ−1

rot,st)
2. (7)

Finally, the single site potentials, which are determined by iterated marginal
space learning as described in the following section, encode image-based likeli-
hood, i.e.,

Vs(bs |θs, I) = log(Pr(bs |θs, I)). (8)

Since the defined potentials are invariant under global rigid transformations
(translation and rotation), the resulting distribution is insensitive towards differ-
ent poses of the spine. Furthermore, models capturing only parts of the complete
spine can be easily constructed by just omitting the superfluous disk variables.
Since all potential parameters are determined independently (i.e., the likelihood
decouples), no retraining is required and a probabilistic model appropriate for
the current acquisition protocol, e.g., a lumbar spine protocol, can be assembled
at runtime.
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2.2 Iterated Marginal Space Learning

In principle, the defined potentials can be evaluated for every possible position,
orientation and scale. However, performing an exhaustive search on the uniformly
discretized nine dimensional parameter space (3 position, 3 orientation and 3
scale parameters) would require evaluating a huge number of single site as well as
pair potentials. Such a direct approach would be computationally very expensive.

Hence, we adopt the MSL paradigm [14], a novel concept that has recently
proven successful in numerous applications [3,5,13]. Instead of searching the
whole nine dimensional parameter space, the MSL paradigm proposes a three-
step approach. First candidate positions for the sought object are collected by
using a probabilistic machine learning classifier to check every voxel location
within a defined range. In the second step, a number of 3D orientation hypotheses
that have been derived from the training set are evaluated by a second classifier
using the the most likely object positions from the first step. Similarly, the last
step estimates three scale parameters based on the candidates from the second
step using a third classifier.

MSL has been designed to detect a single, specific object such as, for example,
a particular organ or landmark. If multiple objects of the same type are to be
detected, as in our case, the described MSL approach may end up with detections
for the most salient disks only, i.e., many disks would be missed. Although the
sensitivity could be improved by drastically increasing the number of considered
candidates in each step, this is not practicable since MSL would then loose its
computational efficiency.

We therefore propose a novel extension to MSL, iterative MSL (iMSL), to
cope with multiple objects of the same type (cf. Fig. 3). It is designed to achieve
a higher sensitivity than usual MSL at moderate computational costs. First, the
position detector is evaluated in each voxel of the given image volume region. The
N0 most likely candidates are collected in the set of initial position candidates
P0. Then, the best Npos (Npos < N0) candidates from P0 are evaluated using the
orientation detector whose top candidates are evaluated using the scale detector.
The resulting set Dsca contains disk candidate detections with all estimated
parameters. Using pairwise average-linkage clustering with Euclidean distance,
clusters of candidate disks are obtained. The most likely NA box candidates
of each resulting cluster are averaged and added to the set of detected disk
candidates D. After removing all position candidates from P0 that are closer
than a specified radius R to any of the detections in D, orientation and scale
detection are repeated on the remaining position candidates until no position
candidates are left or no new disk candidates are detected.

Like Zheng et al. [14] we employ the probabilistic boosting tree (PBT) classi-
fier using Haar-like features for the position detector and steerable features for
the orientation and scale detectors.

The probabilistic spine model described in the previous section is discretized
using the disk candidates detected with iMSL. Each random variable bs is
transformed into a discrete random variable where each state represents one
of the detected disk candidates. In order to allow for missed detections, an extra
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Input: R, N0, Npos, Nort, Nsca

Output: Set D of detected disk candidates
D := {};
P0 := the N0 most likely candidates according to the position detector;
repeat
P0 := {p ∈ P0 : d(p, q) > R ∀q ∈ D};
Dpos := the Npos most likely candidates from P0;

Dort := the Nort most likely candidates from Dpos according to the

orientation detector;
Dsca := the Nsca most likely candidates from Dort according to the scale

detector;
Perform hierarchical agglomerative clustering on Dsca ∪ D;

foreach cluster C do
if |C| ≥ NA then

Aggregate the top NA candidates and add the resulting box to D;

end

end

until |P0| = 0 or |D| remains constant;

Fig. 3. Pseudo-code for Iterated Marginal Space Learning (iMSL)

“missing” state is introduced. Note, that iMSL detects disk candidates with high
sensitivity which usually results in more disk candidates than actual disks. The
MAP estimate, i.e. the maximum of Eqn. (1)), provides the optimum assignment
of a disk candidate to one of the disk variables according to the probabilistic spine
model. Thus, only those disk candidates that form a valid spine are selected and
are implicitly assigned a suitable label.

The MAP is efficiently computed by belief propagation where, due to the tree
structure of the factor graph (cf. Fig. 2), a single forward-backward pass yields
the exact solution [7]. An additional speed-up is obtained by constraining the
search for disk candidates to the area of the spine. For this purpose, bounding
boxes around the lumbar, thoracic and cervical regions of the spine are detected
first using the usual MSL approach as described in reference [14].

3 Experimental Results

3.1 Data

Experiments have been conducted based on 3D T1-weighted MR volumes (FL3D-
VIBE sequence) from 42 volunteers. About one half of the volumes has been ac-
quired on two 1.5T scanner models (MAGNETOM Avanto and MAGNETOM
Espree, Siemens AG, Erlangen) with TR = 5/4ms, TE = 2ms and a flip angle
of 10◦. The other half has been obtained from two 3T scanner models (MAG-
NETOM Trio, MAGNETOM Verio, Siemens AG, Erlangen) with TR = 4/3ms,
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TE = 1ms and again a flip angle of 10◦. Each of the volumes was recorded in
a two station scan and subsequently combined to a volume covering the whole
spine (approximately 860mm × 350mm × 190mm) with an isotropic resolution
of 2.1mm. Susceptibility artifacts and intensity variations due to magnetic field
inhomogeneities were present in the data. No bias field correction was performed.

3.2 Results

To obtain ground truth, each intervertebral disk has been annotated with four
defined landmarks. From these, ground truth boxes have been derived for the
intervertebral disks as well as the lumbar, thoracic and cervical spine regions.
For disk detection, iMSL was employed with a cluster radius of R = 6mm, N0 =
3000 initial position candidates and 500 detection candidates for the remaining
detection estimation steps (Npos = 500, Nort = 500, Nsca = 500).

All evaluation results have been obtained using 10-fold cross validation, en-
suring that training and testing data never stem from the same patient. Every
ground truth annotation for which no disk within a distance of 10mm was de-
tected, was counted as a missed detection. Overall, intervertebral disks have been
detected with a sensitivity of 98.64% and only 0.0731 false positives per volume,
yielding a positive predictive value of 99.68%. The overall processing time on
a 2.2GHz dual core laptop computer was between 9.9s and 13.0s and 11.5s on
average where most of the time was spent on disk candidate detection.

The accuracy of the detected intervertebral disks has been evaluated by the
position distance and the angle between the disk plane normals of the detected
intervertebral disks and the ground truth annotation (cf. Table 1). On average,
a position error of 2.42mm (about 1 voxel) and an angular error of 3.85◦ was
obtained.

Table 1. Disk detection results using 10-fold cross validation based on 42 T1-weighted
MR volumes. Left: position error [mm]. Right: angular error between normals [degree].

cervical thoracic lumbar overall
mean 2.09 2.41 2.86 2.42

median 1.84 2.18 2.68 2.19
lower quartile 1.40 1.56 1.88 1.58
upper quartile 2.63 3.00 3.63 3.05

cervical thoracic lumbar overall
4.86 3.38 3.80 3.85
3.89 2.90 3.37 3.17
2.52 1.85 2.08 1.97
6.68 4.48 5.03 5.02

Four examples from the MR data set are shown in Fig. 4. The right-most
example shows a case where the volunteer has been instructed to lie down twisted
in order to simulate a scoliotic spine. Still the proposed approach could locate
and label all spinal disks reliably.

Some results on lumbar spine CT are shown in Fig. 5. While the complete
probabilistic spine model as well as the iMSL detectors have been trained on
CT data showing various regions of the spine, our approach allows to assemble
an appropriate model for the lumbar spine without retraining.
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Fig. 4. Four examples from the MR data with detection results. Although the volunteer
in the rightmost example lay down in an unusually twisted pose, all intervertebral disks
were detected and labeled correctly.

Fig. 5. Detection results for CT scans of the lumbar spine
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The results of our proposed method compare favorably with results presented
in previous works. While with only 6s processing time the approach by Pekar et
al. [8] runs faster than ours, it has lower sensitivity (95.6% before candidate
selection) and does not provide orientation estimates.

Compared with the best cross validation results by Schmidt et al. [10], the
results obtained with our approach are significantly better. While a competitive
but still smaller sensitivity of 97% is reported, they only achieve a position error
of 5.1mm. Furthermore, no orientation estimates are provided and the approach
takes several minutes to run. Furthermore, in contrast to Schmidt et al. [10],
we did not perform any posterior search at the positions of missing disks which
could further increase our sensitivity.

While at the current state we did not perform systematic testing on data from
patients with pathologies (e.g. scoliosis, stenosis, disk degeneration, herniation,
desiccation), we are confident that our approach also works for disease cases. In
this as well as other applications we have observed, that the MSL approach is
very robust to imaging artifacts and unusual appearances of the sought object.
Using iMSL, increases sensitivity and helps detect disks with very unusual ap-
pearance. Furthermore, since the global spine model is restricted to candidates
provided by the disk detector, scoliotic abnormalities can be robustly handled.
The volunteer with the twisted pose in Fig. 4 provides evidence towards this. Fi-
nally, simple retraining of our system with some abnormal cases added, enables
the detectors as well as the prior model to handle them even more reliably.

4 Conclusion and Future Work

In this paper, we have presented a novel approach to the fully automatic detec-
tion of 3D spinal geometry and labeling of the intervertebral disks. The approach
uses an iterative extension of MSL for disk candidate detection along with an
anatomical network that incorporates spatial context in form of a prior on the
nine dimensional disk poses. Since the entire approach is learning-based, it can
be trained for CT and MR alike.

Using 42 MR image volumes, superior sensitivity and accuracy was obtained
than in previous works. With an overall processing time of only 11.5s, the ap-
proach is also comparably fast and can be used as routine procedure for the
automatic planning of scan geometries. Results on CT data show that the pro-
posed approach can be adapted to different modalities. For this purpose, the
graphical model can be adjusted to handle partial spine recordings that are
commonly acquired with CT.

Apart from automatic scan alignment, the proposed system for detecting and
labeling the intervertebral disks could be part of a computer-aided diagnosis sys-
tem for analyzing pathologies of the intervertebral disks or the vertebrae. The de-
tected bounding boxes could, for example, be used for initializing a detailed verte-
bra segmentation algorithm with subsequent analysis. Furthermore, the proposed
system could support semantic body parsing and semantic annotation to automat-
ically generate semantic location descriptions as frequently used by physicians for
reporting [12,11]. Both applications will be considered in future work.
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Abstract. This paper proposes multi-class random regression forests
as an algorithm for the efficient, automatic detection and localization of
anatomical structures within three-dimensional CT scans.

Regression forests are similar to the more popular classification forests,
but trained to predict continuous outputs. We introduce a new, continu-
ous parametrization of the anatomy localization task which is effectively
addressed by regression forests. This is shown to be a more natural ap-
proach than classification.

A single pass of our probabilistic algorithm enables the direct map-
ping from voxels to organ location and size; with training focusing on
maximizing the confidence of output predictions. As a by-product, our
method produces salient anatomical landmarks; i.e. automatically se-
lected “anchor” regions which help localize organs of interest with high
confidence. Quantitative validation is performed on a database of 100
highly variable CT scans. Localization errors are shown to be lower (and
more stable) than those from global affine registration approaches. The
regressor’s parallelism and the simplicity of its context-rich visual fea-
tures yield typical runtimes of only 1s. Applications include semantic vi-
sual navigation, image tagging for retrieval, and initializing organ-specific
processing.

1 Introduction

This paper introduces the use of regression forests in the medical imaging domain
and proposes a new, parallel algorithm for the efficient detection and localization
of anatomical structures (‘organs’) in computed tomography (CT) studies.

The main contribution is a new parametrization of the anatomy localiza-
tion task as a multi-variate, continuous parameter estimation problem. This is
addressed effectively via tree-based, non-linear regression. Unlike the popular
classification forests (often referred to simply as “random forests”), regression
forests [1] have not yet been used in medical image analysis. Our approach
is fully probabilistic and, unlike previous techniques (e.g. [2,3]) maximizes the
confidence of output predictions. The focus of this paper is both on accuracy of
prediction and speed of execution, as we wish to achieve anatomy localization in
seconds. Automatic anatomy localization is useful for efficient visual navigation,
initializing further organ-specific processing (e.g. detecting liver tumors), and
semantic tagging of patient scans to aid their sorting and retrieval.
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Regression-based approaches. Regression algorithms [4] estimate functions which
map input variables to continuous outputs1. The regression paradigm fits the
anatomy localization task well. In fact, its goal is to learn the non-linear mapping
from voxels directly to organ position and size. [5] presents a thorough overview of
regression techniques and demonstrates the superiority of boosted regression [6]
with respect to e.g. kernel regression [7]. In contrast to the boosted regression
approach in [2] maximizing confidence of output prediction is integral to our
approach. A comparison between boosting, forests and cascades is found in [8].
To our knowledge only two papers have used regression forests [9,10]; neither
with application to medical image analysis, nor to multi-class problems. For
instance, [10] addresses the problem of detecting pedestrians v background.

Classification-based approaches. In [11] organ detection is achieved via a con-
fidence maximizing sequential scheduling of multiple, organ-specific classifiers.
Our single, tree-based regressor allows us to deal naturally with multiple anatom-
ical structures simultaneously. As shown in the machine learning literature [12]
this encourages feature sharing and, in turn better generalization. In [13] a se-
quence of PBT classifiers (first for salient slices, then for landmarks) are used. In
contrast, our single regressor maps directly from voxels to organ poses. Latent,
salient landmark regions are extracted as a by-product of our procedure. In [14]
the authors achieve localization of organ centres but fail to estimate the organ
extent (similarly for [10]). Here we present a more direct, continuous model which
estimates the position of the walls of the bounding box containing each organ;
thus achieving simultaneous organ localization and extent estimation.

Registration-based approaches. Although atlas-based methods have enjoyed much
popularity [3,15,16] their conceptual simplicity is in contrast to the need for
robust, cross-patient registration. Robustness is improved by multi-atlas tech-
niques [17], at the price of slower algorithms involving multiple registrations. Our
algorithm incorporates atlas information within a compact tree-based model. As
shown in the result section, such model is more efficient than keeping around
multiple atlases and achieves anatomy localization in only a few seconds. Com-
parisons with affine registration methods (somewhat similar to ours in compu-
tational cost) show that our algorithm produces lower and more stable errors.

1.1 Background on Regression Trees

Regression trees [18] are an efficient way of mapping a complex input space to
continuous output parameters. Highly non-linear mappings are handled by split-
ting the original problem into a set of smaller problems which can be addressed
with simple predictors. Figure 1 shows an illustrative 1D example where the goal
is to learn an analytical function to predict the real-valued output y (e.g. house
prices) given the input x (e.g. air pollution). Learning is supervised as we are
given a set of training pairs (x, y). Each node in the tree is designed to split
the data so as to form clusters where accurate prediction can be performed with

1 As opposed to classification where the predicted variables are discrete.
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Fig. 1. Regression tree: an explanatory 1D example. (a) Input data points. (b)
A single linear function fits the data badly. (c,d) Using more tree levels yields more
accurate fit of the regressed model. Complex non-linear mappings are modelled via a
hierarchical combination of many, simple linear regressors. (e) The regression tree.

simpler models (e.g. linear in this example). More formally, each node performs
the test ξ > f(x) > τ , with ξ, τ scalars. Based on the result each data point is
sent to the left or right child.

During training, each node test (e.g. its parameters ξ, τ) is optimized so as to
obtain the best split; i.e. the split that produces the maximum reduction in geo-
metric error. The error reduction r is defined here as: r = e(S)−

∑
i∈L,R ωie(Si)

where S indicates the set of points reaching a node, and L and R denote the left
and right children (for binary trees). ωi = |Si|/|S| is the ratio of the number
of points reaching the ith child. For a set S of points the error of geometric fit
is: e(S) =

∑
j∈S [yj − y(xj ; ηS)]2, with ηS the two line parameters computed

from all points in S (e.g. via least squares or RANSAC). Each leaf stores the
continuous parameters ηS characterizing each linear regressor. More tree levels
yield smaller clusters and smaller fit errors, but at the risk of overfitting.

2 Multivariate Regression Forests for Organ Localization

This section presents our mathematical parametrization and the details of our
multi-organ regression forest with application to anatomy localization.

Mathematical notation. Vectors are represented in boldface (e.g. v), matrices as
teletype capitals (e.g. Λ) and sets in calligraphic style (e.g. S). The position of
a voxel in a CT volume is denoted v = (vx, vy, vz).

The labelled database. The anatomical structures we wish to recognize are C ={
heart, liver, spleen, left lung, right lung, l. kidney, r. kidney,
gall bladder, l. pelvis, r. pelvis}. We are given a database of 100 scans
which have been manually annotated with 3D bounding boxes tightly drawn
around the structures of interest (see fig. 3a). The bounding box for the organ
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Fig. 2. Variability in our labelled database. (a,b,c) Variability in appearance
due to presence of contrast agent, or noise. (d) Difference in image geometry due to
acquisition parameters and possible anomalies. (e) Volumetric renderings of liver and
spine to illustrate large changes in their relative position and in the liver shape. (f,g)
Mid-coronal views of liver and spleen across different scans in our database to illustrate
their variability. All views are metrically and photometrically calibrated.

c ∈ C is parametrized as a 6-vector bc = (bLc, bRc, bAc, bPc, bHc, bFc) where each com-
ponent represents the position (in mm) of the corresponding axis-aligned wall2.
The database comprises patients with different conditions and large differences
in body size, pose, image cropping, resolution, scanner type, and possible use
of contrast agents (fig. 2). Voxel sizes are ∼ 0.5 − 1.0mm along x and y, and
∼ 1.0 − 5.0mm along z. The images have not been pre-registered or normalized
in any way. The goal is to localize anatomies of interest accurately and auto-
matically, despite such large variability. Next we describe how this is achieved.

2.1 Problem Parametrization and Regression Forest Learning

Key to our algorithm is the fact that all voxels in a test CT volume contribute
with varying confidence to estimating the position of the six walls of all struc-
tures’ bounding boxes (see fig. 3b,c). Intuitively, some distinct voxel clusters
(e.g. ribs or vertebrae) may predict the position of an organ (e.g. the heart)
with high confidence. Thus, during testing those clusters will be used as refer-
ence (landmarks) for the localization of those anatomical structures. Our aim
is to learn to cluster voxels together based on their appearance, their spatial
context and, above all, their confidence in predicting position and size of all
2 Superscripts follow standard radiological orientation convention: L = left, R = right,
A = anterior, P = posterior, H = head, F = foot.
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Fig. 3. Problem parametrization. (a) A coronal view of a left kidney and the
associated ground-truth bounding box (in orange). (b,c) Every voxel vi in the volume
votes for the position of the six walls of each organ’s 3D bounding box via 6 relative,
offset displacements dk(vi) in the three canonical directions x, y and z.

anatomical structures. We tackle this simultaneous feature selection and param-
eter regression task with a multi-class random regression forest (fig. 4); i.e. an
ensemble of regression trees trained to predict location and size of all desired
anatomical structures simultaneously.

Note that in the illustrative example in section 1.1 the goal was to estimate
a two-dimensional continuous vector representing a line. In contrast, here the
desired output is one six-dimensional vector bc per organ, for a total of 6|C|
continuous parameters. Also note that this is very different from the task of
assigning a categorical label to each voxel (i.e. the classification approach in [14]).
Here we wish to produce confident predictions of a small number of continuous
localization parameters. The latent voxel clusters are discovered automatically
without supervised cluster labels.

Forest training. The training process constructs each regression tree and de-
cides at each node how to best split the incoming voxels. We are given a subset
of all labelled CT volumes (the training set), and the associated ground-truth
organ bounding boxes (fig. 3a). The size of the forest T is fixed and all trees are
trained in parallel. Each voxel is pushed through each of the trees starting at the
root. Each split node applies the following binary test ξj > f(v; θj) > τj and
based on the result sends the voxel to the left or right child node. f(.) denotes
the feature response computed for the voxel v. The parameters θj represent
the visual feature which applies to the jth node. Our visual features are similar
to those in [10,14,19], i.e. mean intensities over displaced, asymmetric cuboidal
regions. These features are efficient and capture spatial context. The feature re-
sponse is f(v; θj) = |F1|−1∑

q∈F1
I(q) − |F2|−1∑

q∈F2
I(q); with Fi indicating

3D box regions and I the intensity. F2 can be the empty set for unary features.
Randomness is injected by making available at each node only a random sample
of all features. This technique has been shown to increase the generalization of
tree-based predictors [1]. Next we discuss how to select the node test.
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Fig. 4. A regression forest is an ensemble of different regression trees. Each leaf
contains a distribution for the continuous output variable/s. Leaves have associated
different degrees of confidence (illustrated by the “peakiness” of distributions).

Node optimization. Each voxel v in each training volume is associated with
an offset dc(v) with respect to the bounding box bc for each class c ∈ C
(see fig. 3b,c). Such offset is denoted: dc(v) = (dLc, d

R
c, d

A
c, d

P
c, d

H
c, d

F
c) ∈ R6, with

bc(v) = v̂ − dc(v) and v̂ = (vx, vx, vy, vy, vz , vz). As with classification, node
optimization is driven by maximizing an information gain measure, defined as:
IG = H(S)−

∑
i={L,R} ωiH(Si) where H denotes entropy, S is the set of training

points reaching the node and L, R denote the left and right children. In classifica-
tion the entropy is defined over distributions of discrete class labels. In regression
instead we measure the purity of the probability density of the real-valued predic-
tions. For a single class c we model the distribution of the vector dc at each node
as a multivariate Gaussian; i.e. p(dc) = N (dc;dc, Λc), with the matrix Λc encod-
ing the covariance of dc for all points in S. The differential entropy of a multivari-
ate Gaussian can be shown to be H(S) = n

2 (1 + log(2π)) + 1
2 log |Λc(S)| with n

the number of dimensions (n = 6 in our case). Algebraic manipulation yields the
following regression information gain: IG = log |Λc(S)|−

∑
i={L,R} ωi log |Λc(Si)|.

In order to handle simultaneously all |C| = 10 anatomical structures the infor-
mation gain is adapted to: IG =

∑
c∈C

(
log |Λc(S)| −

∑
i={L,R} ωi log |Λc(Si)|

)
which is readily rewritten as

IG = log |Γ(S)|−
∑

i={L,R}
ωi log |Γ(Si)|, with Γ = diag

(
Λ1, · · · , Λc, · · · , Λ|C|

)
. (1)

Maximizing (1) encourages minimizing the determinant of the 6|C|×6|C| covari-
ance matrix Γ, thus decreasing the uncertainty in the probabilistic vote cast by
each cluster of voxels on each organ pose. Node growing stops when IG is below
a fixed threshold, too few points reach the node or a maximum tree depth D is
reached (here D = 7). After training, the jth split node remains associated with
the feature θj and thresholds ξj , τj . At each leaf node we store the learned mean
d (with d = (d1, · · · ,dc, · · · ,d|C|)) and covariance Γ, (fig. 4b).

This framework may be reformulated using non-parametric distributions, with
pros and cons in terms of regularization and storage. We have found our para-
metric assumption not to be restrictive since the multi-modality of the input
space is captured by our hierarchical piece-wise Gaussian model.
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Discussion. Equation (1) is an information-theoretical way of maximizing the
confidence of the desired continuous output for all organs, without going through
intermediate voxel classification (as in [14] where positive and negative examples
of organ centres are needed). Furthermore, this gain formulation enables testing
different context models; e.g. imposing a full covariance Γ would allow corre-
lations between all walls in all organs, with possible over-fitting consequences.
On the other hand, assuming a diagonal Γ (and diagonal class covariances Λc)
leads to uncorrelated output predictions. Interesting models live in the middle
ground, where Γ is sparse but correlations between selected subgroups of classes
are enabled, to capture e.g. class hierarchies or other forms of spatial context.
Space restrictions do not permit a more detailed description of these issues.

Forest testing. Given a previously unseen CT volume V , each voxel v ∈ V is
pushed through each tree starting at the root and the corresponding sequence of
tests applied. The voxel stops when it reaches its leaf node l(v), with l indexing
leaves across the whole forest. The stored distribution p(dc|l) = N (dc;dc, Λc)
for class c also defines the posterior for the absolute bounding box position:
p(bc|l) = N (bc;bc, Λc), since bc(v) = v̂ − dc(v). The posterior probability for
bc is now given by

p(bc) =
∑
l∈L̃

p(bc|l)p(l). (2)

L̃ is a subset of all forest leaves. Here we select L̃ as the set of leaves which
have the smallest uncertainty (for each class c) and contain 1% of all test voxels.
Finally p(l) = 1/|L̃| if l ∈ L̃, 0 otherwise. This is different from averaging the
output of all trees (as done e.g. in [9,10]) as it uses the most confident leaves,
independent from which tree in the forest they come from.

Anatomy detection. The organ c is declared present in the scan if p(bc = b̃c) > β,
with β = 0.5.

Anatomy localization. The final prediction b̃c for the absolute position of the
cth organ is given by the expectation b̃c =

∫
bc

bcp(bc)dbc.

3 Results, Comparisons and Validation

This section assesses the proposed algorithm in terms of its accuracy, runtime
speed and memory efficiency; and compares it to state of the art techniques.

Accuracy in anatomy localization. Qualitative results on automatic anatomy
localization within previously unseen, whole-body CT scans are shown in fig. 5.

Quantitative evaluation. Localization errors are shown in table 1. The algorithm
is trained on 55 volumes and tested on the remaining 45. Errors are defined as
absolute difference between predicted and true wall positions. The table aggre-
gates results over all bounding box sides. Despite the large data variability we
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Fig. 5. Qualitative results showing the use of our automatic anatomy localizer for
semantic visual navigation within 3D renderings of large CT studies. (a) The automat-
ically computed bounding box for a healthy left kidney rendered in 3D. (b) As before
but for a diseased kidney. (c) Automatically localized liver showing hemangiomas. (d)
Automatically localized spleen, (e, f) heart and (g, h) left pelvis. Once each organ
has been detected the 3D camera is repositioned, the appropriate cropping applied and
the best colour transfer function automatically selected.

obtain a mean error of only ∼ 1.7cm (median ∼ 1.1cm), sufficient to drive many
applications. On average, errors along the z direction are about twice as large
as those in x and y. This is due both to reduced resolution and larger variabil-
ity in cropping along the z direction. Consistently good results are obtained for
different choices of training set as well as different training runs.

Testing each tree on a typical 5123 scan takes approximately 1s with our C++
implementation; and all trees are tested in parallel. Further speed-ups can be
achieved with more low-level code optimizations.

Comparison with affine, atlas-based registration. One key aspect of our technique
is its speed; important e.g. for clinical use. Thus, here we chose to compare our
results with those obtained from a comparably fast atlas-based algorithm, one
based on global registration. From the training set a reference atlas is selected
as the volume which when registered with all test scans produced the minimum
localization error. Registration was attained using the popular MedInria3 pack-
age. We chose the global registration algorithm (from the many implemented)
and associated parameters that produced best results on the test set. Such al-
gorithm turned out to be block-matching with an affine transformation model.
Note that optimizing the atlas selection and the registration algorithm on the
test set produces results which are biased in favor of the atlas-based technique
and yields a much tougher evaluation ground for our regression algorithm.
3 www-sop.inria.fr/asclepios/software/MedINRIA/
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Table 1. Regression forest results. Bounding box localization errors (in mm).

organ heart liver spleen left right left right gall left right across
lung lung kidney kidney bladder pelvis pelvis all organs

mean 15.4 17.1 20.7 17.0 15.6 17.3 18.5 18.5 13.2 12.8 16.7

std 15.5 16.5 22.8 17.2 16.3 16.5 18.0 13.2 14.0 13.9 17.0

median 9.3 13.2 12.9 11.3 10.6 12.8 12.3 14.8 8.8 8.4 11.5

Table 2. Atlas-based results. Bounding box localization errors (in mm).

organ heart liver spleen left right left right gall left right across
lung lung kidney kidney bladder pelvis pelvis all organs

mean 24.4 34.2 36.0 27.8 27.0 39.1 28.3 27.6 23.4 22.4 31.3
std 27.0 59.3 57.2 29.9 27.6 55.6 53.3 26.7 43.3 43.5 50.0

median 15.5 16.4 20.1 15.7 18.0 25.7 15.4 19.8 10.9 11.8 17.2

Fig. 6. Comparison with atlas-based registration. Distributions of localization
errors for (a) our algorithm, and (b) the atlas-based technique. The atlas-induced
errors show more mass in the tails, which is reflected by a larger standard deviation
(std). The width of the vertical shaded band is proportional to the standard deviation.

The resulting errors (computed on the same test set) are reported in table 2.
They show much larger error mean and standard deviation (about double) than
our approach. Registration is achieved in between 90s and 180s per scan, on the
same dual-core machine (cf. our algorithm runtime is ∼ 6s for T = 12 trees).

Figure 6 further illustrates the difference in accuracy between the two ap-
proaches. In the registration case larger tails of the error distribution suggest a
less robust behavior4. This is reflected in larger values of the error mean and
standard deviation and is consistent with our visual inspection of the registra-
tions. In fact, in ∼ 30% cases the process got trapped in local minima and

4 Because larger errors are produced more often than in our algorithm.
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Fig. 7. Mean error as a function of forest parameters. (a) with varying maxi-
mum tree depth D and fixed forest size T = 12. (b) with fixed tree depth D = 7 and
varying forest size T . All errors are computed on previously unseen test scans.

produced grossly inaccurate alignment. Those cases tend not to get improved
when using a local registration step5, while adding considerably to the runtime.

A regression forest with 6 trees takes ∼ 10MB of memory. This is in contrast
with the roughly 100MB taken by each atlas. The issue of model size and runtime
efficiency may be exacerbated by the use of more accurate and costly multi-
atlas techniques [17]. Finally, in our algorithm increasing the training set usually
decreases the test error without affecting the test runtime, while in multi-atlas
techniques increasing the number of atlases linearly increases the runtime.

Comparison with voxel-wise classification. When compared to the classification
approach in [14] we have found that our regression techniques produces errors less
than half than those reported in [14] (on identical train and test sets) which, in
turn demonstrated better accuracy than GMM and template-based approaches.
In addition our regression algorithm computes the position of each wall (rather
than just the organ centre), thus enabling approximate extent estimation.

Accuracy as function of forest parameters. Fig. 7 shows the effect of tree depth
and forest size on accuracy. Trees deeper than 7 levels lead to over-fitting. This
is not surprising as over-training with large trees has been reported in the lit-
erature. Also, as expected increasing the forest size T produces monotonic im-
provement without overfitting. No tree pruning has been employed here.

Automatic landmark detection. Fig 8 shows anatomical landmark regions auto-
matically selected to aid organ localization. Given a trained tree and a chosen
organ class (e.g. left kidney) we choose the two leaves with highest confidence.
Then, we take the feature boxes (sect. 2.1) associated with the two closest an-
cestors (blue circles in fig. 8a) and overlay them (in green in fig. 8b,c) onto

5 Which tends not to help escaping bad local minima.
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Fig. 8. Automatic discovery of salient anatomical landmark regions. (a)
Given an organ class, the leaves associated to the two most confident distribu-
tions and two ancestor nodes are selected (in blue). (b,c) The corresponding fea-
ture boxes are overlayed (in green) on 3D renderings. The highlighted green regions
correspond to anatomical structures which are automatically selected by the system
to infer the position of the kidneys. See video in http://research.microsoft.com/

apps/pubs/default.aspx?id=135411.

volumetric renderings, using the points reaching the leaves as reference. The
green regions represent the anatomical locations which are used to estimate the
location of the chosen organ. In this example the bottom of the left lung and the
top of the left pelvis are used to predict the position of the left kidney. Similarly,
the bottom of the right lung is used to localize the right kidney. Such regions
correspond to meaningful, visually distinct, anatomical landmarks. They have
been computed without any ground truth labels nor manual tagging.

4 Conclusion

Anatomy localization has been cast here as a non-linear regression problem where
all voxels vote for the position of all anatomical structures. Location estimation
is obtained via a multivariate regression forest algorithm which is shown to be
more accurate and efficient than competing registration-based techniques.

At the core of the algorithm is a new information-theoretic metric for regres-
sion tree learning which enables maximizing the confidence of the predictions
over the position of all organs of interest, simultaneously. Such strategy pro-
duces accurate predictions as well as meaningful anatomical landmark regions.
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Accuracy and efficiency have been assessed on a database of 100 diverse CT
studies. Future work includes exploration of different context models and exten-
sion to using other imaging modalities and non-parametric distributions.
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Abstract. Ileo-Cecal Valve (ICV) is an important small soft organ which
appears in human abdomen CT scans and connects colon and small intes-
tine. Automated detection of ICV is of great clinical value for removing
false positive (FP) findings in computer aided diagnosis (CAD) of colon
cancers using CT colongraphy (CTC) [1,2,3]. However full 3D object de-
tection, especially for small objects with large shape and pose variations
as ICV, is very challenging. The final spatial detection accuracy often
trades for robustness to find instances under variable conditions [4].

In this paper, we describe two significant post-parsing processes after
the normal procedure of object (e.g., ICV) detection [4], to probabilis-
tically interpret multiple hypotheses detections. It achieves nearly 300%
performance improvement on (polyp detection) FP removal rate of [4],
with about 1% extra computional overhead. First, a new multiple de-
tection spatial-fusion method utilizes the initial single detection as an
anchor identity and iteratively integrates other “trustful” detections by
maximizing their spatial gains (if included) in a linkage. The ICV de-
tection output is thus a set of N spatially connected boxes instead of a
single box as top candidate, which allows to correct 3D detection mis-
alignment inaccuracy. Next, we infer the spatial relationship between
CAD generated polyp candidates and the detected ICV bounding boxes
in 3D volume, and convert as a set of continuous valued, ICV-association
features per candidate which allows further statistical analysis and clas-
sification for more rigorous false positive deduction in colon CAD.

Based on our annotated 116 training cases, the spatial coverage ratio
between the new N-box ICV detection and annotation is improved by
13.0% (N=2) and 19.6% (N=3) respectively. An evaluation on large scale
datasets of total ∼ 1400 CTC volumes, with different tagging prepa-
rations, reports average 5.1 FP candidates are removed at Candidate-
Generation stage per scan; and the final CAD system mean FP rate
drops from 2.2 to 1.82 per volume, without affecting the sensitivity.

1 Introduction

Colorectal cancer is the second leading, death-causing cancer for western popu-
lation. Many computer aided diagnosis (CAD) systems [1,2,3,5] have been pro-
posed to tackle the colonic polyp detection problem, with better accuracy and

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 118–129, 2011.
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sensitivity than radiologist alone. The most critical affecting factor for radiolo-
gists to accept the daily usage and adding value of a CAD system is its False
Positive (FP) rate per scan or patient, while keeping high detection sensitivity.
This is also the major difference from a good (helpful) to bad (misleading) CAD
system [5]. Out of all FP types, Ileo-Cecal Valve has many (bumpy) polyp-like
substructures which can confuse CAD algorithms and result as one of the most
“difficult-to-remove” FP subgroup. As reported in the most recent study [6],
18.8% FPs are contributed by ICV structures, for a CAD system operating at
4.7 FPs per scan with reasonable sensitivity rate.

Detecting and segmenting small, soft and deformable human anatomic struc-
tures (e.g., Ileo-Cecal Valve) in a large 3D image volume (often > 500 slices) is a
very challenging task. Ileo-Cecal Valve is highly deformable in shape and location
by nature (without rigid attachment as connecting colon and small intestine),
which leads to large intra-class shape, appearance and pose variations. In [4], we
propose a generic object detection method to localize and segment an anatomic
structure, such as Ileo-Cecal Valve in abdominal CT volumes, through an incre-
mental parameter learning and registration procedure by sequentially aligning a
bounding box with full 3D spatial configuration (i.e., 3D translation, 3D scaling
and 3D orientation) towards the real structure. ICV has to be detected at the
correct spatial scale range to understand its full context, and disambiguate from
local, polyp-like subcomponents. The system diagram of ICV detection is shown
in Fig. 1. For robustness, all steps of this detection pipeline leverage and keep
multiple hypotheses (as a set of 3D boxes) for the next level until the last stage,
which is in the same spirit of robust object tracking using multiple hypotheses
[7], sequential Monte Carlo or particle filtering [8].

Exhaustive search of the 9-dimensional parameter space for the global optimal
ICV bounding box is not only computationally infeasible, but also can not be
trained due to the exponential-complexity negative class sampling issue in high
dimensional parameter space. Though a high detection rate is achieved in [4],
the spatial coverage ratios between computer detections and the annotated or
desirable ICV bounding boxes are in need for improvement (probably inferior
to face detection overlapping accuracy in 2D images due to higher dimensional
parameter space of 9 versus 4). Especially for FP removal purpose in a CAD
system, more spatially accurate detection of ICV leads to better reasoning of
the spatial association between polyp, and ICV detections, which permits to
remove more ICV false positives1 [5,6].

In this paper, we present a sequence of significant post-parsing processes of
[4], by spatially fusing the multiple ICV detection hypotheses in an “anchor-
linking” fashion, constructing statistical features (e.g., distance, spatial-decaying

1 For example, in our CAD system, overall ≈ 0.76% FP candidates survive after the
final classification, while as a specific FP category, the survival rate of ICV candidates
is significantly higher as 7.83%. From the other viewpoint, ICV candidates form
≤ 1% of the overall polyp candidates at CG level, but more than 10 ∼ 15% of the
final system output FPs are composed of ICV (causing) FPs, if no explicite ICV
candidates/FPs removal module is applied.
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detection probabilities) continuously describing the underlying “candidate-ICV”
associations, and building a discriminative classifier using new ICV features to
remove false positives, while keeping the overall polyp detection sensitivity un-
changed. The “anchor-linking” multiple detection fusion is related to component
based object detection methods [9,10], but different in maximizing the trustful
object region recovery by linking a few spatially correlated, “strong” detection
candidates, while [9,10] aggregate multiple part-based detections to form the
whole-object identification. The feature extraction and classification treatment
from detection, enables more rigorous statistical analysis and removes about 90%
more ICV type (polyp) FPs (0.38 versus 0.2 per volume, due to ICV existence)
than improved N-box detection (n=3). Compared with [4], FP removal rate is
nearly 300% (i.e., 0.38 versus 0.13 per scan). The computational overhead of
post-parsing is neglectable compared with the ICV detection process [4].

2 Materials and Methods

In this section, we will first review the two-staged workflow of ICV detection
by prior learning and incremental parameter learning [4]. Then a multiple de-
tection fusion method, to improve the spatial coverage between the detected
ICV area (a union of bounding boxes) and the true ICV occupying area, is
described. Finally we map the spatial association between polyp detection can-
didates and the updated ICV detection output, to a set of four features including
{IndicatorICV , P robICV , DistICV , P robDecayICV } or {Indicator, Prob, Dist,
ProbDecay}, by incorporating both localization (geometry) and detection (prob-
ability) information, and feed them into statistical analysis and classification for
ICV-type FP reduction.

2.1 Progressive Ileo-Cecal Valve Detection in 3D

ICV detection is very challenging due to ICV’s large variations in terms of its in-
ternal shape/appearance and external spatial configurations: (X, Y, Z; Sx, Sy, Sz;
ψ, φ, ω), or (ΩT ; ΩS ; ΩR). To address these difficulties, we develop a two-staged
approach that contains the prior learning to prune ICV’s spatial configurations in
position and orientation, followed by the position, size and orientation estimation
of incremental parameter learning. The prior learning is inspired by the fact that,
if likely hypotheses for ICV orifice can be found, its position in ΩT can be con-
strained, then no explicitly exhaustive searching of position is needed. The ICV
orifice has an informative, but not uniquely, distinctive surface profile that can
possibly indicate ICV locations. It is also known that ICV orifice only lies on the
colon surface that is computed using a 3D version of Canny edge detection. Thus
we can prune all voxel locations inside the tissue or in the air for even faster scan-
ning. Then given detected ICV orifice position from prior learning, we can further
use this to constrain ICV’s location for efficient scanning, as described in [4].

Fig. 1 shows the diagram of our full detection system of two stages and five
individual steps. Each step of encoding process is formulated as a general bi-
nary classification problem, and is specifically implemented using probabilistic
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Fig. 1. System diagram of Ileo-Cecal Valve detection, with prior learning (upper block)
and incremental parameter learning (lower block)

boosting tree algorithm (PBT ) [11]. To learn the object (e.g., ICV) appearance
model, we employ 3D steerable features [12] which are composed by a number
of sampling grids/points where 71 local intensity, gradient and curvature based
features are computed at each grid. The whole sampling pattern models semi-
local context. In contrast to popular 3D HAAR features [13], only the sampling
grid-pattern of steerable features need to be translated, rotated and re-scaled
instead of data volumes. It allows fast 3D data evaluation and has shown to be
effective for object detection tasks [12]. The separation of sampling grid pattern
and local 71 gradient/curvature features allows the flexibility of different geo-
metric structure designs of grid-pattern as spatial assembles of unchanged local
features. Particularly, an axis-based pattern is proposed for detecting ICV’s ori-
fice at step 1, and a box-based pattern for parsing the ICV orientation, scale
and size at following steps, with total 5751 or 52185 local features for boosting
respectively.

If there is only one existing object per volume (such as ICV) and the training
function can be perfectly learned by a classifier at each step, setting only one
detection candidate (e.g., M = 1) per step is sufficient to achieve the correct
detection. In practice, we set M = 50 ∼ 100 for all intermediate detection steps
to improve robustness. It means that we maintain multiple detection hypotheses
until the final result. For the description of how training parameters are obtained
in this multi-stage detection hierarchy, refer to [4] for details.

Improvements: ICV contains many polyp-like local structures which often sur-
vive through colon CAD systems. By localizing a spatially accurate bounding
box of ICV, this type of ambiguous false positives as generated by an initial
candidate-generation (CG) process (within the above detected bounding box),
can be removed. For this task, 1), we further enhanced the ICV orifice detection
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. (a,b) An example of ICV detection result from two viewpoints. The red box is
the annotation; the green box is the detection. (c,d,e,f,g,h) Examples of ICV detection
results from unseen clean colon CT volumes (c,d,e) and unseen solid (f) or liquid
tagged (g,h) colon CT volumes.The red box is the final detection result where no
annotation available. Note that only a CT subvolume surrounding the detected ICV
box is visualized for clarity. This picture is better visualized in color.

stage (as the first step in Fig. 1) by adding all labeled polyp surface voxels into
its negative training dataset, which results a propose-specific and more dis-
criminative training against losing polyps or reducing sensitivity. Other stages
are consequentially retained in the same way. 2), Non-Maximum suppres-
sion is also performed after the prior learning by only keeping the top ICV box
candidate at each different location. This further increases the spatial sampling
and computational efficiency, as more spatial regions will be exploited by later
training and classification stages with the same computational budget, or the
number of kept samples. Some positive ICV detections are illustrated in Fig.
2. The processing time varies from 4 ∼ 10 seconds per volume on a P4 3.2G
machine with 2GB memory.

2.2 Contextual N-Box ICV Detection by Spatial Fusion

To obtain a more precise 3D ICV region from detection, a contextual N-box
model is employed. 1), We use the single ICV detection box B1 as an anchor
to explore other reliable expansions. The trust or reliability is guaranteed by
maintaining other boxes with both posterior probabilities above a high threshold
and good overlaps with the anchor box. For all other hypotheses {B̂i} (except
B1) returned in the last step of detection, we first apply a prefilter and only
retain “trustful” candidates satisfying γ(B1, B̂i) ≥ γ1 and ρ(B̂i) ≥ ρ1 where
γ(•, •) computes the spatial overlap ratio between two boxes and ρ(B̂i) returns
the posterior detection probability of B̂i from above [4]. The two constraints
guarantee that B2 is spatially correlated with B1 (γ1 = 0.5) and is a high
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quality ICV detection by itself ρ1 = 0.8. 2), Then we sort them according to
their spatial gains V ol(B̂i − B1

⋂
B̂i) and the box that gives the largest gain is

selected as the second box B2. Our boxes are fully mathematically parameterized
which allows fast evaluation of voxel overlapping. 3), By taking B1 and B2 as
a union Boxd = B1

⋃
B2, it is straightforward to expand the model for N-box

ICV model with N > 2, by maximizing V ol(B̂i − Boxd

⋂
B̂i). The union Boxd

grows by adding one new winning box per iteration. Let Boxa be the annotated
bounding box of the Ileo-Cecal Valve and Boxd be the detected N-Box. The
spatial overlap ratio between Boxa and Boxd is defined as

γ(Boxa, Boxd) =
V ol(Boxa

⋂
Boxd)

V ol(Boxa)
⋃

V ol(Boxd)
(1)

where V ol() is the box-volume function (eg. the voxel number inside a box). The
spatial coverage ratio of Boxd and Boxa is defined as

α(Boxa, Boxd) =
V ol(Boxa

⋂
Boxd)

V ol(Boxa)
(2)

which describes the percentage of the annotated ICV area covered by the detec-
tion Boxd. In practice, the number N of boxes in Boxd can be determined by
cross-validation, by maximizing α(Boxa, Boxd) under the constraint of main-
taining γ(Boxa, Boxd) at high level. α(Boxa, Boxd) is the direct performance
measure, as the percentage of the true ICV volumetric region Boxa recovered by
Boxd, which impacts on the ratio of ICV causing FPs in Boxa that can be re-
moved by Boxd instead. High overlap ratio γ(Boxa, Boxd) as Jaccard similarity,
keeps detection Boxd highly confident against ground truth Boxa. A balance be-
tween α(Boxa, Boxd) and γ(Boxa, Boxd) needs to be achieved. A few illustrative
examples of multi-box ICV Detection are shown in Fig. 3.

2.3 Features and ICV False Positive Classification

Given the ICV detection output Boxd = {Bi}i=1,2,...,N and the spatial locations
{Lj} of a set of polyp candidates (in the order of hundreds per volume), we first
compute the Euclidean distances (Geodesic distance is more desirable but with
higher computational cost; Euclidean is a close approximation in low distance
range) for each of polyp candidate against Boxd as

Dist(Lj, Boxd) = min
i

Dist(Lj , Bi) (3)

Then, the generic “point-to-box” distance in 3D is converted as a standard
“point-to-triangle” distance because the box is a spatially convex set includ-
ing all voxels inside. The triangle is found by selecting the set of three box
vertices Bi,k, k = 1, 2, 3 with the smallest “point-to-point” Euclidean distances
‖ Bi,k−Lj ‖ according to Lj. Thus Bi,k, k = 1, 2, 3 may vary against different Lj .
Finally the “point-to-triangle” distance is calculated using the standard geomet-
ric algorithm [14] and we denote Dist(Lj, Boxd) as DistjICV for any jth polyp
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Multi-box ICV Detection results (N=3) with clean preparation (a,b,c) and
tagged preparation (d,e,f). Note that rugged surface is more visible in (d,e,f) under
tagged preparation which potentially causes more challenges for ICV detection or de-
grading on localization accuracy. Notice that the spatial coverage of ICV detection
boxes against the true ICV area improves as N increases from 1 to 2, 3. The first, sec-
ond, and third detection box is color-coded as red, green, and blue respectively. This
picture is better visualized in color.

candidate. Note that if Lj is determined inside any box ⊂ Boxd, Distj = 0 will
be automatically set, without any distance calculations. Furthermore, a binary
indicator {Indicatorj

ICV } is also derived from DistjICV

Indicatorj =
{

True, ifDistj = 0;
False, otherwise.

(4)

The confidence of ICV detection procedure can also be explored as ProbICV

volumewise, regardless of different CG candidates. Lastly, by combining the in-
formation of the overall detection probability ProbICV per volume (only one
ICV per abdominal scan) and {DistjICV } per candidate, a new hybrid feature
ProbDecayj

ICV is computed as

ProbDecayj = Prob × exp(−Distj/σ) (5)

It simulates the spatially decaying effect of ICV detection probability ProbICV

propagating from Boxd to the location Lj where σ controls the decaying speed
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factor and is determined by cross-validation, or multiple σ can be employed for
decaying with respect to different spatial scales. ProbDecayj integrates the cues
of distance Distj , detection posterior probability Prob and the spatial scale σ,
where σ can be set by optimizing ProbDecayj ’s classification performance (e.g.,
Fisher score [15]). As seen later, this feature demonstrates the best effectiveness
on modeling the relationship or association between polyp candidates and the
detected ICV, and removing ICV type FPs via classification, out of four features.
Using geodesic distance to replace Distj is probably more sensible and accurate
for modeling the confidence propagation over surface, because all anatomical
structures (e.g., ICV, polyp), being interested for CTC lie on colonic surface,
and surface geodesic coordinates normally serve as their spatial locations. This
is left for future work.

In summary, we obtain a set of four features {Indicatorj , P rob, Distj ,
P robDecayj} for any jth polyp candidate, and these features can be used to train
a classifier to report whether a candidate is truly associated with ICV rather
than a polyp. Of course, these four features are not statistically independent,
but in section 3, their joint discriminative capability is shown to be higher than
each individual, and thus is finally used for the best classification performance
on filtering out ICV type FPs, using Quadratic/Linear Discriminant Analysis
classifiers [15].

Previous Work: The closest previous work is by Summer et al. [16,3] which
however is drastically different from ours in two aspects. (1) For localization of
ICV, [3] relies on a radiologist to interactively identify the ICV by clicking on
a voxel inside (approximately in the center of) the ICV, as a requisite, manual
initialization step, followed by classification process. (2) For classification, some
human designed heuristic rules based on ICV volume and attenuation thresholds
are utilized. Refer to [16,3] for details. Their overall sensitivity of ICV detection
is 49% and 50% based on the testing (70 ICVs) and training datasets (34 ICVs)
[3], respectively.

3 Experimental Results

Detection Performance: Our ICV detection process is trained with an annota-
tion dataset of 116 volumes (clean-prep), where each ICV per volume is precisely
bounded using a 3D box with nine degrees of freedom (3D location, orientation
and scale) by two experts, as shown in Fig. 1. 1), Our initial experimental as-
sessment in training shows that 2-box model improves the mean coverage ratio
α(Boxa, Boxd) from 75.6% to 88.6%. When N = 3, the α(Boxa, Boxd) reaches
95.2%. γ(Boxa, Boxd) are 72.7%, 85.2%, 86.1% for N = 1, 2, 3 and starts to de-
crease slightly for N > 3. Finally, N is chosen to be 3. 2), For testing cases where
there are no annotation of ICV bounding boxes available, hence we evaluate the
ICV detection rates by inspecting each “anchor” box returned by our ICV de-
tector, and labeling it as true or false, using two unseen testing datasets of 526
volumes (clean-prep) and 689 volumes (fecal tagging-prep including both iodine
and barium preparations) respectively. Siemens, GE and Philips scanners are
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Fig. 4. Volume-FP count histograms of tagging testing dataset, before (UPPER) and
after (LOWER) N-box ICV post-filter processing

used for image acquisition, under different imaging protocols, from 10+ medical
sites in Asia, Europe and USA. The detection rates are 91.3% and 93.2% for
clean and tagged datasets.

False Positive Detection: FP deduction is also tested on our clean and tagged
training/testing datasets. There is no significant statistical performance differ-
ence among different datasets, and the detailed analysis and results on tagged
testing dataset are reported below. The ICV detection can be implemented
as both pre-filter and post-filter for our existing CTC CAD system. In post-
processing, only those candidates that are labeled as “Polyp” in the final clas-
sification phase are used for screening; while as pre-filter, all candidates output
by an initial Candidate-Generation (CG) scheme are employed. With N-box
ICV detection improvement, the final number of false positives drops from 2.2
fp/volume to 2.0 fp/volume (removing FPs with Distj = 0 or Indicatorj = true,
90% improvement), without reducing the overall sensitivity of the CAD system.
For N = 1, the detection based removal [4] in average rejects 0.13 (or 5.91%)
FPs per volume. When used as ICV pre-filter, the average FP removal is 3.1 per
volume. Compared with N = 1 in [4], multiple-box (N = 3) ICV FP classifica-
tion process removes 62.5% more CG candidates for this dataset. FP histogram
of the tagged testing dataset of 412 volumes, before and after ICV post-filter,
demonstrates the advantageous performance impact of using multi-detection fu-
sion, as shown in Fig. 4. The lower histogram has more mass moving towards
the left (as smaller FP numbers).

False Positive Classification: We first evaluate Fisher Discriminant Scores
(FD) of any continuous valued feature f ∈ {Distj, P robDecayj} over CG can-
didates, defined as
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Fig. 5. Kernel Density Estimate plots of the spatial-probability feature ProbDecay for
positive (polyp) and negative (non-polyp) classes, with the fisher score 0.0909

J(f) =
(f̄+ − f̄−)2

σ2(f+) + σ2(f−)
(6)

where f̄+ and f̄− denote the mean; σ2(f+) and σ2(f−) represent the covari-
ance of f distribution on positive {f+} (polyp) and negative {f−} (non-polyp)
classes. ProbDecayj (σ = 10mm) returns higher FD score2 of 0.0909 than Distj .
The feature’s Kernel Density Estimate plots are drawn in Fig. 5. This means
that the hybrid feature ProbDecayICV can describe underlying soft “candidate-
ICV affiliations” more precisely and is probably more effective on removing
more ICV related FPs, via inferring both spatial and detection probability in-
formation. Next, we train a Linear Discriminant Classifier on {Prob, Distj ,
{ProbDecayj

σ=5,10,15,20}} of all candidates using tagged training dataset and
obtain the projection {φj} as a new “summarization” feature, which indeed has
a better FD score of 0.171 and σ = 5, 10, 15, 20 simulates the multiscale effect
of ProbDecayj. {φj} is further thresholded for recognizing ICV type FPs from
polyp candidates. Based on this, we report an average of 5.1 false positives re-
moved per volume at CG stage; and the final CAD system FP rate also decreases
from 2.2 to 1.82 per volume (or, 17.2% of all FPs), for tagged testing dataset.
The sensitivities remain the same at both stages. Compared with the results
of binary decision Distj = 0 with N = 3, the performance improvements of
leveraging the continuous feature φj , are 64.5% and 90.6% at CG or final sys-
tem level, respectively. In [6], 18.8% of 4.7 FPs is caused by ICV which is 0.87
per volume. The numerical results of FP histograms in tagged testing dataset,
without and with the classification ICV post-filter using {φj}, are given in Table
1. This improves our previous result of False Positive Detection as in Fig. 4. It
is clearly noticeable more volumes have even lower (per-volume) FP rates. From
2 Since the majorities of both positive and negative distributions are out of the realm

of ICV spatial occupations, the absolute FD scores are not very high generally.
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Table 1. Volume-FP count histograms of tagging testing dataset, without and with
enhenced ICV post-filter on {φj}

False Positive Histogram Without ICV Filter With ICV Filter
0 62 [15.05%] 90 [21.84 %]
1 113 [27.43%] 129 [31.31 %]
2 102 [24.76%] 92 [22.33 %]
3 54 [13.11%] 40 [9.71 %]
4 33 [8.01%] 22 [5.34 %]
5 22 [5.34%] 17 [4.13 %]
6 9 [2.18%] 11 [2.67%]
7 10 [2.43%] 8 [1.94%]
8 3 [0.73%] 1 [0.24%]
9 2 [0.49%] 2 [0.49%]
≥ 10 2 [0.49%] 1 [0.24%]

our further evaluation, this improvement also generalizes well to clean training
and testing datasets, with similar observation obtained. As a post-processing,
the additional computation expense over [4] is approximately 1%.

4 Discussion

In this paper, we propose a sequential “anchor-linking” approach on multiple
detection hypotheses, to improve the alignment accuracy of automatic 3D de-
tection for Ileo-Cecal Valve. The final ICV detection output is a set of spatially
connected N-boxes where our method is generic and applicable to other 3D/2D
multi-hypothesis detection problems [9,10,7,8], without restricting to [4]. Then
we derive continuous valued features (e.g., {Distj, P robDecayj}) more precisely
describing the underlying “candidate-ICV” associations, which permits further
statistical analysis and classification, converting from binary detections. Signif-
icant performance improvement is demonstrated on ICV-relevant false positive
reduction rates in CT Colonography, compared with previous work [4,16,3], with-
out sacrificing polyp detection sensitivity.
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Abstract. In this paper we discuss the impact of using algorithms for
dictionary learning to build adaptive and sparse representations of medi-
cal images. The effectiveness of coding data as sparse linear combinations
of the elements of an over-complete dictionary is well assessed in the med-
ical context. Confirming what has been observed for natural images, we
show the benefits of using adaptive dictionaries, directly learned from a
set of training images, that better capture the distribution of the data.
The experiments focus on the specific task of image denoising and pro-
duce clear evidence of the benefits obtained with the proposed approach.

1 Introduction

Over the last decade, the research field of natural image analysis has witnessed
a significant progress thanks to a more mature and effective use of algorithmic
approaches to data representation and knowledge extraction. Among the most
successful techniques, the ones based on adaptive sparse coding are playing a
leading role. In this paper, we explore the possible application of such methods
to the context of medical image analysis (MIA).

The insightful idea behind sparse coding is to build succinct representations of
visual stimuli, which may be conveniently obtained in practice by decomposing
the signals into a linear combination of a few elements from a given dictionary
of basic stimuli, or atoms [6]. Adaptiveness, in this context, is achieved through
learning the atoms directly from the data, a problem called dictionary learning,
instead of using fixed over-complete dictionaries derived analytically, as it is
the case for the popular wavelet-based approaches [13]. Significant experimental
successes of adaptive sparse coding have been reported in different applications
of computer vision, such as denoising [5], compression [1], texture analysis [15],
scene categorization and object recognition (interesting examples are in [16],
[12], or [9]).

The observation that motivates the present work is that the exploitation of
these advanced techniques for dictionary learning and sparse coding in the field
of MIA remains – to a large extent – unattained. To the best of our knowledge,
[18] is the only work presenting results on medical images. Therefore, the first
underlying goal of the paper is to promote a discussion on the potentials of
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adaptive sparse coding for addressing different problems of interest to the au-
dience of the workshop. In order to make the discussion concrete, we focus on
two state-of-the-art dictionary learning algorithms. Specifically, we consider the
K-SVD algorithm, introduced by Aharon et al. [1], and the method of Lee et
al. [10], which in the rest of the paper we refer to as �1-regularized Dictionary
Learning (�1-DL). After a preliminary description of their main common prop-
erties we provide details on the two methods and compare their performances
using a collection of MR images representing different anatomical regions. In
order to make more clear the methodological and algorithmic issues discussed
in the following sections and to support experimentally some of the conclusions
we have drawn in our work, we opted to focus on one specific task only, namely
image denoising. In this context, by using the two learned dictionaries we suc-
ceeded in improving the results of a state-of-the-art method for denoising based
on the Discrete Cosine Transform [8]. We also stress that denoising is only one
of the possible applications of these techniques, and that higher-level tasks such
as detection or classification are expected to benefit from them.

The paper is organized as follows. In the next sub-section we briefly review
the main results in the literature on dictionary learning and connect the few
papers on medical image analysis using these tools. In section 2 we provide a
formal description of the problem, and an implementation-focused overview of
K-SVD and �1-DL. Next, we present the experimental setting and the results
obtained. We conclude with a brief discussion.

1.1 Relevant Literature

The use of fixed overcomplete representations, such as wavelets, to process and
interpret medical images is already widespread and successful. Indeed, overcom-
plete dictionaries coupled with sparse coding have been shown in the past to
yield more expressive representations, capable of achieving better performances
in a wide range of tasks. However, we believe that further major advancements
may be obtained by investigating methods for learning such representation from
the data.

This problem, in its non-overcomplete form, has been studied in depth. Indeed,
although not yielding overcomplete dictionaries, Principal Component Analysis
(PCA) and its derivatives are at the root of such approaches, based on the mini-
mization of the error in reconstructing the training data as a linear combination
of the basis elements (see e.g. [3]).

The seminal work of Olshausen and Field [14] was the first to propose an
algorithm for learning an overcomplete dictionary in the field of natural image
analysis. Probabilistic assumptions on the data led to a cost function made up of
a reconstruction error and a sparse prior on the coefficients, and the minimization
was performed by alternating optimizations with respect to the coefficients and
to the dictionary. Most subsequent methods are based on this alternating scheme
of optimization, with the main differences being the specific techniques used
to induce a sparse representation. Recent advances in compressed sensing and
feature selection led to use �0 or �1 penalties on the coefficients, as in [1] and
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[11], respectively. The former method has been applied to denoising in what is,
to the best of our knowledge, the only paper applying such methods to medical
images [18].

In [17], the authors proposed to learn a pair of encoding and decoding transfor-
mations for efficient representation of natural images. In this case the encodings
of the training data are dense, and sparsity is introduced by a further non-linear
transformation between the encoding and decoding modules.

Bag-of-features representations can be seen as a nearest-neighbor approxi-
mation of representations based on dictionary learning and sparse coding (see
[20,1]). In [2] the authors tackle the problem of detecting lesions in cervigram
images by employing such an approach. Image patches are represented by the
closest codewords from a dictionary that has been learned by collecting patches
from the training set, reducing their dimensionality by PCA, and selecting the
codewords by k-means.

In summary, although a number of works have been published demonstrating
the effectiveness of adaptive and sparse representations for natural image anal-
ysis, our paper is the first attempt to explicitly tackle this topic in the context
of medical image analysis.

2 Learning Sparse Overcomplete Representations

In this section we briefly introduce some common properties of the algorithms
for dictionary learning and their application to sparse image representation. We
start by setting up the notation and recalling the mathematical properties of a
general equation (see Eq. 2 below) from which the algorithms may be derived.

Let X = [x1, . . . , xN ] be a d × N matrix whose columns are the training
vectors. The objective of dictionary learning is to find a suitable d×K matrix D,
the dictionary, that allows to represent the training data as linear combinations
of its columns dj , also called atoms. Denoting by U = [u1, . . . , uN ] the K × N
matrix whose columns are the coefficients of the linear combinations, also known
as encodings or codes, the problem can be formulated as the minimization of the
reconstruction error

min
D,U

‖X − DU‖2
F . (1)

It can be readily seen that, for K ≤ d, viable methods to compute the minimizer
of such equation are Principal Component Analysis (PCA) and its derivatives.
In particular, among possibly different solutions of (1), PCA picks the one with
minimal ‖U‖2

F . For the reasons exposed in the introduction we are interested in
over-complete settings, where K > d, with sparse representations, that is when
the vectors ui have few coefficients different from zero. This can be achieved
by adding to the cost function (1) a penalty term (or a constraint) favoring the
sparsity of U :

min
D,U

‖X − DU‖2
F + τP (U ). (2)



Learning Adaptive and Sparse Representations of Medical Images 133

Two possible choices for the penalty P (U) have been explored in the literature.
The most natural choice is probably one based on the �0 norm of the encodings
ui, which counts the number of non-zero elements, but it is also the most difficult
to optimize, leading to a non-convex problem. An alternative is the �1 norm,
which can be shown to be equivalent to the former norm under appropriate
conditions on D, while being more easily tractable.

Almost all the proposed methods so far for learning the dictionary share a
basic scheme, in which the problem is solved by alternating between two sep-
arate optimizations, with respect to U and D. The former, where D is kept
fixed, is the step of sparse coding, and is the only one directly affected by the
choice of the penalty. There is now a wide literature on methods for solving the
problem with different kinds of norm and we refer the interested reader to [4]
for an in-depth treatment. The latter optimization step, with U fixed, performs
a dictionary update. In principle this is an unconstrained Least Squares (LS)
problem that could be solved in closed-form, as it is done by the method of op-
timal directions (MOD) [7]. However, choosing the �1 norm as sparsity penalty
forces the introduction of a constraint on the norm of the atoms, leading to a
quadratic-constrained LS.

Among the methods available in the literature for learning the dictionary
through the minimization of some variant of equation (2) we focused specifi-
cally on two experimentally successful and widely used algorithms, described in
the remainder of the section. Implementations of both algorithms are publicly
available, and we believe this may be beneficial to prospective practitioners of
dictionary learning for medical image analysis.

K-SVD algorithm. The first algorithm we reviewed is named K-SVD because
its dictionary update step is essentially based on solving K times a singular
value decomposition problem. K-SVD has been proposed in [1], and it aims at
minimizing a variant of the functional (2) in which the sparsity is enforced by a
constraint on the �0 norm of the columns of U :

min
D,U

‖X − DU‖2
F s.t. ‖ui‖0 ≤ T0. (3)

Among the nice features of the K-SVD we deem worth mentioning are: (i) the
dictionary update is performed efficiently atom-by-atom; (ii) the iterations are
shown empirically to be accelerated by updating both the current atom and
its associated sparse coefficients simultaneously. Since the algorithm uses an �0
constraint, in our experiments we used Orthogonal Matching Pursuit (OMP) for
solving the sparse coding step [19].

�1-DL Algorithm. The second algorithm we considered was proposed by Lee
and colleagues in [10] and aims at minimizing the functional (2) with the stan-
dard �1 penalty:

min
D,U

‖X − DU‖2
F + τ

∑
‖ui‖1 s.t. ‖di‖2 ≤ 1 (4)
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As pointed out above, in this case adding a further constraint on the norm of the
atoms is needed to avoid degenerate solutions where the norm of the coefficients
is kept small by scaling up the atoms.

The algorithm is based on the alternating convex optimization over U and
D. The optimization over the first subset of variables is an �1-regularized least
squares problem, while the one over the second subset of variables is an �2-
constrained least squares problem. In practice, there are quite a number of dif-
ferent algorithms available for solving this type of problems. In their paper,
the authors proposed two novel fast algorithms: one named feature-sign search
algorithm for the �1 problem and a second based on Lagrange dual for the �2 con-
straint. According to the reported results, both algorithms are computationally
very efficient, and in particular the former outperformed the LARS and basis
pursuit algorithms, well known for their superior performances in many previous
works.

Remarks. Before concluding this section, we try to summarize some considera-
tions – some methodological, while some other more practical – about a number
of issues we have been confronted with while working on the preparation of this
paper.

– The K-SVD algorithm proved to be very effective in practice and has the
nice property that the level of sparsity of the representations is directly
controlled through the �0 constraint T0. However, one should keep in mind
that the procedure adopted to solve the sparse coding step is greedy, and
this may lead to some stability problems when there is a lot of correlations
between the elements of the dictionary.

– In our experiments the �1-DL algorithm confirmed to be quite efficient and
effective. However, despite the theoretical results on convergence to global
optimum reported in the paper, we observed some slight un-expected depen-
dence from the initialization of the dictionary. Of course these may be due to
non optimal convergence criteria used in the implementation. Nonetheless,
we believe this is an important point that should be kept in mind while using
the framework.

– Finally, we believe that being able to be adapted easily to an on-line set-
ting is a valuable further property of an algorithm for sparse over-complete
dictionary learning in the context of medical imaging. In this respect, the
�1-DL algorithm is surely better suited than K-SVD, as different works for
extending the �1-based minimization to the online setting have already been
proposed, and their derivation may be used.

3 Experimental Assessment

There are several specific applications where sparse and redundant representa-
tions of natural images have been shown to be very effective. The present section
will demonstrate the application of such representations to the denoising of med-
ical images, to show that, even in this well-studied domain, better results can
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Fig. 1. Examples of denoising results on two MR images: on the top row a slice from
the Brainweb dataset, on the bottom row the image of a wrist. From left to right,
the first column shows the original image, the second the image with noise, the third
column the denoised image (with �1-DL top and K-SVD bottom), and the fourth the
difference between noisy and denoised image.

be achieved with an adaptive dictionary rather than a fixed one. However, we
feel the need to emphasize that our work aims at assessing the power of the
representation rather than the performance on the specific application.

Experimental Setup. The tests were carried out on MR images of three differ-
ent anatomical regions: wrist, brain and kidneys (see Fig. 1 and Fig. 5). The im-
ages of the wrist have been acquired with a T1-weighted 3D Fast Gradient Echo
sequence, the images of kidneys with a T2-weighted sequence, while the brain im-
ages are simulated T2-weighted, belonging to Brainweb synthetic dataset.

The experiments were based on the MATLAB code available on the page of Ron
Rubinstein1 for denoising with K-SVD. The software has been adapted to work
with both K-SVD and �1-DL. All experiments were made comparing the perfor-
mances of K-SVD dictionary, �1-DL dictionary (both learned from data) and a
data-independent DCT dictionary. The denoising is performed iterating over all
patches with a given size in the image, finding its optimal code u� via OMP and
reconstructing the denoised patch as Du�, where D is the dictionary under use.

The images to be denoised were obtained adding Gaussian noise to the orig-
inal ones. The experiments were made varying different parameters: the size of
the patches considered, the level of sparsity of the coefficients and the level of
noise to be removed. The sizes of all dictionaries are always four times the dimen-
sion of the training data, to keep a constant level of redundancy. In a first set of

1 http://www.cs.technion.ac.il/~ronrubin/software.html

 http://www.cs.technion.ac.il/~ronrubin/software.html
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(a) (b) (c)

Fig. 2. Examples of learned dictionaries by (a) K-SVD and (b) �1-DL, compared with
(c) the fixed DCT dictionary

(a)

(b)

Fig. 3. Comparison of PSNR achieved by K-SVD (initialized with DCT or randomly)
and by DCT, for (a) varying sizes of the patches and (b) varying levels of sparsity
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Table 1. On the left, comparison between the denoising performances of the three
dictionary methods on the different images we chose. On the right, PSNR achieved by
the different methods with growing level of noise.

Kidney Wrist Brain
�1-DL 29.97 33.89 29.71

K-SVD 30.37 34.14 29.04
DCT 29.88 33.82 28.67

σ = 5 σ = 10 σ = 15
�1-DL 37.61 33.92 31.50

K-SVD 35.48 32.65 30.59
DCT 34.95 32.55 30.37

experiments, the training data are 40.000 patches coming from the image to
be denoised. In a second type of experiments denoising was performed with
a dictionary learned from a set of noise-free images of the same anatomical
region of the image to be denoised, with a total number of 60.000 training data.
Denoising results were compared by measuring the peak signal-to-noise ratio
(PSNR), defined as 20 · log10(255

√
n/‖I − Iden‖), where n is the total number of

pixels, I is the original image and Iden is the output of the denoising procedure,
and measured in Decibel (dB).

Qualitative Assessment. A first qualitative comparison of these different dic-
tionaries is shown in Fig. 2. Compared to DCT, the two adaptive dictionaries,
both learned from the brain images, store more information about the structures

Fig. 4. Denoising performance of K-SVD (top) and �1-DL (bottom) for varying level
of noise. We show the PSNR achieved by training the dictionary on the same image to
be denoised, and on a different training set.
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of the district we are considering. Examples of the denoising results obtained with
the two dictionaries on the wrist and brain images are shown in Fig. 1. In both
cases the majority of the difference image is made by noise, a sign that these
methods do not disrupt the original structures of the images.

Adaptive vs Fixed. We first compared the denoising performance of an adap-
tive dictionary, K-SVD in this case, with respect to a non-adaptive one. In Fig. 3
is shown the variation of the PSNR of the images denoised with DCT dictionary
and with two versions of the K-SVD dictionary, with different initializations. The
two graphics show that adaptive dictionaries always outperformed the fixed one.

Employing an adaptive dictionary adds to the computing time an overhead
due to the learning process. The parameter that most affects it in the K-SVD case
is the patch size: anyway it took less than a minute to compute a dictionary with
a large patch size of 18x18. Generally the patch size used is 8x8 and the number
of non-zeros is 20, and on average the time taken to compute the dictionary was
less than 15 seconds.

(a) (b)

(c) (d)

Fig. 5. Denoising on an MRI of kidneys. (a) Original image, (b) image with noise, (c)
image denoised with K-SVD trained on the same noisy image, (d) image denoised after
training on a different set of noise-free images. Results with �1-DL were qualitatively
similar.
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K-SVD vs �1-DL. The second comparison was performed between the two
algorithms for dictionary learning, for a fixed patch size of 8× 8 and 20 nonzero
coefficients of the representation (the parameter τ in �1-DL was tuned accord-
ingly). In Table 1 we report the results obtained on all three images for a fixed
level of noise (σ = 20) and on the brain image for other three levels. The results
of the DCT method are reported for the sake of completeness.

On the brain image the highest PSNR is always reached using the �1-DL
dictionary, while on the other two images K-SVD achieves better results. The
lowest ratio is obtained with the DCT dictionary.

A different training set. All tests above were performed using the same image
for training and denoising. We tried to construct a different kind of dictionary,
where the training set came from a set of medical images of the same anatomical
region of the image to denoise. Experiments were performed on the images of
kidneys.

The plots in Fig. 4 show the PSNR of the previous and the new version of a
K-SVD dictionary (left) and of a �1-DL dictionary (both with patch size 8x8) vs
the growing level of noise. In Fig. 5 we show a qualitative comparison between
the reconstructions made with the two K-SVD dictionaries. In both cases at the
growth of the noise level the behavior of the two dictionaries becomes more and
more similar, and in fact, for σ > 10 both dictionaries could be applied to images
different from the training ones without significant loss in performance. This is
an important result, since it could remove the overhead due to the process of
learning the dictionary on the specific image, by learning it once on a wider class
of modality- and district-specific images.

4 Conclusion

This paper represents a first attempt to establish a more robust connection be-
tween medical image analysis and recent advances on sparse overcomplete cod-
ing and unsupervised dictionary learning. After an initial review of the relevant
machine learning literature, we have drawn a unified presentation of the prop-
erties of different optimization approaches proposed for learning overcomplete
dictionaries, and provided a more detailed description of two very promising al-
gorithms that can be used in practice on medical images. We have concluded the
paper by showing the experimental results of the selected algorithms for image
denoising, which are very encouraging as they outperform the more standard
technique based on DCT. We also remark that, although the experiments were
run on 2D images, the extension to 3D is straightforward, a further advantage
of these techniques.
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Abstract. This work explores feature selection to improve the perfor-
mance in the vascular anomaly detection domain. Starting from a previ-
ously defined classification framework based on Support Vector Machines
(SVM), we attempt to determine features that improve classification per-
formance and to define guidelines for feature selection. Three different
strategies were used in the feature selection stage, while a Density Level
Detection-SVM (DLD-SVM) was used to validate the performance of the
selected features over testing data. Results show that a careful feature
selection results in a good classification performance. DLD-SVM shows
a poor performance when using all the features together, owing to the
curse of dimensionality.

1 Introduction

Our work is motivated by computer assisted detection of coronary artery diseases
(CAD) in multidetector computed tomography (MDCT) angiographic images.
MDCT is increasingly used in the assessment of vascular diseases, including
CAD, which remains to be the main cause of mortality worldwide [10] and is
closely related to atherosclerosis. Diagnosis of the presence and severity of the
CAD is critical for determining appropriate clinical management. It greatly relies
on the analysis of arterial cross-sections.

Healthy arterial cross-sections usually are circular or, at least, nearly symmet-
ric with a bar-like intensity profile in big and medium vessels, and a Gaussian-
like profile for small ones. Owing to its density, homogeneity and small thickness
compared to clinical image resolution, healthy coronary artery wall is hardly
perceptible. Atherosclerosis affects both the arterial wall and lumen. It leads
first to a thickening of the wall, then to a development of an increasingly hetero-
geneous plaque made up of fat, calcium, fibrous cap, etc. Such a thickened and
heterogeneous wall becomes perceptible in the images (see Fig. 1). The growth
of the plaque also progressively induces a narrowing of the lumen and a remodel-
ing of its cross-sectional shape. Nevertheless, the detection and quantification of
vascular lesions continue to be a tedious work for physicians who have to explore

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 141–152, 2011.
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(a)

(b) (c)

Fig. 1. Coronary artery cross-sections. (a) Curved planar reformatted view of the left
anterior descending coronary artery. Rectangles 1 and 3 show healthy segments, while
rectangle 2 shows a diseased segment. (b) Healthy cross-section obtained from segment
1. (c) Pathological cross-section obtained from segment 2, containing both calcified
(hyperdense) and fat (hypodense) components, and a narrowed lumen.

a vast amount of data using different visualization schemes based on advanced
post-processing techniques.

In a previous work [17], we proposed a method to automatically detect anoma-
lous vascular cross-sections and attract the radiologist’s attention to possible
lesions, in order to reduce the time spent to analyze the image volume. We de-
fined an intensity-based metric that aimed at differentiating normal and abnor-
mal vascular cross-sections. The abnormality detection was defined as a Density
Level Detection (DLD) problem and solved within the Support Vector Machine
(SVM) scheme. Furthermore, we compared the performance of our metric with
other metrics based on some classical features used in vascular enhancement
and/or segmentation methods. Although our metric provided overall better re-
sults, these experiments suggested that inclusion of additional features may im-
prove performance.

The goal of this work is twofold. First, we want to further explore feature
selection to improve the performance in the vascular anomaly detection, while
keeping computational times low. For this purpose, we compare several features
and different feature selection strategies. Second, we want to use the obtained
results to define guidelines that ease the feature selection task.

In principle, it could be thought that classification performance should in-
crease if the number of features grows. However, the presence of inefficient fea-
tures actually can degrade the classifier performance. Feature selection is not a
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trivial problem. Classification performance depends on the training set size, the
features and the classifier. In literature, there is a vast amount of work dedicated
to feature selection [11,14,15]. Feature selection strategies can be divided into
filters and wrappers. Filter methods perform a general feature selection inde-
pendent of the classifier, while wrapper-type methods choose relevant features
simultaneously as they conduct training/testing. A common characteristic of
these methods is that they require labeling of the training data, whilst one of
the advantages of the DLD-SVM method used in our work [17], is that it does
not require labeled data for training. Therefore, this article follows the filter ap-
proach and attempts to determine a set of generally relevant features permitting
to obtain high sensitivity and specificity in CAD detection from MDCT images,
when using the DLD-SVM scheme. For this purpose, several feature selection
strategies were applied on a large set of candidate features. Obviously, labeled
data were necessary in this initial work at two stages. The first labeled subset
of data was used by each feature selection strategy, in order to perform the fea-
tures ranking. The best ranked features were used in the DLD-SVM scheme on
unlabeled sets of training and validation data. Thus trained DLD-SVM was ap-
plied on testing data. As the goal was to evaluate which combination of features
performs the best, these testing data were also annotated by experts and their
labels were compared with the classification results provided by DLD-SVM.

The remaining sections are organized as follows. Section 2 describes the pro-
posed methodology. In Section 3 experimental results are presented. Finally,
discussion and conclusions are given in Sections 4 and 5 respectively.

2 Materials and Methods

The overall procedure carried out for feature selection and evaluation is summa-
rized as follows:

1. Feature computation. MDCT coronary data sets described in Section 2.1
were used to calculate a set of features for evaluation (Section 2.2).

2. Feature selection. Various feature-selection strategies described in Section 2.3
were evaluated.

3. SVM construction. According to the feature-selection criteria of each strat-
egy, an SVM model was constructed (Section 2.4) using training data with
the selected features.

4. Performance evaluation. The classification performance over testing data was
evaluated (Section 2.5).

The following sections further describe each of the above-mentioned steps.

2.1 Experimental Data

A total of 14 cardiac MDCT data sets were used: 8 from the Rotterdam Coro-
nary Artery Algorithm Evaluation Framework [12] and the remaining 6 were
acquired on a 64-row CT scanner (Brilliance 64 − Philips Healthcare, Cleve-
land, OH) with a standard scan protocol using the following parameters: 120
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kV, 300 mAs, collimation 52×1.5 mm, rotation time 0.35 seconds and scan time
10-14 seconds. Image reconstructions were made with an in-plane pixel size of
0.37 × 0.37 mm2, matrix size 512×512, slice thickness 0.9 mm, increment 0.45
mm, with an intermediate reconstruction kernel (B).

The centerlines of coronary arteries were available and used in the evaluation:
4 arteries per data set in the images from Rotterdam Coronary Artery Algorithm
Evaluation Framework and 3 arteries in the remaining data sets. All features were
calculated in cross-sectional planes orthogonal to these centerlines.

The obtained cross-sections were divided as follows: 1784 labeled cross-sections
were used for feature selection, 3840 unlabeled cross-sections were used for DLD-
SVM training and 2560 for DLD-SVM validation stage. Finally, 6400 cross-
section were used for testing. The latter were annotated in order to evaluate the
performance of the DLD-SVM classification with the selected set of features, but
the labels were not available for the classifier.

2.2 Evaluated Features

We included in the evaluation the metric from our previous work [17] based on
local features (image-intensity integrals calculated in concentric rings subdivided
into sectors), as well as other metrics based on more global features commonly
used in vascular enhancement and/or segmentation. Among these were: Hessian
eigenvalues [3], Inertia moments [6,7], Ribbon [2], Core [4] and Ball [9]. All
of these global features were computed on a multiscale basis using 8 different
scales ∈ [1, 1.5, 2, ..., 4.5] mm or sizes of the regions of interest (ROI) ∈ [1 ×
1, 1.5×1.5, ..., 4.5×4.5] mm×mm. The scales/ROIs were empirically determined
guaranteeing that the features had discriminative power.

Furthermore, we explored the so-named steerable features defined by Zheng
et al. [16] in heart segmentation, which are very close to the metric proposed
in [8] for vascular calcification detection. They use image derivatives (from 0 up
to 2nd order) computed by convolving the data with a Gaussian kernel. As the
values are sampled at points along a circular pattern, these features can also be
considered as local. Owing to space limitation, we only mention the metrics and
refer the reader to the original publications for detail.

2.3 Feature Selection Strategies

No selection. The first strategy consists in using all the defined features for
classification using the SVMs defined in 2.4.

F-score. F-score [15] is a technique that measures the discrimination of two sets
of real numbers. Given M training vectors xm, m = 1, ..., M , if the respective
mean values and variances of the positive and negative sets for the ith feature
are x̄i

+, x̄i
−, (σi

+)2 and (σi
−)2, then the F-score of the ith feature is defined as:

F (i) ≡
(
x̄i

+ − x̄i
)2 +

(
x̄i
− − x̄i

)2
(σi

+)2 + (σi
−)2

(1)



Feature Selection for SVM-Based Vascular Anomaly Detection 145

where x̄i is the mean value of the whole set (union of positive and negative)
for the ith feature. The larger the F-score, the more likely the feature to be
discriminative.

Random Forest (RF). Random forest [1] is a classification method that pro-
vides feature importance. A random forest is a classifier consisting of a col-
lection of tree-structured classifiers, each of which is constructed by instances
with randomly sampled features. Predictions are made by majority vote of the
trees. The randomForest package of the R software1 was used. Features were se-
lected according to their Gini importance. Following the recommendations from
Breiman [1] a large number of trees (1000) was used and the number of variables
to be randomly selected from the available set of variables was the square root
of the total number of features.

SVM - Recursive Feature Elimination (SVM-RFE). The SVM-RFE al-
gorithm [5] returns the ranking of the features of a classification problem by
training a SVM with a linear kernel and removing the feature with smallest
ranking criterion at each step. An implementation based on the LIBSVM2 inter-
face for R software was used. A coarse grid search was performed over parameter
C ∈ {0.001, 0.01, ..., 100} showing no significant variation in the results. C=10
was kept for the experimentations.

2.4 Support Vector Machine Classification

As mentioned before, we use a Support Vector Machine (SVM) scheme that does
not require labeled training data, which represents an advantage since labeled
data are not easy to obtain in the medical domain. This approach was defined
by Steinwart et al. [13] who formulated the anomaly detection as a DLD classifi-
cation problem and solved it by use of SVM. In the DLD formulation, anomalies
are defined as points with a low probability density value, i.e. belonging to the
set {h ≤ ρ} of points below a threshold level ρ > 0. The complement {h > ρ} is
called the normal set. Here h is an unknown density h = dQ/dμ of an unknown
probability measure Q that describes the data, with respect to a known reference
measure μ, both defined and i.i.d. on a space X. The goal of the DLD problem is
to find an estimate of the anomalous set, which is done indirectly, by estimating
the normal set. Interpreting DLD as a classification problem, it is possible to
construct an SVM that solves it. According to [13], for a DLD problem with a
training set T = {T, T ′} (where T and T ′ respectively are samples from Q and
μ), a regularization parameter λ > 0, and ρ > 0, the SVM chooses a decision
function fT ,μ,λ that minimizes in the Hilbert space H×R the following criterion:

λ ‖ f ‖2
H +

1
(1 + ρ)|T |

∑
xm∈T

l(1, f(xm)) +
ρ

1 + ρ
EX∼μ (l(−1, f(x))) , (2)

1 http://www.r-project.org/
2 http://www.csie.ntu.edu.tw/~cjlin/libsvm

http://www.r-project.org/
http://www.csie.ntu.edu.tw/~cjlin/libsvm
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where l is the hinge loss function and an approximation of the expectation
EX∼μ (l(−1, f(x))) is calculated using the set T ′. The reproducing kernel Hilbert
space k is built using Gaussian radial base functions with variance σ2. Two pa-
rameters need to be determined: λ and σ2. This is done by a grid-search proce-
dure performed over the two parameters. However, since there is no labeling of
the training data, the grid search aims at minimizing an empirical risk function.
The empirical risk of f with respect to a pair {T, T ′} is defined as:

RT,T ′(f) =
1

(1 + ρ)|T |
∑
x∈T

l (1, sign(f(x))) +
ρ

(1 + ρ)|T ′|
∑
x∈T ′

l (−1, sign(f(x))) ,

(3)
where l(·) denotes the loss function from the standard SVM classification.

2.5 Performance Evaluation

The feature selection performance was evaluated as follows: first the DLD-SVM
method was used to train models with the best ranked features from each strat-
egy, then these models were applied on the testing sets, finally thus obtained
classification results were used to compute the following performance measure:

BER =
1
2

(
|erroneous x+|

|x+|
+

|erroneous x−|
|x−|

)
, (4)

called balanced error rate (BER). BER is the average of the error rates of
the positive {x+} and the negative {x−} classes, and is related to the area under
the ROC curve (AUC). The ROC curve is obtained by varying a threshold on the
discriminant values (outputs) of the classifier. The curve represents the fraction
of true positive as a function of the fraction of false negative. For classifiers with
binary outputs, we have: AUC = 1 − BER. Additionally, computational times
were measured since this is a critical issue in clinical practice.

3 Results

Before the actual comparison of different candidate features and feature selection
strategies we had to reduce the dimensionality of the steerable features [16] used
in our evaluation. Indeed, these features represent a huge amount of information,
and depend on the location, at which they are calculated. For example, the
gradient might be a good feature at points close to a calcification but irrelevant
elsewhere. Our initial implementation contained a total of 1041 sampling points
and 20 different measures (see Table 1). This represented a total of 20820 values.
In order to reduce the dimensionality of the steerable features and to evaluate
the discriminative power of each measure, a separate evaluation of this criterion
was done using the F-score. Mean, median, maximal and minimal values, as well
as variance of the F-score of the 20 measures computed at sample points were
calculated. Table 1 summarizes the obtained values, but omits the minimum
since there was no significant difference between measures.
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Table 1. F-score summary for steerable features. Features of order zero (I), one (Ix,
Iy and |∇I |) and two (Ixx, Iyy, Ixy and ||H ||F ) are presented.

Measure Mean Median Max. σ2 Measure Mean Median Max. σ2

×10−2 ×10−2 ×10−2 ×10−2 ×10−2 ×10−2 ×10−2 ×10−2

I 6.6 6.2 16.4 0.2 |∇I |3 4.0 2.2 21.7 0.2√
I 6.5 6.2 16.7 0.2 log |∇I | 4.9 3.6 19.5 0.2

I2 6.5 6.2 15.7 0.2 Ixx 7.2 4.9 28.3 0.5
I3 6.2 6.0 16.3 0.2 Iyy 8.0 5.6 29.1 0.6
log I 6.4 6.0 16.8 0.2 Ixy 8.5 5.1 38.5 0.8
Ix 8.5 5.1 37.7 0.8 ||H ||F 3.8 1.2 29.3 0.4
Iy 8.0 4.6 40.8 0.8

√||H ||F 3.7 1.1 27.4 0.4
|∇I | 5.9 4.2 26.0 0.4 ||H ||2F 3.4 1.5 26.8 0.3√|∇I | 5.8 4.2 23.7 0.3 ||H ||3F 2.7 1.5 19.3 0.2
|∇I |2 5.2 3.0 25.8 0.3 log ||H ||F 3.4 1.1 23.3 0.3

Results from Table 1 show that there are several measures having a similar
discriminative power. In particular, for a given derivative order, the modifica-
tion of the value by an operator (i.e. power, logarithm) does not increase the
discriminative power. For this reason, we excluded these redundant measures.
Eight measures were kept from steerable features: I, Ix, Iy , |∇I|, Ixx, Iyy , Ixy

and ||H ||F (where ||H ||F is the Frobenius norm of the Hessian), which repre-
sented a reduction in the number of values to 8328. An initial feature evaluation
with the RF and SVM-RFE methods including the reduced set of steerable fea-
tures was highly time consuming (more than 8 hours) and provided very poor
results. This was attributed to the curse of dimensionality problem since the
number of features was significantly higher, in magnitude, than the amount of
data (1784) devoted to feature selection. Therefore, it was necessary to perform
an additional feature size reduction.

The adopted strategy consisted in sub-sampling the spatial locations at which
the different measures were evaluated. An incremental sampling rate ∈ [2, 3, 4, 10,
15, 21] was applied, while evaluating the F-score on each new subset to guaran-
tee that the discriminative power was not lost. Results showed that, even for a
high sampling rate, the discriminative power of these features was not signifi-
cantly altered (Fig. 2(a)). This allowed an additional reduction to 400 values (50
sampling points and 8 measures).

The average F-score response for the concentric rings metric and global fea-
tures is summarized in Figs. 2 (b)-(c). To simplify information, ring metric sec-
tors are averaged to obtain a score on a ring basis. Similarly, the F-scores of
different λ values are averaged at each scale, for the features based on Hessian
eigenvalues and inertia moments. These figures demonstrate that the discrimina-
tive power of these features depends on the scale/ROI or ring radius respectively.
Nevertheless, all scales/ROIs and rings were kept in our experimentation.
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(a)

(b) (c)

Fig. 2. Average F-scores. (a) For 8 steerable features: I , Ix, Iy, |∇I |, Ixx, Iyy, Ixy and
||H ||F , as a function of the sampling rate of spatial locations. (b) For concentric rings
metric (abscissa = ring number). (c) For global measures as a function of scale/ROI.

Table 2. Top-10 feature ranking according to F-score, RF and SVM-RFE strategies

Strategy 1 2 3 4 5 6 7 8 9 10

F-score Core Ribbon Hessian Rings Inertia Ix Ixy Iy Iyy Ixx

RF Core Ribbon Rings Ix Iy Iyy Ixx Ixy Inertia Hessian
SVM-RFE Core Ribbon Rings Hessian Iy Ix |∇I | Ixx Iyy Ixy

3.1 Feature Selection

Since each feature contains a considerable amount of measures (i.e. each steerable
feature contains 50 values corresponding to 50 spatial locations), the final ranking
criterion was defined by averaging the ranks of every measure associated to a
given feature. More precisely, the ranks of the global features were averaged over
scales/ROIs, while the ranks of the local features were averaged over spatial
locations. In all selection strategies, the worst metric was Ball, followed by image
intensity I. The 10 best ranked features according to each selection strategy are
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shown in Table 2. It can be noted that these top-10 features were exactly the
same for F-score and RF strategies, while SVM-RFE preferred the gradient
magnitude ∇I to the Inertia moments. Therefore, the performance evaluation
in the DLD-SVM scheme would provide identical results for F-score and RF
selection strategies, if the top-10 features were kept in both cases. However,
the actual ranks of the features differed from one strategy to another and the
F-scores of the steerable features were significantly smaller than those of the
global features and of the concentric rings. For these reasons, in the case of F-
score based selection, we included in the final evaluation only the features with
the score greater than 0.1, which rejected all steerable features and Ball.

3.2 Performance of DLD-SVM with the Selected Features

The performance on testing data, using the best set of features selected by each
strategy, is summarized in Table 3. Results obtained using F-score and RF are
pretty close, while the ones obtained with SVM-RFE present a higher BER.
Results in terms of BER are also presented for the DLD-SVM framework using
only the concentric ring metric. It can be seen that the inclusion of new features
improves the performance with respect to our previous work. Please note that
different features involve different numbers of measures, which partly explains
the differences of computational time.

Table 3. Performance of each feature set. BER values are presented as a percentage,
while computational time is expressed in minutes. The last line reports the result of
our previous work using the concentric rings metric alone.

Strategy BER Computational time

No strategy 40.1 1625
F-score 15.24 80
RF 17.21 21
SVM-RFE 27.67 255
DLD-SVM with concentric rings 23.38 75

4 Discussion

Feature selection using three different methods showed several coincidences. All
strategies agree in the worst placed features: Ball measure and image intensity.
Nevertheless, the Ball measure might be helpful in detecting aneurysms. As the
experimental data did not contain this type of anomalies, it is not surprising
that this measure did not provide valuable information. As for image intensity,
it can vary significantly from one data set to another or even in the same im-
age (e.g. lumen intensity varies significantly from proximality to distality). This
high variability can explain the bad rank. Regarding highest ranked features,
Ribbon and Core metrics were always among the best. These two measures are
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similar to the concentric rings metric, which demonstrated a good classification
performance in our previous work.

Despite their frequent use in vascular image enhancement and segmentation,
Hessian eigenvalues and inertia moments show a relatively low ranking, the latter
were even rejected by SVM-RFE. One possible explanation is that both metrics
usually aim at describing the shape of the lumen, which does not imply they can
detect changes in the vessel wall appearance. Additionally, Hessian eigenvalues
are sensitive to noise, while inertia moments integrate voxels intensities regard-
less of whether or not they belong to lumen, wall or background. Consequently,
the inertia moments possibly are not sensitive enough to local changes in lumen
and wall, while they detect global changes in the surroundings. Actually, the
measures that perform the best, use integration to reduce noise sensitivity, but
this integration is performed locally, e.g. within rings and sectors. Another piece
of the explanation is that both Hessian eigenvalues and inertia moments usually
are computed in 3D, which also provides information on local elongation, but
is more time-consuming. For fair comparison with other 2D features, we only
could exploit their capability of describing the cross-sectional shape.

Results on testing data demonstrated that F-score and RF feature selection
strategies do improve performance. The similarity in their BER response can
be explained by the close relationship between the feature sets selected by both
methods. Additional features selected by RF did not improve and even slightly
degraded the classification. For SVM-RFE, further investigation is needed to
understand why the selected features perform worse than the ones obtained
from the other two methods. Finally, the poor performance of the DLD-SVM
when using all the features can be justified by the curse of dimensionality.

5 Conclusions

In this paper, we have evaluated a wide set of features for the purpose of vascular
anomaly detection. Three different strategies were used to determine the best
set of features. More than determining a particular set of features, our research
has allowed us to create some guidelines that may be followed when selecting
features for this type of problem. These can be summarized as follows:

1. Integral-based features show a good performance provided that they are
semi-local, such as Core, Ribbon and Rings.

2. Proper scale definition or ROI selection is crucial. Typically, the maximum
scale/ROI should be of the same order as the vessel diameter. Larger scales
should be avoided. They tend to include spurious information without dis-
criminant power that affects the classifier performance.

3. Fine sampling of local features is not mandatory. We demonstrated that
their coarse sampling has the same discriminative power as a fine grid.

4. When using derivatives, rather than the derivative magnitudes prefer their
components, as they showed more relevance in the classification task.

5. Avoid the direct use of the image intensity, since it has a high variability
that reduces its discriminative power.
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It is important to remark that in feature selection the discriminative power of
a feature is not the only factor to be taken into account. Mutual information
among features is important. Therefore the selection of a single highly discrim-
inant feature, i.e. Cores, can have a worse performance than a set of not so
discriminant features. As an example, although in previous works the concentric
rings provided overall good results, these experiments suggested that inclusion
of additional features improve performance. Another contribution of the paper
is that we empirically demonstrated that careful feature selection results in a
good classification performance. In particular, DLD-SVM shows a poor perfor-
mance when using all the features, due to the curse of dimensionality. As for
SVM-RFE feature selection strategy, further investigation is needed to under-
stand why the selected features perform worse than the ones obtained from the
other two methods.

While our work required the use of a large number of labeled data, for the
purpose of evaluation of different features combinations, the actual anomaly de-
tection method does not require labeled data. The interested reader only needs
to implement the DLD-SVM method and the computation of the recommended
features that are used as inputs of the classifier. Future work can focus in extend-
ing the evaluation by inclusion of other arteries, inclusion of additional features
and a deeper evaluation on the effect of the features number in classification.
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Abstract. In this paper, we propose using texton signatures based on raw pixel 
representation along with a parallel multiple classifier system for the classifica-
tion of emphysema in computed tomography images of the lung. The multiple 
classifier system is composed of support vector machines on the texton signa-
tures as base classifiers and combines their decisions using product rule. The 
proposed approach is tested on 168 annotated regions of interest consisting of 
normal tissue, centrilobular emphysema, and paraseptal emphysema. Texton-
based approach in texture classification mainly has two parameters, i.e., texton 
size and k value in k-means. Our results show that while aggregation of single 
decisions by SVMs over various k values using multiple classifier systems helps 
to improve the results compared to single SVMs, combining over different  
texton sizes is not beneficial. The performance of the proposed system, with an 
accuracy of 95%, is similar to a recently proposed approach based on local  
binary patterns, which performs almost the best among other approaches in the 
literature. 

1   Introduction 

Texture-based pixel classification in computed tomography (CT) images of the lung is 
an emerging and promising tool for quantitative analysis of lung diseases such as 
emphysema, one of the main components of chronic obstructive lung disease 
(COPD). Emphysema, which is characterized by the loss of lung tissue, is visible in 
CT images as textural patterns comprising low intensity blobs or low attenuation 
areas of varying sizes (refer to Fig. 1 for some examples). Supervised classification 
using texture features allows for taking the emphysema texture into account. This was 
introduced in [1], and since then, various features have been used for the classification 
of emphysema and other abnormalities in lung CT images, including moments of 
filter response histograms from filter banks based on Gaussian derivatives [2],  
measures on gray-level co-occurrence matrices (GLCM), measures on gray-level  
run-length matrices (GLRLM), and moments of the attenuation histogram [1, 3, 4].  
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It has been shown, recently, that small-sized local operators like local binary pat-
terns (LBP) [5] and patch representation of small local neighborhood in texton-based 
approaches [6] yield excellent texture classification performance on standard texture 
databases. Small-sized local operators are especially desirable in situations where the 
region of interest (ROI) is rather small, which is often the case in texture analysis in 
medical imaging, where pathology can be localized in small areas. This is because of 
two reasons: first, convolution with large support filter banks suffers from boundary 
effects; second, more patches can be extracted using small-sized local operators that 
makes the estimation of image statistics more reliable [6]. It is also shown in [7] that 
using support vector machines (SVMs) instead of k nearest neighbor (k-NN) classifi-
er, which is used in [6, 8] can improve the performance of texton-based approaches 
even further. 

In our previous work [9], we proposed to use small patch representation in texton-
based approaches for the classification of emphysema in CT images of the lung. This 
approach mainly consists of two learning steps: first an unsupervised step using  
k-means to construct a codebook of textons. Second, a supervised step in which the 
model is learned by obtaining a histogram of textons to represent each region of inter-
est (ROI). There are two main parameters in these two steps, k in k-means and texton 
size (TS), i.e., the size of patches extracted from the ROIs.  

In general, the optimal parameters can vary regionally within the lung and from  
patient to patient, depending on the intrinsic scale and complexity of the texture pat-
terns. Hence, it is not known a priori which texton size or k value in k-means yields 
the best performance [10]. Hence, one possibility is to represent the ROIs using vari-
ous k and TS parameters that yield several feature subsets. There are several ap-
proaches in the literature to incorporate the information from all these feature subsets 
into a single decision system. These are including combined feature space (CFS), in 
which the feature subsets are fused to construct a single feature space and then submit 
it to a single classifier [11]; multiple classifier systems (MCS), where each feature 
subset is submitted to a so called base classifier (BC) and the decision by these BCs 
are combined into a single decision [11]; and multiple kernel learning (MKL), a sys-
tem of multiple support vector machines (SVMs), each of which with its own kernel 
[12, 13]. In MKL, the weights used for combining the decisions of the SVMs  
are optimized within the SVM optimization which leads to a quadratic optimization 
problem with quadratic constraint.  

In this paper we propose to use multiple classifier systems with SVM as base  
classifier to aggregate the decisions made by the base classifiers using features (here 
histograms) at multiple texton sizes or multiple k values. However, all SVMs use the 
same kernel, a radial basis function (RBF) kernel, and the decisions by these SVMs 
are combined using a fixed rule such as product rule. Our results show that the per-
formance of the classification system using multiple classifier systems produces better 
results than single base classifiers and provides a means for making use of the infor-
mation at various parameters of the approach. It also yields similar to or better results 
than the current approaches in the literature for the same application such as local 
binary patterns (LBPs) or filter bank approaches. 
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2   Texton-Based Approach 

In this section, we first briefly explain texton-based approach in texture classification. 
Then we present multiple classifier systems at multiple texton-based features as a 
means to aggregate feature subsets obtained at various texton sizes or k values. 

2.1   Texton-Based Texture Classification  

The basic idea of textons was first introduced by Julesz as the elements of texture 
perception [14]. However, it took sometime before this idea could be developed into a 
texture classification system as proposed in [15]. This technique was further improved 
by Cula and Dana [16] and also Varma and Zisserman [6, 8] that yielded higher per-
formance on standard texture databases.  

There are three main representations associated with the texton-based approach in 
the literature, i.e., filter banks [8, 15, 16], raw pixel representation [6], and Markov 
random field (MRF) representation, where the central pixel in a neighborhood is 
modeled using the neighboring pixels [6]. However, irrespective of the representation 
used to describe local image information, the texton-based approach consists of learn-
ing and classification stages [6]. The learning stage, in turn, is divided into three 
steps: 1) construction of a codebook of textons using an unsupervised (clustering) 
algorithm such as k-means; 2) learning texton histograms from the training set; and 3) 
training a classifier such as SVM using texton histograms obtained in step two. In the 
classification stage, the class of a test image is determined by submission of the histo-
gram of textons in the test image to the classifier trained in the learning stage. 

To construct the texton codebook, small-sized local patches are randomly extracted 
from each image1 in the training set. These small patches are then converted to the 
appropriate representation such as filter banks or raw pixels. Eventually, they are 
aggregated over all images in a class and clustered using a clustering algorithm such 
as k-means. The cluster centers obtained form a dictionary of textons to represent the 
class of textures. It will be used as the codebook of textons in the next step.  The size 
of the dictionary depends on the number of cluster centers, e.g., k in k-means algo-
rithm as well as the number of classes. For example, for a three-class problem with k 
of 30, 3 × 30 = 90 textons are generated in the codebook. Fig. 1 displays sample  
images of lung CT ROIs used in this paper as well as a codebook of 90 textons com-
puted over all ROIs using the texton size of 9 × 9 pixels and k = 30. 

The second step in the learning stage is supervised, in which a histogram of textons 
is found for each image in the training set as a model (feature set) to represent this 
image. To find this histogram, small patches of the same size as in the unsupervised 
step are extracted by sliding a window over each training image in a class. These 
patches are then converted to the appropriate representation as used in the previous 
step. Finally, a histogram of textons is computed for the image by comparing each 
and every patch representation in that image with all textons in the dictionary using a 
similarity measure to find the closest match and updating the corresponding histogram 
bin based on the closest match found. The histograms are normalized and used as the 
feature sets for the images in the training set and employed for training a classifier 

                                                           
1 In this paper image and region of interest (ROI) of the lung are used interchangeably. 
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such as a support vector machine (SVM) as the third step of the learning. Left and 
middle diagrams in Fig. 2 illustrate the construction of the codebook and learning the 
model in a texton-based classification system using raw pixel representation. 

In the classification stage, to classify a test image, the same steps as in the learning 
stage are followed to find the features for the test image. This includes extraction of 
small patches from each test image in a class, converting the patches to the appropri-
ate representation, finding the closest match to these patches from the dictionary, and 
computing the normalized histogram of obtained closest textons to define a feature 
vector for the image. The trained classifier in the learning stage is subsequently used 
to find the class of the test image. In SVM, a RBF kernel as given in (1) is used as it is 
recommended as the first kernel choice in [17]. In (1), γ is the kernel width and xi and 
xj are two sample patterns. 
 ,  . (1) 

2.2   Multiple Classifier Systems 

The learning stage in texton-based approach generates an n-dimensional vector , … , , 1, … ,  for each ROI, where n is the number of bins in 
the histogram of textons and m is the total number of texton-sizes or k values for 
which the model is learned. Each  is considered as a feature subset obtained at a 
specific texton size or k value and they can be composed into a single feature space , … , , which is called distinct pattern representation (DPR) [18]. 

We propose here to submit this DPR to an ensemble of classifiers [11]: 
 , … , , : Ω  (2) 

 

where,  is the ensemble with : Ω, 1, … , , as base classifier (BC) trained 
on each feature subset , 1, … ,  and Ω , … ,  is the set of class 
labels.  

 

 

Fig. 1. Sample ROIs of size 50 × 50 pixels (left) in three classes, i.e., normal lung (top left 
row), CLE (middle left row), and PSE (bottom left row). The constructed codebook using texton 
sizes of 9 × 9 pixels and k = 30 in k-means (right). 
 



 MCS in Texton-Based Approach for the Classification of CT Images of Lung 157 

 
 
 

 

 

 

 

Fig. 2. The illustration of different stages of the proposed system using multiple classifier 
systems and texton signatures: the generation of texton codebooks using k-means clustering 
(left), the generation of features by computing the texton histograms (middle), and parallel 
multiple classifier system to aggregate the decisions by single base classifiers (right)  

The decisions made by these BCs are subsequently fused by the aggregation func-
tion  to yield a single decision on the class of the pattern submitted for classification 
such that : Ω Ω. 

There are three main structures of multiple classifier systems (MCS), i.e., stacked 
MCS with the same feature space for all BCs; parallel MCS with a distinct feature 
space for each BC; and sequential MCS in which the output of each BC is given to the 
next one. Here since the feature subset  given to each BC is different, parallel 
MCS is a natural choice. The right diagram in Fig. 2 illustrates the structure of the 
proposed multiple classifier system. 

3   Experimental Setup 

Data Preparation. Emphysema is often classified into various subtypes based on 
morphology [19]. In this work, we focus on the two subtypes related to smoking, 
namely, centrilobular emphysema (CLE), defined as multiple small low-attenuation 
areas and paraseptal emphysema (PSE), defined as multiple low-attenuation areas in a 
single layer along the pleura often surrounded by interlobular septa that is visible as 
thin white walls. The data used for the experiments is the same as in [9, 20, 21] and 
comprises 168 ROIs, of size 50 × 50 pixels, representing the following three classes: 
normal tissue (NT) (59 ROIs), CLE (50 ROIs), and PSE (59 ROIs). The ROIs are 
extracted from 75 thin-slice pulmonary CT images of 25 different subjects where the 
leading pattern was obtained as the consensus visual assessment by two experienced 
readers. The NT ROIs are from healthy non-smokers while the emphysema ROIs are 
from smokers. CT was performed using GE equipment (LightSpeed QX/i; GE Medi-
cal Systems, Milwaukee, WI, USA) with four detector rows, using the following 
parameters: in-plane resolution 0.78 × 0.78 mm, 1.25 mm slice thickness, tube voltage 
140 kV, and tube current 200 mAs. The slices were reconstructed using a high spatial 
resolution (bone) algorithm.  

Multiple Classifier System Learning Model (Supervised) Learning Codebook (Unsupervised) 
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Computation of Texton-Based Features. The codebook of textons is constructed by 
extracting 500 random patches from each ROI in the training set. Patch sizes of 3 × 3 
to 9 × 9 pixels are used in the experiments. Raw pixel representation is used. Since in 
CT images, the mean of the intensity in the images indicate a physical property of the 
tissue, the mean of the ROIs are not removed. The patches extracted from different 
ROIs of each class are given to k-means clustering algorithm to find the codebook. 
Five different values of k, i.e., k = 10 to k = 50 are tested in the experiments. After 
construction of texton codebook, texton frequency histograms of texture images are 
computed to find the model. In this stage, small overlapping patches with the same 
size as what was used in the clustering stage are extracted from top left to bottom 
right of each ROI. As in the clustering stage, no filter bank is used and raw pixel  
representation is considered. The Euclidean distance between the resulting textons 
(collection of small patches) and textons in the codebook is computed in order to 
identify the most similar texton in the codebook and the corresponding histogram of 
textons is updated. Normalized histograms are used as the feature subsets . 

Classifier and Evaluation. The evaluation of the classification system is performed 
using leave-one-subjectp-out. This means that all the ROIs of one subject (patient) are 
used as the test set and the remaining ROIs as the training set. A parallel multiple clas-
sifier system with SVM as base classifier (BC) is used. It is shown in [9] that SVM 
performs better than k-NN in the classification of emphysema and hence SVM is used 
as the BC in our experiments. Product combiner is selected as the aggregation function 

as our preliminary experiments show that it performs almost the best among other 
combiners including majority voting, mean, and max combiners. The crucial issue in 
using SVM is finding a suitable kernel and the optimum trade-off parameter C. RBF 
kernel is selected for the SVMs and its optimum kernel width, i.e., γ in (1) as well as 
the trade-off parameter C are found by a grid search on the training set at each specific 
texton size and k value. To avoid too much computational cost for this grid search, 5-
fold cross-validation at patient level (instead of leave-one-subject-out) is performed on 
the training set. This means that the training set is divided into five folds at patient 
level. One fold is used as the validation set and the remaining as the training set. Since 
the codebook has to be only constructed on the training set, we need to construct the 
codebook each time on the four folds used at this cross validation. We have, thus, re-
peated the experiments 10 times and averaged the results as there is a variation in the 
patches extracted each time for the construction of codebook.  

4   Results 

In this section, we first present the results for texton-based texture classification sys-
tem using one single SVM as classifier with the parameters chosen as explained in 
previous section. Then the results of aggregation over different values of k with fixed 
texton-size and also aggregation over different texton sizes with fixed k are presented. 
Eventually, the comparison between single SVM and multiple classifier system is 
presented followed by the comparison with other techniques reported in the literature. 

The results for using one single SVM are shown in Table 1 for various texton sizes 
and k values in k-means. The last row and last column on this table show the results of 
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using multiple classifier systems with product combiner that aggregates the decisions 
of single SVMs at various texton sizes or k values, respectively. These results are also 
shown graphically in Fig. 3 to make the comparison between single SVM and mul-
tiple classifier systems easier. As can be seen from top graph in Fig. 3, aggregation 
over various k values almost always yields better results than single k at the corres-
ponding texton size. However, the bottom graph in Fig. 3 reveals that combining over 
various texton-sizes at the same k value does not produce better results than the best 
single SVM. 

Comparison with Other Techniques. The comparison is made between the pro-
posed texton-based classification system using multiple classifier systems with aggre-
gation over k values and the results published in [21]. Since the same data as in [21] is 
used in our experiments, the results are directly comparable. In [21], the results are 
provided for several approaches among which we consider a filter bank approach 
using moments of histograms and an approach based on the LBP operators as follows: 

1) GFB1 (Gaussian filter bank 1): using the moments of histogram computed on 
the outputs of convolved Gaussian filter banks with four rotation invariant  
filters obtained from linear combination of Gaussian derivatives at five scales. 

2) LBP2: joint 2D LBP and intensity histograms. 

The reader may refer to [21] for more information on these two approaches and also 
for further comparison with other techniques described therein. Moments of histo-
grams computed on the outputs of Gaussian derivatives are one of the most common 
approaches in the literature for the classification of CT images of lung [2]. On the 
other hand, LBP2 reaches the best results among others in [21]. The results based on 
the above techniques are provided in Table 2 along with the best result obtained from 
the proposed approach based on texton signatures and multiple classifier system with 
aggregation over different k values using product combiner. 

The confusion matrices for LBP2 and our best results are provided in Table 2. The 
proposed approach attains performance similar to LBP2 and McNemar's test also does 
not indicate significant difference (p = 0.75). The specificity of texton-based using 
MCS and LBP2 approaches are 96.61% and 93.33%, while their sensitivity are 
95.37% and 97.25%, respectively (when comparing NT versus CLE and PSE). 

Table 1. The results of texton-based classification system on CT images of lung used in this 
paper for k values of 10 to 50 and texton sizes (TS) of 3 × 3 to 9 × 9 pixels using a single SVM 

 

Texton Size k = 10 k = 20 k = 30 k = 40 k = 50  Aggregation 
over k 

3 × 3 93.5 ± 1.1 93.2 ± 1.2 94.7 ± 1.4 93.0 ± 1.0 91.7 ± 1.1  94.5 ± 0.6 
4 × 4 92.9 ± 0.7 93.6 ± 1.2 93.5 ± 1.3 94.1 ± 1.3 94.2 ± 0.9  95.0 ± 0.6 
5 × 5 92.4 ± 1.0 91.7 ± 0.9 92.6 ± 0.9 92.7 ± 1.2 93.8 ± 1.3  94.2 ± 0.4 
6 × 6 91.7 ± 1.3 90.8 ± 0.9 91.8 ± 1.5 90.3 ± 1.9 90.5 ± 1.4  92.1 ± 0.7 
7 × 7 90.1 ± 1.4 91.1 ± 1.3 90.8 ± 1.0 89.8 ± 1.6 89.2 ± 1.7  91.1 ± 0.7 
8 × 8 88.8 ± 1.7 89.5 ± 1.9 91.1 ± 0.9 91.0 ± 1.3 89.6 ± 1.8  91.7 ± 0.9 
9 × 9 87.6 ± 1.4 88.8 ± 1.5 91.0 ± 1.1 89.8 ± 1.7 90.5 ± 1.0  90.8 ± 0.9 

        
Aggregation 

over TS 
92.1 ± 0.6 93.0 ± 0.7 93.5 ± 1.0 93.0 ± 0.6 92.8 ± 0.8 
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Table 2. The comparison between the best results obtained from the proposed approach and the 
results of other techniques on the same data (left); the confusion matrix of LBP2 (middle) and 
texton-based approach with multiple classifier systems (MCS) and SVM as base classifier 
(right) 

 
 
 
 
 
 
 
 
 

 

 

Fig. 3. The accuracy of the base classifiers and their combination on various texton sizes (TS) 
(top) and k values (bottom) 

5   Discussions and Conclusion 

In this paper, multiple classifier systems along with texton signatures are proposed for 
the classification of CT images of lung. Our results on the dataset of 168 ROIs of CT 

Technique Accuracy 

GFB1 61.3 

LBP2 95.2 

Texton-based 
using MCS 

95.0 

 Estimated Labels 

True Labels NT CLE PSE 

NT 55 0 4 

CLE 1 49 0 

PSE 2 1 56 

 

 Estimated Labels 

True Labels NT CLE PSE 

NT 57 0 2 

CLE 4 46 0 

PSE 2 0 57 
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images of lung shows that while texton-based approach using a single SVM has a 
satisfactory performance in this application; combining these single SVMs in a paral-
lel structure over different k values slightly improves the classification results. 

From Table 1 and top graph in Fig. 3, it seems that increasing texton size degrades 
the performance of single SVMs. This could be because larger texton sizes lead to 
higher dimensional space for k-means, requiring more data for reliable clustering. At 
the same time, there will be fewer sub-patches available with larger texton size for 
learning the model as described in Section 2.1. The aggregation results on various 
texton sizes show no improvement. A close look at the outputs of single SVMs at the 
same k value but different texton sizes reveals that most of the SVMs make the mis-
takes on the same ROIs and this means that there is a lack of diversity among the base 
classifiers. This explains why combining them do not improve the performance [11].  

However, as can be seen from the bottom graph in Fig. 3 that displays the perfor-
mance of single SVMs at a specific texton size at various k values, no certain value of 
k always yield the best results. At some texton sizes, larger k produces the best results 
(for example at texton size 4 × 4) while at other texton sizes medium or small k con-
cludes best results. Since we do not know a priori which k produces the best results  
as the optimal k may vary from patient to patient depending on intrinsic scale and 
complexity of texture patterns, we aggregate over texton sizes at a specific k, which 
almost always produces better results than the best single SVM. By looking at the 
outputs of the base classifiers, it becomes clear that the diversity among them is high-
er than the previous case and this explains the improvement of the results by their 
combining. 

Overall, we conclude that aggregating at smaller texton-sizes, for example 4 × 4 
over different values of k reasonably produces good results which are similar to or 
better than the results obtained from other approaches in the literature. Among these 
approaches is LBP2 [21], which mainly relies on LBP operators.  

Using parallel multiple classifiers systems on texton signatures proposed here can 
also be extended to LBP approach. LBP operators also involve two parameters, i.e., 
the size of operator (scale), and the number of bins in the estimation of histogram. 
The decisions based on single operators can be aggregated over any of these two 
parameters to investigate possible improvements.  

In comparing LBP and texton-based approaches provided in this paper, one should 
notice that LBP operators are, by design, invariant to monotonic intensity transforma-
tions. While this is desirable in some applications, in the classification of Lung CT 
images, the mean of intensity is important and this justifies poor performance of an 
approach based on merely LBP operators as it discards the mean of intensity in the 
ROIs [21]. Due to this drawback of LBPs, in [20, 21], the joint intensity and LBP 
histograms are considered (LBP2). This improves the performance of the LBPs in this 
application at the cost of adding to the complexity of the approach. Texton-based 
approach does not suffer from this problem as it is not invariant to intensity transfor-
mations. On the other hand, LBP operators can be considered as fixed textons which 
are chosen irrespective of the data. Texton-based approach, however, extracts the 
textons using the data. This adds to the complexity of texton-based approach as the 
unsupervised step in learning the dictionary of textons is an extra step in this approach 
comparing to the LBPs. The performance of texton-based approach and LBP2 is simi-
lar for the data used in this paper. Nevertheless, our conjecture is that the superiority 
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of one approach to another is application dependent. If LBP operators can define a 
good representation for some data they conclude high performance while if texton-
based approach can extract the textons accurately based on the training data, then it 
can yield high accuracy. 

In future work, other classifiers that generate more diverse classification outputs 
than SVMs, such as decision trees, will be investigated. As mentioned above, in our 
experiments, SVMs as base classifiers lack diversity among themselves and, hence, 
combining their decisions does not yield significant improvement over best single 
SVM. We expect that decision trees, which are considered as ensemble of weak clas-
sifiers, generate more diverse outputs and their combination in a decision forest may 
conclude more improvement [22]. 

Also, in this paper, raw pixel representation is only used in texton-based approach. 
In some computer vision applications, it has been shown that building textons on the 
output of filter banks produces better accuracy [23, 24]. Although using raw pixel 
representation is computationally more attractive than using filter bank representation 
(as the intermediate step of convolving patches with the filter banks is not required), 
using filter banks in texton-based approach will be investigated in the future work for 
possible improvement of the results. 

Acknowledgments. The funding from the Natural Sciences and Engineering Re-
search Council (NSERC) of Canada under Canada Graduate Scholarship (CGS  
D3-378361-2009) and Michael Smith Foreign Study Supplements (MSFSS) is grate-
fully acknowledged. 

References 

1. Uppaluri, R., Mitsa, T., Sonka, M., Hoffman, E.A., McLennan, G.: Quantification of  
Pulmonary Emphysema from Lung Computed Tomography Images. Amer. J. Respir. Crit. 
Care Med. 156(1), 248–254 (1997) 

2. Sluimer, I.C., Prokop, M., Hartmann, I., van Ginneken, B.: Automated Classification of 
Hyperlucency, Fibrosis, Ground Glass, Solid, and Focal Lesions in High-Resolution CT of 
the Lung. Medical Physics 33(7), 2610–2620 (2006) 

3. Chabat, F., Yang, G.Z., Hansell, D.M.: Obstructive Lung Diseases: Texture Classification 
for Differentiation at CT. Radiology 228(3), 871–877 (2003) 

4. Xu, Y., Sonka, M., McLennan, G., Guo, J., Hoffman, E.A.: MDCT-based 3-D Texture 
Classification of Emphysema and Early Smoking Related Lung Pathologies. IEEE Trans. 
Med. Imag. 25(4), 464–475 (2006) 

5. Ojala, T., Pietikainen, M., Maenpaa, T.: Multiresolution Gray-Scale and Rotation Invariant 
Texture Classification with Local Binary Patterns. IEEE Trans. Pattern Analysis and  
Machine Intelligence 24(7), 971–987 (2002) 

6. Varma, M., Zisserman, A.: A Statistical Approach to Material Classification Using Image 
Patch Exemplars. IEEE Trans. Pattern Analysis and Machine Intelligence 31(11),  
2032–2047 (2009) 

7. Caputo, B., Hayman, E., Fritz, M., Eklundh, J.O.: Classifying Materials in the Real World. 
Image and Vision Computing 28(1), 150–163 (2010) 



 MCS in Texton-Based Approach for the Classification of CT Images of Lung 163 

8. Varma, M., Zisserman, A.: A Statistical Approach to Texture Classification from Single 
Images. International Journal of Computer Vision: Special Issue on Texture Analysis and 
Synthesis 62(1-2), 61–81 (2005) 

9. Gangeh, M.J., Sørensen, L., Shaker, S.B., Kamel, M.S., de Bruijne, M., Loog, M.: A  
Texton-Based Approach for the Classification of Lung Parenchyma in CT Images. In: 
Jiang, T., Navab, N., Pluim, J.P.W., Viergever, M.A. (eds.) MICCAI 2010. LNCS, 
vol. 6363, pp. 596–603. Springer, Heidelberg (2010) 

10. Garcia, M.A., Puig, D.: Supervised Texture Classification by Integration of Multiple  
Texture Methods and Evaluation Windows. Image and Vision Computing 25(7),  
1091–1106 (2007) 

11. Kuncheva, L.I.: Combining Pattern Classifiers Methods and Algorithms. John Wiley & 
Sons, New Jersey (2004) 

12. Lanckriet, G.R.G., Cristianini, N., Bartlett, P., Ghaoui, L.E., Jordan, M.I.: Learning the 
Kernel Matrix with Semidefinite Programming. Journal of Machine Learning  
Research 5(1), 27–72 (2005) 

13. Bach, F.R., Lanckriet, G.R.G., Jordan, M.I.: Multiple Kernel Learning, Conic Duality, and 
the SMO Algorithm. In: Proceedings of 21st International Conference of Machine Learn-
ing, ICML (2004) 

14. Julesz, B.: Textons, the Elements of Texture Perception, and Their Interactions. Na-
ture 290(5802), 91–97 (1981) 

15. Leung, T., Malik, J.: Representing and Recognizing the Visual Appearance of Materials 
Using Three-Dimensional Textons. International Journal of Computer Vision 43(1), 29–44 
(2001) 

16. Cula, O.G., Dana, K.J.: 3D Texture Recognition Using Bidirectional Feature Histograms. 
International Journal of Computer Vision 59(1), 33–60 (2004) 

17. Fan, R.E., Chen, P.H., Lin, C.J.: Working Set Selection Using the Second Order Informa-
tion for Training SVM. Journal of Mach. Learning Research 6, 1889–1918 (2005) 

18. Kittler, J., Hatef, M., Duin, R.P.W., Matas, J.: On Combining Classifiers. IEEE Trans.  
Pattern Analysis and Machine Intelligence 20(3), 226–239 (1998) 

19. Webb, W.R., Müller, N., Naidich, D.: High-Resolution CT of the Lung, 3rd edn. Lippin-
cott Williams & Wilkins (2001) 

20. Sørensen, L., Shaker, S.B., de Bruijne, M.: Texture Classification in Lung CT Using Local 
Binary Patterns. In: Metaxas, D., Axel, L., Fichtinger, G., Székely, G. (eds.) MICCAI 
2008, Part I. LNCS, vol. 5241, pp. 934–941. Springer, Heidelberg (2008) 

21. Sørensen, L., Shaker, S.B., de Bruijne, M.: Quantitative Analysis of Pulmonary Emphy-
sema Using Local Binary Patterns. IEEE Trans. Med. Imag. 29(2), 559–569 (2010) 

22. Ho, T.K.: The Random Subspace Method for Constructing Decision Forests. IEEE  
Transactions on Pattern Analysis and Machine Intelligence 20(8), 832–844 (1998) 

23. Tuzel, O., Yang, L., Meer, P., Foran, D.J.: Classification of Hematologic Malignancies  
Using Texton Signatures. Pattern Analysis and Applications 10(4), 277–290 (2007) 

24. Zhong, C., Sun, Z., Tan, T.: Robust 3D Face Recognition Using Learned Visual Code-
book. In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR 2007), 
pp. 1–6 (2007) 



 

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 164–173, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Imaging as a Surrogate for the Early Prediction and 
Assessment of Treatment Response through the Analysis 

of 4-D Texture Ensembles (ISEPARATE) 

Peter Maday1, Parmeshwar Khurd1, Lance Ladic1, Mitchell Schnall2, Mark Rosen2,  
Christos Davatzikos2, and Ali Kamen1 

1 Siemens Corporate Research,  
Princeton, NJ, USA 

{Peter.Maday.ext,Parmeshwar.Khurd, 
Ali.Kamen,Lance.Ladic}@siemens.com 

2 University of Pennsylvania,  
Philadelphia, PA, USA 

{Mitchell.Schnall,rosenmar,Christos.Davatzikos}@uphs.upenn.edu 

Abstract. In order to facilitate the use of imaging as a surrogate endpoint for 
the early prediction and assessment of treatment response, we present a quanti-
tative image analysis system to process the anatomical and functional images 
acquired over the course of treatment. The key features of our system are de-
formable registration, texture analysis via texton histograms, feature selection 
using the minimal-redundancy-maximal-relevance method, and classification 
using support vector machines. The objective of the proposed image analysis 
and machine learning methods in our system is to permit the identification of 
multi-parametric imaging phenotypic properties that have superior diagnostic 
and prognostic value as compared to currently used morphometric measure-
ments. We evaluate our system for predicting treatment response of breast  
cancer patients undergoing neoadjuvant chemotherapy using a series of MRI 
acquisitions.  

Keywords: therapy response, image registration, texture classification. 

1   Introduction 

Imaging is often used to predict and assess the response to a particular form of ther-
apy or treatment [1]. However, the lack of adequate quantitative tools often forces this 
assessment to be performed in a qualitative manner. Existing tools based upon analy-
sis of simple measures such as lesion volume or number cannot reliably predict 
whether the treatment is effective at an early stage because such measures ignore the 
location(s) of the lesion(s) and the detailed spatial characteristics of each lesion. 
Moreover, such tools cannot be used to analyze diseases that manifest themselves as 
spatially diffuse abnormalities as opposed to spatially compact lesions. Therefore, we 
propose a quantitative tool based upon deformable registration and texture analysis of 
the images acquired over time, followed by feature selection and classification. 
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The proposed framework is described in Section 2 and has been evaluated (please 
see Section 3) on a dataset containing acquisitions of breast cancer patients undergo-
ing neoadjuvant chemotherapy. For the analysis, DCE (Dynamic Contrast Enhanced)-
MRI images have been used [2]-[4]. 

2   Methods 

Systematic evaluation of change that occurs with treatment and disease progression 
necessitates the ability to precisely measure change in the tissue parameters. To pro-
vide a basis for tissue comparison, the differences introduced by the variations in 
patient position between the pre-treatment baseline scan and the follow-up scans need 
to be eliminated. To reduce this spatial variability, the follow-up images are registered 
to the baseline acquisition of each individual patient in all cases. A region of interest 
(ROI) containing the abnormality is specified in the baseline reference frame. Holistic 
features representing the whole ROI are created by aggregating voxel-based features 
characterizing anatomical and functional properties. Texture features from anatomical 
imaging modalities help in characterizing the variability of the tissues. Features based 
on functional images help in understanding the physiological properties of the abnor-
malities that cannot be inferred from the anatomical images only. 

For predicting the treatment outcome, a classifier is trained with the features ex-
tracted from the ROI. The features are first subjected to a feature selection technique 
in order to boost the classification performance. The acquisition times and the expert 
labeling of the patients indicating the clinical outcome are used for training and 
evaluation. Our entire system is displayed in Fig. 1. We now describe each system 
component in detail. 

2.1   Registration 

In order to compare changes in the corresponding regions on the images, a robust 
registration method is required that reduces the spatial variability among the selected 
regions. We first perform affine registration of the acquired images followed by de-
formable registration. This is done pair-wise between a follow-up image and the  
corresponding baseline image. In the deformable stage, we use a multi-resolution 
registration scheme, where the transformation degrees of freedom are increased as the 
registration process progresses from the initial to the final stages. To avoid the neces-
sity of intensity normalization and inhomogeneity correction for the datasets, we have 
used the normalized mutual information [3, 5] metric as the similarity measure for the 
registration. During the iterations for a given resolution, we update the displacement 
field via gradient descent and perform regularization based on Gaussian filtering.  

To accomplish local incompressibility, we select the regularization parameters in 
order to maintain a high level of spatial regularization. This brings the gross structures 
present in the images into alignment, but preserves the local texture in the ROI within 
the registered images. Alternative methods have been proposed utilizing regulariza-
tion terms that penalize the deviation of the Jacobian determinant of the deformation 
fields from unity [3]. We have evaluated the volume-preserving properties of our 
method by considering the Jacobian determinants of the resulting deformation fields  
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Fig. 1. The stages of evaluation within the proposed system. Special care needs to be taken for 
the creation of combined features (see Section 2.3). 

and did not find evidence of local tissue compression with Jacobian below unity. 
Moreover, we note that the texture analysis carried out at later stages (see Section 2.2) 
is chosen to be robust to minor artifacts in the registration.  

2.2   Features Extracted from Anatomical and Functional Images 

Measurement of basic tumor parameters such as volume are commonly used to quan-
tify tumor characteristics and treatment response. However, the large variability in  
the morphological phenotype of tumors indicates the need for features describing  
low-level texture characteristics. We have used Gabor filters, which are a family of 
multi- scale texture features commonly used in computer vision applications. The two 
dimensional Gabor function ),( yxg is given in the following form: 
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where xσ , 
yσ are filter scaling parameters and W is a frequency shift parameter. A 

class of functions is formed by dilations and rotations of the generating function 
above:  
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where Kn /πθ = and K is the total number of orientations and a  is a scale normaliza-
tion parameter. 

The texture features are obtained by filtering the images with a set of Gabor func-
tions using different parameter settings. Following the approach suggested in [6], the 
selection of parameters is conducted in the frequency domain in order to compute 
filter responses that uniquely capture certain textural properties of the filtered images. 
To achieve rotational invariance, the maximum value is selected for each scale over 
all orientations. 
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Fig. 2. From left to right; the intermediate results used for the construction of texton histograms 
are shown on breast MRI images 

To improve descriptive performance and provide robustness against minor errors in 
the registration, histograms of vector quantized filter responses computed over the 
ROI are used in the following stage as shown in Fig. 2. From a set of training sam-
ples, clusters are formed and the cluster centers or textons [7] are used as prototypes 
of filter responses. Given an image, the computed filter outputs are assigned to the 
nearest texton based on the Euclidean distance [7]. A histogram is then formed repre-
senting the distribution of texton assignments in the specified region of interest.  
Texton histograms have been successfully applied for the classification of texture 
samples in the literature [7,8].  

Although changes related to the treatment response in the imaged regions may not 
be immediately visible on the anatomical images, functional imaging (DCE-MRI, 
PET, etc.) often proves useful in the prediction of response by providing insight into 
the physiological condition of the tissues. In DCE-MRI, quantities related to the dif-
fusion of contrast materials can be estimated by fitting a pharmacokinetic model [9] 
on the time course of the contrast concentration for each voxel resulting in parametric 
images. As little is known about the relevance of local differences in the spatio- tem-
poral characteristics of contrast uptake, we have restricted our attention to the use of 
statistical quantities (mean, std. deviation, kurtosis) of parametric images computed 
over the ROI. Such an approach has previously been proposed in [10]. 

2.3   Comparing and Combining Features from Differing Acquisition Times 

In order to provide a prediction about the efficacy of the treatment, we need to com-
pare patients by combining the feature sets across acquisitions in a uniform and  
consistent manner. Note that the baseline image obtained prior to commencement of 
the treatment already contains information about whether a treatment might work.  

Moreover, the time distribution of the follow-up scans may not be identical for 
each patient, and a significant overlap might be present in the distributions of the 
acquisition times (see Fig. 3.). We expect a reasonable level of coherence to be pre-
sent in the acquisition times based upon the specific acquisition protocol followed. 
For this reason, we create virtual time groups of the acquisitions by finding clusters in 
the scanning dates. By assuming that the changes experienced as an effect of the 
treatment have a consistent temporal behavior, we assign the acquisitions to the group 
with the closest center. 

Filter response 
cluster centers 

Texton map Texton histogram Gabor filter responses Original 

ROI  
segmentation 
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Fig. 3. The left image presents the distribution of the number of days elapsed since the first 
baseline image acquisition. The distributions are shown for each time point in the acquisition 
series with different colors. The right image shows the results of the time point assignment to 
the groups determined by the four cluster centers (vertical lines). 

A K-means algorithm was used to perform clustering of acquisition dates [11]. The 
number of clusters has been initialized to the most common number of image acquisi-
tions for the patients.  The concept is illustrated in Fig. 3. The blue, red, black and 
cyan lines on the right image in Fig. 3 indicate the virtual cluster assignments for the 
choice of 4 clusters. The actual data-points themselves have been shown with small 
black crosses. Note that the image at day 55 for patient 13 is assigned to both clusters 
3 and 4 since this patient had only 3 follow-up scans and the final follow-up was close 
to the last cluster center. 

Within each of the acquisition date time clusters, the state of the disease is compa-
rable due to the availability of the same feature values, and the temporal proximity 
resulting from the assignment. For every patient, we first form acquisition-specific 
feature vectors for the baseline scan and each virtual time cluster by consistently con-
catenating the texton features, kinetic features and geometric features extracted from 
the corresponding anatomical and functional images. We then order these feature 
vectors by their cluster-center times and concatenate them to obtain a larger patient-
specific feature vector.  

2.4   Feature Selection and Classification 

Classifier performance is negatively impacted in situations where the number of  
features is large compared to the size of the available training set. To address this, a 
Minimal-Redundancy-Maximal-Relevance (MRMR) feature selection method was 
used to remove unnecessary features [12]. The method aims to find a subset S of 
features, with the maximal mutual information to the class labels, while trying to 
avoid redundancy between the features themselves. If I(M,N) denotes the mutual 
information [11] between any two random variables M and N, then MRMR is defined 
as follows: 
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The quantity Φ  is maximized over the set S containing the indices of the selected 
features, and the variable ix  denotes the i-th feature and c denotes the class labels. 

The optimization using the MRMR method can be efficiently performed in an incre-
mental manner by extending the set of selected features by one candidate at a time, 
while guaranteeing first-order optimality with respect to the maximum dependency 
criterion [12]. 

For the classification of feature vectors, the Support Vector Machine (SVM) [13] al-
gorithm was used. The SVM hyper-parameters were evaluated by a grid search in the 
parameter space and its classification accuracy has been determined by cross validation.  

3   Results 

The proposed system has been evaluated on a set of 17 patients with breast cancer. 
Patients have been undergoing neoadjuvant chemotherapy, and were imaged on a 
regular basis throughout the course of the treatment. The cases were assigned to two 
groups, responders and non-responders, after the end of the treatment by medical 
experts on the basis of non-imaging biochemical serum tests. The dataset contains 8 
patients labeled as responders, and 9 patients as non-responders. For each acquisition 
time point, a series of 3-4 DCE-MRI images was obtained. The dimensions of the 
images were 256x256x64 with a voxel size of 0.7mm x 0.7mm x 2mm. The first im-
age of the set has been taken before the injection was given, and the rest were taken  
after, with a regular time interval of 5 minutes in between each image acquisition. In 
most of the cases, the image acquisition set consists of three images.  

For each patient, the non-contrast-enhanced images for subsequent timepoints were 
non-rigidly registered to the baseline acquisition using 4 resolutions in the method 
described in Section 2.1 (please refer to Fig. 4 for an example). To avoid unnecessary 
complications arising from registering DCE-MRI images, we used the deformation 
fields obtained by the registration of the non-contrast enhanced images for their align-
ment, as the body position differences between the DCE frames are negligible. 

 

 
 

Fig. 4. The top row shows non contrast enhanced images for a patient acquired over the course 
of the treatment. The bottom row contains the registration results for the same images. The 
region containing the tumor is shown highlighted. The bottom row clearly demonstrates the 
above patient to be a non-responder. 
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Timepoints 
used for 
classification 

Classification 
accuracy 
without 
texture  
features 

Classification 
accuracy 
using all 
features 

Baseline only 
47.41. ±  
5 % 

68.35  ±  
10 % 

+ 1  
followup 

44.65  ±  
8 % 

74.59  ±  
9 % 

+ 2  
followups 

61.42  ± 
8.% 

76.24  ±  
8 % 

+ 3  
followups 

66.22  ± 
6.% 

78.35  ±  
9 %  

Fig. 5. The left image illustrates the classification accuracy of our system with a varying num-
ber of timepoints. The table on the right hand side contains the numerical results obtained with 
our system (third column) and a more conventional approach (second column) without any 
texture features or feature selection. 

To manage inconsistencies in the intensity values between acquisitions, linear 
normalization has been applied to the image sets as a preprocessing step during  
feature extraction. Due to the diffuse nature of the tumors, the region containing a 
compact portion with high contrast intensity was manually selected as the ROI. The 
tumor volume was measured by segmentation on the difference image of the peak 
contrast and non-contrast acquisitions. A Gabor filter bank consisting of a set of fil-
ters with 6 orientations and 4 scales was used for the extraction of texture features. 
The real and imaginary parts of the filter responses were used independently. To bet-
ter characterize the volumetric properties of the tissues, the filter responses for every 
location were evaluated along two perpendicular planes and the responses were 
treated as independent features. We used 20 texton histogram bins. The limited  
number of acquired DCE-MRI images (3-4) did not permit the fitting of a generic 
pharmacokinetic model. Therefore, we evaluated the statistical measures on paramet-
ric images constructed using the slopes of linear approximations of the rise and decay 
stages of the contrast uptake as the parameters representing the micro-vascular struc-
ture of the tumors. These parameters were also used in [4] for the classification of 
benign versus malignant lesions and related parameters such as the micro-vascular 
vessel wall permeability ( transK ) and extracellular volume fraction ( eν ) have been 

used in [14]. In the end, each baseline/follow-up virtual timepoint had 27 features: 20 
texton histogram counts, 6 kinetic features: mean, variance, kurtosis for rise/decay 
images, and 1 geometric feature: tumor volume.  

To measure the usefulness of the system for early prediction of response, we 
evaluated the classification accuracies using subsets of the dataset. We first predict 
treatment response using only the baseline scan. In addition, we used the acquisition 
date time clustering from Section 2.3 with K=3 to obtain classification accuracies 
using 1, 2 and 3 virtual follow-up time-points. The obtained classification accuracies 
in Fig. 5 show the advantages of including acquisitions from later time-points and the 
use of texture features along with feature selection. For each of these 4 cases, the  
20 highest ranking features were selected. The mean classification accuracy and its  
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standard error were obtained using 10-fold cross validation and repeating the experi-
ment 50 times to eliminate the uncertainties caused by the assignment of the samples 
to the folds. We used an SVM with a radial basis function (RBF) kernel. The MRMR 
feature selection was performed on each training fold during 10-fold cross-validation. 
The selection of hyper-parameters (i.e., the RBF and the SVM slackness parameters) 
was also conducted via internal cross-validation on the training fold with a grid search 
using an exponential scale. In order to study sample-size effects, the proposed feature 

Fig. 7. The top row contains registered images of respective slices for the same patient 
throughout the acquisitions. The bottom row shows the same slices with contrast agent injec-
tion. Although being a non-complete responder, easily perceivable decrease of tumor size is 
present in the contrast-enhanced images.

Fig. 6. The top row contains registered images of respective slices for the same patient 
throughout the acquisitions. The bottom row shows the same slices with contrast agent injec-
tion. Even though only minor changes are observable in the final distribution of the lesion on 
the non-contrast enhanced MRI image, the patient is a confirmed responder. The contrast-
enhanced images, however, show a change in the angiogenesis. 
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selection and classification approach was additionally evaluated by selecting 17  
samples from standard datasets such as the arrhythmia dataset belonging to the UCI 
repository. The observed 10-fold classification accuracy on the 17-sample dataset was 
about 5-10% lower than the 10-fold classification accuracy on the entire dataset. 

In order to understand the reason behind our low classification accuracy of 78% in 
Fig. 5 despite the use of deformable registration and texture analysis, we conducted a 
thorough visual analysis of our images. Through figures 6-7, we demonstrate the in-
herent complexity in designing an image classification system for our dataset. In Fig. 
6, we show that a responding patient who shows minor changes in the non-contrast-
enhanced images over time, but major changes in the contrast-enhanced images over 
time. However, in Fig. 7, we show that a non-responder can exhibit a similar behavior. 
The images indicate that complete recovery may or may not occur despite some  
treatment response. Since this is an emerging application area, the quantitative accu-
racy of radiologists in assessing or predicting treatment response via DCE-MRI is not 
exactly known.  

4   Discussion and Conclusion 

We have introduced a quantitative image analysis system for predicting and assessing 
treatment response. Furthermore, we have demonstrated the efficacy of our system  
in predicting the response of breast cancer patients undergoing neoadjuvant chemo-
therapy by evaluating our system on a dataset comprising of 17 patients with breast 
cancer. We note that since baseline images obtained prior to commencing treatment 
contain predictive information about treatment effectiveness, our system could pave 
the way for personalized medicine. This paper presents preliminary results and is 
about the method and its promise in this emerging application area. In future work, 
we plan to evaluate our system on a larger cohort of patients. Other potential applica-
tions of our method include the evaluation of the “watchful waiting” treatment option 
for prostate cancer management via DCE-MRI.  
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Abstract. The cortical surface of the human brain is composed of folds
that are juxtaposed alongside one another. Several methods have been
proposed to study the shape of these folds, e.g., by first segmenting
them on the cortical surface or by analysis via a continuous deformation
of a common template. A major disadvantage of these methods is that,
while they can localize shape differences, they cannot easily identify the
directions in which they occur. The type of deformation that causes a fold
to change in length is quite different from that which causes it to change
in width. Furthermore, these two deformations may have a completely
different biological interpretation. In this article we propose a method to
analyze such deformations using directional filters locally adapted to the
geometry of the folding pattern. Motivated by the texture flow literature
in computer vision we recover flow fields that maintain a fixed angle with
the orientation of folds, over a significant spatial extent. We then trace
the flow fields to determine which correspond to the shape changes that
are the most salient. Using the OASIS database, we demonstrate that
in addition to known regions of atrophy, our method can find subtle but
statistically significant shape deformations.

1 Introduction

The human cortical surface is composed of a set of folds that run alongside one
another to form an undulating pattern of crests and troughs. The shape of this
folding pattern evolves during the normal cycle of human brain development un-
der the effect of aging or the presence of diseases or cognitive deficits. A popular
method to capture shape differences is to view brain development as a continuous
deformation of a common template [1,2,3]. The continuous deformation between
the common template and individual cortical surfaces is typically constrained
to be a diffeomorphism and is obtained using surface registration techniques.
Deformation statistics are then used to find regions of significant tissue growth
or atrophy. Such statistics can determine, for example, if the overall area of a
particular region is larger in one group compared with another.
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(a) (b)

Fig. 1. Fig. 1(b) shows two deformations of the folding pattern in Fig. 1(a). On
Fig. 1(b), a deformation parallel to a fold increases its length, and perpendicular to
folds decreases the spacing between folds.

In addition to diffeomorphism based statistics, which capture local changes
in shape, regularization filters such as the isotropic diffusion kernel on surfaces
[4,5], can yield a more global measure of shape differences. However, anatom-
ical structures in the human brain are typically not isotropic and nor are the
changes they induce on the cortical surface as they deform. As an example Fig.
1 illustrates two distinct deformations of a folding pattern, represented by a set
of parallel curves. In the context of cortical shape analysis it is therefore bene-
ficial to analyze differences using filters that are tuned to specific orientations.
A neuroscientist can then examine whether an observed shape difference in a
group follows a particular direction relative to fold orientation.

In this paper we abstract the shape of cortical folds as a collection of juxta-
posed curves that locally have similar orientations. We then design shape filters
which maintain a constant angle with neighboring folds. For example, a partic-
ular shape filter can be designed to be sensitive to a deformation parallel to fold
orientation (an angle of 0 degrees), while another can be sensitive to a deforma-
tion that is perpendicular. This permits an analysis which is relative to cortical
fold orientation. The challenge here is the estimation of the curvature to apply
so that each filter maintains this constant angle.

To illustrate the computation of curvature consider the fingerprint example
of Fig. 2(a), which is a pattern formed of juxtaposed intensity ridges similar
to the folds of the cerebral cortex. The output of a directional ridge detector
applied to the slice in blue is shown in Fig. 2(b), as an intensity function of
angle (θ) versus position x1. It is evident that this output aggregates along a
a continuous curve (or submanifold), dubbled a texture flow in the work of [6].
When the exact location of the submanifold of maximum intensity in Fig. 2(b)
is known the submanifold can be characterized as a function of orientation in
space Θ(x1, x2). Here Θ gives the orientation of neighboring curves at a location
(x1, x2) of Fig. 2(a). The curvature of neighboring curves is expressed as the
gradient of Θ as ∇Θ. On the other hand, the slope of the aggregated intensity
curve in Fig. 2(b) is also given by ∇Θ. Our aim in this paper is to determine the
slope of the texture flow, and then generate directional filters using the curvature
implied by this slope.
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(a) Fingerprint image (b) Ridge detection on
Fig. 2(a) along the
blue slice

(c) Fig. 2(b) resam-
pled along a given
slope v1.

Fig. 2. A texture manifold depicts change in orientation of the neighboring curves in
space

Inspired by the work of [6] we achieve a globally optimal assignment of cur-
vatures to the cortical surface by using a dictionary of smooth flow fields on the
surface. Each smooth flow field provides a hypothesis for the slope of the texture
flow on the cerebral cortex. We measure the goodness of fit between each flow
field and the actual texture manifold by using anisotropic filters. We then use re-
laxation labeling to achieve a globally optimum assignment of smooth flow fields
that match the cortical folds on the surface. Directional filters are then generated
by launching streamlines whose curvature is provided by this assignment.

Using the OASIS database [7] we test our framework to determine how the
shape of cortical folds in patients with cognitive impairment is affected. We
are able to identify folds that undergo significant deformation in the temporal
lobe, and also a stretch in length of the Cingulate gyrus below the Praecuneus
area and below the sup frontal cortex in the left hemisphere. These results are
also partially revealed by a statistical analysis based on surface area (see Fig. 5).
However, our results clearly indicate that the increase in surface area comes from
a stretch in sulcal length (see Fig. 6(b)). Whether this stretch in length is due to
structural connectivity loss in the white matter remains to be investigated, but
our findings are corroborated by a visual inspection of shape differences between
the two groups.

2 Estimating the Texture Manifold from Folds

We give a brief technical overview of the algorithm before detailing each step.
We refer again to Figure 2 to illustrate the method. Suppose that the output
of the ridge detection in Figure 2(a) can be expressed as an intensity function
I(x1, x2, θ) → R+. We formulate different hypotheses Hi about the slope of the
texture flow. Suppose, for example, that one such hypothesis Hi states that the
texture flow has a slope of (v1, v2). This means that if we resample I as

Ii(x1, x2, θ) = I(x1, x2, θ + v1x1 + v2x2), (1)
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then, if this hypothesis is good, the intensity function should aggregates along
an “horizontal” plane (as shown in Fig. 2(c)). A simple way to measure if a
particular hypothesis is a good explanation for the observed texture flow is to
measure how horizontal it is using an anisotropic filter. Suppose that ga,b is
a Gaussian kernel where a expresses the width of the kernel along the spatial
dimensions (x1, x2) and b expresses the width of the kernel along the orientation
dimension θ as

ga,b(x1, x2, θ) =
(
(2π)3/2a2b

)−1
exp

(
−x2

1 + x2
2

2a2 − θ2

2b2

)
. (2)

A good measure to determine if Hi is a good hypothesis is

fi(x1, x2, θ) =
(

∂

∂θ
Ii ∗ ga,b

)2

(3)

where ∗ is a convolution. The best hypothesis Hi is the one that locally max-
imizes Equation 3. However, an optimal hypothesis should be a good fit for
several curves in a large neighborhood. We therefore use each hypothesis Hi as
labels in the space formed by (x1, x2, θ). We achieve a globally optimum labeling
H∗(x1, x2, θ) by selecting, at each point, the label which is both a good fit to
the intensity function I and is the most similar to the neighboring labels.

The ridge detector for surfaces is presented in Section 2.1, the algorithm to
generate flow hypotheses Hi on surfaces is explained in Section 2.2 and the relax-
ation labeling approach to find an optimal assignment is explained in Section 2.3.
Once an optimal assignment is reached, it is possible to generate streamlines
that follow the geometry of the folding pattern, which can then be used to de-
tect shape changes. The algorithm to generate streamlines and use them to test
statistics on surfaces is explained in Section 2.4.

2.1 A Ridge Detector on Surfaces

In this paper, we used the principal curvature of the surface to detect ridges and
generate an intensity function I that describes the texture manifold. We present
the intensity function I that gave the best result, however the algorithm applies
for other choices of ridge detectors as well.

Let S be a smooth genus 0 surface and let κ1, κ2, |κ1| ≥ |κ2| be the principal
curvatures of S and u1,u2 their associated vector directions. We associate a
fold with a line of low curvature in one direction with high curvature in the
perpendicular direction. Let S be the unit circle and let vθ ∈ S. We define the
probability to observe a fold at a given location u ∈ S for a given orientation θ
using a symmetric Von Mises distribution as

I(u, θ) = n(|κ1(u)| − |κ2(u)|)−1e(|κ1(u)|−|κ2(u)|)(ut
θu1)2 , (4)

where n(|κ1(u)|− |κ2(u)|) is the normalization factor such that
∫

S
I(u, θ)dθ = 1.

Equation 4 can be seen as the equivalent of a Gaussian distribution for angles,
with a maximum at uθ = ±u1 and where |κ1| − |κ2| determines the spread
around the maximums.
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2.2 A Dictionary of Smooth Vector Fields to Model the Texture
Manifold

Unlike in images, it is not possible to hypothesize that the texture flow has a
slope given by v1, v2 and then resample the image using these slope parameters
as done in Equation 1. Instead, we use a base flow field hi. Let hi(u) be the
angle of the base flow field at a point u ∈ S. We can use hi to resample I as

Ii(u, θ) = I(u, θ + hi(u)) . (5)

Then, we can apply a ridge detection to determine if hi is a good hypothesis
locally of the texture manifold.

The point of the algorithm is to generate several flow field hi, each with a
different curvature. Each flow field hi is generated by placing a source and a sink
on S and then generating a smooth (singularity-free) completion between them.
Specifically, let si = (si,1, si,2) be a source and a sink, respectively. A vector field
is then completed on S/si by finding the minimum of the following functional:

hi = argminh∗

∫
S/si

curl(h∗)2 + div(h∗)2dS. (6)

We note that hi is a unit vector field defined on S. An example for a hi is
given in Figure 3(a). On this figure, the vector field fans in the vicinity of the
singularity. To generate a full set of hypothesis hi, i = 1, . . . , N , we distribute
sources and sinks uniformly on the cortical surface such that every location is
offered a possibility to “fan” . An interesting property of our formulation in
Equation 5 is that hi can be seen as a baseline. The function Ii(u, 0) measures
the likelihood that folds fans away from the singularity used to generate hi, as
shown in Fig. 3(a), while the function Ii(u, π/2) measures the likelihood that
folds rotate around the same singularities, as shown in Fig. 3(b).

The streamline tracing algorithm works as follows. Once it is determined that
hi is a locally optimal hypothesis an initial streamline is launched with an angle
of α with hi (for example α = π/2). We then follow the flow given by the function
hi + α over the entire region for which hi is the optimal hypothesis. Examples
of streamlines generated by this process are shown in Figure 3(c).

(a) Vector field in the vicin-
ity of a sink

(b) Vector field curling
around a singularity

(c) Streamlines inferred us-
ing curvatures and initial
angles from Fig.3(b).

Fig. 3.
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2.3 Relaxation Labeling of Tangential and Normal Curvature

Till now we have described an algorithm to generate flow fields hi on a surface
S. In this section, we describe how to select, from hi, an optimal assignment that
best matches the flow field oberved on a surface. Let H∗(u, θ) ∈ {h1, . . . ,hn}.
We use relaxation labeling [8] to determine which of the possible flows hi offers
the best local fit to the fold lines of the cortical surface. Relaxation labeling is a
framework to find the statistical mode of a distribution given general constraints
to be satisfied. Let pi(S, θ) be the probability that hypothesis hi(S, θ) has the
highest support at any given location. Here, we interpret hi(S, θ) has the hy-
pothesis given by hi with a flow field with initial angle θ. The pi(S, θ) forms a
probability space, such that pi(S, θ) > 0 and

∑N
i=1 pi(S, θ) = 1 everywhere.

Relaxation labeling updates the pi in order to maximize the local fit while
making sure that each label is well supported by its neighbors. In our case,
the optimal solution should (1) maximize the function f in Eq. 3 and (2) find
solutions that are supported over a large spatial region.

To determine the solutions that have a large support on the manifold, we
minimize the gradient of pi along both S and θ as follows. Let p′

i be the resampled
value of pi along hi as

p′
i(u, θ) = pi(u, θ + hi) . (7)

Then, we regularize the assignment pi by minimizing the spatial and orientation
gradient of p′

i as

Ureg(pi) = (‖∇Sp′i‖2) ◦ h−1
i + λ1‖∇θpi‖2 , (8)

where ◦h−1
i is used as a short-hand to mean that we should resample (‖∇Sp′i‖2)

along the original θ orientation.
A relaxation labeling framework is then used to maximize the following

functional

p∗ = argmaxp

∑
i

∫
S×S

−Ureg(pi) + λ2pifi + λ3‖pi‖2dS ∧ dθ (9)

where the ‖pi‖2 term is added to make the relaxation labeling scheme converge
to an unambiguous labeling, i.e., pi = {0, 1}, as explained in [8].

2.4 Statistical Tests over Curve Length

We now estimate how curve length is affected by the presence of external factors.
First, we launch streamline flows in multiple directions at every location on
the surface. In practice we are not given trajectories, but rather an optimal
assignment H∗ given by the probabilities pi. Let γ(l) be a curve parametrized
by arc-length and t the tangent of γ(l). The curvature of γ(l) (and hence its
trajectory) is determined from the assignment pi as

∂

∂l
t =

∑
i

pi(γ, t)
[

∂

∂l
hi

]
. (10)
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In practice, we use a first order Euler method to trace streamlines on surfaces.
We take a small step in a given direction, then we compute the change in angle
that is prescribed by Equation 10 given the current position and the given angle.
Curve length is then measured explicitly as

L(γ) =
∫

[−T,T ]

√
‖∂γ

∂s
‖2ds . (11)

Let L(γ(u, θ)) be the length of the curve started at u ∈ S at a given orientation θ.
The reader may realize that we have previously defined ‖t‖ = 1 and thus L(γ) =
2T . However, Equation 11 becomes useful when we use a shape diffeomorphism
onto a template space. Assume that there are n surfaces Sl, l = 1, . . . , n with a
set of diffeomorphisms that map these surfaces onto a template average S̄:

φl : Sl → S̄. (12)

Then, a random field can be defined by measuring the length of the curve γ when
mapped using φl onto Sl as L(φl(γ(u, θ))). We then assume that the logarithm
of curve length follows a Gaussian distribution, thus allowing us to define a
Gaussian random field on S ×S. Some regularization and random field theory is
then used to correct for multiple comparisons (see [9]).

3 Results

To present result, we first illustrate the algorithm by generating curves using
a flow field hi. We use a template surface and then generate a full estimate of
the curvature of the texture manifold using Equation 10. Several streamlines are
launched in the direction of sulcal lines, as shown in Fig. 4. Observe that these
streamlines bend and fan to follow the folds, qualitatively demonstrating the
accuracy of the recovered curvature field.

We used the OASIS database [7] to determine if our method could find
curves whose length is significantly correlated with the presence of mild cog-
nitive impairment in Alzheimer’s disease (AD). The OASIS database consists of
97 healthy subjects and 92 subjects (aged 60 and above) affected with mild and
very-mild dementia. We used the extraction pipeline of [3], which produces one
mid-surface representation of the gray-matter cortical sheet, and obtained map-
pings φl for each surface onto a common template average. Once this mapping
was found, we computed the average surface of the entire population and used
this average surface to compute curvature estimates using Equation 10.

The lengths of the computed curves were then tested to see if any signifi-
cant correlations could be found with the presence of mild cognitive impairment
in the OASIS database. The results are shown in Figure 6. The white stream-
lines indicate a significant dilation while the green streamlines show a significant
contraction. These results show that the main shape differences are both per-
pendicular and parallel to the fold direction. The contraction is in the temporal
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Fig. 4. Examples of streamlines of length 8 cm launched in directions that are tangent
to sulcal lines. The streamlines bend and fan to follow the fold patterns. There are
multiple gyrii fanning away in the vicinity of the blue lines.

Fig. 5. Comparisons of the surface area of patients with mild cognitive impairment
(MCI) and healthy subjects. A statistical t-Test (indicated by the colorbar) shows that
the region below the Cingulate cortex has a larger surface area in the group with MCI.
However, the t-Map does not reveal whether the larger area comes from a wider or a
longer sulcus.

lobe, which is known to be affected with the presence of Alzheimer’s disease. The
dilation in the temporal lobe is probably due to atrophy of the hippocampus.

The most significant result is that our method is able to identify a stretching
in length of the Cingulate gyrus below Praecuneus area and the area below the
sup frontal cortex in the left hemisphere. We also performed a statistical test
on the surface area [10] and these results are shown in Fig. 5. Whereas this test
detects the same region (below the Cingulate gyrus) it does not reveal if the
larger area comes from a wider or a longer sulcus.

Another interesting aspect of our method is that it integrates deformation
along a very narrow streamline, permitting the use of an anisotropic kernel for
regularization. Thus, the results using surface area were not significant in the
region below the Cingulate cortex after correction for multiple comparison using
Random Field correction [9]. However, the use of anisotropic filters produced
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(a) Saggital cut of the left hemisphere. The t-
Test shows that the larger area in Fig. 5 is due
to a longer Cingulate gyrus in the group with
MCI.

(b) Bottom view

Fig. 6. Positive values shows significant dilation in the AD group. White streamlines
show a significant dilation of the curve length (p < 0.0015 on top of the hyppocampal
gyrus and p < 0.01 on the cingulate gyrus) and green streamlines in the temporal lobe
show a significant contraction (p < 0.0007). Color indicates the maximum in absolute
value of the t-test over all possible orientations.

significant results in both the temporal lobe and the Cingulate cortex, as shown
in Fig. 6. The threshold for significance are |t| > 4.25 using Random Field
Theory and |t| > 4.31 using a permutation test with 50000 permutations. The
peak values of the three regions shown in Fig. 6 were above the permutation
test threshold and the p values reported in the caption of Figure 6 are computed
using Random Field correction [9].

Overall these results show that it is possible using directional filters to gain
an insight into the process that leads to brain deformations. Thus, wether the
stretch in length is due to structural connectivity loss in the white matter still
needs to be investigated, but our findings are corroborated by a visual inspection
of shape differences.

4 Conclusion

We have described a method to perform a dense statistical analysis of the cere-
bral cortex using curve-based morphometry. Our method departs from other
statistical methods, e.g., those based on shape diffeomorphisms. We define a
manifold of curves on the cerebral cortex and then use statistics on curve length
to examine shape changes. We obtain novel results concerning the nature of
changes in cortical fold patterns in subjects with mild cognitive impairment.
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Abstract. Accurate morphologic clustering of subjects and detection
of population specific differences in brain MR images, due to e.g. neuro-
logical diseases, is of great interest in medical image analysis. In previ-
ous work, we proposed a probabilistic framework for unsupervised image
clustering that allows exposing cluster specific morphological differences
in each image. In this paper, we extend this framework to also accommo-
date semisupervised clustering approaches which provides the possibil-
ity of including prior knowledge about cluster memberships, group-level
morphological differences and clinical prior knowledge. The method is
validated on three different data sets and a comparative study between
the supervised, semisupervised and unsupervised methods is performed.
We show that the use of a limited amount of prior knowledge about
cluster memberships can contribute to a better clustering performance
in certain applications, while on the other hand the semisupervised clus-
tering is quite robust to incorrect prior clustering knowledge.

1 Introduction

Many neurological diseases involve macroscopic effects visible in brain MR im-
ages, in particular morphological changes of anatomical structures. Identification
of such disease related morphological features contributes to the clustering of the
images according to disease, which is important for early diagnosis. Clustering
of images based on spatial features and detection of relevant features are chal-
lenging tasks for which different algorithms have been proposed [1,2,3,4,5,6,7].

Most approaches are supervised requiring a training set of clustered images
to construct clustering rules (using support vector machines for instance) based
on group-level differences defined in terms of segmentations [1], deformations [6]
and/or other features [2]. Unsupervised methods [5,7] on the other hand have the
advantage that no prior knowledge about the cluster memberships of any of the
images is needed. Therefore, they can contribute to the discovery of subgroups
which differ in unexpected ways. Moreover, the clustering rule (and the identi-
fication of disease related effects that is based on it) is not affected by possibly
incorrectly clustered images in the training set.

Combining both approaches leads to semisupervised clustering, i.e. incorpo-
rating available prior knowledge about the cluster memberships of some of the

B. Menze et al. (Eds.): MICCAI 2010 Workshop MCV, LNCS 6533, pp. 184–194, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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images to improve the clustering of new uncategorized images. On the other
hand, the discovery of new subpopulations that differ in unexpected ways re-
mains possible, but can be penalized. Moreover, we expect such a framework to
be more robust to incorrectly clustered training images than a completely super-
vised algorithm. Multiple semisupervised learning and clustering approaches are
proposed in literature [8,9]. In this paper, we further explore the unsupervised
clustering framework SPARC [7] and extend it to a semisupervised clustering
algorithm as it is already proven that the unsupervised framework gives good
results when clustering brain MR images according to disease. Furthermore, the
framework also delivers automatically the image segmentations, the mean tem-
plate per cluster and indicates the disease-specific morphological differences. In
the next section, the methods are described. The third section compares semisu-
pervised SPARC with its supervised and unsupervised variants.

2 Methods

2.1 Unsupervised SPARC

SPARC is a unified probabilistic framework that, given a set of brain MR images
of different subjects and a pre-set number of clusters, iteratively and simultane-
ously Segments the images in tissue classes, constructs Probabilistic Atlases per
cluster, performs nonrigid atlas-to-image Registration and estimates the fuzzy
Cluster memberships for each image. The cluster memberships are defined vox-
elwise, such that SPARC can identify cluster-specific spatially localized features
and has the potential to expose specific morphological differences between pop-
ulation subgroups. Denote Y = {yij} the image intensities, L = {lijk} the tissue
segmentations and Z = {zijt} the cluster memberships with i ∈ {1, . . . , NI},
j ∈ {1, . . . , NJ}, t ∈ {1, . . . , NT } and k ∈ {1, . . . , NK} indexing images, vox-
els, clusters and tissue classes respectively and NT and NK are provided by the
user. The model assumes per image i a Gaussian for each tissue class k (with
Gaussian parameters θik = {μik, σ2

ik}, i.e. mean and variance) on the bias field
corrected image intensities (bias field parameters Ci). This probability is denoted
as P (yij |θik, Ci). Furthermore, a cluster-specific prior is defined on the tissue la-
bels P (lijk|Akt, Rijt) as the cluster atlas Akt after nonrigid registration to each
image through the deformation fields Rijt. A Gaussian prior P (Rijt|Gjt, ε

2
jt) per

cluster with mean Gjt and variance ε2jt is put on the deformations to restrict
these drifting away too far from the groupwise deformation Gjt. Finally, a prior
is added on the cluster memberships of each voxel P (zijt|πit). For unsupervised
clustering, no prior clustering information is assumed and a uniform distribution,
equal for all voxels of the same image, is used.

The model is then formulated as a maximum a posteriori (MAP) problem
and optimized using an iterative expectation maximization (EM) procedure
with observed variables the image intensities Y , hidden variables the cluster
memberships Z and tissue class labels (segmentations) L and model parame-
ters Υ = {θik, Ci, Akt, Rijt, Gjt, ε

2
jt|∀i, j, k, t}. In the E-step of the EM algorithm
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the expectation Q(Υ |Υ η) of the log-likelihood function log P (Y |Υ η) given the
current estimate Υ η of the model parameters Υ is determined:

Q(Υ |Υ η) ∝
NI∑
i=1

NJ∑
j=1

NK∑
k=1

NT∑
t=1

b
(η+1)
ijkt · [log P (yij |θik, Ci)

+ logP (lijk|Akt, Rijt) + log P (Rijt|Gjt, ε
2
jt) + log P (zijt|πit)

]
(1)

with η the iteration number and b
(η+1)
ijkt = P (lijk, zijt|yij , Υ

η
ijkt) the posterior

distribution of the hidden variables determined using Bayes’ rule. In the M-step
the parameters Υ are updated by maximization of Q, except ε2jt which is chosen in
advance. All solutions are closed form, except for the atlas-to-image registration.
Therefore and to obtain a physically acceptable deformation field, the viscous
fluid regularizer [10] is used. The EM iterations are stopped when the increase
of the log-likelihood P (Y |Υ η) becomes insignificant. A detailed description of
unsupervised SPARC and its parameters can be found in [7].

2.2 Semisupervised SPARC

Weak supervision in clustering methods formulated as an EM algorithm can be
incorporated in several ways. Often extra prior information about the cluster
memberships of some data is given in the form of must-link and cannot-link con-
straints (e.g. [11]). Here, we incorporate this type of information in the SPARC
framework by imposing a Markov Random field (MRF) on the cluster member-
ship prior, instead of using a uniform prior as in equation (1) above. Such MRF
prior is defined by the Gibbs distribution:

P (zijt|zNij , Φzijt) = Z(Φzij )
−1 exp

[
−U(zijt|zNij , Φzijt)

]
(2)

with Φzijt the MRF parameters, zNij the cluster memberships of voxels in a neigh-
borhood Nij of voxel j of image i and Z(Φzij ) =

∑
t exp

[
−U(zijt|zNij , Φzijt)

]
.

The function U is an energy function with parameters Φ that is defined as the sum
of clique potentials over the neighborhood Nij , as described below. The calcula-
tion of this prior and of the log-likelihood itself requires all possible realizations of
the MRF, which is computationally not feasible. Therefore, we use the mean field
approximation [12,13] to derive the E-step:

b
(η+1)
ijkt ≈

P (yij |θη
ik, Cη

i )P (lijk|Aη
kt, R

η
ijt)P (zijt|zη

Nij
, Φzijt)P (Rijt|Gη

ijt, ε
2η
jt )∑

k

∑
t P (yij |θη

ik, Cη
i )P (lijk|Aη

kt, R
η
ijt)f(zijt|zη

Nij
, Φzijt)P (Rη

ijt|G
η
ijt, ε

2η
jt )

while the M-step remains similar to unsupervised SPARC [7].
The energy function U of the random field can be generally defined by the

following Potts model:

U(zijt|zNij , Φzijt) =
∑

i′,j′∈Nij

∑
t′

zijtαii′jj′tt′zi′j′t′ (3)
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with Nij the neighborhood of voxel j in image i and Φzijt = {αii′jj′tt′ |i′, j′ ∈
Nij , ∀t′} the MRF parameters. The neighborhoods and MRF parameters are
defined based on the available prior knowledge. If prior knowledge about cluster
memberships of some images is available, these images are defined to belong
to the same neighborhood. Both must-link and cannot-link constraints can be
incorporated by choosing the MRF parameters such that they penalize images
with different cluster memberships and stimulate images with equal cluster mem-
berships to belong to the same cluster. If the use of only must-link constraints
is preferred, different neighborhoods for different clusters can be defined.

In SPARC, cluster memberships are defined at the voxel-level, each contribut-
ing to the clustering of the entire image, such that constraints between images as
well as between voxels (in the same or in different images) can be incorporated.
Voxelwise constraints allow to incorporate spatial information. Neighboring vox-
els or voxels corresponding to the same anatomical structure can be forced to be-
long to the same cluster based on neighborhood restriction or MRF parameters.
Practically this means that identification of specific group-level morphological
differences becomes region based. Moreover, voxelwise constraints allow incor-
porating prior knowledge about the group-level differences. For instance, if it
is known or hypothesized that a particular anatomical structure is significantly
different between two populations, the contribution of voxels in a region of in-
terest could be amplified for image clustering. This can be achieved by setting
the parameter αii′jj′tt′ smaller in case t = t′ and larger for t �= t′ if images i and
i′ are stimulated to belong to the same cluster and vice versa if images i and i′

are penalized to belong to the same cluster. For the experiments in this paper,
we concentrate on must-link constraints between images without discriminating
between voxels by averaging the voxelwise cluster memberships per image.

2.3 Supervised SPARC

Supervised SPARC is performed as analogously as possible to standard super-
vised clustering algorithms, constructing a clustering rule based on a training
set. The same clustering rule as in unsupervised and semisupervised SPARC is
used, i.e. the sum over all tissue classes of the posterior bijkt

decision rule =

∑
k P (yij |θik, Ci)P (lijk|Akt, Rijt)P (zijt|πit)P (Rijt|Gjt, ε

2
jt)∑

t

∑
k P (yij |θik, Ci)P (lijk |Akt, Rijt)P (zijt|πit)P (Rijt|Gjt, ε2jt)

where the atlases Akt and groupwise registrations Gjt are determined based on
the training subjects per cluster using SPARC with one cluster. The
prior on the clustering πit is fixed to 0.5. When a new subject needs to be
classified, the Gaussian mixture model and the atlas-to-image registration for
each cluster are obtained using SPARC (one cluster) without updating the atlas
and the parameter Gjt, which is similar to the framework described in [14].
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3 Experiments and Results

We focus in the experiments on validating the performance of unsupervised
versus semisupervised clustering strategies embedded in the SPARC framework,
although it is to be expected that improved clustering also leads to more specific
atlases and improved segmentations.

A first experiment is performed on 30 skull stripped and bias field corrected
images of the publicly available OASIS data set [15], the same as used in [5].
This subset consists of 15 images of patients diagnosed with mild dementia and
probable Alzheimer disease (AD) and 15 images of normal aged persons. For
each subject, the score of the mini-mental state examination (MMSE) gives
a clinical indication to which cluster (normal aged or demented) it belongs.
First, we apply unsupervised SPARC to classify the images into two clusters
without prior clustering information, i.e. using a uniform prior for the cluster
memberships. Secondly, we include the MMSE scores as prior information in
semisupervised SPARC, defining the MRF parameters to incorporate ‘soft’ must-
link and cannot-link constraints based on differences in MMSE scores:

αii′jj′tt′ =

{
βi′j′ · |rMMSE(i) − rMMSE(i’)| t = t′

βi′j′ · [1 − |rMMSE(i) − rMMSE(i’)|] t �= t′

where rMMSE represents a rescaled MMSE score determined based on a re-
gression analysis using all data in the OASIS data set and βi′j′ is a weighting
factor that favors voxels of the same image i = i′ over the ones of neighbor-
ing images to determine the cluster memberships. The MRF parameters can be
multiplied with a constant, which can be interpreted as the inverse of the tem-
perature. Starting with a high initial value for the temperature, while decreasing
it during iterations, can avoid to end up in local optima. Finally, clustering was
also performed using the clinical information only by deriving the fuzzy cluster
memberships from regression analysis of the MMSE scores directly.

Table 1(a) lists the obtained fuzzy cluster memberships for the three cluster-
ing schemes (i.e. using clinical information only, unsupervised SPARC based on
morphological information only, and semisupervised SPARC using both clinical
and morphological information). Semisupervised SPARC classifies 30/30 images
correctly, versus 29/30 for unsupervised SPARC. Both results compare favor-
ably against [5], where 10/15 images of the demented group were misclassified
as normal. To illustrate the disease related morphological differences, Figure 1
shows the difference between both obtained atlases (normal aged and demented)
and the cluster-specific spatial features for a particular normal aged and a par-
ticular demented subject as exposed with unsupervised SPARC. We remark a
more extensive overall shrinkage of brain tissue in brains of mild dementia and
Alzheimer’s disease patients compared to normal aged brains, i.e. the sulci are
more widened, the gyri more shrunken and the ventricles more enlarged. We
also observe a little more volume loss in the hippocampal region. This is in
correspondence with what is found in literature [16].
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A second experiment is performed on a data set containing 15 3D T1-weighted
MR images of healthy young persons (20 - 25 year) and 15 images of healthy
elderly (66 - 73 year). All images have image dimensions of 256× 256× 182 and
voxel sizes around 1mm3 and are affinely aligned to the SPM-MNI space. To
assess the impact of including prior knowledge on the clustering performance,
we apply both unsupervised SPARC and semisupervised SPARC for clustering
the images according to age group. In semisupervised SPARC, we assume cluster
memberships are given for 4 images in each cluster (about 25% of the images).
Must-link constraints are imposed on these images per cluster wherefore a special
neighborhood per cluster is created containing the given 4 images. The MRF
parameters determining the strength of the must-link interactions between the
different images should be defined such that images that are more similar are
stimulated more to belong to the same cluster. Here this similarity measure is
chosen to be based on mutual information between the affinely registered images,
but other (e.g. segmentation based) measures are equally feasible.

Table 1(b) lists the fuzzy cluster memberships obtained using unsupervised
and semisupervised SPARC. The unsupervised clustering performance is rather
poor here: it has not really diverged in two groups and 6 images are classified
incorrectly. In semisupervised SPARC, only 3 images are classified incorrectly
and the clustering is more diverged in two groups. This confirms the results of
the first experiment, i.e. incorporation of prior clustering knowledge can improve
the clustering performance.

A third experiment is performed on a data set containing 7 3D T1-weighted
MR images of healthy persons and 7 images of Huntington disease patients (HD).
All images have image dimensions of 256× 256 × 182, voxel sizes around 1mm3

and are affinely aligned to the SPM-MNI space. We assess the robustness of su-
pervised and semisupervised SPARC for assigning an image to the correct cluster
when a significant number of the training data have an incorrect cluster label.
For a fair comparison, all available images, except the image to be classified,
are used as training data in both methods (leave-one-out). For semisupervised
SPARC, this means that must-link constraints are imposed on all images per
cluster, except the image to be classified. The MRF parameters are again based
on mutual information between the images and the cluster memberships of all
voxels of all images in a neighborhood contribute equally.

Table 1(c) lists the fuzzy cluster memberships obtained using SPARC with
different levels of supervision and a training set containing 30% incorrectly la-
beled images. Supervised SPARC can not correct for the misclassified training
images, leading to an incorrect classification of the new subject. Semisupervised
SPARC assigns the new subject to the correct cluster, which demonstrates that
it can successfully cope with misclassified training data. Three of the four mis-
classified training images are assigned a fuzzy cluster membership of exactly 0.5,
while also all other values are near 0.5. This indicates that the training set con-
tains misclassified images as otherwise the must-link constraints would stimulate
divergence of the fuzzy cluster memberships. For unsupervised SPARC, no train-
ing set was needed. Accurate cluster-specific atlases are constructed, revealing
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Table 1. Fuzzy cluster memberships (rescaled to 1000) for the three experiments
for supervised (sup), semisupervised (semi) and unsupervised (un) SPARC. Green =
correct, Red = incorrect, Orange = undecided cluster memberships.

(a) Experiment 1: Fuzzy cluster memberships to belong to the cluster of normal aged
brains. The fuzzy cluster memberships rMMSE are obtained using a regression analysis
on the clinical MMSE score.
Normal aged

Subject 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Un 504 503 507 510 500 494 502 504 508 505 505 505 511 503 505
Semi 547 537 553 566 513 501 520 543 564 547 547 509 576 541 544
rMMSE 842 842 842 1000 708 708 708 842 1000 842 842 495 1000 842 842

Demented (AD)

Subject 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Un 498 499 494 488 497 488 496 491 498 489 489 490 487 491 488
Semi 456 499 448 428 412 454 426 446 438 464 426 439 425 442 423
rMMSE 0 593 174 221 134 19 134 0 221 275 133 275 42 221 0

(b) Experiment 2: Fuzzy cluster memberships to belong to the elderly cluster. Images
with must-link constraints in semisupervised SPARC are underlined.

Elderly

Subject 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Age 66 66 63 63 66 67 62 62 63 66 65 70 70 69 73
Un 515 532 525 509 507 484 509 478 519 506 511 506 500 511 509
Semi 516 517 516 504 460 490 560 515 540 500 517 555 507 578 523

Young

Subject 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Age 22 23 23 20 20 22 21 22 22 24 23 23 23 25 22
Un 499 505 489 493 484 496 493 506 505 493 502 500 479 490 469
Semi 483 478 474 478 479 517 422 470 480 461 445 480 479 421 480

(c) Experiment 3: Fuzzy cluster memberships to belong to the cluster of normals. The
cluster memberships determined by the clinician (real) and the initialization (init) in-
cluding the misclassified data are given. Image 8 is the image to be classified.

Normal HD

Subject 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Real 1000 1000 1000 1000 1000 1000 1000 0 0 0 0 0 0 0
Init 1000 1000 1000 1000 0 1000 0 ? 0 1000 1000 0 0 0
Sup 1000 1000 1000 1000 0 1000 0 505 0 1000 1000 0 0 0
Semi 504 507 506 505 500 505 500 495 494 505 500 493 489 491
Un 648 607 475 549 654 579 648 407 500 358 317 468 368 295
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Fig. 1. Experiment 1: Results obtained using unsupervised SPARC with two clusters
(AD and normal). Left: Difference image between gray matter maps of the normal and
AD atlas. Middle and Right: Cluster-specific spatial features for a particular normal
aged subject (middle) and a particular AD subject (right), i.e. voxelwise cluster mem-
berships to belong to the cluster of normal aged brains (brigher/darker means more
likely to belong to the normal/AD cluster).

1 2 3 4 5

Fig. 2. Experiment 3: Top: Gray matter segmentations for two images using unsu-
pervised (blue) and supervised (green) SPARC. Red circles indicate sites where unsu-
pervised SPARC outperforms supervised SPARC. Bottom: (1,2) Atlases for HD and
normal clusters obtained using supervised SPARC with misclassified images in the
training set, (3,4) idem using unsupervised SPARC, (5) cluster-specific spatial features
for a particular HD subject as exposed with unsupervised SPARC (i.e. voxelwise cluster
memberships, brighter/darker means more likely to belong to normal/HD cluster).
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morphological disease-specific differences between both clusters (as illustrated
in Figure 2). Unsupervised SPARC clusters almost all images correctly. The
two incorrectly clustered images were visually inspected (ventricles, deep gray
matter structures) and were found to be on the border of HD and normal. A
final remark is that the segmentation quality of unsupervised SPARC seems to
outperform that of supervised SPARC, even when a training set without mis-
classified images is used (Figure 2). This sounds contradictory to the fact that
we expect a better segmentation performance if a better clustering performance
is obtained. However, the better segmentation with unsupervised SPARC is ob-
served especially in regions where large inter-subject variability occurs, but no
inter-cluster variability. Hence, more images contribute to the segmentation of
these regions, as the cluster memberships are determined voxelwise.

4 Discussion and Conclusion

SPARC is a unified probabilistic framework that simultaneously segments a set
of images in tissue classes and clusters them into different subpopulations with-
out the need for prior knowledge. The method automatically generates non-
rigid probabilistic atlases for each subpopulation, which can serve as specific
atlases for more basic segmentation algorithms. It also reveals the localization of
cluster-specific morphological differences for each image. The unified framework
of SPARC makes that all these aspects can benefit from each other. We applied
the framework here to three different data sets and showed that SPARC is able to
cluster a set of images into different subpopulations and find the cluster related
morphological differences. We extended SPARC to a semisupervised algorithm
by including must-link and cannot-link constraints using a MRF on the cluster
memberships. This allows incorporating different types of clinical prior knowl-
edge during clustering, while the fact that the MRF and cluster memberships
are defined at the voxel-level introduces the possibility of easily including region-
specific prior information and prior knowledge about group-level differences.

We compared the semisupervised framework to its supervised and unsuper-
vised variants. In the first two experiments, it was demonstrated that incor-
porating prior knowledge of different types (such as mental stage, age, known
cluster memberships, etc.) can contribute to a better clustering performance.
The advantages of semisupervised over supervised clustering are that less prior
knowledge is needed, that the potential of discovering new subpopulations is
not lost and that it is less sensitive to incorrect prior clustering information,
(e.g. a training set with incorrectly classified images), as was illustrated in the
third experiment. This experiment also showed that unsupervised SPARC (and
also semisupervised SPARC) can yield locally better segmentation quality than
supervised SPARC. This can be explained by the fact that unsupervised and
semisupervised SPARC combine the information of all images in all clusters and
systematically select for each region the more appropriate cluster-specific atlas
for the segmentation of the images, which has been shown to improve segmen-
tation performance [17].
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The few misclassifications in our experiments with unsupervised and semisu-
pervised SPARC may be attributed to the subtility of the morphological changes
induced by neurological disease or degeneration, by the fact that relevant spatial
features are not so clear in some data sets or appear in regions where the intra-
group variability is already quite large, and by our choice of parameters (e.g.
ε2 in the prior on the deformation). Future work will focus on a more extensive
validation with specific attention to parameter settings such as the choice of the
MRF parameters, in particular suitable image-based measures for defining clus-
tering affinities. Further, a study of the influence of the size of the data set, of
the number of training data and of incorporating region based prior knowledge
is of interest, as for instance larger data sets lead to a better averaging of intra-
class variability which can contribute to the clustering performance. Finally, it
is worthwhile to compare our algorithm with other semisupervised clustering
methods proposed in literature.
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Abstract. In this work, we present an active contour scheme to simul-
taneously extract multiple targets from MR and CT medical imagery. A
number of previous active contour methods are capable of only extracting
one object at a time. Therefore, when multiple objects are required, the
segmentation process must be performed sequentially. Not only may this
be tedious work, but moreover the relationship between the given objects
is not addressed in a uniform framework, making the method prone to
leakage and overlap among the individual segmentation results. On the
other hand, many of the algorithms providing the capability to perform
simultaneous multiple object segmentation, tacitly or explicitly assume
that the union of the multiple regions equals the whole image domain.
However, this is often invalid for many medical imaging tasks. In the
present work, we give a straightforward methodology to alleviate these
drawbacks as follows. First, local robust statistics are used to describe the
object features, which are learned adaptively from user provided seeds.
Second, several active contours evolve simultaneously with their interac-
tions being governed by simple principles derived from mechanics. This
not only guarantees mutual exclusiveness among the contours, but also
no longer relies upon the assumption that the multiple objects fill the
whole image domain. In doing so, the contours interact and converge to
equilibrium at the desired positions of the given objects. The method
naturally handles the issues of leakage and overlapping. Both qualitative
and quantitative results are shown to highlight the algorithm’s capability
of extracting several targets as well as robustly preventing the leakage.

1 Introduction

Extracting anatomically and/or functionally significant regions from medical
imagery, i.e., segmentation, is a challenge and important task in medical im-
age analysis. One common practice consists of user initialization with one or
several clicks (often called “seeds”) in the target, and the algorithm then takes
over to extract the desired object. A simple but intuitive example using such
strategy is the region growing method [1]. Although the formalism is simple and
straightforward, it reflects the two key roles of the user initialization: Position:
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the positions of the initial seeds indicate the estimated position of the target;
Feature: the image information in a given neighborhood of the seeds should be
employed to learn the necessary characteristics of the desired object as well as
to drive the segmentation. Nevertheless, original region growing only depends on
the image intensity, and thus is many times not suitable for noisy and textured
imagery. Furthermore, the segmentation boundary is not guaranteed to be as
smooth as many times required. To address the first problem, Pichon et al. used
robust statistics for better modeling of the image features at the locations of
the seeds, and a fast marching algorithm to grow the segmentation contour [2].
Various active contour methods evolve a contour (curve or surface) in a vari-
ational manner to utilize both image information and contour geometry; see
[3,4,5,6,7,8,9,10,11] and the references therein. The method proposed here fol-
lows this general philosophy, but in contrast to many active contour methods
which only utilize the position information of the seeds, here we makes full use
of the image information around the seeds in an adaptive fashion. Basically,
the target object characteristics are learned online from the user inputs. Then
the active contour evolves from the given places and converges to the desired
boundary of the target.

Moreover, another desired feature for segmentation is the ability to simultane-
ously extract multiple objects. This can be quite advantageous in medical image
analysis, where several related targets all need to be captured. However, most ac-
tive contour algorithms are tailored to handle only one target at a time. Thus,
the given algorithm needs to be executed sequentially several times in order to
obtain the required multiple objects. However, since the individual segmentation
processes do not interact with each other, it is difficult to guarantee mutual exclu-
siveness among contours. To address that, multiple object segmentation has been
discussed in several papers [12,13,14,15,16,17]. In these works, the algorithms re-
quire the contours to be mutually exclusive (not overlapping). In addition, they
also assume that the union of the regions bounded by the contours must be equal
to the entire image domain. However, this is usually not a valid assumption for
many medical imaging tasks. Our methodology does not rely on this assumption,
which makes it more suitable for many medical imaging problems. This is accom-
plished by incorporating simple principles from mechanics into the contour inter-
actions, which also handles the aforementioned problem of overlapping. Thus the
algorithm naturally treats the issue of leakage. Moreover, researchers in [18,19]
used the shape prior to achieve the multiple target objective. However, not only
that requires the learning data set and process for the shape prior, but also the
mutual exclusiveness among the contours are not guaranteed.

2 Method

If we consider the segmentation process in our own visual system, we observe
that when human is recognizing the objects in a scene, several basic steps take
place in sequence [20]. We will illustrate this via an example. Suppose that
we want to trace out the boundary of both the liver and the right kidney in
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medical imagery. First, prior anatomy knowledge drives our attention to the
right abdominal region. Second, we focus at an area where we believe to be
most “liver-like,” and learn the liver characteristics in this particular image.
With such knowledge, we then move our focus to enclose more tissue that looks
similar to those representative regions. Usually, such similarity ends when we
reach a remote area. In particular, at the boundary where the liver touches
the right kidney, the decision is difficult. Under such a situation, we apply a
similar procedure to the kidney, and we come back to the same ambiguous region.
However, this time with the information from both sides (liver and kidney),
internally we perform a competition: we compare the current voxel with both
the liver and the kidney to decide which boundary should advance, so the other
should retreat. Finally, the boundaries of liver and kidney are placed at the
balanced locations of the competition.

The segmentation scheme presented in this paper is a mathematical model for
the above process. It is a semi-automatic method because the first step above
is achieved by the user providing a label map indicating different targets by
different labels. Each subsequent step is handled by an automatic algorithm and
is detailed in what follows below.

2.1 Online Feature Learning

Denote the image to be segmented as I : Ω → R where Ω ⊂ Rd is an open set and
d ∈ {2, 3}. Likewise, the user provided label map is denoted as L : Ω → N∪ {0}
where 0 indicates background and non-zero positive integers indicate the target
object labels. For ease of discussion, in this paper, we assume the distinct labels
to be consecutively ranging from 0 to N , an arbitrary positive integer. Moreover,
the labeled region can be defined by several “clicks”, and does not have to be close
to the desired boundary. Next, voxels with the non-zero labels are categorized
into different “seed groups” as Gi = {x ∈ Ω : L(x) = i}.

In order to fully utilize the information given by the label map, we note that
the seed group not only indicates the location of the target, but also provides
some sample voxels contained in it. Hence, instead of making general assumptions
on the target characteristics such as brighter/darker than surrounding area, we
can learn them in an online fashion. Often times, the image intensity alone is not
descriptive enough. Hence, a feature vector is extracted at each voxel, forming
a feature image f : Ω → RDf . Subsequently, the segmentation is performed in
the feature space. There are many choices for the feature vector such as wavelet
coefficients, Fourier descriptors, Hessian matrix, etc. In this paper, we choose
local robust statistics [21,2] because they are not sensitive to image noise, and
may be computed quickly.

To this end, for each voxel x in the image, we define the feature vector f(x) ∈
RDf by combining several robust statistics derived in a neighborhood B(x) ⊂ Ω
around x. More explicitly, we denote MED(x) as the intensity median within
B(x). In addition, the local intensity range is also an important characteristic,
but is sensitive the noise. To address this issue, the distance between the first and
third quartiles, namely the inter-quartile range (IQR(x)), is calculated as the
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second feature. Furthermore, the local intensity variance is a good candidate but
again it is sensitive to outliers. In contrast, the median absolute deviation (MAD)
is much more robust and is computed as MAD(x) := mediany∈B(x)(I(y) −
MED(x)). Consequently, we define the feature vector f (x) as:

f(x) = (MED(x), IQR(x), MAD(x))T ∈ R
3 (1)

With the space of feature vectors thus defined, seed groups are now characterized
by the probability density function of the feature vectors estimated by:

pi(f ) =
1

|Gi|
∑

x∈Gi

Kη(f − f(x)) (2)

where K is the kernel function. In this work, we use the Gaussian kernel. Its
variance is chosen to be η times the MAD of the seed group. η is preset to be
0.1, and we have found that this works for all the cases tested.

2.2 Contour Evolution

To simplify the notation, we present the contour evolution in 2D. However it is
noted that the method can be easily extended to 3D. In fact, all the experiments
in Section 3 are in 3D. First, we denote the family of evolving closed contours
as Ci : [0, 1] × R+ → R2. Without interactions among contours (interaction is
addressed in Section 2.3 below), each contour evolves independently in order to
minimize the energy functional:

Ei(Ci) :=
∫

x in Ci

(pc − pi(f (x)))dx + λ

∫
Ci

ds (3)

where pc is the cut-off probability density used to prevent the contour leak-
age [22]. Likewise, λ > 0 is the smoothness factor. Computing the first variation
of Ei and we obtain the flow of Ci:

∂Ci(q, t)
∂t

= [pc − pi(f(Ci(q, t))) + λκi(q, t)] N i(q, t) (4)

in which N i is the inward unit normal vector field on Ci and κi is the curvature
of the contour.

2.3 Contour Interaction

Although the pc term in equation (3) helps to prevent contour leakage, in many
cases the result is not sufficiently satisfying. Indeed, it often results in the
problem that certain regions are over-segmented, while some others are under-
segmented. The leakage issue, i.e., making decisions in a transitional region, is
sometimes a difficult task even for the human visual system. However, one par-
ticular strategy the visual system takes, is to approach the decision boundary
from both sides by competition, rather than preventing the leakage from a single
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direction. To this end, we enable the interaction amongst the previously indi-
vidually evolving contours using standard principles from Newtonian mechanics.
First, we regard the right hand side of equation (4) as the force applied on the
infinitesimal curve segment at the position Ci(q, t) =: p ∈ R2. Now with the
interaction among curves, such a curve segment will also experience forces from
other curves:

F ext
i (p) = −

∑
j �=i

∫
Cj

e−|p−Cj(w,t)|(pj(f(p)) − pc)N j(p)dw (5)

Accordingly, the curve flow equation for Ci is now updated as:

∂Ci(q, t)
∂t

= [pi(f(Ci(q, t))) − pc − λκi(q, t)] N i(q, t) + F ext
i (Ci(q, t)) (6)

The exponential term controls the “influence range” of the force. When curves
are far away, this term reduces the F ext

i effectively to zero. Moreover, using
the “sparse field level set” implementation [23], the computation of F ext

i is very
efficient. In general, the contour evolution scenario is as follows: At the outset,
the contours do not touch each other because the seeds are sparsely scattered
in the domain. Thus each F ext

i is approximately 0 and each contour evolves
individually. As the evolution proceeds, the contours get closer and the mutual
interactions begin to take place. Moreover, they will compete and finally rest at
balanced (equilibrium) positions. Throughout the whole process, the contours are
governed by the action/reaction principle from mechanics, and will never overlap
with each other, which is a necessary feature for multi-object segmentation.

3 Implementation, Experiments and Results

Numerically, the contour evolution is implemented using the sparse field level set
method for fast computation and flexibility in contour topology [23]. Moreover,
in computing the robust statistics, the neighborhood size B(x) is fixed at 3 ×
3 × 3. This value was used throughout all of our tests. Similarly, the pc, λ in
equations (6) are respectively fixed at 0.1, 0.3 for all of the tests. In what follows,
we demonstrate the application of the proposed method in T1 weighted MR brain
imagery and CT abdominal data, to illustrate the algorithm’s robustness to the
imaging modalities and noise. The results are also quantitatively evaluated.

3.1 Vervet Brain Segmentation

We first test on a T1 weighted MR images of the brain of vervets. In order to
highlight the leakage problem as well as how the proposed multi-object scheme
solves this problem, initially, only the white matter is segmented. As shown in
Figure 1(a), the contour leakage gives a final result that contains not only white
matter but also part of cerebellum. However, using the proposed method to seg-
ment several related objects gives the result shown in Figure 1(b). It can be seen
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(a) (b) (c) (d)

Fig. 1. In Subplot 1(a), we only segment one object (white matter). However, the
contour leaks into part of cerebellum and part of brain stem. In 1(b), when segmenting
several objects simultaneously, the white label for cerebellum effectively prevents the
leakage. 3D plots include posterior 1(c) and inferior 1(d) views. It can be observed that
there is no intersection between the surfaces.

that the final labeling of the cerebellum, shown in white, not only fully captures
the cerebellum region, but also effectively prevents leakage from intruding into
the white matter. Furthermore, we show the 3D views of the multiple segmented
objects: white matter, cerebellum, and ventricle. To highlight the region where
the contour interaction between the white matter and cerebellum helps prevent
leakage, we show the view from both posterior and inferior. It can be observed
that there is no intersection between the contours. In particular, the cerebellum
contour nicely “pushes” the white matter contour out, and so prevents leakage
into the cerebellum.

3.2 Quantitative Analysis for Ventricle and Caudate Nucleus

In this second experiment, we extract both the ventricle and the caudate nucleus
from MR images and present the results both qualitatively and quantitatively.
In the experiment, the caudate nucleus is a difficult object to extract due to
the poor contrast with its surrounding tissues. In fact, if we only place seeds
in the caudate, we get the result shown in Figure 2(a) where the large leakage
is circled. On the other hand, if we also places some seeds around caudate, we
also capture some portion of white matter as shown in Figure 2(b) in almond
color. Simultaneously, the caudate shape is kept intact and no leakage occurs.
The almond part can be discarded because the caudate is the only object of
interested and the final result is shown in Figure 2(c).

Performing the same scheme on another subject gives the results in Figure 3(a)
and 3(b) where we show both the segmentation and the original image. In ad-
dition to the caudate, the method is also applied on ventricle which is an easier
segmentation task. In total, we performed 10 tests on different subjects. The
Dice coefficients are computed against expert segmentations, and are plotted in
Figure 3(c).
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(a) (b) (c)

Fig. 2. If only place seeds in caudate we get segmentation in Subplot 2(a) where the
leakage is circled in yellow (viewing from superior-right). After putting some auxiliary
seeds in the surrounding tissue we get results in the sagittal view in 2(b) where the
caudate shape is kept intact. Discarding the auxiliary region and the caudate is shown
alone in 2(c). (Sagittal view from right.)

(a) (b) (c)

Fig. 3. Subplot 3(a) and 3(b) overlay the segmentation results on the original im-
ages. The almond region is again auxiliary for preventing leakage. Subplot 3(c) shows
the Dice coefficients of segmenting 10 ventricles and caudates, comparing with expert
segmentation.

(a) (b)

Fig. 4. Segmentation of heart, two lungs, liver, two kidneys, spleen, abdominal aorta,
pelvis, bladder, skin/muscle/fat. The subplot 4(b) removes skin/muscle/fat but over-
lays the original image.
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3.3 Abdominal Organ Segmentation

The proposed algorithm is general purposed and can be used for many different
tasks. Indeed, although the previous examples only utilize the multi-object seg-
mentation capability for leakage prevention, in the last experiment, 11 different
organs/tissues are extracted from an abdominal CT image. The size of the image
is 512× 512× 204 and the running time on a machine with 3.0GHz Intel Core 2
Quad CPU and 8G memory is about 8 minutes. The result is shown in Figure 4.

4 Conclusions and Future Work

In this note, we proposed a general-purpose image segmentation scheme for medi-
cal data. In particular, the image features are extracted using certain local robust
statistics as the segmentation criterion. Subsequently, the object characteristics
are learned from the user initialization which is further used to guide the active
contour evolution in a variational framework. Furthermore, we incorporate the
interactions between the contours into the evolution motivated by simple princi-
ples from mechanics. This not only effectively reduces the contour leakage, but
also results in a multi-object segmentation scheme without assuming that the
union of the segmentation regions is the entire the whole domain.

Future work includes exploring more choices for the image features, such as
Fourier/wavelet descriptors. Furthermore, we will incorporate shape priors for
the multiple targets. Combined with the contour interaction, this is expected to
further improve our results.
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Abstract. We present Spotlight, an automated user guidance technique
for improving quality and efficiency of interactive segmentation tasks. Spot-
light augments interactive segmentation algorithms by automatically high-
lighting areas in need of attention to the user during the interaction phase.
We employ a 3D Livewire algorithm as our base segmentation method
where the user quickly provides a minimal initial contour seeding. The
quality of the initial segmentation is then evaluated based on three differ-
ent metrics that probe the contour edge strength, contour stability and
object connectivity. The result of this evaluation is fed into a novel al-
gorithm that autonomously suggests regions that require user interven-
tion. Essentially, Spotlight flags potentially problematic image regions in
a prioritized fashion based on an optimization process for improving the
final 3D segmentation. We present a variety of qualitative and quantitative
examples demonstrating Spotlight’s intuitive use and proven utility
in reducing user input by increasing automation.

1 Introduction

Manual segmentation in 3D medical images is extremely time consuming and
tedious. Despite the huge effort often involved, manual segmentation typically
suffers from high operator variability and less than ideal results due to user fa-
tigue [11]. Numerous automated algorithms have been developed to aid in image
segmentation. Unfortunately, current state-of-the-art fully-automatic algorithms
still have difficulty segmenting highly variable shapes such as anatomical struc-
tures, hence requiring considerable training resources as well as initialization
and fine tuning of unintuitive parameters. Automatic methods cannot guarantee
perfect segmentations since the user is not directly involved in the segmentation
process. It can thus be rather difficult to correct errors of automatic segmenta-
tion, necessitating a final quality assurance pass using some separate interactive
segmentation editing tool [8,6].

Semi-automatic methods have been long introduced [11], where the user is
factored in to play a larger role in guiding the segmentation process and in
correcting errors as they occur. For example, graph cuts [3] and random walker
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algorithms [5,7] can be used for interactive segmentation by specifying object and
background seeds. Alternative approaches such as Livewire [2] detect contours
in 2D by finding the minimal cost path through user specified seedpoints in
the image. Livewire has been shown to be highly reproducible [2], and since
the user can see the path forming in real-time, errors can be corrected as they
appear. Malmberg et al. [10] attempted to extend Livewire to 3D by removing the
restriction of Livewire contours to planes but, unfortunately, the interface used
to create the non-planar user-specified contours requires special haptic hardware.
Armstrong et al. [1] suggested a 3D analog of a 2D Livewire, namely a “Live
Surface”, which can be localized in real-time through an optimized graph cuts
algorithm. The more recent turtle map 3D Livewire algorithm [12], or T-LW
for short, accepts a sparse set of user-specified planar contours as input, which
it automatically combines to seed unvisited planes and subsequently generate a
new dense set of 3D contours.

A common problem among current interactive segmentation algorithms is that
while they generally produce better results as the user provides more input, it
is typically not clear to the user what extra input would most improve the seg-
mentation and where additional intervention would be optimal. To address this
optimal input problem, we propose an approach that draws the user’s attention
to low-confidence regions in intermediate segmentations, prodding him/her to
provide more information. Effectively, we are automating the process of choos-
ing where additional input should be added, relaxing the burden on the user. In
analogy to how theatres use spotlights to focus the audience’s attention to an
interesting area on the stage, we name our technique ‘Spotlight’1.

2 Method

We build Spotlight on top of an enhanced version of the T-LW algorithm [12].
Although other base methods such as graph cuts and random walker exist and
may be adopted (see the Conclusions section), we chose T-LW because it allows
for the more natural interaction experience of contouring within 2D slice planes.
Users specify seeds along the boundary of the object, enforcing the segmentation
to go through it. The reader is referred to the T-LW paper [12] for a detailed
explanation of the algorithm. In this work, the T-LW user interaction mecha-
nism remains the same but with the addition of a much needed “suggest plane”
feature, which invokes Spotlight to locate a 2D LW contouring plane chosen op-
timally in regions of maximal segmentation ambiguity, which in turn improves
accuracy and speeds up the interactive segmentation process.

In order to enable optimal plane suggestions, which can naturally be in any
oblique orientation, we first extend the T-LW algorithm to support user contour
specification in arbitrary views as opposed to only the three orthogonal fixed
views (section 2.1). We then arm T-LW with our proposed automatic plane
suggestion technique which consists of two components; segmentation evalua-
tion (section 2.2) and contour plane suggestion (section 2.3). Three evaluation
1 A software implementation can be found at http://www.turtleseg.org
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criteria based on different metrics create a set of objects called Spotlight Attrac-
tors (SAs), which indicate suspected poor segmentation quality regions. Each
Spotlight Attractor is a triplet (p, n, s), where p and s ∈ [0, 1] are the SA’s
3D position and strength, respectively, and n is a unit-length direction vector
that influences the orientation of the suggested plane. Subsequently, the plane
suggestion component determines the ‘optimal’ high priority plane that passes
through the vicinity of the SA positions and conforms to the normals of as many
strong SAs as possible.

In summary, a user provides a sparse set of initial contours of arbitrary orien-
tation, and then proceeds to iterate between applying the turtle map algorithm
to obtain a 3D Livewire segmentation and examining what Spotlight has flagged
as a problematic region for potential intervention. At no point is the user locked
to any specific sequence of events, rather the method allows for total freedom in
choosing the image planes to be segmented at all times.

2.1 Extending T-LW to Oblique Slices

The T-LW algorithm [12] automatically generates Livewire contours for an un-
visited plane Pm based on the existing sparse set of interactively-seeded 2D
contours. A plane Pm will contain a turtle map, which is a set of line segments
resulting from intersecting Pm with the user-generated contours in other planes
not parallel to Pm (Fig. 1).

Fig. 1. Computing the turtle map line
segments: For contour i (shown encap-
sulating the blue region in the contour
plane Pi), Lmi(t), with real parame-
ter t, is the parameterized line formed
by intersecting the unvisited plane Pm

with Pi. pmi is a point on Lmi and
rmi is the direction of Lmi . The points
pi1 and pi2 are where Lmi intersects
contour i, and form a (red) turtle map
line segment on the turtle map (Fig. 2).

The turtle map encodes the position and ordering of automatically generated
Livewire seedpoints in Pm. In order to support oblique contouring slices, we de-
velop a continuous analytical representation of the turtle map instead of the dis-
crete binary bitmap of [12] that is restricted to the pixels in the standard three
orthogonal views. We achieve this by taking the line segments produced by inter-
secting eachuser contourwithPm (the red line segment inFig. 1), and then forming
a graph where the vertices are the line segment end points (green) and intersection
points (pink), as seen in Fig. 2. The endpoints of the graph representLivewire seeds
on Pm. Note that although Pm is unvisited by the user, the seeds on Pm belong to
segmentations already confirmed by the user. To allow for fully automatic Livewire
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contouring in the unseen Pm, the seedpoints are ordered by choosing an arbitrary
initial vertex and then traversing the graph. The next vertex chosen in our graph
traversal strategy is the one whose edge forms the smallest oriented angle with the
previous vertex (Fig. 2). The automatically generated and ordered seeds on the
unvisited plane Pm are then used to fully automatically livewire the object in Pm.
A final 3D segmentation is obtained by choosing a dense set of planes parallel to
Pm, and then applying the procedure above to each of them.

Fig. 2. Line segment end points (Fig.
1) become unordered Livewire seeds. The
seeds are ordered as in this example: at in-
tersection vertex v1 arriving from e1, the
next edge is that which forms the small-
est counter clockwise angle with e1, in this
case, e2. Following e2 gives the vertex af-
ter v2 as v3. The purple numbers show the
ordering from repeating this procedure.

2.2 Segmentation Assessment

Following the automatic construction of a 3D segmentation, three confidence
criteria (i-iii) are evaluated for all automatically-segmented slices.

(i) Contour Edge Strength. Due to potential lack of seedpoints in unvisited
slices, the automatically generated contour may incorrectly cut through homoge-
neous (i.e. edge-free) regions of the object. At such locations, the Livewire local
edge cost of the resulting contour (normalized by length) will be high. Hence,
for each sample j created by sampling the generated contour at equal arc length
intervals, we obtain a position pj and a corresponding normal nj (normal to the
contour and lying in the contour’s plane), which are then used to generate a SA:
(pj , nj , fLWj). Here, fLWj is the Livewire local edge cost at point j, based on a
combined Canny edge, Laplacian of Gaussian, gradient magnitude and gradient
direction terms [12].

(ii) Contour Stability. The Livewire algorithm calculates the globally mini-
mal path between two points, but gives no evidence of other near-optimal paths.
Inspired by the k-shortest paths problem [13], we detect such paths by perturb-
ing single edges in the shortest path (Fig. 3) to produce a set D of perturbed
paths. Our contour instability value is calculated, at each point k on the con-
tour, as the maximum Euclidean distance between the position pk of k and each
perturbed path, given by dk = maxR∈D(minp∈R (|pk − p|2)). We then create
the SA as (pk, nk, u(dk)), where pk and nk are as before (in (i)) and u(x) is a
monotonically increasing function that assigns a strength (∈ [0, 1]) to the dis-
tance. In our implementation, u(x) normalizes the distance with respect to the
largest distance between points in the existing contours.
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Fig. 3. Path perturbation example.
New paths (green and red) formed
through perturbations of the short-
est path (blue). The path perturba-
tion edges are outlined in purple. The
thin black arrows represent the short-
est path tree from the source (green
dot) to the destination (red dot). Note
how a local change can result in a sub-
stantially different path (green).

(iii) Turtle Map Connectivity. This metric detects unvisited planes that
lack the seeds necessary to reveal the cross section of the object. A turtle map
containing non-intersecting line segments would provide only 2 seedpoints, typ-
ically resulting in a poor segmentation. For each non-intersecting line segment
h in an unvisited plane with normal nh within that plane, we sample points i
along h at a resolution proportional to that of the source image. Finally, for each
i, we generate a SA as (pi, nh, 1).

2.3 Spotlight: Automated Slice Plane Suggestion

In order to produce an optimal slice plane on which the user should focus his/her
attention, we devise an objective function that assigns a cost to a plane given the
set of generated SAs. At a high level, we derive a cost for the plane with respect
to each SA, and sum these costs over all SAs. Given a plane P with normal nP
and offset from origin dP , the cost of a suggested plane P is given by

E(P) =
∑

i∈SA siESA(i,P)∑
i∈SA si

(1)

where si is the strength of attractor i. ESA(i,P) is the cost contribution asso-
ciated with the ith SA, which is low if the plane P is near and parallel to the
SA’s normal. Therefore, ESA is defined as

ESA(i,P) = qP(i) + (1 − qP(i))L(d(pi,P)). (2)

Here, qP(i) = (ni · nP)2 describes how similar the plane’s normal is to the
Spotlight Attractor’s, where the more perpendicular the normals are, the lower
the value of qP(i) and hence a value of ESA closer to L(d(pi,P)). We set
d(p,P) = |p · nP − dP |. L : [0,∞) → [0, 1) is a logistic shaped function used to
reduce the influence of points far from P on the optimizer.

We use gradient descent to minimize E with respect to P . We iterate over
multiple initialization planes, each passing through at least one SA, and pick the
plane with the lowest minimum.
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3 Results

3.1 Implementation Details

We have chosen the algorithm parameters empirically and kept them fixed during
all the following experiments, showing that these fixed parameters are robust to
a wide variety of image modalities and data. The main parameters used in the
Spotlight-augmented segmentation process are those inherited from the T-LW
algorithm. Spotlight-only parameters include the gradient descent parameters,
as well as the relative weightings between the evaluation metrics. We keep the
evaluation metric relative weightings equal. For the gradient descent parameters,
we have found a good quality-performance balance at 40 re-initializions, with 80
steps performed each time. Increasing the gradient descent steps beyond these
values increases the computation time only; the increase in suggestion plane
quality is negligible.

Fig. 4. Spotlight discovering segmentation mistakes. Note how in the top row the
sides (vertical black bars) of the box is segmented properly, how the bulge is correctly
excluded from the sphere in the second row, and Spotlight’s proper handling of com-
plicated non-spherical topology in the third row (see text for details).

3.2 Synthetic Tests

Fig. 4 (row 1) illustrates an open box test example (left) where the initial turtle
map cuts through the box walls (middle), creating high Livewire costs that are
detected and fixed by Spotlight (right). Fig. 4 (row 2) shows a sphere with
an unwanted bump caused by a strong nearby edge (left), creating high path
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stability costs (middle) causing Spotlight to suggest a slice plane that removes
the ambiguity about where the Livewire path should follow (right). Fig. 4 (row
3) shows Spotlight guiding the segmentation of a knot, where starting with only
2 user-chosen slice planes (green) on the left, we follow numerous suggestions
from Spotlight (blue) to fully segment the knot, seen on the right.

Fig. 5. Segmentation results on real data. (Column 1) Initial contours (green) overlaid
on image data slices of (top to bottom) a mouse kidney (MR), femur (CT) and pelvis
(CT), respectively. Contours were provided on 2, 1 and 4 different initial planes, respec-
tively. (Column 2) Intermediate result showing some added Spotlight contours (blue)
and surface rendering mid-way through the Spotlight suggestion process; after 1, 1, and
3 iterations, respectively. (Column 3) Final surface rendering with contours; 4, 4 and
30 iterations of Spotlight were required, respectively. (Column 4) Surface rendering of
final segmentation.

3.3 Real Medical Data Tests

Fig. 5 shows our tests on real medical images. In all examples, an initial set
of contours (green) is provided by the user, who proceeds to contour Spotlight
suggested planes. We emphasize Spotlight’s contribution to these segmentations
by coloring blue all contours whose plane was chosen automatically. Fig. 5 (row
1) shows Spotlight aiding the user in segmenting a mouse kidney in a magnetic
resonance (MR) image. The data is noisy and contains weak edges, resulting
in low Livewire local path costs and this is detected by Spotlight. Fig. 5 (row
2) shows a femur being segmented in a computed tomography (CT) image.
Note that Spotlight selects planes that best outline object features such as the
lateral and medial condyle. The CT pelvis results in Fig. 5 (row 3) demonstrate
our algorithm’s ability to navigate real anatomy with non-spherical topology.
While Spotlight at first concentrated on correcting errors in the iliam, eventually
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Fig. 6. Segmentation guided by random plane suggestions. Both segmentations were
initialized with the same single contour as used in Fig. 5 row 2. The middle image
shows the segmentation after 4 randomly chosen contour planes. The right image is
after 10 randomly chosen planes. Here, the blue contours are randomly chosen.

segmentation confidence increased in that region and Spotlight began focusing
on the smaller ischium region.

As a baseline verification of Spotlight, we have tested it against random plane
selection. Fig. 6 shows the progress of a knee femur segmentation (from the same
image used in Fig. 5, row 2) guided by random plane suggestions. As expected,
Fig. 6 shows significantly poorer random plane selection results compared to
Spotlight (Fig. 5, row 2).

3.4 User Study Tests

We have performed a user study in order to quantify the efficiency increase
provided by Spotlight over the basic T-LW. In the study, 8 users were asked
to segment a synthetic open box (Fig. 4 (row 1)) and a liver in a CT image
with provided ground truth from the SLIVER07 MICCAI Grand Challenge [4].
For each image, 4 users were instructed to perform the segmentation without
using Spotlight, while the other 4 were instructed to use Spotlight. Users were
asked to stop segmenting when they deemed the resulting segmentation accurate.
The accuracy of the intermediate 3D segmentation was subsequently evaluated
offline after each added contour. The quantitative results of the study are shown
in Fig. 7. Fig. 7 shows the increase in Average Dice Similarity coefficient (DSC)
vs. number of mouse clicks, number of contours segmented, and time spent.
Without Spotlight, the subjects had difficulty determining where to contour
next, often choosing to contour planes that did not improve the segmentation
at all. The box image was interesting in that there exists a minimum number
of contours required for the T-LW algorithm to segment it completely, yet users
were typically unable to intuitively determine this best solution. Compared to
the original T-LW algorithm in the box image, Spotlight required only 30% of
the time and 64% of the contours. For the liver image, total segmentation time
was reduced by 35%. Notice also that Spotlight is more consistent in improving
the segmentation, exhibiting much smaller standard deviation across users in
the DSC.
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Fig. 7. User study results. Each graph compares Spotlight (green) to the original T-
LW (No Spotlight, in blue). In the top row, users were asked to segment the synthetic
open box shape of Fig. 4 (row 1). In the bottom row, users were asked to segment the
liver in a CT image. The first, second and third columns show how the segmentation
accuracy improves as a function of time spent, number of contours added, and number
of mouse clicks, respectively. The error bars represent the standard deviation among
the 4 user results.

4 Conclusions

We presented Spotlight, a novel confidence-based user guidance technique for
increasing efficiency of interactive 3D segmentation. Spotlight’s intuitive mech-
anism automatically draws the user’s attention to potential problematic regions
by highlighting image planes where user input is very likely to improve the
segmentation. To quantify confidence in a segmented contour, we minimized an
objective function comprising three metrics reflecting contour edge strength, con-
tour stability and object connectivity. We demonstrated Spotlight’s successful
application for the segmentation of illustrative synthetic volumes and complex
real 3D medical images.

Our current implementation was based on the T-LW algorithm [12], which
we extended with an analytical formulation for the turtle map. This enabled
the necessary support for using arbitrarily directed oblique planes that may be
suggested by Spotlight. The Spotlight strategy, however, is not restricted to this
Livewire framework and can be incorporated in to other interactive segmentation
algorithms, such as random walker with precomputation [7] or graph cuts [9]. We
leave these extensions to future work. Our algorithm can also easily support ad-
ditional confidence measures to augment the current SAs. Part of our future work
will focus on incorporating region-based reliability metrics. Furthermore, we are
currently investigating the formulation of Spotlight under an active learning
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framework. Finally, we will focus on further testing of Spotlight in various ap-
plications and performing extensive validation experiments on real data through
additional user studies.
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Abstract. This paper presents an effective combination of a statistical atlas-
based approach and a graph cuts algorithm for fully automated robust and accu-
rate segmentation. Major contribution of this paper is proposal of two new 
submodular energies for graph cuts. One is shape constrained energy derived 
from a statistical atlas based segmentation and the other is for constraint from a 
neighbouring structure. The effectiveness of the proposed energies was demon-
strated using a synthesis image with different errors in shape estimation and 
clinical CT volumes of liver and lung. 

Keywords: segmentation, CT, shape prior, neighbour constraint, graph cuts, 
statistical atlas. 

1   Introduction 

Statistical atlas-based segmentation of 3D medical images has intensively studied 
because it provides a framework of effective utilization of shape priors inherent in the 
target anatomical structures. Especially, statistical shape models (SSMs) [1] have 
been successfully utilized for automated segmentation [2]-[5]. One problem of this 
approach is that segmentation accuracy becomes insufficient for shapes that are not 
covered by training datasets. In order to overcome this problem, subsequent free-form 
surface fitting [6] and hierarchical refinement using multi-level SSMs [7] were pro-
posed. However, these methods often become unstable partly because of the local 
minima problem in non-linear optimization involved in these methods. 

One of recent noteworthy developments in image segmentation is graph cuts  
approach [8], in which the global minimum for certain types of energy functions is 
guaranteed. Previous efforts on incorporating shape priors into the graph cuts ap-
proach are mainly classified into the two categories; general constraints such as  
ellipse and star-shape [9]-[11] and specific constraints such as a user defined scaled 
rigid template [12]. The shape priors provided by statistical atlas are categorized  
between the above-mentioned general and specific constraints. Effective combination 
of the two strong approaches, that is, statistical atlas-based and graph cuts approaches, 
is desirable for robust and accurate segmentation.  
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One simple approach to the combination is using probabilistic atlas and distance 
histogram of the target organ as shape priors [13],[14]. However, rather than using 
probabilistic atlas, we start from segmentation result by existing atlas-based segmen-
tation methods, which have already been demonstrated in not a few papers [1]-[7] that 
approximated organ regions are successfully obtained in most cases. Therefore, the 
remaining important problem is to refine the approximated organ regions so as to 
obtain final complete results. Unlike the previous methods for the refinement which 
suffer from the local minimum problem [6],[7], we take the graph cuts approach, 
which is expected to provide accurate refinement in a stable manner because of the 
guarantee of global optimization. In this paper, we formulate an automated procedure 
of a subsequent refinement process of approximated organ regions obtained by a 
statistical atlas-based method. Main contributions of our work are as follows. 

- Derivation of a newly defined submodular energy function based on con-
straints from surface normals of an approximated shape and a neighbouring 
structure so as to become robust against deviation of an approximated shape 
from its true shape, and pathological changes in an organ. 

- Achievement of effective combination of a statistical atlas-based approach and 
a graph cuts algorithm for fully automated robust and accurate segmentation. 

- Validations using a synthetic image with different errors in shape estimation 
and clinical 3D CT images for segmentation of the liver and lung. 

In the following, the details of methods and results are described. 

2   Proposed Segmentation Framework 

2.1   Graph Cuts  

Graph cuts [8] formulates a segmentation problem as an energy minimisation  
problem. The goal is to find a set of labels A = (A1, A2, …, Ap …, A|P|) that minimises 
an energy E(A) given by  

E(A) = λR(A)+Β(Α) = λ Σp∈P Rp (Ap) + Σ{p,q}∈Np Bp,q δAp≠Aq. (1) 

where the set P is a set of voxels in a 3D volume, and the energy Rp(Ap) is a matching 
cost, or t-link cost, of a graph, assigning label Ap ∈ L to p. The symbol Ap is an ele-
ment of label set L = {1,0}; 1 is object and 0 is background. This cost is defined by a 
negative log likelihood of CT values, where a probability density function of each 
class is assumed to be a normal distribution with parameters estimated by an EM 
algorithm. The set Np is a set of voxels in the 6-neighbourhood of p, and the function 
δ is 1 if Ap ≠ Aq and 0 otherwise. The energy Bp,q is a n-link cost of labeling the pair 
p and q with labels Ap ≠ Aq ∈ L . Here, the coefficient λ is a constant value balanc-
ing the two costs. Detailed explanation of each energy term can be found in [8]. 

2.2   Proposed Energies for Graph Cuts 

This study extends the above energy function to incorporate constraints from a shape 
prior and a neighbour structure as follows. 
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E (A) = λ Σp∈P { Rp (Ap) +NBp (Ap) } + Σ{p,q}∈Np {Bp,q+Sp,q} δAp≠Aq. (2) 

The energy Sp,q is a proposed shape-based energy for n-link of a graph. Once shape of 
an object is estimated by a statistical atlas-based process (see 2.3), the energy is  
computed using a signed distance φ (p) from boundary of an estimated shape. Here, in 
a signed distance function, an object voxel has negative distance and a background 
voxel has positive distance. The energy Sp,q is defined by the following equation 
where θ is an angle between a gradient vector of φ(p) and a vector connecting points p 
and q. 

Sp,q = sqrt{[1 - cos(θ)]/2}. (3) 

This energy encourages an n-link between p and q to be cut when the direction of a 
vector connecting p and q is similar to that of a gradient vector of φ (p) ( see Figure 1 ). 
Consequently surface normals of an extracted region tend to be parallel to those of an 
estimated shape, resulting in high similarity between the extracted region and the esti-
mated shape. A notable feature of this energy is that it is insensitive against deviation 
of an estimated shape from its true shape. Let us suppose that in Figure 1 the boundary 
C is a boundary of an estimated shape and the boundary C’ is that of a true shape. 
Since gradients of signed distances of the boundary C are nearly identical to those of 
the boundary C’, C’ can be extracted when minimizing the shape energy. In section 
3.2, we will further discuss robustness against deviation using a synthetic image.  

φ(p)

pq
θ

C

C’

φ(p)

pq
θ

C

C’

 

Fig. 1. Gradient vectors of φ (p) and an angle θ between a gradient vector of φ (p) and a vector 
connecting points p and q. The boundary C is a boundary of an estimated shape and the bound-
ary C’ is a true boundary that is similar to C in shape but differs in location. 

The energy NBp (Ap) is a neighbour constrained energy to correct undesirable 
change of Rp (Ap) mainly caused by pathology. A good example of neighbour struc-
tures is a rib when segmenting a lung with diseases. Unfavorable changes by pathol-
ogy can be suppressed by a prior knowledge that lung fields are surrounded by ribs. 
The concept of this energy is general and can be applicable to many segmentation 
problems. However, concrete definition depends on a problem to be solved. In this 
study we focused on segmentation of a lung field with large pleural effusion. A 
neighbor constrained energy is defined by distance Drib from dorsal ribs as follows. 
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NBp (Ap) = 0   (if Ap = 1 ‘obj’) 

NBp (Ap) = Drib  (if Ap = 0 ‘bkg’). 
(4) 

The dorsal rib can be extracted by a simple binarization process followed by a mor-
phological operation, or a closing operation to fill gaps and holes. The distance Drib is 
computed in the region surrounded by the extracted dorsal ribs (Drib = zero for outside 
of the region). The energy of equation (4) is expected to increase the cost of t-link 
when Ap = ‘bkg’, which encourages pleural effusion to be classified as lung. 

2.3   Statistical Atlas Based Shape Estimation 

Shape estimation is important for ensuring that an extracted organ’s shape is natural 
and consistent with individual anatomy. Leventon et al. proposed a level set distribu-
tion model (LSDM) based shape estimation in their segmentation process to drive a 
level set function toward the shape [3]. They maximised a posteriori probability given 
a level set function and gradient of an input image to estimate the patient specific 
shape. The objective function was designed for an iterative evolution process of a 
level set function. Our shape estimation process was inspired by their work but differs 
in an objective function. We employed a statistical atlas-based shape estimation proc-
ess that performs maximum a posteriori probability (MAP) segmentation [15] fol-
lowed by a LSDM based shape fitting. The fitting process finds the most similar 
shape in an eigen shape space with an extracted region by MAP segmentation. Actu-
ally it maximizes a Jaccard Index (J.I.) between an extracted 3D region and shape in a 
discretized eigen space of LSDM in an exhaustive manner. The most similar 3D 
shape model is forwarded to the graph cuts algorithm and used as a shape prior. 

3   Experimental Evaluations and Comparisons 

3.1   Materials 

Synthetic Image: A 2D synthetic image of Figure 2(c) was used for performance 
validation and comparison with Freedman’s energy [12]. A four neighborhood system 
was employed for this experiment only. The image includes not only an object (Fig-
ure 2(a)) but also noises consisting of six structural noises (Figure 2(b)). The struc-
tural noises mimic lesions and vessels with different contrast in an organ, as well as 
an additive Gaussian noise (N(0,202)). Radius of the object in Figure 2(a) is 40 [pixel] 
on average and amplitude A is 5 [pixel], respectively. Distance D is displacement of 
an object in a shape template that was used as an estimated shape. In this experiment, 
we changed amplitude A and distance D of the shape template to realize various  
deviation from a true shape. 

Clinical CT volumes: We performed two segmentation experiments, or liver and 
lung segmentation from non-contrast CT volumes. It is worthy to note that all proc-
esses, or MAP, LSDM based shape estimation and graph cuts, are 3D automated 
processes. A 6-neighborhood system was employed for the graph cuts. First experi-
ment was liver segmentation using 20 cases with liver metastases. Second experiment 
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(a)                             (b)                               (c)                                (d) 

Fig. 2. Illustrations for a synthetic image (150x150). (a) an object label, (b) with structural 
noises, (c) with Gaussian noise, and (d) a result of graph cuts without a shape prior. Numerals 
in the figures (a) and (b) are gray values of objects.  

 

was lung segmentation using 97 cases with pulmonary diseases, such as pleural effu-
sion. The performance of the algorithms was assessed by a cross validation test, 
where training cases for designing a LSDM and deciding parameters of the algo-
rithms, such as λ and σ of Bp,q [8], were separated from testing cases. 

3.2   Results  

Synthetic Image: Primary aim of this experiment is to test robustness of the proposed 
shape energy Sp,q against the deviation of an estimated shape from the true one. We 
prepared a graph cuts algorithm with the energies of equation (1) plus Sp,q and esti-
mated shapes, or shape templates with various deviations. 

Figure 3 shows Jaccard Index (J.I.) between extracted regions and a true one, when 
changing the two parameters, or amplitude A and displacement D of an object in a 
shape template, from 0 to 15, respectively. Figure 4 presents several segmentation 
results, each of which corresponds to an arrow with an alphabet in Figure 3.  

These figures suggested that the proposed segmentation was accurate and insensi-
tive to the deviation of the estimated shape from the true one. In contrast the perform-
ance of Freedman’s energy was seriously decreased as the deviation became large. 
Since they used an unsigned distance function |φ (p)|, the boundary of the segmented 
object lied near the boundary of the estimated shape, which was typically observed in 
the Figure 4(e) and (f). Average J.I. over all 256 combinations (= 16x16) was 94.3% 
for the proposed energy and 89.1% for the Freedman’s energy. The difference was 
statistically significant (p<0.01. Wilcoxon) . 

 

Clinical CT volumes: First experiment was liver segmentation which employed Sp,q 
as a shape energy. Figure 5 (a) and (b) are slices of a non-contrast CT volume and 
extracted regions by a MAP based segmentation. The MAP based segmentation per-
formed relatively well. However, the result contained false positives of surrounding 
tissues as indicated by an arrow due to weak contrast of boundary and high similarity 
in CT value. Such error made the shape estimation task difficult. The boundary esti-
mated by a LSDM trained from 10 CT volumes was drawn in white in Figure 5(b). As 
you can see, the approximation was rough due to the error in the MAP based segmen-
tation. However the proposed subsequent graph cuts algorithm succeeded in the  
segmentation (see Figure 5(c)), while not for Freedman’s energy. Figure 5(d)  
contained over-extracted surrounding tissues that lied near the estimated shape 
boundary in Figure 5(b). 
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                                    (a)                                                                  (b) 

Fig. 3. Segmentation performance for Figure 2(c). (a) proposed shape energy and (b) Freed-
man’s shape energy. Each arrow corresponds to a result of Figure 4. 
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Fig. 4. Segmentation results of Figure 2(c). (a)-(c) proposed shape energy and (d)-(f) Freed-
man’s shape energy. Black lines show true boundaries and white lines are boundaries of shape 
templates. 

The performance was evaluated by a cross validation test using 20 CT volumes. 
The dataset was divided into two equal-sized subsets, one of which was used to train a 
LSDM and decide parameters of graph cuts algorithms, and the other was for valida-
tion test. In the second round, the roles of the two subsets were exchanged and  
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performance was averaged over the two rounds. True boundaries were defined by one 
of the authors and approved by a radiologist. Average J.I. over all data of the MAP 
based segmentation, graph cuts algorithms without a shape energy and with Freed-
man’s energy were 78.9%, 89.8% and 91.8%, respectively. The highest performance 
was achieved by the proposed energy whose average J.I. was 93.2%. Wilcoxon test 
told us that differences between any combination of two algorithms were statistically 
significant (p<0.01).  

 

 
(a) (b) 
 

 
(c)                                                                (d) 

Fig. 5. (a) a non-contrast CT image, (b) MAP based segmentation with an estimated shape (a 
white line), (c) proposed segmentation result, and (d) segmented region based on the Freed-
man’s energy. Black lines of (c) and (d) are true boundaries.  

Second experiment was lung segmentation. The proposed algorithm used both the 
energies Sp,q and NBp (Ap) because of large pleural effusion. Figure 6 presents an 
original image and segmentation results. A graph cuts algorithm without a shape en-
ergy misclassified both the pleural effusion and hilum vessels (see Figure 6(b)). The 
shape energy computed from an estimated shape (a white line in Figure 6(c)) im-
proved the mis-segmentation of hilum vessels as shown in Figure 6(c). However the 
error in pleural effusion was remained unsolved. The proposed neighbour constrained 
energy corrected the t-link cost and the pleural effusion was classified into the lung 
field correctly (Figure 6(d)). 

A cross validation test using 97 CT volumes was performed to validate the three 
graph cuts algorithms, or an algorithm without a shape prior, that with the shape en-
ergy and that with both the shape energy and the neighbour constrained energy. In 
that experiment, we divided 97 CT volumes into 48 and 49 CT volumes, and carried 
out two rounds experiment as in the liver segmentation.  
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Pleural effusionPleural effusionPleural effusion

 
              (a)                               (b)                             (c)                            (d) 

Fig. 6. (a) an original image with a true boundary, (b) graph cuts segmentation without a shape 
energy, (c) graph cuts segmentation with Sp,q and (d) proposed graph cuts segmentation with 
Sp,q and NBp (Ap) 

 

The performance was evaluated by not only J.I. but also distance between an ex-
tracted surface and a manually delineated surface. Average J.I. of graph cuts without a 
shape energy, with the proposed shape energy and with both the shape energy and the 
neighbour constrained energy were 95.7%, 97.4% and 97.7%, respectively. We per-
formed Wilcoxon test to confirm the statistical difference in performance between any 
two algorithms out of three and found that the differences were significant with the 
risk p < 0.01. Although the improvement by the neighbour constrained energy is 
small, it increased the J.I. for 75 cases out of 97 cases, resulting in statistical differ-
ence. The average distance over all testing data was decreased by the graph cuts with 
the shape energy from 2.30 [voxel] to 0.627 [voxel]. Here the voxel size is 0.683 
[mm] on average. The addition of the neighbour constrained energy decreased the 
error to 0.464 [voxel]. The differences between the three distance distributions were 
statistically significant (Wilcoxon test, p < 0.01).  

4   Discussion 

This paper proposed a new segmentation algorithm that combined a statistical atlas-
based shape estimation with a graph cuts algorithm to incorporate constraints from the 
estimated shape and a neighbour structure. A salient feature of the proposed shape 
constrained energy is robustness against the deviation of an estimated shape from the 
true one, which was demonstrated by the experiments using a synthetic image as well 
as liver segmentation using 20 CT volumes. Additionally we would like to enhance 
the robustness against the well-known problem of a LSDM [4][5]. Since the space of 
signed distance functions is not a linear space, an estimated surface by LSDM be-
comes smoother than true one, leading to large deviation. Our proposed energy could 
compensate the disadvantage of the LSDM. 

Constraint from a neighbour structure derived a new energy that focused on sur-
rounding reliable structure. In this paper, we proposed a rib constrained energy for 
lung segmentation with large pleural effusion. The cross validation test using 97 CT 
volumes told us that the performance was significantly improved by the proposed 
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neighbour constrained energy. Computational time of a max-flow algorithm to  
optimize the energy function was roughly 1 to 2 minutes (Xeon(TM) 3.6 GHz x 2). 

Finally, several limitations of the proposed segmentation algorithm and future 
works warrant attention. First, as is found in the Figure 3, the performance of the 
proposed energy was dropped when the parameters A and D of the shape template 
were larger than 7 or 8 [pixel] which is roughly 10% of the object’s diameter. The 
limit threshold values may depend not only on size of object but also on the shape and 
contrast of the boundary, parameter λ balancing the two costs in equation (2). Further 
experiments using various synthetic images and clinical data will be conducted in the 
near future to investigate the limit threshold values. Second, segmentation of flat 
lesions adherent to organ’s surface, such as pleural plaque, remained unsolved. A 
novel energy will be developed and tested. Third, application to another segmentation 
problem, such as multi-organ segmentation and segmentation of 3D MR images, are 
of interest for future works. 
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