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Preface

The 2011 International Conference on Intelligent Computing and Information
Science (ICICIS 2011) was held in Chongqing, China, during January 8–9, 2011.
The aim of the conference series is to provide a platform for researchers, engi-
neers, academicians as well as industrial professionals from all over the world to
present their research results and development activities in intelligent comput-
ing and information science. This two-volume set of CCIS 134 and CCIS 135
communicates the latest progress and research results in the theory, methods,
and technology in the field of intelligent computing and information science if it
also presents an update on the international trends, which will drive the global
communication and cooperation in production, education and research in this
field.

We received more than 600 submissions which were reviewed by international
experts, and 230 papers were selected for presentation. We believe the proceed-
ings provide the reader with a broad overview of the latest advances in the field
of intelligent computing and information science.

On behalf of the guest editors for this special issue, I would like to thank the
National 863 Program of China and the National Science Fund of China. I also
thank the conference organization staff and the members of the International
Technical Committees for their hard work.

We look forward to seeing all of you next year at ICICIS 2012.

October 2010
Ran Chen
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Some Analysis and Research of the AdaBoost Algorithm  

Peng Wu and Hui Zhao 
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Kaifeng, China 
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Abstract. The AdaBoost algorithm enables weak classifiers to enhance their 
performance by establishing the set of multiple classifiers, and since it 
automatically adapts to the error rate of the basic algorithm in training through 
dynamic regulation of the weight of each sample, a wide range of concern has 
been aroused. This paper primarily makes some relevant introduction of 
Adaboost, and conducts an analysis and research of several aspects of the 
algorithm itself.  

Keywords: adaboost algorithm, boosting algorithm, analysis and research. 

1   Introduction 

AdaBoost is a kind of self-adaptive Boosting algorithm which enhances the 
performance of weak classifiers by establishing the set of multiple classifiers. Since it 
automatically adapts to the error rate of the basic algorithm in training through 
dynamic regulation of the weight of each sample, a wide range of concern has been 
aroused. The Boosting method stems from the theoretical analysis of the learning 
model PAC (Probably Approximately Correct). Kearns and Valiant proposed the 
concepts of strong learning and weak learning. In the learning model of PAC, if there 
exists a polynomial learning algorithm to identify a group of concepts, and the 
recognition accuracy is very high, this group of concepts are strong learning; but if 
this learning algorithm's rate of correct identification is just slightly better than that of 
random guessing, then this group belongs to the weak learning; Kearns and Valiant 
proposed the issue of equivalence between the weak learning algorithm and the strong 
learning algorithm, namely whether the weak learning algorithm can be promoted into 
the strong learning algorithm. If the two are equivalent, then when learning the 
concepts, we can elevate an algorithm which is slightly better than random guessing 
to a strong learning algorithm only if we find it. In 1990, Schapire published the first 
Boosting method. Freund then made improvement to it and put forward a much better 
method BBM (boost-by-majority). Boosting will produce a series of classifiers before 
and after the training. The training set used in each classifier is a subset provided from 
the general training set, and whether each sample will appear in that subset or not 
depends on the performance of the previously produced classifiers. As for the samples 
which are judged to be incorrect by the already existing classifiers, they will appear 
with a larger probability in the new training subset, making the subsequent classifiers 
more focus on dealing with the issue of differentiating samples, which seems quite 
difficult for the existing classifiers. The Boosting method can enhance the 
generalization ability of a given algorithm, but that algorithm needs to know the lower 
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limit of a weak classifier's learning accuracy, which in practical problems is very 
difficult to achieve. The AdaBoost algorithm brought forth by Freund and Schapire's 
in 1995 is a great improvement to the Boosting algorithm. 

2   Analysis and Research of Several Aspects of AdaBoost 

AdaBoost is the most representative algorithm in the Boosting family. It maintains the 
distribution of one set of probabilities for training samples, and adjusts this 
probability distribution for each sample during each iteration. Specific learning 
algorithm is used to generate the member-classifier and calculate its error rate on 
training samples. AdaBoost will use this error rate to adjust the probability 
distribution of training samples. The role of changing weights is to set a greater 
weight for the incorrectly classified sample and reduce its weight if the sample is 
classified correctly. Finally, by way of the weighted voting of single classifiers, a 
strong classifier will be established.  

Pseudocode of AdaBoost under two kinds of classification are as follows:  

Input: the set of given samples }0,1{)},,(),(),,{( 2211 +∈= iNN yyxyxyxL , 

+1 represents the positive sample, 0 represents the negative sample, the total number of 

all the samples is N . Distribution of the initialized sample's weight:
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AdaBoost has the advantage of being fast, simple and easy to program. It does not 
require a prior knowledge of the weak classifier, and it can look for the weak 
assumptions by nimbly combining with any methods. When given adequate training 
samples and a weak classifier with medium accuracy, Adaboost can provide the 
theoretical assurance for learning. The birth of AdaBoost subverts the ideas of the 
traditional learning system's design, people no longer attempting to design a learning 
algorithm that is accurate in the entire sample space, but focusing on finding out the 
algorithm of weak learning that is only slightly better than random guessing, which is 
very easy to achieve. 

When a sample is correctly classified, namely when ( )i t iy h x= , 

110
1

iet t t t t
i i i t i t i

t

e w w w w
εβ β

ε
−+= = = =

−
， ;

 
When a sample is incorrectly classified, namely when ( )i t iy h x≠ , 
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∵  The error rate of a weak classifier's classification 0.5tε < , 
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Therefore, when a sample is correctly classified, 
1

1
t t tt
i i i

t

w w w
ε

ε
+ = <

− , that is to 

say, its weight is reduced; 

When a sample is incorrectly classified, 1t t
i iw w+ = , that is to say, its remains 

unchanged; 
After the normalization of weights, it is obvious that the incorrectly classified 

samples' weights increase, while the correctly classified samples' weights decrease. In 
the next round of iteration, the algorithm will give more attention to samples that are 
incorrectly classified during the last round of iteration, meeting the idea of upgrading. 

AdaBoost is an iterative algorithm, whose core idea is to train different classifiers 
(weak classifiers) for the same training set, then bring these weak classifiers together 
and form a stronger final classifier (the strong classifier). The algorithm itself is 
achieved by changing the distribution of data, and it determines the weight of each 
sample according to whether the classification of each sample in every training set is 
correct or not as well as the general classification's accuracy during last time. Give  
the new data set whose weights have been modified to the lower classifiers for 
training. Finally fuse the classifiers obtained in each training and take it as the final 
decision classifier. The use of the adaBoost classifiers can eliminate unnecessary 
characteristics of the training data, and place the key on the crucial training data. 

In AdaBoost algorithm, different training sets are achieved by adjusting the 
corresponding weight of each sample. In the beginning, the corresponding weights of 
all the samples are the same, and among them, n  is the number of samples. Train a 
weak classifier under this distribution of samples. For the sample which is incorrectly 
classified, increase its corresponding weight; for the correctly classified sample, 
reduce its weight. In this way, incorrectly classified samples will be protruded, thus 
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obtaining a new distribution of samples. Under the new distribution of samples, train 
the weak classifiers once again and get weak classifiers. Then according to this, after 
the loops of T  times, T  weak classifiers can be obtained. Boost these T  weak 
classifiers by a certain weight and then get the final desired strong classifier. 

Do some explanation for the output decision-making expression of the finally 
generated strong classifier: 

1 1
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1 1 1 1

1 1 11 1
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− > , namely, the output of the final strong classifier 

depends on whether the decision outcome of all the weak classifiers' integrated votes 
is greater that the average outcome of their votes. 

If we understand it on the surface by the strong classifier's expression: suppose that 
among all the weak classifiers, the probability of voting "yes" equals that of voting 
"no", then we can calculate an average probability, namely the average result of 

voting is 
1 1 1
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strong classifier's output is the final result obtained after making a comparison of the 
weighted sum of all the weak classifiers' votes to the average result of voting. 

Suppose in the AdaBoost algorithm, the error rate of classification of the weak 
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From the above we can see that the smaller the weak classifiers' error rates on 
classification are, the lower the final strong classifier's error rate on classification is. 
However, the error rates of weak classifiers generally are only slightly lower than 0.5, 
so the decrease of the strong classifier's error rate of classification is mainly 
completed relying on increasing the number of weak classifiers. 

3   Summary 

This article first gives a sketch of the Adaboost algorithm's background theories and 
development, then elaborates on the classification algorithm AdaBoost, and studies 
and deduces the mechanism of that algorithm. It mainly conducts an analysis and 
research of the AdaBoost algorithm from several aspects, the update of samples' 
weights, the determination of strong classifiers' output, and the error rate of the strong 
classifier for classification. The main ideas of Adaboost are highly accurate rules 
obtained after the weighted combination of a series of rough rules. Among them, the 
advantage of the algorithm lies in that it's easy to implement; and the accuracy of 
classification is very high. Its drawbacks are that the Adaboost is susceptible to the 
interference of noise, which is also the shortcoming of most algorithms; and that the 
effect of implementing the algorithm depends on the choice of weak classifiers. 
Currently, the research and application of the AdaBoost algorithm largely focus on 
the issue of classification, while in recent years, some problems about the application 
to the regression also begin to arouse people's attention. In terms of application, the 
AdaBoost series have solved: problem of the two-type-result, the single label with 
multiple results, the multi-label with multiple results, the large single-label, and 
regression. The algorithm actually is a simple upgrading process of the weak 
classification algorithm, which can improve the ability of data classification through 
constant training. 
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Abstract. Cooler is the key device of rotary calcining kiln to produced limestone. 
Through design processes, better heat exchange can be obtained. According to the 
structural features and working principles of rotary calcining kiln, the finite 
element model of cooler is built. Then the convection heat transfer coefficient is 
calculated on the theory of heat transfer. On the simulation analysis of the heat 
transfer of the cooler based on the Flotran of ANSYS, the distribution of 
temperature in cooler is given. The results show that the surface temperature 
drops to 450OC, after which it gradually rise until maturity. In additional, the 
convection heat transfer coefficients increase with the velocity of gas at the 
entrance of cooler. So the low-temperature region increases and more limestone 
down to a lower surface temperature. 

Keywords: Heat Flow Field, Temperature, ANSYS/Flotran, Cooler. 

1   Introduction 

Rotary calcining kiln is the main equipment which produces active lime in steel mill. 
The rotary calcining kiln with cooler could produces high quality active lime with 
larger particle size range limestone and it improves the use ratio of rough material a 
lot [1, 2]. According to research of the cooler, the theoretical basis to transform the 
devices could be got to improve the thermal efficiency and save energy [3-5]. The 
material and the air flow reversely, lots of parameters and large range of temperature 
change in the cooler. So it is hard to calculate by number method. At present, there is 
only a little research to heat flow field in cooler. As a general finite element software, 
ANSYS has been used in many research fields such as mechanics, electricity, 
temperature field, flow field and so on [5-9]. In this paper, the finite element model of 
the cooler was built. And the method that calculates the heat flow field of the gas-
solid two-phase flow was researched on the basis of heat transfer theory and the 
coupling of the temperature field and the flow field. With the analysis of the 
calculating result, it could provide some useful theoretical direction on the optimal 
design of the cooler [8-10]. 

2   Convection Heat Transfer Coefficient 

Heat exchange occurs by convection between gas and limestone in cooler. The 
convection heat transfer coefficient (CHTC) is expressed as 
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RemC
h

l

λ=                                                            (1) 

Where, h is CHTC; l is the diameter of limestone; λ is the thermal conductivity of the 
gas; Re is the Reynolds number of the gas; C and m is constants. 

The cooling gas is air in cooler. The constants of gas at different temperatures are 
shown in Table 1. The average velocity of gas in cooler is 5m/s. So the CHTC is 
listed in Table 2 by equation (2), where the diameter of limestone is 0.25m. The 
CHTC decreases with the temperature of limestone. 

Table 1. Constants of gas 

Temperature 
OC 

Thermal conductivity 
W/(m K) 

Kinematic Viscosity 
m2/s 

Specific heat 
J/(kg K) 

Density 
kg/m3 

300 0.0460 0.00004833 1047 0.615 
500 0.0574 0.00007938 1093 0.456 
700 0.0671 0.0001154 1135 0.362 
900 0.0763 0.0001551 1172 0.301 

Table 2. Parameters table of CHTC 

Temperature
(OC) 

300 500 700 900 

CHTC 
(W/(m2K)) 

26.312 24.338 22.850 21.820 

3   FEM 

Cooler is composed of four parts: kiln hood, main grate bars and aniseed- cleaning 
device, cooling chamber and feeding device, support device. The framework of cooler 
is shown in Fig. 1. 

The temperature of limestone in cooler depends on cooler part of the internal space 
for cooling limestone. To improve the cooling efficiency of the heat flow field 
analysis, a two-dimensional section of cooler was adopted to substitute the  
three-dimensional model of cooler. The finite element model of cooler is shown in 
Fig. 2. The circular parts are the limestone to be cooled. Others are the low-
temperature gas. Through the several vents and air duct in the lower part of cooler, 
gas enters into the cooler. In this model, the boundary shall be that the lower entrance 
of cooling gas. 
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Fig. 1. Framework of Cooler 

 

Fig. 2. Two-dimensional model of Cooler 

The main chemical change in the rotary calcining kiln is decomposition of 

limestone. Chemical equation is expressed as 
3 2CaCO CaO CO+→ . The calcium 

oxide enters into the cooler after the calcination of limestone. In addition, the carbon 
dioxide gas enters into the preheater. Thermal conductivity of limestone is 
0.12W/(mK). Specific heat is 0.834KJ/(kgK). Density is 3.32x103kg/m3. The cooling 
gas is mainly dry air.  

The pressure of gas is 5000Pa, the temperature is 20 OC and the velocity is 5m/s at 
the entrance. The pressure of gas is 0Pa and the temperature is 850 OC at the exit. The 
initial temperature of limestone is 1050 OC. And the velocity of x and y direction is 0 
both the fixed wall. The boundary conditions are shown in Fig. 2.  
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The 2-dimention element FLUID141 is adopted.  FLUID141 could be divided into 
quadrilateral with 4 nodes or triangle with 3 nodes which has several DOFs such as 
speed, pressure, temperature, turbulence kinetic energy. In order to ensure the 
convergence and the precision of the results, quadrilateral element was chosen. In 
additional, the element edge length was defined as 0.008. 

4   Results and Discussion 

Arrangement and particle size of limestone had little effect on the temperature field 
by the analysis of cooler. So limestone with the Ordered Arrangement and particle 
size 0.28m ware researched. The temperature field of cooler is shown in Fig. 3.  

 

Fig. 3. Temperature field of cooler 

If the entrances of cooler are doubled, the pressure and velocity of gas in the model 
should be increased with the increase of the cooling gas. Assuming constant pressure, 
the velocity of gas in the model is doubled. Then the CHTCs between the gas and 
limestone are shown in Table 3 by equation 1. 

Table 3. CHTC in cooler 

Temperature 
(OC) 

300 500 700 900 

CHTC 
(W/(m2K)) 

39.52 36.74 34.43 32.87 

 
Fig. 4 shows the temperature field of cooler at different velocity of gas. The low-

temperature region increases clearly with the increase of the pressure and velocity of 
gas from Fig.4. The surface temperature of limestone in lower part of cooler also 
decreased compared with Fig.3. But there is a little change in the internal temperature 
of limestone. Mainly due to the increase of velocity of gas, the CHTC increases. So 
the surface temperature of limestone would drop fast. Internal heat transfer of 
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Fig. 4. Temperature field of cool 

limestone is accomplished by the thermal conductivity. Thermal conductivity has not 
changed here leading to the little change of the internal temperature of limestone. 

Temperature curves of the limestone surface with different CHTC are shown in 
Fig. 5. There is only a little different of the temperature curve in the CHTCs. The 
temperature drops to about 450OC, then picks up and stabilizes finally. When the 
limestone just touched the cold gas, the temperature difference between gas and 
limestone is large. There will be a rapid temperature drop process. However, the 
internal heat of limestone reached the surface through conduction, and then passed 
through the air by convection. The internal temperature of limestone slows down due 
to the lower thermal conductivity. So the temperature difference between internal and 
surface of limestone is big within a certain period. Heat conduction occupied a 
leading role in this time. So limestone surface temperature has gradually increased 
and eventually stabilized. 

 

Fig. 5. Temperature of the limestone with different CHTC 
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5   Conclusion 

The CHTCs were calculated due to structural features of cooler and the experimental 
correlation of the air cross-flow tube bundles. A series of finite models are 
established. The heat flow field of limestone in cooler was analyzed by FEM in detail. 
The distribution of temperature in cooler is given. Results showed the surface 
temperature drops to a certain temperature, after which it gradually rise until maturity. 
In additional, the CHTCs increase with the velocity of gas at the entrance. So the  
low-temperature region increases and more limestone down to a lower surface 
temperature. 
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Abstract. Engineering testing courses are the core curriculums for the 
electromechanical majors. They are imperative  or elective courses  for the majors 
of  Mechanical Design Manufacture and Automation, Testing Control Instrument 
and Meter, Material Moulding and Control, and Process Equipmemt and Control. 
There is one problem which commonly exists in the textbooks and the problem, 
lacking of numeralization, visualization, and engineering description, has impact 
on  students’ understanding  and absorbing of the professonal knowledge. 
Grounded on the problem,  the paper researches on teaching platform scheme of 
Engineering Testing courses based on LabVIEW, expatiates on engineering 
examples approaches, and demonstrates numeralizing procession of typical 
principles and typical signals. 

Keywords: Engineering testing; teaching platform; LabVIEW. 

1   Introduction 

The core curriculums of Engineering testing courses include Engineering testing and 
signal processing, Mechanical Engineering measuring and testing techniques, Sensor 
techniques. The essential contents of the courses include two parts, which are sensor 
testing hardware parts, and signal analysis parts on the basis of Fourier Transform 
(FT). Taking Engineering testing and signal processing as the example, the main 
contents can be divided as signal acquirement and testing, and another part signal 
analysis approaches. 

The concrete contents of Engineering testing and signal processing are listed as 
follows, 

 Fourier series and FT, signal frequency spectrum analysis 
 The static characteristics and dynamic characteristics of testing equipments 
 Parts of sensors including electromotive species, photoelectric series, and 

digital transducer 
 Signal transform including amplifying, filtering, moddemod, etc. 

                                                           
* Sponsor: Qunxing Project of Shandong University of Science and Technology (qx101002). 
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 Digital signal processing, its main contents are Fast Fourier Transform(FFT) 
and signal correlation 

 Measuring of temperature, vibration and displacements 
 Application of virtual instruments 

Grounded on long-term theoretical and practical teaching, the members of the 
teaching group found one important problem which commonly exists in the textbooks 
and  has impact on students’ understanding and absorbing of the specialty knowledge. 
The problem is clarified and decomposed as follows. 

2   Lacking of Numeralization, Visualization, and Engineering 
Description 

Firstly, Lacking of engineering description. The theoretical parts, including the 
theoretical parts of the hardwares, are independent from one another and there are no 
the practical cases to link the differnt parts, especially the cases to link virtual 
instruments and the other parts. It mainly concludes as, 

The singnal analysis parts are independent from one another and there are no the 
systematic applicable cases. The different part clarify the different kind of singnal 
processing methods which are tedious, complicate and abstract. There is no the vivid 
way to illustrate the process of singnal changing. The immediate consquences of the 
problems is that it seems for the students to learn the absolute mathematics matter, 
which negativly influences students’ interests on the subjects and, in turn, their 
understanding and absorbing of the speciality knowledge. In all the chpaters of the 
books, there is no a systematic case to illustrate that after a signal is acquired, firstly 
make Fourier series unfolding or FT, then make frequency spectrum analysis or other 
equivalent transformation, up to signal simulation time domain display, to show the 
fact that the tested singnal can reflect the real signal in theory. Further more, as the 
modern measuring means, the virtual instruments parts are only introduced in a 
general way, there are no related teaching examples linking practical testing 
processing cases to make the teaching. 

Secondly, Lacking of numeralization and visualization. There are no the software 
operation and vivid visual display of the dynamic process, especially about dynamic 
descriptions of basic principles, such as FFT, frequency shift, filtering, and aliasing 
processes. The students may look upon the signal transformation as a pure 
mathematics process. 

3   Teaching Platform Scheme Based on LabVIEW 

To solve the problem mentioned above, this teaching project scheme will realize 
numerical teaching platform baesd on LabVIEW, including utilizing two practical 
examples to link all parts of the textbooks, and visualizing the basic principles and 
typical signals dynamic processes. The flow diagram of the scheme is illustrated in 
Fig.1. 
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Fig. 1. The flow diagram of the scheme 

3.1   Scheme Target One 

Utilizing interface technology to induct large-scale engineering simulation examples 
in Matlab, so as to realize dynamic demojnstration of complicated engineering 
examples in LabVIEW. In view of apparent advantages of Matlab in complex 
engineering computing, to complicated testing and analysis, the edition of m files of 
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Matlab can be finished in advance, then make compatibility of m files and 
MathScript. MathScript of LabVIEW, and can add text programme oriented maths 
into LabVIEW. The main core of the MathScript is an advanced programing language 
that includes complex grammar and functions can be used in signal processing, signal 
analysis, and related mathematical process [1]. MathScript provides more than 600 
species built-in functions, and allows the user to build new customed functions. The 
related example and its processes are clarified as follows, 

Firstly, to build complicated example, the measuring of microcosmic surface of 
precise components, to compute surface roughness and demonstrate wavefront. The 
testing hardware platform uses CCD sensor, Piezo ceramics sensor,and Michelson 
interferometer to show the surface quality testing based on FFT spectrum analysis. It 
mainly demonstrates frequency spectrum transformation and testing consequence. 
The example combines signal analysis and sensor testing parts, the whole course can 
be fulfilled in Matlab, the flow diagram of which can be illustrated in Fig. 2. 

 

Fig. 2. The flow diagram of the processes of the complicated example 

Secondly, to utilize the interface between LabVIEW and Matlab to induct codes 
above mentioned, so as to realize in LabVIEW. Based on Activex automation, the 
devise can control running state of Matlab server. Another based on COM and DLL 
technologies, the devise can greatly break away from Matlab environment with high 
efficiency and occupying few resources, which can bring conditions for fault 
diagnosis and real-time processing. Integrating application above technologies can 
acquire perfect programming consequences [2]. Mixing programming principles 
scheme is illustrated in Fig. 3. 

   

Fig. 3. Mixing programming principles scheme 

3.2   Scheme Target Two 

To conceive natural frequency testing research of cantilever beam based on LabVIEW 
[3]. The scheme grounded on PC hardware, combining necessary sensor, NI signal 
regulating apparatus, and NI data collection module, builds natural frequency testing 
hardware system with programming in LabVIEW. The devise uses force hammer to 
stimulate signals to testing the uniform strength beam (see Fig. 4).  
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The hammer strikes the cantilever surface, with data collecting by data collecting 
card. After signals regulating, curves of amplitude frequency spectrum and real 
frequency spectrum can be displayed in front board. Every time collecting frequency 
can be acqured after analyzing functional curves of  frequency responses. The natural 
frequencise of the uniform strength beam can be got after processing of data with 
error theories and by taking the average of data post processing [3], simultaneous the 
time responses can be got afater IFFT.  

 

Fig. 4. The hardware structure of beam testing 

 

Fig. 5. Aliasing 

3.3   Scheme Target Three 

To devise dynamic display of basic principles and typical signals based on LabVIEW 
[4]. NI provides a complete platform to setup interaction teaching tools, to show 
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signal and image conception, and can make signalsimulation by built-in functions of 
LabVIEW. The LabVIEW digital filter tools devise digital filter interactively, The 
LabVIEW DSP module makes program for digital signal processor and fulfils 
prototype devise. 

The scheme will adopt LabVIEW DSP module and digital filter tools to 
demonstrate all sorts of concepts, such as discrete time signal and system, impulse 
response, convolution, frequency aliasing, picket fence effect, amplitude modulation 
and frequency modulation, riding and beating, different filters and their responses, 
stroboscope, sampling principles, windows for frequency analysis, all kinds of FFT 
transformation (from FFT time scaling and FFT time shifting to frequency domain 
averaging and frequency shift), and spectrogram etc. The students can allocate self-
devised filters in NI Speedy-33DSP sheet card, and testify its validity with real-time 
signals. They can also can allocate filters in DSP and makle real-time debug and 
redesign. Fig.5 illustrates aliasing, which developed by NI.com/China [4]. 

4   Conclusion 

In the scheme of LabVIEW teaching platform development, the principles covering 
FT and Fourier series, and their related contents are fully reflected. The teaching cases 
can reflect all the core theories of different chapters. All the core theories are 
integrated and can be visually displayed in the cases. Especially in LabVIEW, the 
whole process, from basic processing to filtering, frequency domain, modulation, 
sampling, time damain, and windowing, even advanced signal processing can be 
found in NI websites[5] as some examples, so the schme is advisable and feasible in 
practical way. 
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Abstract. Nowadays, mature software companies are more interested to have a 
precise estimation of software metrics such as project time, cost, quality, and 
risk at the early stages of software development process. The ability to precisely 
estimate project time and costs by project managers is one of the essential tasks 
in software development activities, and it named software effort estimation. The 
estimated effort at the early stage of project development process is uncertain, 
vague, and often the least accurate. It is because that very little information is 
available at the beginning stage of project. Therefore, a reliable and precise 
effort estimation model is an ongoing challenge for project managers and 
software engineers. This research work proposes a novel soft computing model 
incorporating Constructive Cost Model (COCOMO) to improve the precision of 
software time and cost estimation. The proposed artificial neural network model 
has good generalisation, adaption capability, and it can be interpreted and 
validated by software engineers. The experimental results show that applying 
the desirable features of artificial neural networks on the algorithmic estimation 
model improves the accuracy of time and cost estimation and estimated effort 
can be very close to the actual effort.  

Keywords: Software Engineering, Software Project Management, Software 
Cost Estimation Models, COCOMO Model, Soft Computing Techniques, 
Artificial Neural Networks. 

1   Introduction 

Accurate and consistent software development effort prediction in the early stage of 
development process is one of the critical tasks in software project management. 
Project managers use effort estimation to make on-time and better managerial 
decisions during project development life cycle and especially for determination of 
project details, allocation of project resources, project tasks, schedule controlling, and 
process monitoring. In software development process, the effort directly related to 
software schedule, cost and manpower factors that are critical and important for any 
project. The software development effort estimation is counted as a very complex 
process because of essential project factors such as development environments, 
platform factors, human factors, product factors, customers’ needs, and finally the 
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difficulty of managing such large projects. During last decades, the governments and 
many mature organisations invest on software development to achieve their purpose.  

Therefore, the accurate estimation of project time, cost, and staffing are needed to 
effectively plan, monitor, control and assess software development companies and 
project managers. The effort estimation in software engineering is based on two large 
methods: algorithmic methods and non-algorithmic methods. Algorithmic methods 
carry a mathematical formula that is inferred from regression model of historical data 
and project attributes. Constructive Cost Model (COCOMO) [1, 2] and Function 
Points [3] (FP) are two well-known methods of this category. Non-algorithmic 
methods [4, 5, 6], usually, are based on heretical projects information and comparing 
new project activities to past projects, then make estimation on the new project tasks. 
Expert judgment and analogy-based estimation [5] are two samples of non-
algorithmic methods. This research work intends to use the soft computing approach, 
artificial neural networks, to propose a novel software effort estimation model 
incorporating constructive cost model to improve the precision of software effort 
estimation.  

2   Related Work 

Wittig and his colleagues proposed a simple neural network for software cost 
estimation. The purpose of that research was to examine the performance of back-
propagation training algorithm. First, they used a metric model, (SPQR/20 ), to 
generate adequate data for the experiment. Second, they used a set of actual 
experiments from developed past software. In both methods, Function Points (FPs) 
method used as the measurement method of the input parameter, Size, and the 
development hours used as the unit of system output, Effort [7]. The experiments 
results in their research work show the ability of neural networks to make better 
estimation. Samson et al. used another mathematical model, Cerebellar Model 
Arithmetic Computer (CMAC). Then applied proposed neural networks architecture 
on the CMAC to make effort estimation based on software code size. The CMAC 
model proposed by Albus [8] and it is an approximation perceptron function. The 
established model based on neural networks was trained on COCOMO dataset in 
order to estimate software development effort from size of software. Also, they used 
linear regression techniques in same manner to compare the acquired data. The results 
of the proposed prediction model performed better than linear regression on the same 
data set. In other research, Boetticher used more than 33,000 different experiments 
data, collected from separate software companies, to examine the proposed neural 
network [9].  

He used different software metrics such as size, complexity, objects, and 
vocabulary to estimate software effort using neural networks. Boetticher in another 
research used bottom-up approach to apply the past experiments on the two separate 
neural networks. The bottom-up approach uses data collected from software products 
rather than software projects. In that model, the Source Lines of Code (SLOC) metric 
used as the input of neural network model to estimate the project effort. Karunanitthi 
et al., also, proposed a cost estimation model based on artificial neural networks [10]. 
The established neural network was able to generalise from trained datasets. The 
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model results show better effort estimation results than other compared models. 
Srinivasan et al. applying machine leaning approaches based on neural networks and 
regression trees to algorithmic cost estimation models [11].  

They reported that the main advantages of learning systems such as adaptable and 
nonparametric. However, they did not discuss on the used dataset and how divided it 
for training and validation process. In another research, Khoshgoftaar et al. 
considering a case study on the real time estimation software. They used a primary 
neural network model to establish a real time cost estimation model [12, 13]. But the 
presented validation process of their model is not adequate. Shepperd and Schofield 
presented a software estimation model based on analogy. This research was one the 
basic work on that time [14]. They used the information of past projects to make 
estimation for new projects. The proposed method was a heuristic method, so they 
could not make a good evaluation of the performance of their proposed model. 
Jorgenson examined many parameters in cost estimation based on expert judgment. 
His research established some essential parameters that affects on software 
development process [15]. 

3   The Proposed Artificial Neural Network Based on COCOMO 
Model 

The constructive cost model, COCOMO, is a mathematical and regression-based 
effort estimation model that was proposed and establishes by Barry Boehm in 1981 
[1, 2]. The calculation of effort based on the COCOMO post architecture model is 
given as:    ∏                    (1) 

  1.01 0.01    

In the equation “1”: 

A:      Multiplicative Constant 
Size:  Size of the software project measured in terms of KSLOC or FP. 

 

The proposed artificial neural network architecture is customised to adopt the widely 
used algorithmic model, COCOMO model. The input and output parameters of 
COCOMO model are categorised as follow [1, 2]: 

• Size parameter – Input parameter: software size based on thousands source 
lines of code. 

• Five Scale Factors (SF) – Input parameter: scale factors are based software 
productivity variation and project’s activities. 

• Seventeen Effort Multipliers (EM) - Input parameter: effort multipliers are 
based on project attributes, product attributes, personnel attributes, and 
hardware attributes. 

• Effort – Output parameter: the calculated effort is based on person-month 
(PM) unit. 
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In the new proposed model, twenty five input parameters are defined that corresponds 
to number of SFs and EMs as well as two bias values. Therefore, the input layer in the 
new artificial neural network includes 25 nodes. However, in order to customise the 
COCOMO model in the new ANN model, a specific ANN layer as a hidden layer and 
a widely used activation function, Sigmoid, with some data pre-processing for input 
and hidden layer are considered. The ANN architecture and configuration shows in 
Figure 1.  

 

Fig. 1. The proposed COCOMO II model based on artificial neural networks 

In the proposed ANN, the scale factors and effort multipliers values are pre-
processed to log SF  and log EM , also the input size of the product in KSLOC is 
considered as one of the initial weights for scale factors. The Sigmoid function is 

considered as the activation function of hidden layer. It defined by f x   . The 

assigned weights of nodes in the input layer to hidden layer are defined by P  for 
Bias1 and each input log EM   for 1 i 17. On the other hand, the assigned 
weights of each SF  in the input layer to hidden layer are defined as  q  + log(size) for 1  5   by Bias2. ‘S’ and ‘T’ are the final weights of nodes from the hidden 
layer to the output layer as shown in Figure 1. ‘S’ and ‘T’ are the values of the 
relevant nodes in the hidden layer and in the output layer the identity function uses 
them to generate the final effort value.  

One of the additional contributions in the new ANN architecture is using pre-
processed Log(Size) to the weight  of SF's input for adjusting the weights  . 
Another major contribution of the new ANN architecture compared to previous 
models is the training approach of the new artificial neural network. In order to 
customise the COCOMO model in the new ANN architecture, the initial values of 
weights ‘S’ and ‘T’ are adjusted to the offset of the nodes values in the hidden layer. 
The network inputs initialise to a random data from the data set at the beginning of 
training. The network output, effort estimation, would be inferred from the equation 
of COCOMO model, in “1”, by using the initial values of Bias1 as Log (A) and Bias2 
as 1.01. The network weights are initialised as 1 for 1  17  and  1 
for 1  5  .  The nodes values in the hidden layer generated by propagating the 
values of input nodes into the network as follow: 
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(2) 

 

  

(3)

 
 
Then initialisation of weights ‘S’ and ‘T’ as follow: S  β α β

       and     T  α α β
                                    (4) 

The network output calculated as: PM   S  α   T β  αβ
α β

 A. Size .  ∑   ∏ EM           (5) 

4   Results and Discussion  

Experiments were done by taking three different datasets as follow: 

• First dataset, Dataset #1, the projects information from COCOMO dataset - 
COCOMO dataset involves 63 different projects. 

• Second dataset, Dataset #2, the projects information from NASA projects - 
NASA dataset involves 93 different projects. 

• Third dataset, Dataset #3, the artificial dataset that created based on the ANN 
– The artificial dataset involves 100 different projects information from the 
COCOMO and NASA datasets. 

Therefore, in this research work has used 256 projects information from three 
different datasets, to evaluate the proposed artificial neural network estimation model. 
Finally, by aggregation of the obtained results from the ANN model, the accuracy of 
the proposed model compares to other estimation models.  

4.1   Evaluation Method 

The two most widely accepted evaluation methods are used for model evaluation, 
which are as follows: 

• Mean Magnitude of Relative Error (MMRE) 
• Pred(L): probability of a project having a relative error of less than or equal 

to L that called Pred(L) or prediction at level L. The common value of L is 
25%. 

The first evaluation method, Magnitude of Relative Error (MRE) is defined as 
follows: MRE  |     |                                           (6) 
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The MRE is calculated for all predicted effort in the datasets, for all observations i. 
Another related evaluation method is the Mean MRE (MMRE) that can be achieved 
through the aggregation of MRE over multiple observations (N) as follows: MMRE    ∑ MRE                                                (7) 
 

Therefore, usually, the aggregation of the measures used to overcome the problem. In 
fact, the aggregate measure less sensitive to large values. In the second evaluation 
method, a complementary criterion is the prediction or estimation at level L, Pred(L) 
= K/N, where k carries the number of observations of MRE (or MER) that less than or 
equal to L, and N equals total number of observations. Thus, Pred(25%), for example, 
means the percentage of projects which were estimated with a MRE (or MER) less or 
equal than 0.25. The proposed artificial neural network estimation model was trained 
and evaluated based on the three described datasets in the previous sections. At the 
first attempt, the COCOMO dataset, 63 projects, applied to the new ANN model. The 
system results, effort estimation, recorded step by step in a table for future 
comparisons.  

The MRE is calculated based on the estimated effort and corresponding actual 
effort form the dataset. Finally, the aggregation of the results, MMRE, computes to 
avoid any sensitivity to large values. Then the Pred(25%) also calculated as the 
second evaluation method. Same approach applied for NASA dataset, Dataset #2, and 
Artificial dataset, Dataset #3. All the 256 projects used to the evaluation of the 
proposed ANN estimation model. The comparison of the obtained results from 
Dataset #1, #2, and #3 that applied on the new artificial neural network cost 
estimation model and COCOMO model shows more accuracy in case of effort 
estimation by the new ANN estimation model. Table 1 shows, the used datasets on 
one side and the other side, the MMRE and Pred(25%) corresponding values to the 
models. In fact, all datasets first applied to the proposed ANN model then applied to 
the COOCMO model, widely used cost estimation model. The final results shown in 
Table 1 as follows.  

Table 1. Comparison between performance of the new model and COCOMO II 

 Dataset Model Evaluation
  MMRE Pred (25%) 
 Dataset #1 COCOMO II 0.581863191 30% 
 Proposed Model 0.413568265 40% 
 Dataset #2 COCOMO II 0.481729632 40% 
 Proposed Model 0.468142057 50% 
 Dataset #3 COCOMO II 0.526316925 40% 
 Proposed Model 0.453826571 40% 
 Mean COCOMO II 0.529969916 36.6% 
 Proposed Model 0.445178964 43.3% 

 
In this research work three different datasets has applied to the proposed artificial 

neural network cost estimation model and the COCOMO model. For each set of data, 
dataset, the MMRE and Pred(25%) measures were calculated for models evaluation. 
The MMRE and Pred(25%) values for each dataset to consider the performance of 
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each dataset separately as in shown in Table 1. The final results of 256 applied 
projects shows that the MMRE for the proposed ANN estimation model is 
0.445178964 and the Pred(25%) values equals 43.3% when compared to COCOMO 
model with MMRE = 0.529969916 and Pred(25%) = 36.6%.  

Obviously, the results show that the MMRE of proposed ANN model is less than 
the MMRE of COCOMO model. As it state above, if the value of MMRE is closed to 
0, it means the amount of occurred error, the difference of actual effort and estimated 
effort, is very low. In the other words, it means the accuracy of estimated effort in the 
ANN estimation model is better than the COCOMO model. When the value of 
Pred(25%) in the ANN estimation model, 43.3%, compared to the corresponding 
value in the COCOMO model, 36.6%, it shows that the proposed model provides 
accurate results than the COCOMO model. If the value of Pred(25%) measure is 
closed to 100%, it means most of estimated results are closed to the actual results. 
Therefore, the accuracy of the ANN estimation model is obviously better than the 
COCOMO model. According to the stated analysis based on the two evaluation 
methods, MMRE and Pred, the artificial neural network cost estimation model shows 
better results in case of accuracy of the estimated results. That is one of the good 
achievements of this research work. Table 2 shows the comparison between the 
proposed ANN model and the COCOMO model in case of percentage of accuracy in 
the two examined model. 

Table 2. Accuracy of the proposed model 

Model Evaluation                         MMRE
Proposed Model 
 vs. COCOMO II 

COCOMO II 0.529969916 

    Proposed Model 0.445178964 
 Improvement % 9.28% 

 
When the percentage of improvement in the ANN estimation model and the 

COCOMO model is calculated, the result shows 9.28% improvement in case of the 
accuracy of the estimation with the propose model. In summary, the experimental 
results from the two effort estimation models confirm the capabilities and better 
performance of the proposed ANN model in case of accuracy of the estimation when 
compared to the COCOMO model. Most of the selected data with the proposed ANN 
effort estimation model resulted in a more precise estimations when compared to the 
COCOMO model. 

5   Conclusion 

In software engineering and especially in software project management providing the 
accurate and reliable software attributes estimation in the early stages of the software 
development process is one the essential, critical, and crucial issues. It always has 
been the center of attention for software engineers and project managers as well as 
mature software companies and organisations. Software development attributes 
usually have properties of vagueness and uncertainty when the human judgment used 
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to measure them. Using the ability of artificial neural networks to provide accurate 
estimations can overcome the characteristics of vagueness and uncertainty that exists 
in software development attributes. However, utilising adaptive neural network 
architecture plays a key role in coming up with reliable and accurate effort estimation 
model. Appling soft computing techniques, e.g. artificial neural networks, can be a 
considerable attempt in the area of software project management and estimation. One 
of the main objectives of this research work is to use artificial neural network, as an 
applicable technique, for software effort estimates that performs better and accurate 
estimation than other techniques, e.g. COCOMO model, on a given datasets. In this 
research work a novel artificial neural network presented to handle the uncertainty 
and imprecision of software effort estimation. The proposed model has shown 
applying artificial neural network as an applicable technique on the algorithmic cost 
estimation models accurate estimation is achievable. The ANN effort estimation 
model has shown better and accurate software effort estimates in view of two 
evaluation methods, the MMRE and Pred (0.25), as compared to the COCOMO 
model. The percentage of improvement in the proposed model, 9.28%, demonstrate 
that utilising artificial neural networks in software effort estimation can be an 
applicable and feasible approach to address the problem of vagueness and uncertainty 
exists in software development attributes. Furthermore, the proposed ANN effort 
estimation model presents better estimation accuracy as compared to the algorithmic 
COCOMO model. The applying other soft computing techniques for other software 
engineering weakness can also is considered in the future. 
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Abstract. Evidence theory is widely used in the target identity identification. 
Dempster-Shafer theory (DST)’s result is unreliable when the conflict becomes 
high, and Dezert-Smarandanche theory (DSmT) reduces the basic belief 
assignment in the lowly conflicting condition, so this paper presents a weighted 
target identity identification method that interacts DST and DSmT to overcome 
their weakness. The method calculates the similarity as a weighted factor to 
adaptive combine evidence. The examples are tested and veritied the 
effectiveness and applicability of the method.  

Keywords: Target identity identification; DSmT; DST; Interactive combination. 

1   Introduction 

Target identity identification is an important content in information fusion which is 
full of vitality. Target identity identification is not only the foundation of situation and 
threat assessment but also providing supports for battlefield decisions. The category 
and behavior of targets become more and more complex especially in the 
environment of information confronting, which makes the traditional method based 
on single sensor difficult to obtain satisfying result. DST provides a useful evidence 
combination rule to fuse and update new evidence for multi-sensor targets’ identity. 
But D-S evidence theory will obtain a result which is against instinct when the 
conflict becomes high [1]. 

Dezert and Smarandache present a new evidence reasoning theory—DSmT [2] to 
solve the limitation of DST. The DSmT changes the frame of DST and proposes a 
series effective combination rules. DSmT obtains a satisfying result in high 
conflicting condition, but the calculation is considerable and the basic belief 
assignment reduced in the lowly conflicting condition. So considering the figure of 
two theories, this paper presents a weighted combination method of target identity 
identification. The method interacts DST and DSmT based on the similarity to 
adaptive combine evidence. The method can combine highly conflicting evidence and 
lowly conflicting evidence effectively. 

2   PCR Rule 

Proportional conflict redistribution rules (PCR rules) [3-6] is present by Dezert and 
Smarandache based on the DSmT. PCR rules distribute conflicting belief in a certain 
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proportion to the combination belief, which make better use of the evidence. PCR 
rules are composed of PCR1 to PCR6 rule according to distributing proportion. PCR6 
rule computes the distributing proportion following the logic of the sum of evidence’s 
bba to consider as the most reasonable PCR rule. PCR6 rule between two evidence is 
defined as follows:  

Let’s 
1 2{ , , , }nθ θ θΘ = … be the frame of the fusion problem under consideration 

and two belief assignments 1m , 2m : [0,1]GΘ → such that ( ) 1iY G
m YΘ∈

=∑ , 

1, 2.i =  The PCR6 rule for two evidences is defined ( )X Gφ Θ∀ ≠ ∈ by: 

 

2 2
1 2 2 1
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, , \{ } 1 2 2 1
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∩ =

= + +
+ +∑ ∑  
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PCR6 rule does well in dealing with low conflicting evidence, but the bba of result 
reduces compared with Dempster rule of combination as a result of the increase of 
elements involved. So PCR6 rule is less than Dempster rule of combination in lowly 
conflicting condition. 

3   Similarity Measurement of Evidence 

The association of Similarity between evidence can estimate the support grade between 
evidence. The common methods for estimation of similarity between evidence are 
distance and angle similarity. Common distance method includes Euclidean distance, 
Manhattan distance, Minkowski distance etc. These three distance methods don’t take 
into account the intersection of sets , result is unreliable in some condition. So a 
important consideration of similarity measure is the management of intersection. 
Jousselme distance solved this problem [8], but Jousselme distance brought new 
problem that the cardinal of focal elements used incorrectly in the method. Considering 
the character of angle similarity and Jousselme distance, we present the angle similarity 
method based on cardinal as the quantitative analysis of similarity measurement of 
evidence. Angle similarity between evidence can measure by their cosine. The method 
is defined as: 

Let’s 
1 2{ , , , }nθ θ θΘ = … be the frame of the fusion problem under consideration 

and two belief assignments 1m , 2m : 2 [0,1]Θ → such that 
2

( ) 1iY
m YΘ∈

=∑ , 1, 2.i =  

The angle similarity between 1m
 
and 2m  is defined ( ) 2X φ Θ∀ ≠ ∈  by 

1 2
1 2 2 2

1 2

,
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m m

m m
=

⋅
 

(2) 

where 
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,m m m= , and 1 2,m m  defined as 
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(3) into (2) 
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Let’s ( , )d i j  the ratio between intersection’s cardinal and union’s cardinal 

      
( , ) ( , )
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∩
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∪
  , 2i jX X Θ∈  (5) 

Angle similarity is more reasonable than distance , distance method used the cardinal 
of focal elements incorrectly so the result of distance is imprecise. Angle similarity 
solves this problem, so angle similarity is a better method in similarity measure 
between evidence. Example Let’s 

1 2 3{ , , }θ θ θΘ = be the frame, there’re three evidence. 

1E : 
1 2( ) 0.2m θ = , 

1 3( ) 0.8m θ = ; 2E : 
2 1 2( ) 0.8m θ θ∪ = , 

2 3( ) 0.2m θ = ; 

3E :
3 1( ) 1m θ = ,

3 3( ) 0m θ = . Jousselme distance: ( )1 2, 0.9381d m m = ; 

( )2 3, 0.9381d m m = ; ( )1 3, 1.296d m m =  angle similarity: 1 2cos( , ) 0.3529m m = ; 

2 3cos( , ) 0.4851m m = ; 1 3cos( , ) 0m m = . 

The two method both give the result that the similarity between 1 3,m m  is least. 

Jousselme distance educes that the similarity between 1 2,m m is as same as that 

between 2 3,m m . The result is obviously incorrect when angle similarity educes a 

reasonable result. Angle similarity is more useful in similarity measurement of 
evidence. 

4   Method of Target Identity Identification 

Experts already recognize the validity of DST when the conflict is low, but the result’s 
bba of DSmT reduces for the increase of involved elements. In the highly conflicting 
condition, DSmT solve DST’s problem that DST is not able to combine conflicting 
focal elements. So single identification theory can’t deal with the evidence in real 
application. The weighted combination method of target identity identification 
combines evidence with different combination rules, and the result of different 
combination rules is weighted in a proper probability to identify different kinds of 
targets. DST chooses the Dempster rule of combination, DSmT chooses the PCR6 rule. 

The process of weighted combination method of target identity identification is 
defined as follows: 

Let’s 1 2{ , , , }nθ θ θΘ = …  
be the frame of the fusion problem under consideration 

and k belief assignments 
1 2, km m m : 2 [0,1]Θ → such that 

2
( ) 1iY

m YΘ∈
=∑ , 

1,2i k= . 
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Step 1 calculate the angle similarity by formula (4) ,to obtain cos(.) ; 

Step 2 combine the evidence with Dempster rule to obtain DS(.)m ; 

Step 3 combine the evidence with PCR6 rule by formula (1) ,to obtain PCR6(.)m ; 

Step 4 ensure the weighted factor by angle similarity, and weight sum DS(.)m  and 

PCR6 (.)m  to obtain combination belief : 

( ) ( ) ( ) ( ) ( )weighted DS PCR6cos . . 1 cos . .m X m m= ⋅ + − ⋅⎡ ⎤⎣ ⎦  (6) 

Combine the new evidence with the result of weighted combination to form dynamic 
fusion.  

5   Analysis on Number Examples 

To validate the method presented in this paper, we compare and analyze the methods 
by two classical number examples. One is highly conflicting example, the other is a 
lowly conflicting example. The methods compared are: Dempster rule of 
combination, Yager rule of combination, PCR6 rule and weighted combination 
method. The background of example: Let consider there are five sensors in the 
identification system, the frame of discernment is Shafer model, the attributes of air 
target are Friend ( )F , Hostile ( )H , Neutral ( )N , { , , }F H NΘ = . 

The bba of a time is shown in Table 1 and Table 3, The identification result by 
different method is shown in Table 2 and Table 4. 

The identification result in table 2 shows that the result of Dempster rule is against 
instinct, determines the attribute Hostile. Yager rule assigns all conflict to unknown 
Θ  which is’t useful for the decision. PCR6 rule eliminates the “wrong” evidence and 
obtains a reasonable result which shows its validity in dealing with highly conflicting 
evidence. And the weighted combination method obtains a result that the bba support 
Friend increases to 0.73168 better than PCR6 rule. The result in table 4 shows that 
Dempster rule has a perfect result when the conflict is low. The bba supports Friend is 
0.98406. PCR6 rule reduces bba of Friend to 0.78146 for the increase of elements 
involved. The bba of Friend obtained by weighted combination method is 0.95422 
only 0.03 less than that of Dempster rule which is also a satisfying result. Form the 
two examples we can conclude that Dempster rule and PCR6 rule has obvious 
limitation when the weighted combination method can deal with conflicting evidence 
of different degree. 

Table 1. bba obtained by five sensors (highly conflicting example) 

  evidence 
attribute 1m  2m  3m  4m  5m  

F  0.5 0 0.55 0.55 0.5 

H  0.2 0.9 0.1 0.1 0.2 

N  0.3 0.1 0.35 0.35 0.3 
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Table 2. The identification result of highly conflicting example 

Method Results 1m -
2m  

1m -
3m  

1m -
4m  

1m -
5m  

( )m F  0 0 0 0 

( )m H  0.85714 0.63158 0.32877 0.24615 
Dempster 
Rule of 

combination ( )m N  0.14286 0.36842 0.67123 0.75385 

( )m F  0 0 0 0 

( )m H  0.18 0.018 0.0018 0.00036 

( )m N  0.03 0.0105 0.00368 0.00110 

Yager 
rule of 

combination 
( )m Θ  0.79 0.9715 0.99452 0.99854 

( )m F  0.20238 0.36997 0.51013 0.58902 

( )m H  0.68512 0.44823 0.25794 0.18146 
PCR6 
rule 

( )m N  0.11250 0.18180 0.23193 0.22952 

( )m F  0.12624 0.33732 0.58411 0.73168 

( )m H  0.74983 0.46463 0.18305 0.09239 
weighted 

combination 
method ( )m N  0.12392 0.19805 0.23284 0.17593 

Table 3. bba obtained by five sensors（lowly conflicting example） 

  evidence 
attribute 1m  2m  3m  4m  5m  

F  0.5 0.9 0.55 0.55 0.5 

H  0.2 0 0.1 0.1 0.2 

N  0.3 0.1 0.35 0.35 0.3 

Table 4. The identification result of lowly conflicting example 

Method Results 1m -
2m  

1m -
3m  

1m -
4m  

1m -
5m  

( )m F  0.93750 0.95930 0.97371 0.98406 

( )m H  0 0 0 0 
Dempster 

rule of 
combination ( )m N  0.06250 0.04070 0.02629 0.01594 

( )m F  0.45 0.24750 0.13613 0.06807 

( )m H  0 0 0 0 

( )m N  0.03 0.0105 0.00367 0.00110 

Yager 
rule of 

combination 
( )m Θ  0.52 0.7420 0.8602 0.93083 

( )m F  0.84144 0.82073 0.80496 0.78146 

( )m H  0.04606 0.02267 0.01826 0.05510 
PCR6 
rule 

( )m N  0.11250 0.15660 0.17678 0.16344 

( )m F  0.92404 0.94174 0.95105 0.95422 

( )m H  0.00645 0.00282 0.00221 0.00754 
weighted 

combination 
method ( )m N  0.06951 0.05544 0.04674 0.03824 
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6   Conclusion 

This paper presents a weighted combination method of target identity identification 
based on DST and DSmT. The method chooses angle similarity as the basis of 
weighted factor interacts DST and DSmT to combine evidence. The method can obtain 
a satisfying result in lowly conflicting condition and solve the problem in highly 
conflicting condition. But this method needs to calculate the similarity between 
evidence which increases the calculation; Dempster rule of combination can’t be 
applicable in free DSm model and hybrid model which limits its applied area. 
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Abstract. In this paper, we synthetically applied genetic algorithm (GA) and 
artificial neural network (ANN) technology to automatically diagnose the fault 
of power transformer. The optimization based on the genetic algorithm is 
executed on the neural network thresholds and weights values. The test results 
show that the optimized BP network by genetic algorithm has an excellent 
performance on training speed and diagnosis reliability, and its prediction 
accuracy outperforms traditional BP in fault diagnosis of power transformer. 

Keywords: fault diagnosis; power transformer; BP; genetic algorithm.  

1   Introduction 

Power transformers are important equipments in power systems. Diagnosis of 
potential faults concealed inside power transformers is the key of ensuring stable 
electrical power supply to consumers. Some combustible and noncombustible gases 
can be produced when a power transformer operates in a hostile environment, such as 
corona discharge, overheating of the insulation system and low-energy sparking [1]. 
Dissolved gas analysis (DGA) is a well-known technique to detect incipient faults of a 
power transformer [2]. The fault-related gases mainly include hydrogen (H2), 
methane (CH4), acetylene (C2H2), ethylene (C2H4) and ethane (C2H6). In recent 
years, various fault diagnostic techniques of power transformer have been proposed, 
including the conventional ratio methods and artificial intelligence methods. The 
conventional ratio methods are coding systems that assign a certain combination of 
codes to a specific fault type based on experience. 

In this paper, we use BP to design a near optimal network architecture firstly, then 
the genetic algorithm is used to train the interconnection weights and thresholds of 
artificial neural network. The experiment results obtained by GA-BP model are 
feasible, valid and accurate in fault diagnosis of power transformer. 

2   The GA-BP Algorithm 

ANN is mathematical models with a highly connected structure inspired by the 
structure of the brain and nervous systems. ANN processes operate in parallel, which 



34 W. Zhao et al. 

differentiates them from conventional computational methods [3]. ANN consist of 
multiple layers - an input layer, an output layer and one or more hidden layers as 
shown in Fig. 1. Each layer consists of a number of nodes or neurons which are inter-
connected by sets of correlation weights. The input nodes receive input information 
that is processed through a non-linear transfer function to produce outputs to nodes in 
the next layer. These processes are carried out in a forward manner hence the term 
multi-layer feed-forward model is used. A learning or training process uses a 
supervised learning algorithm that compares the model output to the target output and 
then adjusts the weight of the connections in a backward manner.  
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Structure of BP neural network 

2.1   Genetic Algorithm  

(GA). GA is a kind of search and optimized algorithm that have been produced from 
simulating biologic heredities and long evolutionary processes of creatures. It 
stimulates the mechanism of “survival competitions; the superior survive while the 
inferior are eliminated, the fittest survive.” The mechanism searches after the optimal 
subject by means of a successive iterative algorithm. Ever since the late 80s, GA, as a 
new cross discipline which has drawn people’s attention, has already shown its 
increasing vitality in many fields [4]. 

GA stimulates reproduction, mating, and dissociation in natural selection and 
natural heredity procedures. Each possible solution to problems is taken as an 
individual among population, and each individual is coded as character string; each 
individual is evaluated in response to predefined objective functions and a flexibility 
value given. Three of its elemental operators are selection, crossing, and mutagenesis 
[5].Its main features are as follows: 

(1) GA is to acquire the optimal solution or quasi-optimal ones through a 
generational search rather than a one-point search; (2) GA is capable of global 
optimum searching; (3) GA is a parallel process to population change, and provides 
intrinsic parallelism; (4) The processed object of GA is the individuals whose 
parameter set is coded rather than the parameters themselves, and this very feature 
enables GA to be used extensively [3]. 
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2.2   The GA-BP Model  

There have been some successful applications of BP networks in bankruptcy 
prediction, but BP has drawbacks due to its use of gradient descent. It often converges 
to an inferior solution and gets trapped in a long training time [4]. One way to 
overcome gradient-descent-based training algorithms’ shortcomings is genetic 
algorithm-back propagation model, GA can then be used effectively in the evolution 
to find a near-optimal set of connection weights globally without computing gradient 
information. GA can treat large, complex, and multimodal spaces. Considerable 
research and applications have been conducted on the evolution of connection 
weights. 

The major steps of our GA-BP model can be explained further as follow in Fig. 2:  

1) Design a near optimal network architecture by the given input and output 
specimens. In this step, it is very important to find the optimal number of hidden layer 
nodes. Initiate several network architectures, train each network on the training set for 
a certain number of epochs using BP algorithm. The number of epochs is specified by 
user. After that we can get a near optimal network architecture.  

2) Encode the network. In this step, we use the real-number representation, in 
which each variable being optimized is represented by a conventional floating-point 
number, which can get a higher accuracy than binary representation. And the 
connection weights and network threshold are encoded by an ordered string of certain 
length. Each one is represented by one bit in this string.  

3) Generate an initial population of network at random. 
4) Define the fitness function. We always use the squared-error loss function in BP 

networks, so the fitness function follows as: 

 F(ω,θ)=1/∑∑(yi-f(yi))
2                                       (4) 

5) Run an evolvement process. After sorting the population members of the 
previous generation in an ascending order based on the fitness value, the process of 
creating a new generation consists of three main steps: 

① selection: We use the methods of elitist selection. The process of assigning the 
few best members from the old generation to the new generation ensures a gradual 
improvement of the solution. 
② crossover: The crossover operator provides a thorough search of the sample 

space to produce good individuals. The crossover operator is given by: 

Sa’ = cSa+( 1–c )Sb   c∈[0.1]                              (5) 

Sb’ = cSb+( 1–c )Sa   c∈[0.1]                              (6) 

③ mutation: The mutation operator performs mutation to randomly selected 
individuals to avoid the local optimum. The mutation operator is defined by: 

 Sa’=-Sa                                                                               (7) 

6) Calculate the value of fitness function for each individual. An individual with a 
higher fitness function value has a higher probability to be selected to propagate a 
new generation. With the use of crossover and mutation operations, the parents with 
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the best solutions from among the previous generation are selected to breed the next 
generation. 

7) If the best network found is acceptable or the maximum number of generations 
has been reached, stop the evolutionary process. Otherwise, go to step 5). 

 

 

 

 

 

 

 

 

 
 

 

Fig. 2. The overall procedure of GA-BP 

3   Experimental Analysis 

The analytical base of diagnosis is some diagnostic gas content obtained by DGA. 
The content information reflects the states of transformer. These diagnostic gases 
include H2, CH4, 2H6, 2H4 and C2H2. The four types of transformer state are to be 
identified, including normal state, thermal heating, low-energy discharge and high-
energy discharge. Table 1 shows fault datasets training and test sets for the 
experiments [6, 7]. 

From Fig. 3, we can see the average square error for 1000 epochs in the network 
training process by GA-BP and BP, respectively, where y-axis id the value of squared 
error for each learning epoch, and the x-axis is the number of the machine learning 
epochs in the training process. The minimum of the sum-error in the training process 
by GA-BP is 2.79×10−3, and that of BP is 9.59×10−3. So the precision of GA-BP is 
mostly increased compared to the traditional BP. 

No Yes 

Train the networks using BP algorithm 

Generate an initial population 

Encode the network 

A near optimal network architecture 

Initiate several network architectures 

Selection; Crossover; 
Mutation 

Satisfied 

Run an evolvement process 

Evaluate (fitness function) 
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Table 1. Fault datasets training and test sets for the experiments 

Fault type Fault number Training samples Test set samples 
Normal state 5 1 4 

Thermal heating 25 2 13 
High-energy discharge 15 3 2 
Low-energy discharge 5 4 6 

 
A comparison with a BP neural network is made in order to evaluate the method 

properly. The ANN is one hidden-layer ANN, the ANN is trained using fast back-
propagation method. Training parameters are set as follows: learning rate is 0.02, and 
Momentum constant is 0.9. The weights and biases are initialized randomly. The BP 
network is trained with the same training samples, and the same testing samples are 
used too in testing. The target error is set as 0.01, 0.005, and 0.001. The results of the 
comparison between the two methods are shown in Table 2. 

0.5 
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100 500 1000 
100
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Fig. 3. Training error in 1000 epochs of BP and GA-BP 

Table 2. Comparison between BP neural network and DDAG-SVM 

Method Target error(MSE) Training accuracy Test accuracy 
GA-BP 0.01 99.73% 99.52% 

BP1 0.01 99.04% 97.81% 
BP2 0.005 99.42% 98.26% 
BP3 0.001 99.62% 96.31% 

 

 
Compared with BP network, the result in Table 2 shows that fault diagnosis of 

power transformer based on GA-BP classifier is more robust, and needs much less 
training time. One can also find that BP network can improve the result by reducing 
error. When target error is drop down from 0.01 to 0.005, error is down too. But when 
target error is small enough, due to the over-fitting, one cannot improve the result by 
reducing the target error anymore. 
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4   Conclusion 

By using the GA for optimizing the weights of the artificial neural networks can be 
shorten the time of the convergence. At the same time, this method can 
simultaneously searches in many directions, thus greatly increasing the probability of 
finding a global optimum. According to the experiment results, the model we propose 
has higher prediction accuracy in fault diagnosis of power transformer. The proposed 
method has a large potential in practice. 
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Abstract. As a new type of management pattern, "cluster supply chain" (CSC) 
can help SMEs to face the global challenges through all kinds of collaboration. 
However, a major challenge in implementing CSC is the gap between theory 
and practice in the field. In an effort to provide a better understanding of this 
emerging phenomenon, this paper presents the implementation process of CSC 
in the context of JingCheng Mechanical & Electrical Holding co., ltd.(JCH) as a 
case study. The cast study of JCH suggests that the key problems in the practice 
of cluster supply chain: How do small firms use cluster supply chain? Only 
after we clarify the problem, the actual construction and operation of cluster 
supply chain does show successful results as it should be. 

Keywords: Supply Chain, Cluster Supply Chain, Virtual Alliance, Service 
System. 

1   Introduction 

Porter proposed that today’s economic map of the world is dominated by clusters: 
geographic concentrations of linked businesses that enjoy unusual competitive 
success in their field (Porter, 1998). Currently, the globalization of economy and the 
ease of transportation & communication have led many companies to move some or 
all of their operations to locations with low wages, taxes, and utility costs. For stable, 
labor-intensive activities such as manufacturing assembly and software localization, 
low factor costs are often decisive in driving location choices. In the context, China 
becomes the dominant makers of steel, coke, aluminum, cement, chemicals, leather 
and other goods, which drives the rapid growth of its economy in recent years. Some 
well-known industrial clusters have earned a certain reputation in the world, such as 
textile and clothing cluster in Huzhou, Zhejiang Province, electronic products 
manufacturing cluster in Dongguan, Guangdong Province. 

However, China's industrial cluster is still in its initial stage, and faces some 
critical problems now. Many cluster members are only geographically concentrated, 
while their managers can’t demonstrate the advantages of virtual organizational 
alliance fully (interrelated, interdependent and specialized division of labor). Their 
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competitive advantage mainly relies on cheap labor and high consumption of natural 
resources. For many export-oriented clusters in China, they only occupy the low end 
of global value chain, such as those links for processing and manufacturing, thus there 
is a real possibility of losing the competitive edge to cost competitors in developing 
countries like Viet Nam, Philippines and Malaysia. With the advent of financial crisis 
and the intensification of environmental damage, it is becoming more and more 
difficult to remain the existing development pattern. 

Based on the background, the concept of "cluster supply chain (CSC)" is put forward 
as a new business pattern which integrates the advantages of industrial cluster and 
supply chain management to help SMEs to move beyond this stage (jizi Li, 2006). As a 
result, SMEs can achieve a breakthrough in some critical links of the value chain  
(e.g. strategy development, core technology and workflow optimization) and even 
compete with industry giants in international market. This paper focuses on giving some 
theoretical suggestions and practical approaches to help to bridge the barrier mentioned 
above. JingCheng mechanical & electrical holding co., ltd.(JCH) is a state-owned 
enterprise group in Beijing, which consist of more than 30 manufacturing companies 
and 30 related institutes presently. The reform of JCH will serve as a case study to 
explain the advantages and challenges of implementing cluster supply chain. The rest of 
this paper is organized as follows. Section 2 gives the research questions and 
methodology in the field. Section 3 presents the completed process of implementing 
cluster supply chain through the case study of JCH. The concluding remarks will be 
given in section 4.   

2   Research Question and Methodology 

Research on managing cluster supply chain has blossomed, and has been 
accompanied by research across a range of academic disciplines, with each discipline 
making use of its own theoretical lens, such as Economic Science [1], Management 
Science [2], Social Science [3], and Information Science [4], to analyze and explain 
this kind of business pattern. CSC has brought new demands to a company’s 
capability and the whole cluster’s operation pattern. Despite much effort from 
government, research institutes and SMEs, there still exist substantial gaps between 
theories developed and what is actually occurring in practice. The existence of clear 
definition and conceptual frameworks on how to implement the new business pattern 
has been lacking, leaving a fragmented field open to the danger of a lack of 
generality.  

JingCheng mechanical & electrical Holding co., ltd.(JCH) is a state-owned 
enterprise group in Beijing, which is committed to provide professional, high quality 
mechanical & electrical equipments and services to worldwide customers. The 
formation of JCH can be viewed as being the result of state-owned enterprise reform, 
whose assets were authorized by Beijing government in 1995 and 2000 respectively. 
Currently, JCH owns more than 30 manufacturing companies with great variety in the 
products, wide range in the services and 30 related institutes presently. Those firms 
are geographically concentrated in an area within radius of less than 50 km. 
Furthermore, they all belong to machinery industry, which are mainly in the following 
five areas: printing machines(such as Beiren Printing Machinery Co., Ltd), CNC 
machine tools(such as Beijing No1 Machine plant、Beijing No2 Machine plant), 
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construction machinery(such as Beijing BEIZHONG Steam Turbine Generator Co., 
Ltd, JingCheng Heavy Industry Co., Ltd), environmental protection (such as 
Jingcheng Environment Protection Co., Ltd), power generation equipment (such as 
Beijing Mechanical and Electrical Co., Ltd, Beijing BEIKAI Electronic Co., Ltd, 
Beijing Electric Wire & Cable General Factory, Beijing Electric Motor Co., Ltd etc. ). 

With the increasingly fierce competition of market, it is important to improve the 
core competitiveness of JCH through reorganization and resources integration of sub-
firms, which is also local government’s original intention for the reformation. 
Although JCH has achieved a dramatic increase in scale, most of its subsidiaries are 
still weak in strength, lack of innovation, slow in market reaction. Because of the 
isolation and self-dependency of those sub-firms, each firm has its own supply chain 
and management mode, namely often responsible for purchasing, inventory, 
transportation and sales independently. As a result, it is difficult to conduct the 
synergy between those sub-firms to enhance the overall competitiveness of JCH. 
Therefore, it has become a critical problem for JCH how to make full use of the 
advantages of grouping, such as resource sharing and risk sharing, to create the  
"1 +1> 2" effect in competitiveness, creativity and anti-risk ability.  

This paper will conduct an in-depth study on the implementation of CSC, which 
takes JCH as an example, and focus on giving some theoretical suggestions and 
practical approaches to the following question: How do small firms use cluster supply 
chain? The methodology adopted for this research was a case study. According to [5], 
the case study approach is useful in theory building and enables a rigorous and 
holistic investigation. The subject of the research – strengthen the competiveness of 
cluster by CSC – is emergent in nature as there are not many typical examples. 
Therefore, this study, through the consideration of a single case study, would lead to 
the development of new ideas and theories. The process is divided into two steps:  

Step 1: Data collection. Data collection was carried out using the following 
techniques: (i) Documentation. Documented information relating to the collaboration 
process was analyzed. The documented information includes data on the analysis of 
spend across the cluster community, the breakdown of cost, and the details of 
members in the collaboration. (ii) Interviews. Ten semi-structured interviews are held 
with key personnel in the case study organization. Interviews were held continuously 
over a six month period. Many of the interviews enabled the research team keep track 
of the evolution of the collaboration process. The key people interviewed include 
product manager, process and technology manager and general manager. (iii) 
Participant observation. At the end of the collaboration process, the research team 
participated in a brainstorming and discussion session. The session was focused on 
identifying and analyzing potential business models for the case study organization. 

Step 2: Data analysis. The availability of both qualitative and quantitative data from 
multiple sources of evidence (documentation, multiple interviews and participant-
observation) facilitated the method of triangulation. For example, data from service 
customers about their spending across product categories combined with data from 
the interviews with the service providers led to identification of complexities relating 
to product choice for collaboration. Similarly, data from the documentation combined 
with information from the brainstorming and discussion session identified alternative 
business models and their advantages and disadvantages. 
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3   Case Study 

The development history and current situation of JCH can be viewed as critical 
determinants in making CSC possible. Firstly, the relevance of those sub-firms 
decides that the amount of common materials and parts is huge, which facilitates 
implementing the collaboration across different supply chains. In 2008, the demand of 
MRO (Maintenance, Repair and Operations) for JCH’s subsidiaries is about 162 
million RMB, or 24 million dollars. According to the survey of domestic research 
agencies, the existing procurement costs can be reduced about 10 percent to 20 
percent (i.e. at least 16 million RMB, or 2.3 million dollars can be saved) by means of 
the integration and optimization along supply chain. Secondly, geographical 
concentration has been proved to create a unique environment in which a large pool 
of skilled workers has been developed and refined, deep relationships have been 
formed, and a closely-knit social network is in place to support group norms of 
behavior. Lastly, as the headquarters of those sub-firms, it is natural for JCH to act as 
the role of coordination institution, which provides all kinds of service infrastructure 
to identify the cooperation flow, streamline the working relationship and support the 
collaboration between its subsidiaries. 

 

Fig. 1. The development phases of implementing CSC strategy in JCH 

The implementation of cluster supply chain needs to follow the "step-by-step" 
policy, which extends from the selection and procurement of material, to the delivery 
of the finished machinery product to the final customers. As shown in figure 1, in 
terms of JCH, the process of applying CSC pattern can be divided into four gradual 
phases, which are introduced and discussed in further details.   

(1) Operate independently  
At the beginning, each sub-firm in JCH is responsible for all links of its value chain. 
As a result, it is difficult for them to reduce high interactive costs among partners, 
improve product quality, speed up the response to market, and maximize the whole 
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JCH performance. While the pride and desire to look good in JCH prompt sub-firms 
to compete with each other, the motivation for doing so is typically based on a desire 
to maintain its position within the community, rather than an overt attempt to beat its 
partners. Therefore, it is feasible for JCH to synthesize relevant enterprise resources 
to provide a package of industrial services. Furthermore, a set of performance 
expectations need to be identified, with a general knowledge of regulating the 
acceptance or dismissal of prospective business partners. 

(2) Outsourcing & Division 
Because of resources and capability constraints, it is no profit for a single company to 
burden all links of supply chain. Therefore, those links which can not or do not be 
implemented personally can be outsourced to other enterprises in the cluster. As a 
result, the close and flexible specialized division of labor between enterprises begins 
to form and professional industrial service providers begin to emerge. In this phase, 
core enterprise plays a leading role, which attracts a lot of supporting firms together.  

In 2003, several companies of JCH jointly sponsored and founded Global 
Industrial Supply Co., Ltd. (GIS), which furnishes them with an efficient means of 
obtaining inputs from a deep and specialized supplier base. By sourcing the 
procurement of raw material and components to GIS partially, manufacturers are able 
to reduce the need to inventory, minimize labor requirements, reduce costs of market 
entry, and lower the risk that suppliers will overprice or renege on commitments. 
Based on the principle of voluntary and mutually beneficial, sub-firms of JCH begin 
to outsource more and more non-core business to GIS, such as warehousing & 
distribution, cutting, and steel rod cutting. Against the background, Jingcheng 
Taichang Machinery Co., Ltd was separated from GIS in 2004, which offers 
professional machining services, such as cutting, welding, and pre-processing in order 
to meet the specific requirements of some high-growth companies. 

(3) Aggression & Collaboration 
In the previous phase, the core-enterprise centric aggression is still a quasi-network 
organization, which has not yet evolved into a complete cluster supply chain. With 
more and more companies join the organization, core enterprise begin to be relegated 
to a secondary position, while the related services supporting firms begin to occupy 
the dominant position. The supporting service system can improve the communication 
between buyer and seller and make it easier for suppliers to provide goods and 
services. Thus, a large number of small and medium enterprises can be linked 
together by those related services firms, which supports the collaboration along the 
whole supply chain to make a relatively complete supply chain network possible. 

These new organizational practices demand a new way of thinking about JCH – a 
community that accommodates firms which are linked by supporting service system. 
In this phase, GIS is not just a industrial logistics company, which acts as an 
“industrial collaborative service platform” which offers all kinds of specialized 
services for customers, such as warehousing, packing and transportation, pooling 
procurement, order management, stock management and product sales, etc. As the 
milestone of cluster supply chain formation, GIS strives for coordinating activities 
and resources across firm boundaries to optimize the collective productivity of JCH. 
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(4) Service-centric progress 
Because of limited margin of profit, cluster supply chain needs to scatter from this 
original region to other regions, which leads to the continuously and dynamically 
changes in the organization structure. The key motivation for small companies to join 
CSC is to realize long-term benefits and potential business opportunities. During the 
process, the development of service system is increasingly key factors for their 
successes, which can provide SMEs with a cost-effective gateway to global markets. 

For policy makers, the implementation of cluster supply chain can facilitate the 
internationalization of small- and medium-sized enterprises (SMEs). This is 
particularly true for JCH because sub-firms need to expand or relocate their 
production facilities in order to achieve more market access and lower production 
costs. Currently, GIS begins to offer services to enterprises outside JCH, which has 
become the biggest supplier of silicon steel in provinces of North China. By means of 
the service system provided by GIS, SMEs will not need to go through a lengthy, 
incremental process to participate in global markets.  

4   Conclusions 

To further maximize effectiveness and efficiency (internal and external), and enhance 
competitive advantage of industrial cluster in China, cluster supply chain is viewed as 
a crucial activity. The implementation of cluster supply chain, however, is not 
straightforward or easy. In order to face the above challenge, this paper focuses on 
giving some theoretical suggestions and practical approaches to help to bridge the 
barrier mentioned above by means of the case study of JCH. The development 
process of JCH serves as clues to explain the advantages and challenges of 
implementing cluster supply chain. In the next step, we will consider how to 
encapsulate enterprise resources into services better, which will build a solid 
foundation for the collaboration between partners in cluster supply chain.  
 
Acknowledgments. This work is supported by National Nature Science Foundation  
under Grant 60905041, Fundamental Science Research Foundation of Henan Province 
under Grant 092300410216, and Young Scientist Foundation of HPU under Grant 
649100. 

References 

1. Patti, A.L.: Economic clusters and the supply chain: a case study. Supply Chain 
Management: An International Journal. Vol 11(3), 266–270 (2006) 

2. Towers, N., Burnes, B.: A Composite Model of Supply Chain Management and Enterprise 
Planning for Small and Medium Sized Manufacturing Enterprises. Supply Chain 
Management: An International Journal 13(5), 349–355 (2008) 

3. Villa, A., Dario, A., Marchis, V.: Analysing Collaborative Demand and Supply Networks 
in a Global Economy. In: Road Map, A. (ed.) A Road Map to the Development of 
European SME Networks, pp. 1–21. Springer, London (2009) 

4. Siau, K., Tian, Y.: Supply chains integration: architecture and enabling technologies. 
Journal of Computer Information Systems 44(3), 67–72 (2004) 

5. Meredith, J.: Building operations management theory through case and field research. 
Journal of Operations Management 11(3), 239–256 (1998) 



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 45–50, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Fault Diagnosis of Rolling Bearing Based on Lyapunov 
Exponents 

Liying Wang1, Huang Meng2, and Yanning Kang3 

1 Institute of Water Conservancy and Hydropower, Hebei University of Engineering,  
Handan, 056038, China 

2 Shandong Vocational College of Water Conservancy, Rizhao, 276826, China 
3 Dept. of Economics & Management, Shijiazhuang University, Hebei, 050035, China 

Abstract. The nonlinear behavior of rolling bearing is studied. The Lyapvnov 
exponent is estimated from an experimental time series based on its different 
state. The experimental results show that the Lyapvnov exponent is different for 
the different state and can be used as characteristics for recognizing the rolling 
bearing′s fault. The rule for fault diagnosis of rolling bearing is extracted by 
using Lyapvnov exponent. 

Keywords: phase space reconstruction, maximum Laypunov exponent, fault 
diagnoses, rolling bearing. 

1   Introduction 

Rolling bearing is the vulnerable components of the machine, according to statistics, 
30% of failures are caused by the bearing of rotating machinery, so fault diagnosis 
and monitoring of the rolling bearing is the focus [1]. In the diagnosis technology of 
fault diagnosis and condition monitoring, vibration monitoring is one of the main 
methods. Characteristics of vibration signals in time and frequency domain are 
extracted to identify the fault parameter in Traditional diagnostic techniques against. 
In fact, due to the impact of different bearing fault state, nonlinear, friction, clearance 
and external load, if we can accurately describe the system in state space, the failure 
behavior can be correctly distinguished.  

Nonlinear vibration system under different input conditions shows complex motive 
characteristics[2], Poincare section, power spectrum, phase diagram, time-domain 
waveform diagram and maximum Laypunov exponent can be used to judge whether 
the system enter the chaotic state[3]. 

In the fault diagnosis to complex machinery, we usually use the quantitative 
indicators; maximum Laypunov exponent can quantitatively describe the nonlinear 
systems [4]. In this paper, maximum Laypunov exponent based on time series was 
researched and was used to diagnoses the railway truck bearing. The numerical results 
show that the maximum Laypunov exponent can be used as indicators of bearing 
condition and is a great potential fault diagnosis method. 

2   Lyapunov Exponent Spectrums and Its Calculation 

The basic characteristic of chaotic motion is extremely sensitive to initial conditions 
[5]. The track generated by two very close initial value separates with the exponent 
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over time, Lyapunov exponent is a quantitative description of the volume of this 
phenomenon and is the average which relates with the characteristics of contraction 
and expansion in different directions of the phase space orbit, each Lyapunov 
exponent can be seen as the average of the local deformation in the relative movement 
and at the same time is determined by the evolution of the system for a long time. 
Therefore, Lyapunov exponent is not local variable, but the overall characteristic of 
the system. In the spectrum, the smallest Lyapunov exponent decides the speed of 
convergence and the largest Lyapunov exponent decides the speed of divergent. 
Lyapunov exponent is a very important parameter that is used to characterize chaotic 
attractor "singular" of the nonlinear systems, which are widely used to characterize 
the behavior of nonlinear systems. 

The theory of chaotic phase-space reconstruction is used to analyze the measured 
signal, because it can more accurately reflect the essential characteristics of the 
system. Thus, when calculating the Lyapunov exponent, two respects must be paid 
attention: One is the proper phase-space reconstruction, that is the right choice of 
reconstruction parameters (embedding dimension m and delay time interval τ), these 
parameters have great impact on the calculated result of Lyapunov exponent, in this 
paper, embedding dimension and delay time interval are choose based on the average 
displacement - Simultaneous false neighbor ; The second is to choose a suitable 
algorithm to calculate Lyapunov exponent, the literature given the method of 
calculating the index by Matrix[6]. 

It should be noted that noise has a greater impact on the calculating of Lyapunov 
exponent, in order to obtain a true description of the state, the collected time-domain 
signal must be filter to reduce the noise. The iterative calculation process shown in 
Fig. 1. 
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Fig. 1. Iterative calculation process of Laypunov exponent 

3   Calculated Results and Its Analyses of Maximum Laypunov 
Exponent 

In this paper, based on three different states of style 197726, both drive, the vibration 
signals were measured, the time-domain waveforms are shown in Fig. 2, Fig. 3 and 
Fig. 4, the abscissa is the signal sampling points, and the vertical axis is the amplitude 
of acceleration. Among them, the bearing show in Fig. 2 is in good condition; the 
bearing shows in Fig. 3 that the outer ring t is failure; the bearing show in Fig. 4 is 
roller failure. 
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The method of wavelet denoising was used to reduce the noise, after denoising [7], 
the time-domain waveforms are shown in Fig. 5, Fig. 6 and Fig. 7. With comparison, 
in order to actually calculate the maximum Lyapunov exponent, noise must be 
reduced. Selecting the same computing conditions, the maximum Lyapunov exponent 
is calculated from the de-noised signal, the relationship between points and the 
maximum Lyapunov exponent is shown in Fig. 8, in figure, a, b, c respectively 
represents the maximum Lyapunov exponent of the normal bearing, outer ring fault 
bearings and roller bearing fault[8]. 
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Fig. 2. The normal time-domain waveform before lowering noise    
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Fig. 3. The normal time-domain waveform after lowering noise 
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Fig. 4. The outer ring failure time-domain waveform before lowering noise 
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Fig. 5. The outer ring failure time-domain waveform before lowering noise 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6. The roller failure time-domain waveform before lowering noise 
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Fig. 7. The roller failure time-domain waveform before lowering noise 

 
As can be seen from the figures, the maximum Lyapunov exponent is different in 

different state of bearing, so the maximum Lyapunov exponent can be used to reflect 
the motion characteristics of vibration system, the maximum Lyapunov exponent is 
the largest in normal bearing. 
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Fig. 8. The relationship between the maximum Lyapunov exponent and sampling points 

Using the same method, the maximum Lyapunov exponent can be calculated in 
different driving modes calculated results are shown in Table 1: 

Table 1. The maximum Lyapunov exponent in different driving modes 

fault styles 
driving modes 

normal bearing outer ring roller bearing 

Both sides -0.477 5 0.036 4 0.124 6 

Left  -0.355 9 0.571 5 0.929 7 

right -1.371 9 0.749 5 0.191 5 

 
 

From the table 1, we can see that the maximum Lyapunov exponent in normal 
bearing is less than zero whether in any driving mode, while the maximum Lyapunov 
exponent in the outer and roller failure is greater than zero, thus the maximum 
Lyapunov exponent can be used as the characteristics of fault diagnosis and condition 
monitoring. 

4   Conclusions 

In this paper, based on three different states of railway truck bearing, the maximum 
Lyapunov exponent of vibration signals was calculated, the results shows that the 
maximum Lyapunon exponent is different in different states; the maximum exponent 
can be as the characteristic to diagnose the failure. The study is a new method to 
judge the states of the bearing; it has a great significance to improve the accuracy of 
the fault diagnosis and state identification. 
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Abstract. As more and more leakage incidents come up, traditional encryption 
system has not adapted to the complex and volatile network environment, so, 
there should be a new encryption system that can protect information security 
very well, this is the starting point of this paper. Based on DES and RSA 
encryption system, this paper proposes a new scheme of one time pad，which 
really achieves “One--time pad” and provides information security a new and 
more reliable encryption method. 
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1   Introduction 

As the security issues of the Internet become more and more serious, how to 
effectively protect information security is the reality every information system must 
face, preventing information disclosure has been the focus of research in the field of 
information security. The traditional encryption technology such as DES, RSA 
provide safeguard for information security over the past and present time, but with the 
development of technology, the traditional encryption technology encounter severe 
challenges, these encryption technology can no longer well resist various attacks. 
Based on characteristics of traditional encryption system, this paper introduce KDC 
technology, and puts forward a new scheme of one time pad, which makes better use 
of advantages of RSA and DES. 

2   Existing Encryption Scheme 

Now DES (Data Encryption Stardard) is the most extensive application of symmetric 
encryption, which is adopted as federal information processing standards by 
America's national bureau in 1997. 

DES adopts 64-bit packet length and 64-bit key length, it inputs 64-bit plain text 
and gets 64-bit ciphertext output after 16 iteration transform. The advantage of DES is 
fast speed, which is still used in many fields. Weakness is the difficult key 
distribution and bad resistance to brute-force attack. Public-key cryptosystem is based 
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on the difficulty of factorization of large numbers, which is based on function instead 
of the substitution and replacement. public key is asymmetrical, it uses two different 
keys, one is public, the other is secret, each can be used in encryption or decryption. 
The advantages of RSA algorithms are quite simplicity and high security, the 
algorithm encryption is separated from encryption algorithm, and it makes the key 
distribution more convenient. Weakness is very troublesome to produce keys, so it is 
difficult to realize one-time pad, encryption speed is very slow, the time it costs is 
more 100-1000 times than DES.  

3   One-Time Pad Scheme Based on KDC 

The online version of the volume will be available in LNCS Online. Members of 
institutes subscribing to the Lecture Notes in Computer Science series have access to 
all the pdfs of all the online publications. Non-subscribers can only read as far as the 
abstracts. If they try to go beyond this point, they are automatically asked, whether 
they would like to order the pdf, and are given instructions as to how to do so. 

3.1   Overview of KDC 

KDC (Key Distribution Center) is an important part of Kerberos Protocal and it can 
manage and distribute the public keys. Due to its recognized safety and credibility 
KDC is currently the most effective method of Key Distribution. 

KDC in kerberos usually provides two services: authentication service and ticket-
granting service. The main idea of the article is that, according to KDC having storing 
the information between communicating parties such as user name, public keys and so 
on, when users in the process of communication to verify the identity of the other, he 
directly sends the user’s public-key, name to KDC, after receiving validation request, 
KDC query database, if it can find the corresponding user information then KDC sends 
validation information, the authentication is end. Otherwise, authentication fails 
because the information user submit is invalid or user information does not exist. 

3.2   The Process of Producting Temporary Session Key 

Suppose the communication parties have get their digital certificates and store their 
public keys in KDC so that some user can timely query them as shown in figure 1. The 
communication parties can get the other party’s public key through KDC. Assume one 
party is Alice and the other party is Bob. The word “request” is the symbol that Alice 
sets up the temporary session. The word “random” is the symbol that stand for a 
random number in every session. This random number can resist replay attack. The 
word is the confirmation symbol. The word “refuse” is the symbol that refuses the 
process of consulting the session key. The word “success” is the symbol that the 
process of consulting the session key is successful. The word “failded” is the symbol 
that  consulting the session key is not successful. 

1)  Alice sends Bob the session request Msg (request, random, PKa, userID_a), 
which is encrypted by Bob’s public key—PKb. Alice and Bob both store the random. 
Through KDC Bob checks whether PKa belongs to the user whose ID is userID_a.If 
the check is successful, Bob sends Alice Msg (ACK, random, Pkb, userID_b) which 
is encrypted by Alice’s public key—Pka and go to the next step. Otherwise, Bob 
sends Msg (refuse, random) and session is over. 
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Fig. 1. OTP based on KDC 

In a similar way, after receiving Msg (ACK, random, PKb, userID_b), Alice 
checks whether PKb belongs to the user whose ID is userID_b. Alice verifies this 
random received and the stored random. If both checks are sucessful, go to next step, 
otherwise, Alice sends Msg (refuse, random) to Bob and session is over. 

2) The communication parties respectively product their hash values hash_a and 
hash_b on the basis of their system time, configuration, OS version and so on. Then 
send their hash values to the other party after they are encrypted by the other party’s PK. 

3) The communication parties decrypt the information received from the other 
party with their own secret key—SK. They both get hash_a and hash_b and combine 
hash_a with hash_b. Through a hash computing they get another hash value—
hash_ab.Select specific 64 bits from the hash_ab as the temporary session key—
SessionK. 

4) The communication parties need verify the consistency of SessionK. They 
encrypt random with 

5) SessionK and send it to the other party. After receiving it they decrypt it with 
SessionK and get the random. If the random is equal to the one they have stored, they 
send Msg (success, random) to the other party. The temporary session is sucessful. 
Otherwise, one party send Msg (failed, random) and go to step 1 to resume a 
temporary session. 

6) In the following communication, the communication parties encrypt the 
information with SessionK. During temporary session, encryption algorithm is DES. 

3.3   The Process of Data Transmission 

1) Alice adopts EDS algorithm and encrypts plain text with temporary session key—
SessionK to get ciphertext. 

2) The ciphertext is transmited to Bob through Internet. Bob decrypts the 
ciphertext with SessionK to get plain text. 
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3) Once the temporary session is over, temporary key must be deleted and will be 
newly created again in next temporary session. 

 

Fig. 2. The process of data transmission 

4   Security Analysis 

1) Identity authentication of the communication parties. The traditional schemes of 
OTP lack effective identity authentication of communication parties so there is hidden 
danger in information exchange process. But when this scheme sets up temporary, 
Alice and Bob can check the other party’s identity and PK through KDC. This way 
can guarantee the valid identity and reliability of communication parties and avoid 
network deception. 

2) The creation of temporary session key needs the participation of 
communication parties. The communication parties are equal and there is no problem 
of low confidence level when key is created by one party. The creation of temporary 
session key also needs the participation of RSA encryption technology. The hash 
values are encrypted by RSA so the temporary session key is security. 

3) When one party sets up a session, it must create a random number which is 
used to identify every session. In the process of creating temporary session, two partis 
can check the consistency of random number so it can tesist replay attack. 

4) After temporary session key is created, two partis can communicate with each 
other. But in the whole process the session key is not transmitted through network. So 
this protects the security of session key. Moreover, session key is deleted after every 
session. So brute-force attack is invalid and it’s hard to get useful information during 
the short session.  

5) Because every computer has different status at each moment, the hash value is 
different. This can ensure that temporary session key is different every time, truely 
realising “one time, one pad”. This way simplifies the management and distribution of 
key and make users convenience to use this scheme. 

5   Conclusion 

It is difficult to manage the DES keys. DES cann’t well resist brute-force attack. But 
its key is short and its encryption process has fast speed and high efficiency. So DES 
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is suit to the field where there is large data to be encrypted. RSA has better security 
and the management of its key is easy. But its encryption process has low speed and it 
is used to encrypt small amounts of data. For the advantages and disadvantages of 
DES and RSA, this paper draws lesson from both schemes, combines KDC, 
introduces identity authentication, key distribution and management and so on, 
reduces the length of key, simplifies key distribution and management, which can 
enhance the security of information transmission. Once session key is created 
successfully, communication partis can transmit information security. When session is 
over, temporary session key is deleted and it truly realises “one time, one pad”. 
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Abstract. Based on the traditional canonical correlation analysis (CCA) and two-
dimensional canonical correlation analysis (2DCCA), a generalized three 
dimensional canonical correlation analysis (3DCCA) is proposed. If a three 
dimensional pattern has a pair of observations (For any pattern space, there has 
two observation spaces), 3DCCA can find a relevant subspaces of the two 
observation spaces, in which the projections of the two observations are 
irrelevant. It can reduce the curse of dimensionality by avoiding the vectorization 
process and can effectively solve the singular sample covariance matrix problem 
as well. Finally, our algorithm is validated by the experiments on JAFFE face 
database. Comparison of other methods, in our method not only the computing 
complexity is lower, but also the recognition performance is better. 

Keywords: Canonical correlation analysis; Three dimensional data; Feature 
fusion; Face recognition; Facial expression recognition. 

1   Introduction 

Subspace learning is an important direction in pattern analysis research area, most 
traditional vector based algorithms, such as principal component analysis(PCA) [1], 
independent component analysis( ICA)[2], linear discriminate analysis (LDA) [3], 
canonical correlation analysis (CCA)[4] have gained wide applications. The first step 
of the above algorithms is to input object as 1D vector, which can be called as 
vectorization process. However, the vectorization process may be faced with three 
problems: 1) curse of dimensionality dilemma and high computation cost; 2) small 
sample number always leads to singular sample covariance matrix; 3) vectorization 
process may destroy the object’s underlying spatial structures. In order to solve the 
above problems, some recent works have started to consider an image as a 2D matrix 
for subspace learning and generate some traditional vector based algorithms to 2D 
matrix based algorithms, such as 2DPCA[5], 2DLDA [6], 2DCCA[7]. However, 
many color images, videos and some other dates are naturally 3D objects. For 
example, gray-scale video sequences can be viewed as 3D objects with column, row 
and time axes. In the active area of face recognition research, three-dimensional face 
detection and recognition using 3D information with column, row and depth axes has 
emerged as an important research direction. So, it is essential to study the 3D version 
pattern analysis algorithms, which can be used on 3D objects directly. In this paper, 
we propose a method named as three dimensional canonical correlation analysis 
(3DCCA) which can conduct canonical correlation analysis on 3D source data.  



 Three Dimensional CCA and Its Application to Facial Expression Recognition 57 

2   Overview of Canonical Correlation Analysis (CCA) 

Among the traditional 1D subspace learning algorithms, recently CCA and kernel 
CCA (KCCA) were successfully applied to content-based retrieval, face recognition 

and facial expression recognition. CCA is a powerful multivariate analysis method, 
the goal of which is to identify and quantify the association between two sets of 
variables. If a pattern space has two observation spaces, CCA can find a more 
accurate relevant subspace of the two observation spaces, which has more semantic 
description information. CCA firstly seeks a pair of projections on the relevant 
subspace of the variables in the two sets, which has the largest correlation. Next, it 
seeks a second pair of projections of the variables which has the largest correlation 
among all pairs uncorrelated with the initially selected pair, and so on. That is, CCA 
represents a high-dimensional relationship between two sets of variables with a few 
pair of canonical variables. 

Considering  two set of multivariate random vector data { , t=1,..,N}  and 

{ , t=1,..,N}, their mean vector are denoted by  and . Centering the 

original data  and  respectively, we get the centered zero 

mean random vector set { , t=1,.., N}, { , t=1,..,N}. In computer 

vision, 
 
and 

 
can be regarded as a pair of different observations of the same 

original data, for example, images captured from different sensors (infrared ray or 
visible light) of the same original object; images captured under different visible light 
conditions ( clear or dark); different image features described by different methods 

(spatial domain or frequency domain). CCA finds a pair of projections  and 

that maximize the correlation  

between the projections of 
  

and . The projections  and  

are called the first pair of canonical variates. Then finding the second pair of 

canonical variates  and  which is uncorrelated with their first canonical 

variates  and , and so on. In order to study the correlation of  and , we 

only need analyze the correlation of a few pairs of canonical variants. 

3   Deduction of Three Dimensional Canonical Correlation Analysis 

In traditional 1D CCA case, it is essential to reshape the two observations to 1D 
vectors. Such reshaping might break the spatial structure of data and also increase the 
computational complexity known as dimensionality disaster. Literature [7] proposed 
2DCCA, which directly conduct canonical correlation analysis on 2D image data. 
Because some source dates are naturally 3D structures as described in section 1, we 
generate CCA and 2D-CCA to a 3D version as follows: 
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Fig. 1. Illustration of mode- flattening of a 3D pattern 

3.1   Notations 

A 3D pattern which has three axes of dimensions  is denoted by 

calligraphic letter .  are the dimensions of  

directions. An element of  is denoted as , ， ，

. The inner product of any two 3D patterns  and  is defined as 

 . The norm of  is defined by . By 

flattening a 3-D pattern according the  direction, we can get a matrix named as 

mode-  flattened matrix, which is denoted by . The illustration 

of mode-  flattening is shown in Fig. 1. The rows and columns of  are 
 
and 

 respectively. The product of by matrix  is denoted by  or 

, these two notations are equal. 

3.2   Three Dimensional Canonical Correlation Analysis 

Now we consider two sets of 3D dates  and 

 which are realizations of 3D random variable  and , 

respectively. We define mean of and  as  and 

. Then the centered 3D data are denoted by ,
 

- . 3DCCA is to seek transforms ,
 

,
 

,
 
and ,

 
,
 

 such 

that correlation between  and  is maximized. Similar 

to CCA optimization, the optimization function of 3DCCA is formulated as: 
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            (1)
 

Because equation (1) is equivalent to a higher order nonlinear optimization  
problem with a higher order nonlinear constraint; it is difficult to find a closed form 
solution. Alternatively, we search for an iterative optimization approach to solve the 

objective function. For concise, we only detailly describe the solution of transforms  

and  according to  direction. And the  and  directions’ transforms are the 

same. Given ,  are fixed, we define the following matrices:

Also because of , function (1) can 

be rewritten as equation (3): 

                                              
    (2) 

And the Lagrangian functions of equation (3) can be rewritten as : 

             (3) 

Solve  and , leads to:  

                                               (4) 

                                              (5) 

Here , by multiplying  and  to the both sides of equation (4) and 

(5), according to the two constrains 
 
and , we have 

 
and . Saliently, . So the 

solution of  and  is changed to the following generalized eigenvalue problem: 

                                 (6) 
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In a similar way, given 
 
are fixed, the transforms  and can be 

solved. The same as the solution of  and . An iterative calculating process is 

used to get the final solutions until convergence. In our numerical experiments, it 
takes only a few iterations for convergence. The  largest generalized eigenvectors 

in (6) determines  and . In a 

similar manner, we can get the projection matrices and . In our 

proposed 3DCCA, the generalized eigenvalue problem for much smaller size 
matrices, compared to the traditional CCA, which can reduce the computation cost 

dramatically. Finally the dimension decreased 3D dates  and 

 are for the next classification. In this paper, the nearest-neighbor 

classifier is used for recognition. 

4   Experiments and Analysis 

The JAFFE database used in this study contains 213 images of female facial 
expressions. Each image has a resolution of 200*180 pixels. The number of images 
corresponding to each of seven categories of expressions (neutral, happiness, sadness, 
surprise, anger, disgust and fear) is almost the same. The images in the database are 
grayscale images in tiff file format. The expression expressed in each image along 
with a semantic rating is provided in the database that makes the database suitable for 
facial expression research. Some images are shown in Fig. 2. 

 

Fig. 2. Sample expressions of two persons from the JAFFE database 

Gabor wavelets can derive desirable local facial features characterized by spatial 
frequency, spatial locality, and orientation selectively to cope with the image 
variations. This paper we encode the original face image to a pair of two correlative 
3D representations which correspond to 5 scales 8 orientations and 8 scales 5 
orientations Gabor features respectively. The task here is to investigate how well 
CCA, 2DCCA and 3DCCA can accurately recognize the facial expressions. In this 
paper, we choose 3 face images of the same expression each person and sum to 210 
face images for experiments. Each expression has 30 face images. The image set was 
randomly partitioned into the gallery and probe set with different numbers. For ease 
of representation, the experiment is named as Gm/Pn which means that the random 

 images per expression are selected for training data and the remaining  images 
for testing of the same expression. We extract the 5*8=40 Gabor features in the down-
sample positions with 5 different scales 8 different orientations and the exchanged 
parameters to construct pair feature representations. And each image is encoded as a 
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pair of 3D dates of dimensions 25*23*40. The nearest-neighbor classifier is used for 
recognition. For CCA, image Gabor representations are reshaped to 25*23*40=23000 
dimension vectors, and always result in out of memory error in our experiments 
because of the eigenvalue decomposition of a 23000*23000 matrix. For 2DCCA, 
image Gabor representations are reshaped to 200*115 and 125*184 2D matrices 
according to  and direction flattening. And for 3DCCA, image Gabor 

representations are 25*23*40 3D patterns. We randomly choose 5, 10, 15 facial 
images per expression for testing and the remaining samples for training. And repeat 
the experiments three times. The average best facial expression recognition rate is 
shown in table 1. In terms of classification accuracy, 3DCCA is better than 2DCCA. 
Also, because of the smaller eigenvalue decomposition matrix, 3DCCA can decrease 
the feature extraction time cost. 

Table 1. Recognition accuracies comparison of 3DCCA and 2DCCA 

Recognition 
rate 

G10/P20 G15/P15 G20/P10 G25/P5 

2DCCA 0.5143 0.6381 0.7524 0.8571 
3DCCA 0.5881 0.6667 0.8190 0.9143 

5   Conclusions 

In this paper, we generate the traditional CCA algorithm to 3D data, which can 
effectively preserve the spatial structure of the source data and effectively decrease the 
possibility of singular problem of high dimensional matrix’s eigenvalue decomposition. 
Be compared with other methods, experiments show that our proposed 3DCCA has 
better recognition rate as well as decreases the computation cost.  

References 

1. Wang, H., Leng, Y., et al.: Application of image correction and bit-plane fusion in 
generalized PCA based face recognition. Pattern Recognition Letters 28(16), 2352–2358 
(2007) 

2. Hu, H.: ICA-based neighborhood preserving analysis for face recognition. Computer 
Vision and Image Understanding 112(3), 286–295 (2008) 

3. Zheng, W.-S., Lai, J.H., et al.: Perturbation LDA: Learning the difference between the 
class empirical mean and its expectation. Pattern Recognition 42(5), 764–779 (2009) 

4. Sun, T., Chen, S.: Class label versus sample label-based CCA. Applied Mathematics and 
Computation 185(1), 272–283 (2007) 

5. Yongwon, J., Hyung Soon, K.: New Speaker Adaptation Method Using 2-D PCA. IEEE 
Signal Processing Letters 17(2), 193–196 

6. Wen-Hui, Y., Dao-Qing, D.: Two-Dimensional Maximum Margin Feature Extraction for 
Face Recognition. IEEE Transactions on Systems, Man, and Cybernetics, Part B: 
Cybernetics 39(4), 1002–1012 (2009) 

7. Lee, S., Choi, S.: Two-dimensional canonical correlation analysis. IEEE Signal Processing 
Letters 14(10), 735–738 (2007) 

x y



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 62–68, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Technology Barriers Analysis on Bearing Industry  
Based on Relational Matrix Method 

Xianzhao Jia1,2, Feng Lv1, Yonggang Liu1,2, and Juan Wang1 

1 School of Mechatronics Engineering, Henan University of Science and Technology,  
Luoyang, 471003, China 

2 Henan Key Lab for Machinery Design and Transmission System, Luoyang, 471003, China 

Abstract. Statuses of bearings industry are analyzed. The main elements of 
industrial targets are identified and calculated in light of the weighted average 
by the scientific statistics and analysis methods. Technical barriers are got in the 
term of expert judgments based on the weights of industrial targets. Then the 
matrix is built. The industry targets which need to overcome key technical 
barriers are selected. By means of the breakthrough in these technical barriers, 
the technological upgrading of the industry will be promoted. 

Keywords: Technical Barriers; Analysis Matrix; Weight; Industry Targets. 

1   Introduction 

Relational matrix method is commonly used to the comprehensive evaluation, which 
is mainly expressed in matrix form the relation between the related evaluation index 
of every substitute scheme with the importance and value evaluation amount of 
specific targets. Usually the system is multi- target, therefore, the system evaluation 
index is not the only, and not always measure the scale of every index are monetary 
units, in many cases is not the same, the system evaluation of the difficulty lies.  
Accordingly, H. Chestnut proposed comprehensive method is based on specific 
evaluation system to determine the system of evaluation index system and its 
corresponding weight, and calculate the comprehensive evaluation value of every 
substitute scheme about system evaluation, that is, calculated weighted sum of every 
substitute scheme evaluation values. The key of the relational matrix method is to 

determine the relative importance of every substitute scheme (that is the weight jW ), 

and based on the evaluation scale of the given evaluation index about evaluation 
subject ,determine the value evaluation amount of evaluation index(

ijV ). [1] 

Bearings are indispensable supports of modern machine parts, which are widely 
used to aviation, aerospace, navigation, military industry and other fields, known as 
the machine's "joint." Bearing quality directly affects the performance and level of a 
variety of matching host and equipment, thereby the level of the whole machinery 
industry. Bearing industry is one of the basic industries in national economy. The 
Chinese bearing industry has developed rapidly since Eleventh Five-Year, and it 
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becomes the third largest bearings producer next to Japan and Sweden. There is still a 
great disparity with world powers, therefore, it is essential to analysis the technical 
barriers of the bearing industry in determined industry objective when Twelfth Five-
Year comes. [2] 

2   Importances 

The bearing industry in the clear status, and based on future market demand for 
industrial products and services, through the scientific statistics and analysis methods, 
concise expert on the industry with the future direction’s decision, determine the 
objectives of the bearing industry [3], see the table 1. 

Fill the eight goals in the first line and in the first row of the judgment matrix, 

multiple comparison their importance, forming the matrix. 
nmijcC

×
=  Express the 

importance judgment matrix formed in industrial target which need priority 

development. ijC  Indicate that the importance of industry target i compared with 

industry target j . 
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c  

Judgment matrix  elements ijC with assignment score criterion  are as follows:  

1——target i  and target j  of the considerable importance; 3——target i  is 

important than the target j ; 5——target i  compared to target j , target i  is 

extreme important; 2, 4——advisable middle value. Compared with the every  
two target, through expert evaluation, estimating judgment matrix of the target 

importance [4], and then calculate eigenvectors [ ]T
iWWWW …,, 21= . Among 

∑
=

=
m

i
iii WWW

1

, iW
 
is the importance for the target i , by the ahp and weighted 

score criterion, derived important values in table 2. [5] 
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Table 1. Industry Target Elements 

Number Industry Target Elements 

Ⅰ improve product design manufacture capabilities and level 

Ⅱ increased industrial concentration, promote clustering development 

Ⅲ improve product performance and expand product standard  and type 

Ⅳ reduce costs 

Ⅴ improve the quality of industrial workers 

Ⅵ expand the industrial scale, increase market share 

Ⅶ improve the social service system of industry 

Ⅷ optimization system, mechanism 

Table 2. The importance obtained by the ahp and weighted score criterion 

Index 
iW  iW  Weighted 

 Score 
Vi 

Ⅰ 1.23 0.092 7.7 

Ⅱ 0.53 0.039 3.3 

Ⅲ 1.60 0.121 10 

Ⅳ 1.01 0.076 6.3 

Ⅴ 1.17 0.088 7.3 

Ⅵ 0.83 0.062 5.2 

Ⅶ 0.24 0.018 1.5 

Ⅷ 0.29 0.022 1.8 

3   Barriers 

Technical barriers are the technical difficulties that need to overcome in the process of 
achieving industry targets. Technical barriers analysis is based on future market 
demand and industrial development targets, analysis to achieve the industry targets 
which affect the technology (including process) barriers. The key is screened out the 
more difficult to solve the key technical problems from the existing technology 
barriers. Through the breakthrough of these technical barriers, promote the 
technology upgrade of the whole industry, achieving industry targets. [6] 

To drive the technology upgrade from the whole bearing industry, achieve the 
bearing industry targets, according the market demand ,the requirements of target 
industries, combined with the literature and the bearing business of customer 
interviews information and experts advice, put forward technical difficulties in 
bearing industry, concise technical barriers elements of bearing industry. 

The process of refining technical barriers elements are listed below. 

(1) Classify: Based on the these elements in common, such as attributes, divided 
into 6 categories ① product design ② materials and heat treatment ③ processing  
④ test and device ⑤ detection ⑥ others. 

(2) Generalize: Complicated with the concept of the same or similar related content 
and standard words. 

(3) Analyze: Delete not constitute a relevant items on bearing technical barriers. 
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(4) Held expert forum convened: Bearing Technical Barriers held a special meeting 
on whether to become a technical barrier elements, elements of technical barriers to 
the formulation of norms, terms and other issues were fully discussed and reached 
consensus. 

(5) Solicit the views of thematic leader: Put through the classification, inductive, 
concise and sorting out, “technology barriers elements of bearing industrial 
questionnaire" sent to focus group leader, to seek the views of head. 

(6) Solicit expert opinion: After the head of the modification “technology barriers 
elements of bearing industrial questionnaire “and then sent to experts, to seek expert’s 
advice. 

Through classify, generalize, analysis, comprehensive, influx experts opinions, the 
final condensed into the following 12 key technical difficulties of bearing industry 
technology areas: A: bearing raceway and the flange surface quenching technology B: 
parts ferrule material of smelting and casting technology C: large bearing reliability 
test methods; D: materials nondestructive testing technology; E: quenching 
technology inside and outside the ring gear; F: large load bearing rings to turning 
instead of grinding technology; G: technology of parts forging process; H: large-size 
rings, roller precision machining technology; I: precision grinding, ultra-precision NC 
machine J: test equipment design and manufacturing technology; K: cage processing 
technology; L: bearing test parameters design technology. 

 

To want the views of special 
group leader

To want  the  Expert's 
advice

Start

To propose the elements of 
technical barriers

Screening  and  Induction

Conclusion
 

Fig. 1. The process of refining technical barriers elements 

4   Correlations 

The purpose of industry targets correlation analysis with technical barriers is to use 
matrix analysis to establish correlation analysis matrix with industry targets and 
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technical barriers, ultimately obtained the order of technical barriers elements with the 
correlation of industry targets. 

Basis on the main industry targets elements, according to the technical barriers 
elements obtained from experts in the judge of technical barriers, build analysis 
matrix, selected to achieve the industry targets of priority development technology. 
See the Table 3 [7]. Matrix elements of the horizontal as industry targets sequences, 
by the numbers 1, 2, 3 ... represent； Matrix elements of the vertical as technical 
barriers sequence, by the A, B and C ... represent. 

Table 3. Industry target elements associated analysis with elements of technical barriers (1) 

The Importance Of Industry Targets Vi 
V1 V2 V3 V4 V5 V6 V7 V8 

The  Judgment 
Value Of Technical 

Barriers  Vji 7.7 3.3 10 6.3 7.3 5.2 1.5 1.8 
VAi 3 2 1 1 -3 -2 -1 2 
VBi 3 0 -2 0 2 1 3 -3 
VCi 2 3 1 1 -2 2 2 -2 
VDi 0 -1 -1 0 2 -1 1 2 
VEi -1 -2 0 1 3 1 -2 -2 
VFi -1 0 -2 3 2 0 3 0 
VGi 1 0 -2 3 2 0 3 0 
VHi 0 -1 -1 1 2 1 1 2 
VIi 3 2 1 0 -3 -2 -1 2 
VJi 3 3 1 2 -3 0 -3 -3 
VKi -1 -2 -2 1 -3 1 -2 -2 
VLi 1 -2 0 2 1 -2 1 3 

 Note: i=1,2,3,4,5,6,7,8; j=A,B,C,D,E,F,G,H,I,J,K,L. 
 

The judgment value of technical barriers ijV  is the judge value of the experts given 

about technical barriers elements relevance of the industry targets, divided into 
positive and negative categories, multi-level indicators that can be used. Expert 
judgments on the basis of an industry to achieve the goal, the obstacles to their level 
of technical barriers and hinder the extent of the size divided +3, +2, +1, 0, -1, -2, -3, 
obtained by questionnaire and statistical analysis. 

Calculated association evaluation value from the table 3 obtained the data in  

table 4. Association evaluation value is expressed as ( )∑ ×= jiij vvG . 

Regard the ranking results of the technical barriers which realized with the difficult 
degree and then sent to experts by the questionnaire to consult expert’s opinion, and 
reached identical results. See the table 4. As can be seen from table 4, the technical 
barriers as the boundary of position 6, ranking the best six shows the key technical 
problems with the bigger hinder in these 8 industry targets, post-ranking 6 shows the 
key technical problems to these eight industry targets affected not significant. 
Obtained the evaluation value is based on the key technical difficulties association 
with each corresponding industry target, the merit obtained by the comprehensive 
consideration, the final value obtained by re-arrangement, from the ranking results 
can be seen: Because it has the most relevant with every industry targets, the large 
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bearing reliability test methods is the most difficult to solve technical difficulties in 
these key technical problems. The others like that. 

5   Results and Discussion 

The associated analysis results in industry target elements and technical barriers, with 
the bearing industry in China at this stage of the basic agreement. 

(1) Large bearing reliability test methods: At present, China only Luoyang LYC 
bearing limited company has a similar large turntable bearing comprehensive 
performance test-bed. The next few years should focus on establishing the appropriate 
test bed for bearing life test done to improve reliability. 

(2) Bearing test parameters design technology: As the large gap between domestic 
and foreign, by selecting test methods, of similarity to the experimental study and 
determine ways to improve design load. 

Table 4. Industry target elements associated analysis with elements of technical barriers (2) 

Elements Of Technical Barriers Evaluation 
Value Gj 

Order From 
Hard to Easy 

bearing raceway and the flange surface 
quenching technology 

15.8 6 

parts ferrule material of smelting and casting 
technology  

22 4 

large bearing reliability test methods 38.6 1 
materials nondestructive testing technology 1.2 12 
quenching technology inside and outside the 

ring gear 
14.3 7 

large load bearing rings to turning instead of 
grinding technology 

10.3 9 

technology of parts forging process 18 5 
large-size rings, roller precision machining 

technology 
12.7 8 

precision grinding, ultra-precision nc 
machine 

9.5 10 

test equipment design and manufacturing 
technology 

24.1 3 

cage processing technology 4.3 11 
bearing test parameters design technology 30.8 2 

 
(3) Test equipment design and manufacturing technology: In order to narrow the 

gap with advanced countries, the key from the conditions simulation, the state's 
testing and test data acquisition and processing are three aspects to improve. 

(4) Parts ferrule material of smelting and casting technology: Low level of 
automation, the lack of large-scale NC machine tools and machining center is China's 
current situation, through smelting and casting technology research, and based on the 
mechanical properties, process ability, and the performance of the hardening heat 
treatment and harden ability of research, improve smelting and forging techniques. 
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(5) Technology of parts forging process: The current high precision, high reliability 
bearing materials also need to import from abroad, so to simulate and analyze the 
forging process to determine the temperature, pressure, forging speed key parameters 
is necessary. 

(6) Bearing raceway and the flange surface quenching technology: As the heat 
treatment of instability in China, the future focus on designing reasonable quench 
apparatus, determining the optimal quenching process, selecting the proper heat 
treatment process parameters and improving the bearing raceway and the flange 
surface hardening techniques. 

6   Conclusion 

In short, the bearings industry should be proper sequence from the emphasis needs to 
start in order to overcome technical barriers. And other non-key technical barriers 
have a choice to break, through such a series of breakthroughs that can bring the 
whole bearing industry to upgrade technology and achieve bearing industry targets. 
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Abstract. The calculation of channel transition earthwork volume is the basic 
work of channel design and construction. Traditional calculation is complicated 
and low precision. The study is based on the strong calculation function and 
user-friendly interface of MATLAB. Analyzing the traditional calculation and 
the principle, I recommend a calculation by using the interpolation of quadratic 
B-spline function and integral, which makes the calculation simpler, more 
accurate and for reference. 

Keywords: channel, earthwork volume, MATLAB, B-spline function integral, 
optimizational study. 

Introduction 

The calculation of channel transition earthwork volume is the basic work of channel 
design and construction. Traditional calculation always adopts grid method, slice 
method and analytical method to calculate the Cut and fill area of Cross Section. Then 
it calculates the earthwork volume by using the average cross- section method or 
average distance method[1,2]. But it is cockamamie and low accuracy and it can’t adapt 
to the acquirement of modern technology. As the development of science technology, it 
is essential to study the new method of earthwork volume which can meet the real 
demand of projects. This essay puts forward the calculation of earthwork volume which 
is based on the theory basis   of PT PoinT location coordinate method[3] and quadratic 
B-spline function. PT PoinT location coordinate method calculates the the Cut and fill 
area of every construction stake. Then, we can consider it as a math problem[4]. It 
means that we know a series of stake number and the cut and fill area. We adopt 
quadratic B-spline function to interpolate it and use integral method to get the integral 
value of two stake numbers, which is the earthwork volume. This method is of simple 
calculation model, which adapts to the calculation of earthwork volume for channels 
and roads’ linear engineering. It is adaptable to complex landform. And it also has good 
effect for calculating some particular forms, such as variable cross-section and twist 
surface. 
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1   The Theory Basis of PT PoinT Location Coordinate Method [5] 

The theory basis of PT PoinT location coordinate method for studying the 
land-leveling and terrace design nowadays is a rigorous method which makes use of 
Polyhedron vertex coordinates to calculate Polyhedron geometry character. It defines 
each side of Polyhedron as oriented. Someone calls it as directed Polyhedron[6]. 
Because the basic calculation formula is derived from vector(directed line) --- oriented 
polygon --- oriented Polyhedron. And it is also called vector method. But for universal 
meaning, it is more reasonable to be called PT PoinT location coordinate method and 
it’s also the reason for changing the name. 

Although PT PoinT location coordinate method is not applied to the calculation of 
channel earthwork volume, it is undoubted to solve the basic theoretical questions  of 
channel earth area calculation. It means that PT PoinT location coordinate method is 
the theory basis of channel earth area calculation.  

2   Area Calculation of Directed Areas of Polygons 

2.1   The Concept of Directed Areas of Polygons 

Directed areas of polygons which are in the same space plane belong to directed area. 
Its property “directed area” has three descriptions: definite normal direction (normal 
direction only points to one side of the plane); definite steering (in the right handed 
coordinate system, the steering of polygons is made by right-hand rule based on its 
normal direction); directed boundary (the direction of directed boundary is the same to 
steering). 

The third description is easily to use the vertices sequence to show the polygon. As 
shown in 1a. it is a pentagon M1M2M3M4M5 (Mi is shown as I in the figure). Two sides 
of directed areas of polygons can be intersected. Apparently, when it happens, the 
polygon falls into doubled-sided area which has different normal direction and 
steerings. 

The normal direction which is the basic direction of area vector of directed areas of 
polygons is the vector based on its real area. To double-sided directed areas of 

polygons, area vector is the sum of areas of two sides. S stands for area vector, easy to 

understand 5432112345 SS = . 

单 面 域 情 况
双 面 域 情 况  

Fig. 1. Directed planar polygon              Fig. 2. Area calculation of Directed polygon 
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2.2   Area Formulas of Directed Areas of Polygons in xy Coordinate Plane 

According to vector algebra, the directed area vector △M0MiMi+1 is (Figure 2) 

1
2

1
+×= iii RRS  

Radius vector of 
iR ——Mi is 

iOM . 

As 
iS  

is parallel to axis z，we consider the area of △M0MiMi+1  Si as  algebraic 

quantity. When 
iS is the same direction to axis z，Si is the positive value, or it is 

negative value; when 
iiii SSSS === ,00， . 

According to superposition principle and two vector product determinants, we can 
get that xy plane has an expression formula which is applied to the area S of directed n 
areas polygon. 

2

1

1 1

1∑
= +

+=
n

i ii

ii

yy

xx
S

                                                      
(1)

 

It can easily get that when polygon has anticlockwise boundary, the area is positive 
value or the area is negative value. When polygon has double sides, the area is the sum 
of two sides. 

2.3   Polygon Topology Changes into Planar Network 

To the N areas polyhedron fixed by the directed area Si (i=1～n), we use Si to stand for 

the name and 
iS  of i side, use 

iS
 
to stand for the area vector and fix every side 

iS
 

which is intersected in the same apex as outer normal, or inner normal. 
Polyhedron also can be double-sided polyhedron. Figure 3a, 3b show the hexahedral 

of one side and double sides. Pay attention, the extreme point of two sides intersection 
line in double-sided polyhedron, as Figure 3b shows, A, B can’t be the apex of the 
polyhedron. According to the concept of directed area, the normal which consist of the 
same side can be outer normal or inner normal. 

单体域情况 多面体的平面网络双体域情况  

Fig. 3. The polyhedron confirmed by directed planar polygon 
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To overcome the difficulties of clearly showing the steering and area number in 
stereogram, we need to change polyhedron topology into planar network[7]. Make 
network correspond to the apex of polyhedron, so the work of steering and area number 
can be done at network. There is big difference between figure 3a and 3b, but they all 
can change into the network in figure 3c. compared 3a with 3c, it’s easy to find that  
the inner arc area of S1，S2 are anticlockwise steering. Because the outer normal of 
corresponding area is vertical after the transformation. The bottom surface M8M7M6M5 

has changed into outer arc area which is overlapped with other arc areas. It’s difficult to 
label S6 and we transfer it to the outside of the area. Apparently, the steering of S6 is 
clockwise. The label of figure 3c is also applied to 3b.  

3   The Calculating Program Implementation of Channel Cut and 
Fill Cross Section Area Based on MATLAB [8] 

With the previous concept and area calculations of directed areas of polygons,we can 
easily program subprogram to calculate cut and fill cross section area rigorously. As the 
area calculation of left and right sides 
of the channel is the same, to be 
simplified, we choose the right side of 
the channel as the calculation unit. As 
Figure 4 shows. 

From the view of point coordinate 
method, we consider the right side as a 
directed areas of polygon which 
consist of transversal ground level 
(broken line), channel design section 
and y axe. And number every apex. 
And the apex coordinate of directed 
areas of polygon has formed and been 
stored in correlative database table for 
user’s convenience. Table 5 shows the 
most complex situation in cross 
section, which has most intersection 
points. Broken line 12345 is the cross 
hatching line of right-sided channel, 
straight line 56789 shows the transversal ground level of the testing construction stake. 
The intersection points are changeable because of the variety of ground. Si and iai are 
directed areas, which set clockwise is plus sign to be applied to earth fill area; while 
anticlockwise is minus sign to be applied to excavated volume area. 

We will study the implementation method of earthwork volume of earth fill and 
excavated volume cross sections as follows[9]. 

The calculation of the program of the half side of channel Cut and fill cross section 
area is named area(xy( ), at, aw), several groups of parameters xy( ) are defined as a 
planar array of 9 rows and 2 arrays, which conveys 9 node coordinates; at, aw are the 
unknown earth fill and excavated volume areas. It contains a function ds(xy( )), several 
groups of parameters.  xy( )is defined as a the Variable Data Array which conveys the 
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unknown apex coordinates. This function can calculate directed areas of 4 directed 
areas of polygons S1=S189, S2=S1279, S3=S12369, S4=S123459. 

After that, we reorder it, remove the directed areas of zero and record the number of 
non-zero directed areas. 

Then  
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Accumulate the positive value and negative value of a1, a2, a3 ,a4, and the results are 
channel areas of earth fill and excavated volume.    

4   The Interpolation Calculation of Quadratic B-Spline Function 

After the measurement of the channel, it gets the Cut and fill cross section area 
summation of construction stake which is a group of discreet coordinates. The key 
point is to choose the proper interpolation method to make the discrete point as curve 
equation and then calculate the earthwork volume. Cubic Spline Function can make it 
but because of the smoothness of cubic spline[10], it easily makes inflection points in 
some undulant terrain, which is unmatched to real situation. And non isometric node 
quadratic B-spline function easily adapts to the interpolation of channel Cut and fill 
area of Cross Section function and the actual topography change, which is consistent 
with the man-made treatment of ground level. 

4.1   The Interpolation Algorithm of Quadratic B-Spline Function[11,12,13,14,15] 

The concept of spline function is introduced by American mathematician I.Schoenberg 
in 1946. Because  spline function has the property of subsection and low degree and it 
doesn’t have instability of  high degree interpolation. B-spline function(Basic Spline 
function) is spline function which has  limited support and can be the spatial fundus of 
spline function and haas many good properties. The method of B-spline has united, 
universal, effective standard algorithm and accessory technology. It is of powerful 
function of showing and designing free-form curved surface. It is one of the most 
popular description of shape math. The mathematics model and calculation of 
quadratic B-spline function is perfect. 

4.2   Construct and Solve Quadratic B-Spline Function as a=l0<l1<‥‥<lm=b，

Every Position 

Table 4 correspond to a group of channel earth fill or excavated cross section A0 , 
A1‥‥Am.  Let N=m-1, choose the node 
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The matrix versions is β=∂B  
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Coefficient matrix B is tridiagonal positively definite matrix, and it can calculates linear 

equations to get coefficient iα . 
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5   Rigorous Method of Cut and Fill Area Earthwork Volume in Any 
Two Cross Sections  

After calculating the coefficient iα  of Cut and fill area of Cross Section function 

( ) ( ) ( )∑
−

−=

=≈
1

2
2,

N

i
ii xBxSxA α , we can get it by using integral method. Because the 

integral process is very complex, this essay adopts MATLAB to calculate it, only using 
simple source program(because of the thesis length, it will not go into particulars). 
Program steps: ①produce area moment of cross section; ②use polyfit（x，s，2）to 
simulate faultage area function; ③write functional matrix of quadratic B-spline 
function to get the coefficient; ④write quadrature program to calculate earthwork 
volume. 

6   Practical Examples 

The design of a agrouted masonry Torsion area shows l =3m, H1=3m, H2=2.5m, 
b1=b2=B1=0.42m, B2=1.42. After calculation, Canal Transition Earthwork is just as 
table 1 shows. It also states the utility and low calculation error of the formulas in this 
essay and the result of literature[3], which gets the calculation of actual earthwork 
volume based on numerical method [16,17,18]. 

Table 1. The result of earthwork volume 

Earthwork volume(m3 )   
design 

parameter 
(m) 

design 
elevation 

(m) 
 

initiating 
 

terminal 
area 
(m3) 

intermediate 
 

terminal  
area (m3) 

termination 
 

area (m3) 

the length 
of  

changeover 
form (l) 

Actual 
earthwork 

volume 

average 
section 
method

Calculation 
of 

literature[19] 

This 
algorithm 

b1 0.42 

b2 0.42 
h1 3 

B1 0.42 

B2 1.42 
h2 2.5 

1.26 2.074 2.3 3 5.4 5.34 5.358 5.401 

relative error (%)     1.11% 0.78% 0.02% 

From the result (table 1), average section method is of high calculation error. 
Althouth the calculation error of literature[19] is fewer than average section method, 
only 0.78%，the formula is more complex, especially the calculation of end-face 
coordinate. This essay only calls simple programs and the largest calculation error is 
only 0.02% which shows the simpleness and high precision. 
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Abstract. It’s difficult to collect vast amounts of labeled data and easy for 
unlabeled data in collecting image characters. Therefore, it is necessary to define 
conditions to utilize the unlabeled examples enough. In this paper we present a 
new co-training approach based on SVM to define two learners, both learners are 
re-trained after every relevance feedback, and then each of them gives every 
image in a rank. Experiments show that using co-training idea in CBIR is 
beneficial, and achieves better performance than some existing methods. 

Keywords: Content-based Image Retrieval, SVM, Unlabeled Data, Co-training. 

1   Introduction 

In recent years, some researches have introduced semi-supervised learning in Content 
Based Image Retrieval (CBIR). Different from traditional supervised learning which 
only makes use of labeled data, semi-supervised learning makes use of both labeled and 
unlabeled data. Generally, it’s difficult to collect vast amounts of labeled data and easy 
for unlabeled data, moreover, the unlabeled data can be used to better describe the 
intrinsic geometrical structure of the data space, and hence improve the image retrieval 
performance.  

So, learning from unlabeled examples has become a hot topic during the past  
few years, there are two main machine learning paradigms for this purpose: 
semi-supervised learning and active learning [1]. In semi-supervised learning there is a 
kind of co-training algorithm, which impliedly utilizes the clustering hypothesis or 
manifold hypothesis, and two or more learners. During the course of training, these 
learners select some unlabeled samples with high confidence to label each other, for 
updating the model continually. 

                                                           
* This work was supported by the Defence Industrial Technology Development Program (Grant No. 

B1420080209-08), the National Nature Science Foundation of China (Grant Nos. 61003104) and 
the Technical Plan Project of Shandong Province (Grant No. J07YJ11). 
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2   Co-training Method 

The earliest co-training algorithm (the normal co-training algorithm) [2] was presented 
by A.Blum and T.Mitchell in 1998. It assumes that features can be split into two sets, 
each sub-feature set is sufficient to train a good classifier. After this, K.Nigam and 
R.Ghani[3] carried out experiment research about the problem that co-training 
algorithm hasn’t abundant redundancy view, which indicates that when the attribute set 
is big enough, we can randomly partition the set into two views and can obtain better 
effect based on this. In 2000, S.Goldman and Y.Zhou[4] presented a new co-training 
algorithm that using two different classifiers instead of abundant redundancy view. 
Similarly Zhou and Li [5] propose ‘tri-training’ which uses three learners. If two of 
them agree on the classification of an unlabeled point, the classification is used to teach 
the third classifier.  

 

 

Fig. 1. Conditional independent assumption on feature split. With this assumption the high 
confident data points in x1 view, represented by circled labels, will be randomly scattered in x2 
view. 

One way to look at the co-training problem is to view the distribution D as a 
weighted bipartite graph, which we write as GD (X

1
,X

2
). The left-hand side of GD has 

one node for each point in X
1 
and the right-hand side has one node for each point in X

2
. 

There is an edge (x
1
, x

2
) if and only if the example (x

1
, x

2
) has non-zero probability 

under D. We give this edge a weight equal to its probability. 

3    Proposed Co-training Approach for Image Retrieval 

From the view of machine learning, a normal user query is a labeled positive example, 
while the image database is a collection of unlabeled data, which is assumed that the 
database contains no annotation. Here let U denote the unlabeled data set while L 
denotes the labeled data set, L = P∪N where P and N respectively denote the sets of 
labeled positive examples and negative examples. Originally, U is the whole database 
DB, P is {query}, and N is empty. Let |D| denote the size of a set D. Then the sizes of 
the original U, P and N are |DB|, 1, and 0, respectively. 

(a) x1 view (b) x2 view 



 A New Co-training Approach Based on SVM for Image Retrieval 79 

In relevance feedback, the user may label several images according to whether they 
are relevant or not to a query, which could be viewed as providing additional positive or 
negative examples. Let P* and N* denote the new positive and negative examples, 
respectively. Since the feedback is usually performed on images in the database, both 
P* and N* are subsets of DB. Therefore, the relevance feedback process changes L and 
U. As for L, its positive subset P is enlarged to be P∪P*, and its negative subset N is 
enlarged to be N∪N*; but as for U, since some of its elements have been moved to L, it 
is shrunk to U - (P*∪ N*). 

Inspired by the co-training, our method attempts to exploit U to improve the 
performance of retrieval. Concretely, this method employs two learners. After 
obtaining the enlarged P and N, both learners are re-trained and then each of them gives 
every image in U a rank. Here the rank is a value between -1 and +1, where 
positive/negative means the learner judges the concerned image to be 
relevant/irrelevant, and the bigger the absolute value of the rank, the stronger the 
confidence of the learner on its judgement. Then, each learner will choose some 
unlabeled images to label for the other learner according to the rank information. After 
that, both the learners are re-trained with the enlarged labeled training sets and each of 
them will produce a new rank for images in U. The new ranks generated by the learners 
can be easily combined via summation, which results in the final rank for every image 
in U. Then, images with the top resultsize ranks are returned. Here resultsize specifies 
how many relevant images are anticipated to be retrieved. This parameter could be 
omitted so that all the images in the database are returned according to descending 
order of the real value of their ranks.  

In our mehtod, in order to avoid a complicated learning process so that the real time 
requirement may be met, a very simple model is used, as shown in Eq.1, where  
i∈{1, 2} is the index of the learner, x is the image or feature vector to be classified, Pi 
and Ni are respectively the set of labeled positive and negative examples in the current 
training set of Li, Znorm is used to normalize the result to (-1,1), ε  is a small constant 
used to avoid a zero denominator, and Simi is the similarity measure adopted by Li. 

( , ) ( , )
( , , ) ( ) /

| | | |
i i

i i
i i i norm

y P z Ni i

Sim x y Sim x z
L x P N Z

P Nε ε∈ ∈

= −
+ +∑ ∑                (1) 

Here the similarity between the two d-dimensional feature vectors x’ and y’ is measured 
by the reciprocal of the Minkowski distance, as shown in Eq.2 where ζ  is a small 

constant used to avoid a zero denominator. 

' '

1

( , ) 1/(( | | )i

d
P

i j j
j

Sim x y x y ζ
=

= − +∑                                (2) 

Indeed, the learners defined in Eq.2 are quite trivial, whose performance is determined 
by the contents of Pi and Ni.  

4   Experiments 

We used an image database with name COREL and size 3865. The COREL images can 
be considered as scenery and non-scenery. Scenery part has 2639 images consisting 
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images containing the defined semantic categories, while non-scenery part has 1226 
images including different kinds of textures, indoor, animals, molecules, etc. 

Because the statistical average top-k precision is used as the performance 
measurement. 

Table 1. Experimental results on top-20 images 

MRF FGM Our method  

precision recall precision recall precision recall 

SKY 0.9568 0.9320 0.9538 0.9323 0.9605 0.9135 

WATER 0.8336 0.8099 0.885 0.8669 0.88 0.9619 

TREE_GRASS 0.88 0.8893 0.905 0.8702 0.9412 0.9160 

FALLS_RIVER 0.8538 0.8631 0.9471 0.8859 0.9829 0.8745 

FLOWER 0.9244 0.8736 0.912 0.9192 0.9385 0.9953 

EARTH_ROCK_MO

UNTAIN 

0.9306 0.7893 0.9402 0.8429 0.9077 0.9042 

category 
method 

ICE_SNOW_MOUN

TAIN 

0.913 0.7969 0.9496 0.8659 0.9302 0.9195 

SUNSET 0.8504 0.8915 0.9012 0.8649 0.9633 0.9112 

NIGHT 0.7703 0.7703 0.8313 0.7860 0.7829 0.8560 

SHADING 0.697 0.5331 0.7234 0.6615 0.8119 0.6381 
 

        

              (a) Retrieval Precision                                         (b) Retrieval Recall 

Fig. 2. Experimental results on top-20 images 

Table 1 and Fig. 2 show our results along with those of previous works. Our method 
presents a new fuzzy set framework combining Markov random field (MRF) and 
morphological idea, uses the Fuzzy Attributed Relational Graphs (FARGs) to model 



 A New Co-training Approach Based on SVM for Image Retrieval 81 

the vagueness associated with the attributes of image objects and their relationships. It 
solves the problem of “all-or-nothing” definition that leads to unsatisfactory results in 
several situations, and does better work on image retrieval precision and recall than 
traditional methods. 

5   Conclusion 

In this paper, we present a new co-training approach applying in image retreival, which 
combines the Support Vector Machines (SVM) and relevance feedback method. The 
new algorithm employs two learners, both learners are re-trained and then each of them 
gives every image in a rank, that means the learner judges the concerned image to be 
relevant/irrelevant, and each learner will choose some unlabeled images to label for the 
other learner according to the rank information. Experimental results show that in this 
new method the unlabeled can be used to enhance the retrieval performance, and in our 
image retrieval system, the proposed method achieves better performance than some 
existing methods, such as MRF and FGM. 

There are still several questions that remain unclear. We have found that only if some 
unlabeled data satisfying the model assumption and the distribution of labeled data can 
be identified, using them in co-training method might be better than simply trying to 
use all the unlabeled data or randomly picking some to use, which is another issue to be 
explored in the future. We are currently working on these problems. 
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Abstract. This paper presents a new method of human activity recognition, 
which is based on ℜ  transform and non-linear SVM Decision Tree 
(NSVMDT). For a key binary human silhouette, ℜ  transform is employed to 
represent low-level features. The advantage of the ℜ  transform lies in its low 
computational complexity and geometric invariance. We utilize NSVMDT to 
train and classify video sequences, and demonstrate the usability with many 
sequences. Compared with other methods, ours is superior because the 
descriptor is robust to frame loss in superior because the descriptor is robust to 
frame loss in activities recognition, simple representation, computational 
complexity and template generalization. Sufficient experiments have proved the 
efficiency. 

Keywords: feature extraction, activity recognition, ℜ transform, NSVMDT.  

1   Introduction 

Even great efforts have been made for decades, the recognition of human activities is 
still an immature technology that attracted plenty of people in computer vision[1]. 
Reliable and effective solutions to this problem would be highly useful in many areas, 
such as behavioral biometrics [2], contend-based video analysis [3], security and 
surveillance [4], [5]. A large amount of work has been done on the active topic over 
the past decades, as the reviews [6], [7], [8], [9] have summarized. 

Building a general and effective activity recognition and classification system is a 
challenging task, due to the various parameters from the environment, objects and 
activities. Variations in the environment can be caused by cluttered or moving 
background, camera motion, occlusion, weather and illumination. Variations in the 
objects are caused by differences in appearance, size or posture of the objects or due 
to self-motion which is not itself part of the activity. Variations in the activity can 
make it difficult to recognize semantically equivalent activities. 

As in many vision-related problems, feature extraction is an element operation for 
the recognition of human activities. This paper describes a simple and unique 
representation of activities with ℜ  transform as the template, since they are detected 
and extracted based on the whole image from the video sequence, rather than some 
parts of the image. This is contrary to the work of Gorelick et al [10], where a whole 
image sequence is represented as a space-time shape.  
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In machine learning, there are two main approaches to perform classification: 
generative learning or discriminative learning. It has been shown that discriminative 
classifiers often achieve better performance than generative classifiers in supervised 
learning. For example, support vector machines (SVMs) directly maximize the 
margin of a linear separator between two sets of points in the vector space. Since the 
model is linear and simple, the maximum margin criterion is more appropriate than 
maximum likelihood or other generative model criteria. In computer vision, person 
detection and recognition have been dominated by SVM [11] frameworks which 
surpass maximum likelihood generative models. Thus, in activity classification with 
labeled training samples in this paper, support vector machines would be superior to 
the generative classifiers.  

In this paper, a smart surveillance system is proposed, whose framework is 
described as follows: 

  (I)  Detecting and locating people by background subtraction approach. 
 (II)  Extracting shape feature and representing a posture by ℜ  transform. 
(III) Recognizing activities of people by SVM multi-class classifier. The Support 

Vector Machine technology and the decision tree have combined into one multi-class 
classifier, which called Non-linear SVM Decision Tree (NSVMDT). 

The rest of the paper is organized as follows. Section 2 describes the extraction of the 
human blobs by background subtraction and the information of the features. Section 3 
introduces the structure design of the multi-class support vector machine classifier 
(NSVMDT). In Section 4, experiments are performed to demonstrate the effectiveness 
of the method. The conclusion is given in Section 5. 

2   Feature Extraction of Activities 

2.1   Background Modeling and Subtraction 

The first step in our proposed system is to segment motion targets in a surveillance 
video shot by a camera mounted on the wall. Extracting moving blobs provides a 
focus of attention for later processes like activity recognition, where only those 
changing pixels are subject to consideration. However, changes of illumination, 
shadow and repetitive motion from clutter make the segmentation unreliable. Several 
motion detection approaches such as background subtraction, temporal difference, 
and optical flow are generally used, where the background subtraction is particularly 
popular especially under the situations with a relatively static camera. It attempts to 
detect moving targets in an image by subtracting a reference background image from 
the current image pixel-wisely. In our case, a non-parameter background model [12] 
is adopted, where the probability density function at each pixel is worked out from 
multiple samples by kernel density estimation technique. 

Suppose that x1, x2, ... , xN  are N temporally sampled features in a pixel position, 
the observation at time t is xt , and its probability density function can be estimated 
using kernel density as: 

               1

( ) ( )
N

t i h t i
i

p x K x xα
=

= −∑
                              

(1) 
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where Kh is a kernel function with window length h, ai is the normalized coefficient, 
and usually ai=1/N. 

In (12), kernel function Kh  is chosen as normal distribution N(0,∑) where ∑ is 
kernel bandwidth. Supposing the kernel bandwidth of three color components is 

independent one another and the bandwidth of the jth component is 2
jσ , then 

2 2 2
1 2 3( , , )diag σ σ σ∑ = , where diag (.) denotes a diagonal matrix. The probability 

density function of xt can be written as: 
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2
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2
1 1

1 1
( )

2

t ij j

j

x x
dN

t
i j j
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Where d is the number of color components. The kernel bandwidth σ can be 
estimated by calculating the median absolute deviation over samples. A pixel is 
considered as the foreground pixel if p (xt) < th, where the threshold th is a global 
threshold. In the model-updating phase, a long-term model and blind update are used. 
In order to eliminate illumination influence and noise, shadow detection and removal, 
morphologic processing and connectivity component analysis are employed. 
Experiments show that this method can also shape an integrated object contour, 
ensure the connectivity of moving object, and the detection result is quite good, as 
shown in Fig. 1. 

 
Fig. 1.  The results of human contour extraction 

 
Fig. 1. The results of human contour extraction 

2.2   Feature Extraction 

Feature Extraction is a key bridge between low level image features and high level 
activity understanding [13], [14]. We extract and represent activity features by ℜ  
transform, which is defined by which is an extended Radon transform [15]. 

Two dimensional Radon transform is the integral of a function over the set of lines 
in all directions, which is roughly equivalent to finding the projection of a shape on 
any given line. For a discrete binary image f(x, y), its Radon transform is defined  
by [16]: 

        

( , ) ( , ) ( cos sin )

              { ( , )}

fR
T f x y x y dxdy

R f x y

ρ θ δ θ θ ρ
∞ ∞

−∞ −∞
= + −
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Where θ∈ [0,π], ρ∈ [−∞, ∞] and δ(.) is the Dirac delta-function, 

             

1  0
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if x
x

otherwise
δ

=⎧
= ⎨
⎩                                            

(4)
 

However, Radon transform is sensitive to the operation of scaling, translation and 
rotation, and hence an improved representation, called ℜ  Transform, is introduced 
[16], [21]: 

2( ) ( , )ff R
T dθ ρ θ ρ

∞

−∞
ℜ = ∫                                           

(5)
  

ℜ  transform has several useful properties in shape representation for activity 
recognition [16],[21]: 

(1) Translate the image by a vector 0 0( , )x yμ = , 
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(2) Scale the image by a factor α, 
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(3) Rotate the image by an angle θ0, 
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According to the symmetric property of Radon transform, and let ν=−ρ, 
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From equations (6)-(9), one can see that: 

(1) Translation in the plane does not change the result of ℜ  transform. 
(2) A scaling of the original image only induces the change of amplitude. Here in 

order to remove the influence of body size, the result of ℜ  transform is normalized to 
the range of [0, 1]. 

(3) A rotation of θ0 in the original image leads to the phase shift of θ0 in ℜ  
transform. In this paper, recognized activities rarely have such rotation. 

(4) Considering Equation (9), the period of ℜ  transform is π. Thus a shape vector 
with 180 dimensions is sufficient to represent the spatial information of silhouette. 

Therefore, ℜ  transform is robust to geometry transformation, which is appropriate 
for activity representation. According to [17], ℜ  transform outperforms other 
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moment based descriptors, such as Wavelet moment, Zernike moment and Invariant 
moment, on similar but actually different shape sequences, and even in the case of 
noisy data. 

We represent activity features with ℜ  transform and modeling by the average of 
ℜ  transform. The red curve in the third column is shown in Fig. 2. The activities in 
dataset, i.e. walk, run, bend, jump, crouch and faint, are defined by 1 to 6 
respectively. 

 

Fig. 2. The ℜ  transform of single and multiple frames for different activities 

3   Action Learning and Classification 

SVM is designed for two-class problems both positive and negative objects exist, but 
practical classification applications are multi-class problems.  In this paper, SVM is 
extended to non-linear by using kernel functions. Then non-linear SVM combines 
with decision tree to solve multi-class classification problems. We call this method is 
NSVM Decision Tree. 

In the case of non-linear, we can calculate the relativity separability measure 
between class i and class j after non-linear mapping. 
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For input sample z1 and z2, non-linear mapping map them into the feature space H, 
then the Euclidean distance between z1 and z2 in H is:  

 

   1 2 1 1 1 2 2 2( , ) ( , ) 2 ( , ) ( , )Hd z z K z z K z z K z z= − +                       (10) 

Where K(.,.)is the kernel function. In the space H, mΦ  is the class center and 
1
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= Φ∑ , here n is the number of samples within class. 

For the training samples {x1, x2,..., xn } of a given class, the mapping Φ map them 
into feature space H, the distance between training sample x and class center mΦ is: 
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then in feature space the class variance can be get: 
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Therefore, the relativity separability measure between class i and class j in feature 
space H is: 
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If 
H

ijrsm ≥1, then there is no overlap between class i and class j, and if 
H

ijrsm <1, 

there is overlap between them. The bigger the H
ijrsm , the more easily separated 

between class i and class j.  

We then define H
ijrsm as the relativity separability measure of class i from the 

others, and we have the formula: 
 

          
1,...,

minH H
i ij

j k
j i

rsm rsm
=
≠

=                                              (14) 

From the formula we can know that the relativity separability measure of class i is the 
minimum one between class i and the others. 

4   Experiment Analysis and Discussion  

4.1   Experiment Data 

The videos used are taken from activity database shot by Institute of Automation, 
Chinese Academy of Sciences (CASIA). In this database, there are two sets of activities, 
including single person and two interactive persons. Each of them is screened in 3 visual 
angles, i.e. horizontal, vertical and angle. The dataset of single person contains 8 classes 
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per angle, including 11 or 16 flips (320×240, 25fps) respectively. All flips are shot 
outdoors by stationary camera, including 16 persons in 8 types of activities. In our 
system, the video flips of single person in horizontal view, i.e. walk, run, bend, jump, 
crouch and faint, are used for experiment, as shown in Fig. 3. 

 

Fig. 3. The sequences of activities 

The features of each action type are extracted using the method proposed in this 
paper. The resultant silhouettes contain holes and intrusions due to imperfect 
subtraction, shadows and color similarities with the background. To train the activity 
models, holes, shadows and other noise are removed manually. The synthetic data are 
taken as ground truth data. 

The raw data include such cases as disjoint silhouettes, silhouettes with holes and 
silhouettes with missing parts. Compared with the ground truth data, they are 
incomplete data. Shadow and other noises may add an extra part to the human 
silhouette, and thus induce redundant data. The incomplete data and redundant data 
are of low quality, and thus they are used for testing the performance of the ℜ  
transform. Fig. 4 shows some such examples. 
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Fig. 4. The ℜ  transform for data of different qualities 

In order to test the robustness of ℜ  transform, we select the frame with less feature 
information rather than the frames shown in Fig.2. In other words, we use the frames 
near the key one to substitute. These artificially generated data are defined as key 
frame loss data. 

Fig. 4 shows the ℜ  transform of the walking shape in different data case. For the 
cases of incomplete data and ground truth data, the ℜ  transform is similar, but the 
transform of redundant data varies significantly in the peak of the curve. In fact, ℜ  
transform is sensitive to the redundant data, which will have negative effect on 
activity recognition. 

4.2   Result Analysis 

Fig. 5 illustrates the recognition results with ℜ  transform and NSVMDT in different 
data. Note that there are more activity sequences in each probe class, which are 
different with gallery data. Fig. 6 concludes that, in spite of the high similarities 
between running and walking, misclassifications never occur in the case of key frame 
loss data and incomplete data. The ℜ  transform descriptor captures both boundary 
and internal content of the shape, so they are more robust to noise, such as internal 
holes and separated shape. While in the case of silhouette with shadow, the 
performance of ℜ  transform is slightly worse than other cases. This shows that ℜ  
transform is suitable for the background segmentation methods with low false positive 
rate but keeping some false negative rate. Generally speaking, low level features 
based on ℜ  transform are effective for recognizing similar activity even in the case 
of noisy data. 
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Fig. 5. The recognition rates of ℜ  transform with different data 

 

Fig. 6. The confusion matrix of six activities (%) 

4.3   Result Analysis 

As shown in Table 1, our method not only outperforms other three methods, but also 
has three advantages as follow. Firstly, it has lower computational complexity. The 
key frames extracted from video sequences are utilized in feature matching, so that it 
costs less time compared with Chen’s work [18], which matches features in two 
sequences. Secondly, its representation is simple. Though Oikonomopoulos’ work 
[19] represents activities with a codebook in details, it is more complex and 
ambiguous than our method using ℜ  transform descriptor. Finally, our method is 
general for different activities. We only use one descriptor, ℜ  transform, to represent 
six different activities and extract their features, while Ikizler’s work [20] uses HOR 
and velocity to implement it. In general, our method has made significant 
improvement in many aspects. 
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Table 1. Comparison of our method to other methods that have reported results 

Method Average accuracy (%) 
Chen et al [18] 85.9 
Oikonomopoulos et al [19] 93.0 
Ikizler and Duygulu [20] 94.7 
Our method 95.3 

5   Conclusion 

In this paper, we have approached the problem of human activity recognition and 
used a new pose descriptor based on ℜ  transform. Our pose descriptor is simple and 
effective, since we extract activity features from a human silhouette in the whole 
image. We show that, by effective classification using NSVMDT, reliable human 
activity recognition is possible. We demonstrate the effectiveness of our method over 
the state-of-the-art datasets in activity recognition literature, which is CASIA dataset. 
Our results are intuitively comparable and even superior to the results presented by 
the pioneers. 
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Abstract. The logistics service providers supply a kind of service which is a 
service product, thus there is a plenty of uncertainty and fuzzy in selecting 
logistics service providers. AHP is first used to calculate the weights of logistics 
services providers evaluations and then VIKOR method developed for 
multi-criteria optimization determining a compromise solution is applied to 
select the logistics services providers. The latter method provides a maximum 
“group utility” for the “majority” and minimum of an individual regret for the 
“opponent”. This decision making process of logistics services providers 
selection is verified to be scientific and feasible through the empirical research. 

Keywords: logistics services providers; providers selection; VIKOR method; 
AHP. 

1   Introduction 

It is a haunted problem for many enterprises to select the best partner from a lot of 
logistics services providers when the logistics business outsourcing is conducted. 
Rational selection of logistics services providers takes advantage of the enterprises’ 
profession and cost to achieve such goals as logistics routing optimization, the logistics 
links efficiency increase with every link joined together well. With the advantage of the 
node firms’ core business, they benefit from it and consolidate their core competence. 
Therefore, it is significantly important for the enterprises to select logistics services 
providers so as to strengthen the supply chain competence as well as improve the ability 
to respond to the demands of end customers.  

The traditional supply chain providers selection issues focus on the providers that 
offer the products but the third-party logistics providers offer the logistics demanders a 
kind of service rather than a real product, namely service products. Thus, there is a 
plenty of uncertainty and fuzzy in the selection of logistics service providers. At 
present, many methods are applied for logistics services providers selection at home 
and abroad, for examples, the fuzzy comprehensive evaluation method[1], the Analytic 
Hierarchy Process(AHP)[2], the Principal Component Analysis(PCA), TOPSIS[3], 
and the Data Envelopment Analysis(DEA)[4]. Whereas, some of these methods 
consider only the overall satisfaction (i.e. maximum “group utility”) and some consider 
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only the regret of the selection of  wrong alternative(i.e.. minimum of the individual 
regret of the “opponent”). In VIKOR linear normalization considering the decision 
makers’ preference, the VIKOR determines a compromise solution, providing a 
maximum “group utility” for the “majority” and minimum of an individual regret for 
the “opponent”. Although VIKOR is similar to TOPSIS, it is improved in data 
normalization. AHP is first used to calculate the weights of logistics services providers 
evaluations and then VIKOR method applied to select the logistics services providers 
in this paper. At the end of this paper, this method is verified by an example of logistics 
services providers selection. 

2   Determination of Evaluation Indices of Logistics Services 
Providers Selection 

From the research on the third-party logistics by Steven E. et. al, “benefit of customers” 
and “reliability” are the most important elements in selection of the third-party 
logistics[5]. As a result, such evaluation indices representing the third-party logistics 
service characteristics as service level, service quality are listed in the index system. 
The strategic allied win-win relationship should be established between the logistics 
services providers and logistics demanders, thus, the strategic allied relationship 
consolidation is also an important factor from the view of enterprise alliance and 
history[6]. In view of this, this paper classifies the criteria of logistics services 
providers selection into service price, service quality, service ability and alliance. The 
service price is represented by service quoted price, the strain capacity of price, etc. The 
service quality is represented by the delivery accuracy rate and perfectness ratio of 
goods, etc. The service ability is represented by on-time delivery, information 
exchange ability, etc. The alliance is represented by the compatible strategic ideas and 
sharing of benefits and risks. 

3   Method of Logistics Services Providers Selection Based on AHP 
and VIKOR 

3.1   VIKOR Method  

The VIKOR method was presented as a multi-criteria decision making method by 
Opricovic. It determines a compromise solution, based on the reference points[7]. The 
positive-ideal solution and negative-ideal solution should first be defined in the basic 
principle of VIKOR method. The positive-ideal solution is the best alternative 
according to the criteria, while the negative-ideal solution, the worst. The compromise 
ranking-list is determined according to the “closeness” between the evaluation value 
and the ideal alternative[8]. 

Determine the positive-ideal solution and negative-ideal solution. 
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are the weights of i th criteria, obtained by AHP; jS is the group utility of 

the alternatives, and the less jS , the greater the group utility; jR  is the individual 

regret of the “opponent”, and the less jR ,
 
the smaller the individual regret. 
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max{ , 1, , }jR S j n− = =  

λ  is introduced as weight of the strategy of “the majority of criteria” . When λ >0.5, 

“voting by majority rule” is needed, or “by consensus” λ ≈ 0.5, or “with veto” 

λ <0.5. Here λ =0.5 expresses a maximum group utility and minimum individual 
regret[8]. 

Rank the alternatives in ascending order and obtain three ranking lists with the best 
alternative listed with the first position. 

Propose as a compromise solution the alternative which is ranked the best by the 

measure jQ  (minimum) if the following two conditions (C1 & C2) are satisfied: 

C1. “Acceptable advantage”: ( ) ( ) 1/( 1)F SQ b Q b n− ≥ −  where Fb  is the 

alternative with second position in the ranking list by Q  while Sb  is the alternative 

with first position in the ranking list by Q . n  is the number of alternatives. 
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C2. “Acceptable stability in decision making”: Alternative Fb  must also be the best 

ranked by S  or/and Q . This compromise solution is stable within a decision making 

process. Ranked by Q , S  of the alternative with first position is better than the 

alternative with second position or R of the alternative with first position is better than 
the alternative with second position. When there are several alternatives, the condition 
C2 should be determined to be satisfied or not between the first, second and third 
alternative. 

Criteria: if the relation between the first position alternative and the second position 
alternative satisfies both C1 and C2, the first position alternative is the best one. If the 
relation between the first position alternative and the second position alternative 
satisfies C2, both the alternatives are the best ones. If the relation between the first 
position alternative and the other alternatives doesn’t satisfy C1 but only C2, the 
alternatives not satisfying C1 are the best[9]. 

3.2   Determine the Weights by AHP 

The basic principle of AHP is decomposing the complex decision into its decision 
elements building a hierarchy and then making comparisons between each possible pair 
in each cluster to determine their relative importance (as a fuzzy judgment matrix). The 
weighs of present level’s elements related to the upper criterion are obtained by the 
characteristic root and eigenvector calculated[10]. The judgment matrix expresses the 
comparison of relative importance between present level’s related elements and upper 
level’s one element. 

4   Empirical Analysis 

Four logistics services providers are selected to be evaluated through the previous 
index system and models. 

Determine the weights by AHP: the index weights are obtained by the experts 
according to the fuzzy matrix constructed by index system. The each index weight are 
obtained by AHP as (0.26,0.37,0.16,0.21)W = . 

Evaluate the four logistics services providers by VIKOR: the index elements 
evaluation values are obtained after the initial data from the four logistics services 
providers are dimensionless processed and normalized, illustrated as Table 1. 

Table 1. Data dimensionless and normalized from four logistics services providers  

Alternatives(firms) Service price Service quality Service ability    alliance 

1b  1 1 0.865 0.728 

2b  0.893 0.926 0.913 0.962 

3b  0.746 0.912 1 1 

4b  0.949 0.989 0.957 1 
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Determine the positive-ideal solution and negative-ideal solution of alternatives 
with the criteria. 

The positive-ideal solution *
if =(1,1,1,1), The negative-ideal solution if

− = 

(0.746,0.912, 0.865,0.728). 
According to the VIKOR, S,R,Q of the four logistics services providers are 

presented in Table 2. 

Table 2. Four logistics services providers order by S,R,Q 

 1b  

2b  

3b  

4b  

S  0.370 (2) 0.553 (3) 0.630 (4) 0.149 (1) 

R  0.210 (2) 0.311 (3)       0.370 (4) 0.052 (1) 

Q  0.4786 (2) 0.8281 (3) 1 (4) 0 (1) 

 

According to C1 of VIKOR, acceptable advantage ( ) ( ) 1/( 1)F SQ b Q b n− ≥ −  = 

0.333, 1b  and 2b , 1b  and 3b , 1b  and 4b , 2b  and 4b , 3b  and 4b  all satisfy C1 

except for 2b  and 3b , and four logistics services providers satisfy C2. So the 

conclusion can be drawn that 4b is the best alternative and 1b  is the better alternative, 

the preference order is 4b > 1b > 2b > 3b . This result is acceptable in the logistics 

services providers selection so that it is verified to be valid. 

5   Conclusion 

The traditional supply chain providers selection issues focus on the providers that offer 
the products but the third-party logistics providers offer the logistics demanders a kind 
of service rather than a real product, namely service products. Thus there is a plenty of 
uncertainty and fuzzy in selection of logistics service providers. AHP is first used to 
calculate the weights of logistics services providers evaluations and then VIKOR 
method is applied to select the logistics services providers make the decision making 
process more scientific. However, with the development of science and technology, 
many elements need to be considered to improve the method and index system of 
logistics services providers selection in the practical selection of logistics services 
providers. 
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Abstract. The scenario of Tactical Internet simulative training can’t be realized 
directly through the scenario systems and methods in existence. For solving this 
problem, firstly this paper introduced the new concept called digitized scenario, 
which can describe the meaning of scenario more exactly than the old 
simulation scenario. Secondly, this paper constructed the framework of 
digitized scenario, and it settled such issues as composition of digitized scenario 
system, scenario generating flow and data architecture. Thirdly, this paper built 
up the general data model for script situation, and it settled the problem of 
situation setting. Finally, this paper proposed the method of describing scenario 
files based on eXtensible Markup Language (XML), and it settled such 
problems as generation, verification and distribution of scenario files. The 
paper’s work has been applied in the Tactical Internet simulative training 
system, and it also has good directive value to the developing of other 
communication network simulative training system. 

Keywords: Tactical Internet, Simulative Training, Digitized Scenario, Situation 
Setting, XML. 

1   Introduction 

Along with the continuous development of computer simulation technology in the 
military domain, military simulation systems become more and more complicated. It 
requires the initial data and actions to be prearranged before the simulation running 
begins. So, traditional scenarios, such as text, diagrams and oral orders that were used 
to organize and induce military trainings and maneuvers, are being replaced by the 
simulation scenario, which provides the simulation systems with supporting data and 
running environment. At first, the simulation scenarios were mainly used to create 
simulation data, and functioned as scenario modules in simulation systems such as 
JWARS [1], JSIMS [2], JMASS [3] and etc. Subsequently, for solving some problems 
including software reuse, it has evolved into a kind of independent system, such as 
STAGE [4] produced by VPI. 

Tactical Internet (TI) is a maneuvering communication system oriented to digital 
battle fields, and represents the advancing direction of the maneuvering 
communication systems all over the world. TI has unique characteristics, its network 
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organization and application is complex, and it is relevant to such factors as battle 
field environment, battle forces and communication networks, so the scenario of TI 
simulative training system (TISTS) could not be generated by the scenario systems in 
existence directly, but to develop special ones. 

Due to traditional scenarios in text couldn’t be directly recognized and applied by 
computers, the simulation scenario was academically put forward. But, in this paper, 
it is deemed that the simulation scenario could not yet reflect the characteristics of the 
information age, and is easy to be confused conceptually. Therefore, the concept 
called digitized scenario is creatively brought forward here. This concept can 
uniformly describe all scenarios that can be directly recognized and applied by 
computers. Digital scenario is defined as digitized imagination and assumption for the 
attempts, situations and combat developments of both sides according to the combat 
simulation task. It is the fundamental data to organize and induce modern combat 
simulation, and can be directly recognized and applied by computers. The 
representation form of digitized scenario is the structural and formalized data. 

2   Framework of Digitized Scenario 

2.1   Composition of Digitized Scenario System 

The digitized scenario system of TISTS is composed of fundamental data 
management, scenario management, network organization, parameter planning, 
situation setting and scenario generation, shown as Fig. 1. 

 Digitized scenario system of TISTS

Fundam
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m
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ent 

Scenario m
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Fig. 1. Composition of digitized scenario system 

In Fig. 1: 

• Fundamental data management is used to managing the fundamental data, which 
is necessary when writing the digitized scenario. 

• Scenario management is used to implement such jobs as resource management, 
scenario editing, scenario input and scenario distribution, etc. 
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• Network organization is used to confirm the grouping circumstance, and decide 
network types, network quantity, network members, network topologies and etc. 

• Parameter planning is used to plan initial running parameters of all equipments in 
the network. 

• Situation setting is used to arrange the roles of trainees and preset training 
situations, including role arrangement, script situation setting and writ situation 
setting. 

• Scenario generation is used to transform the final scenario data to XML file, and 
verify and validate the scenario. 

2.2   Generating Flow of Digitized Scenario 

According to the characteristics and requirements of TI operating in combat and the 
system composition shown as Fig. 1, the generating flow of scenario system can be 
concluded to 14 steps, shown as Fig. 2. 

 

Fig. 2. Generating flow of digitized scenario 

In Fig. 2, based on the comparatively close relationship about functions, the 
following five processes, combat grouping, combat deploying, network composing, 
topology planning and task assigning, are combined as network organizing; the 
following three processes, frequency planning, address planning and all networks’ 
parameter planning, are combined as parameter planning. 

2.3   Data Architecture of Digitized Scenario 

In the digitized scenario of TISTS, the types of data are various, and the quantity of 
data is huge. Thus, constructing the data architecture reasonably can not only simplify 
the developing process of the scenario system, but also promote the data storing 
efficiency. The data architecture of TISTS is shown as Fig. 3. 
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Fig. 3. Data architecture of digitized scenario 

In Fig. 3: 

• The data in common base level is used to provide the digitized scenario system 
with relatively stable basic data, avoid generating the same data repeatedly. 

• The data in initial setting level is used to record the combat resource, initial 
situation, initial running parameters of equipments and networks, and etc in the 
digitized scenario. 

• The data in situation setting level is used to record the role arrangement, script 
situation data,  writ situation data and etc. 

• The data in scenario management level is used to manage scenario’s basic 
information and stages’ composition and etc. 

Each type of data in Fig. 3 also is composed of several kinds of detailed data. 

3   Situation Setting 

In TISTS, situation setting is mainly used to simulate setting various battlefield 
situations, such as communication equipments’ malfunction, electronic interference, 
firepower damage, opening and withdrawing of equipments, etc. It creates a 
battlefield environment nearly as real ones, so that the trainees’ abilities to handle 
various situations can be trained. The function of situation setting is similar to the 
supplementary scenarios in traditional scenario, but the later are mainly implemented 
by the ways of text in paper and oral order, and they can’t be recognized and applied 
by computer simulation system directly, so new situation setting type should be 
adopted in TISTS. 

The situation setting of TISTS is divided to three types: script situation, writ 
situation and role arrangement situation. As the script situation setting is the most 
difficult, only the script situation setting is researched in the following. The script 
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situation is the battlefield situation which can be parsed automatically by computers 
and denoted by a formatted parameter collection. Each parameter indicates certain 
composition element of relative battlefield situation. 

Battlefield situation can mostly be described by script situation in TISTS. Due to 
the uncertainty and complexity of battlefield situation, every kind of object, such as 
combat units, communication network systems, single equipment and even modules 
of equipment, may has various kinds of combat situation. Thus, the key point of script 
situation setting is to conclude battlefield situation relative to TI, and then abstract 
these situation and construct corresponding models for the convenience of 
implementation. 

According to the analysis of TI and its combat actions, the script situation in 
digitized scenario of TISTS can be concluded and classified into 11 types as the 
following, shown as Table 1. 

Table 1. Types of script situation 

No. Types 
1 maneuvering/transferring 

2 opening/withdrawing 

3 enable/disable 

4 parameter adjusting 

5 communication repairing 

6 firepower damage 

7 electronic interference 

8 network attacking 

9 equipment malfunction 

10 traffic changing 

11 environment influence 
 

 
Based on the classification of script situation above mentioned, it’s necessary to 

analyze the elements of each situation type, and abstract the most essential data 
characteristics from script situation. Thereby a general data model can be built up and 
then be parsed and executed by computers. The general data model of script situation 
is shown as Table 2. 

4   Scenario Files’ Generation, Verification and Distribution Based 
on XML 

In the editing process of digitized scenario, various kinds of scenario data are stored 
in databases, but ultimately these data should be used by each federate of TISTS. 
Therefore, it’s necessary to adopt a kind of standardized describing means to 
transform and output the whole scenario as a file with normative format, so that each 
federate can load and use scenario data. As a result, the scenario is independent of 
specific simulation applications, and the generality and reusability are promoted. 
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Table 2. General data model of script situation 

Basic 
information

Executing 
entity 

Setting 
target 

Start/end 
time 

Chosen 
model 

Setting 
parameter 

Assistant 
information 

situation 
name 

 
situation type

 
type code 

entity name 
 

entity no. 
 

military 
mark index 

 
team code 

 
entity 

position 

target name
 

target no. 
 

military 
mark index

 
team code 

 
target 

position 

start time 
 

end time 

model 
name 

 
model no.

parameter 
quantity 

 
parameter 

name 
 

parameter no.
 

parameter 
value 

scenario no. 
 

stage no. 

 
Considering such characteristics of XML language as self-description, hierarchy, 

independency to platforms, etc., it’s an advisable choice to utilize XML specifications 
to generate scenario data. This issue mainly needs resolving the transformation 
between the database and XML files, including three parts: choice of mapping 
manner, establishment of mapping rules and definition of modes. 

Due to the great scale and complicated structure of the XML scenario files in 
TISTS, the efficiency would be low and the error rate would be high if adopting 
manual checking and verifying way, so the automatically way should be applied. 
Considering the characteristics of XML language, the XML schema [5] mechanism is 
chosen. XML Schema can automatically check and verify the structure, attribute and 
data types, including format checking and validity verifying. This mechanism can 
avoid several deficiencies that manual checking would bring out. 

After the XML scenario files pass the verification, it can be distributed to every 
federate to drive them into running. The distribution of XML scenario file is shown as 
Fig. 4. 

HLA/RTI 

TCP/IP 

Simulation 
federate 1

Simulation 
federate 2 

Simulation 
federate n…

Digitized 
scenario 
federate 

XML 
scenario 

file 

cut out

sending

 

Fig. 4. The distribution of XML scenario file 

The digitized scenario system of TISTS utilizes High Level Architecture (HLA) 
[6] to distribute scenario file. In Fig. 4, after logging in the simulative training system, 
each federate send request to the digitized scenario system, then the digitized scenario 
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system cut out the initial XML scenario file suitable for the corresponding federate 
and send it back to federates. 

5   Conclusions 

In order to settle the scenario problem of Tactical Internet simulative training, this 
paper brought out the concept of digitized scenario, and then gave the corresponding 
schemes of digitized scenario’s framework, situation setting and scenario file 
description respectively. The digitized scenario is a new concept, it can describe the 
meaning of scenario used in simulative training more exactly and clearly. All research 
work about digitized scenario in this paper has been put into practice in TISTS and 
proved good. It is worthy to be put into more applications. 
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Abstract. In this paper, a vibrating Timoshenko beam with boundary feedback 
is considered. A linearized three-level difference scheme for the Timoshenko 
beam equations is derived by the method of reduction of order on uniform 
meshes. The unique solvability, unconditional stability and convergence of the 
difference scheme are proved. The convergence order in maximum norm is of 
order two in both space and time. The validity of this theoretical analysis is 
verified experimentally.  

Keywords: Timoshenko beam; Finite difference method; Solvability; 
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1   Introduction 

The boundary control problem, as already pointed out by Xu and Feng[12], plays a 
very important role with the rapid development of high technology such as space 
science and flexible robots. A number of authors (see[1-7,12]) have considered 
control problems associated with the Timoshenko beam and obtained many 
interesting results. In this article, we consider the following vibrating Timoshenko 
beam problem (system (I)) with one end fixed: 

12

1
( ) ( , ), 0 ,0 ,tt t xx xw w w f x t x l t T

d
δ φ+ − − = ≤ ≤ < ≤  

22

1
( ) ( , ) , 0 ,0 ,tt t xx xw f x t x l t T

d
φ δφ φ φ+ − − − = ≤ ≤ < ≤  

with boundary conditions 

(0, ) 0, (0, ) 0, 0 ,w t t t Tφ= = ≤ ≤  

1( , ) ( , ) ( , ) ( ), 0 ,x tw l t l t w l t g t t Tφ α− = + ≤ ≤  

2( , ) ( , ) ( ), 0 ,x tl t l t g t t Tφ βφ= − + ≤ ≤  

and initial condition 

3 4( ,0) ( ), ( ,0) ( ), 0 ,tw x g x w x g x x l= = ≤ ≤  

5 6( ,0) ( ), ( ,0) ( ), 0 ,tx g x x g x x lφ φ= = ≤ ≤  

                                                           
* Corresponding author.  
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where δ  and d  represent a damping constant and the thickness of the beam 
respectively. ,α β are given positive gain feedback constants, ( , )w x t is the transversal 

displacement and ( , )x tφ  is the rotational angle of the beam. Feng et al. [2] and 

Semper[10] discussed some semi-discrete and fully discrete scheme using the 
Galerlin method and the partial projection finite element method respectively. They 
obtained optimal convergence rates with constants independent of the beam thickness 
when assuming that a smooth solution exists. Cheng and Xue[1], Franca and 
Loula[3], Jou[6] studied Timoshenko beam problems using different finite element 
methods and obtained many interesting results. Li and Sun[8], Li et al.[9] studied the 
numerical solution of Timoshenko beam using the finite difference method. In this 
article, we consider finite difference simulation for the vibrating Timoshenko beam 
equations (I). 

We use the notations in [8,9] and construct the following difference scheme 
(system (II)) for system (I): 

1 1 1 1 1 1
2 2 2 2 2 2

2 2 2
1 1

1 1
( ) [ ( )] [( ) ( ) ],

2 2 2
k k k k k k k

t t s x i x xi i i i i i

m
y y A G y f fδ δ δ δ θ δ θ− + − + − ++ − − + = +  

1 1 1 1 1 1 1
2 2 2 2 2 2 2

2 2 2 21 1 1
( ) [( ) ( )] (

2 2 2
k k k k k k k k

t t x i s x x xi i i i i i i
mr EI A G y y P yδ θ δ θ δ θ δ δ θ θ δ− + − + − + −+ − − + − + −

1 1 1
2 2 2

2 2

1
) [( ) ( ) ],

2
k k k

x i i i
y f fδ + − ++ = +  

0 00, 0,k kw φ= =  

1 1 1 1 1
2 2 2 2 2

2 2 2
ˆ ˆ 1 1[ ( ) ( ) ] ( ) ,

2
k k k k k k k k

x M M x tt tM M M M M

h
w D w d w D w d f gδ φ α δ φ δ δ− − − − −− = − − + + − +  

1 1 1 1 1 1
2 2 2 2 2 2

2
ˆ ˆ 2 22

1
[ ( ) ( ) ] ( ) ,

2
k k k k k k k k

x M x tt tM M M M M M

h
D w D f g

d
δ φ β φ δ φ δ φ δ φ φ− − − − − −= − − − − + + − +  

0
3( ) ,i iw g=

2
1 0

3 4 3 5 4 12

1
( ) ( ) [ (( ) ( ) ) ( ) ( ) ],

2i i i i i i iw g g g g g f
d

ττ δ′′ ′= + + − − +  

0
5( ) ,i igφ =

2
1 0

5 6 5 3 5 6 22

1
( ) ( ) [( ) (( ) ( ) ) ( ) ( ) ].

2i i i i i i i ig g g g g g f
d

τφ τ δ′′ ′= + + + − − +  

The outline of this paper is as follows. In section 2, the difference scheme is derived 
by the method of reduction of order (see[11]). In section 3, the solvability, 
convergence and stability of the difference scheme are proved. In section 4, some 
numerical results are presented to test and verify the theoretical results. Finally, we 
summarize the result of this paper in section 5. 

2   The Derivation of the Difference Scheme 

We followe the idea in [8,9] and define the grid functions:  

( , ), ( , ), ( , ), ( , ).k k k k
i i k i i k i i k i i kW w x t V v x t x t x tφ ψ= = Φ = Ψ =  
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Let xv w=  and xψ φ= , using the Taylor expansion and neglecting the small terms 

which are two order with respect to τ  and h , we construct the difference scheme 
(system (III)) as follows: 

1 1 1 1 1
2 2 2 2 2

2
ˆ 12

1
( ) ( ) ,k k k k k

t xti i i i i
w D w v f

d
δ δ δ ψ− − − − −+ − − =  

1 1
2 2

0,k k
xi i

v wδ− −− =  

1 1 1 1 1 1
2 2 2 2 2 2

2
ˆ 22

1
( ) ( ) ,k k k k k k

t xti i i i i i
D v f

d
δ φ δ φ δ ψ φ− − − − − −+ − − − =  

1 1
2 2

0,k k
xi i

ψ δ φ− −− =  

0 00, 0,k kw φ= =  ˆ 1( )k k k k
M M Mtv D w gφ α− = − + ，  ˆ 2( ) ,k k k

M MtD gψ β φ+ =  

0
3( ) ,i iw g=  

2
1 0

3 4 3 5 4 12

1
( ) ( ) [ (( ) ( ) ) ( ) ( ) ],

2i i i i i i iw g g g g g f
d

ττ δ′′ ′= + + − − +  

0
5( ) ,i igφ =  

2
1 0

5 6 5 3 5 6 22

1
( ) ( ) [( ) (( ) ( ) ) ( ) ( ) ].

2i i i i i i i ig g g g g g f
d

τφ τ δ′′ ′= + + + − − +  

At the ( 1)k + -th time level, we regard system (III) as a system of linear algebraic  

equations with respect to unknowns 1 1 1 1{ , , , }.k k k k
i i i iw vφ ψ+ + + +  

We have the following theorem. 

Theorem 1. The difference scheme (system(III)) is equivalent to system (II) and 
following equations: 

1 1 1 1
2 2 2 2

0 0 1 1, , 1 ,x xi i i i
v w v w i Mδ δ− − − −= = ≤ ≤  

1 1 1 1
2 2 2 2

0 0 1 1, , 1 ,x xi i i i
i Mψ δ φ ψ δ φ− − − −= = ≤ ≤  

1 1 1 1 1
2 2 2 2 2

2 2 2
ˆ 1[ ( ) ( ) ], 0 1,

2
k k k k k k
i x x t ti i i i i

h
v w d w D w d f i Mδ δ φ δ δ+ + + + += − + + − ≤ ≤ −  

1 1 1 1 1
2 2 2 2 2

2 2 2
ˆ 1[ ( ) ( ) ],

2
k k k k k k
M x x t tM M M M M

h
v w d w D w d fδ δ φ δ δ− − − − −= + + + −  

1 1 1 1 1 1
2 2 2 2 2 2

2
ˆ 22

1
[ ( ) ( ) ], 0 1,

2
k k k k k k k
i x x t ti i i i i i

h
w D f i M

d
ψ δ φ δ φ δ φ δ φ+ + + + + += − − − + + − ≤ ≤ −  

1 1 1 1 1 1
2 2 2 2 2 2

2
ˆ 22

1
[ ( ) ( ) ].

2
k k k k k k k
M x x t tM M M M M M

h
w D f

d
ψ δ φ δ φ δ φ δ φ− − − − − −= + − − + + −  

3   Analysis of the Difference Scheme 

In this section we will discuss the solvability, convergence and stability of the 
difference scheme (system (II)). 
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Lemma 1. Suppose { , , , }k k k k
i i i iw vφ ψ  be the solution of  

1 1 1 1 1
2 2 2 2 2

2
ˆ 1( ) ( ) ,k k k k k

t xti i i i i
w D w K v Pδ δ δ ψ− − − − −+ − − =  

1 1 1
2 2 2

2( ) ,k k k
xi i i

v w Pδ− − −− =  

1 1 1 1 1 1
2 2 2 2 2 2

2
ˆ 3( ) ( ) ,k k k k k k

t xti i i i i i
D K v Pδ φ δ φ δ ψ φ− − − − − −+ − − − =  

1 1 1
2 2 2

4( ) ,k k k
xi i i

Pψ δ φ− − −− =  

0 00, 0,k kw φ= =  ˆ 5( )k k k k
M M Mtv D w Pφ α− = − + ，  ˆ 6( ) ,k k k

M MtD Pψ β φ+ =  
0 0,iw =  0 0,iφ =  1

7( ) ,i iw P=  1
8( ) .i iPφ =  

Let  

1 1
2 2

2 2 2 2 2 21 1 11
( ) ( ) ( ).

2 2
k k k k k k k k

t t

K
F k w v vδ δ φ ψ ψ φ φ+ + + + += + + + + − + −  

Then, we have  

1

3 3
( ) (1 ) [ (0) ( )], 1 1,

2 2

k
k

n

F k F G n k Nτ τ
=

≤ + + ≤ ≤ −∑  

Where 

2 2 2 2 22
1 3 4 4 6

2 1 1
( ) ( ) ( ) 2 ( ) ( ) ( )

4 1 2 1 2 2
n n n n nK

G n P P K P P P
δ δ α β

= + + + +
+ +

 

2 2

ˆ ˆ2 42 ( ) 2 ( ) .n n
t tK D P D P+ +  

Theorem 2. The difference scheme (system (II)) is uniquely solvable. The proof is 
similar to the proof of Theorem 1 in [8], we omit it. Using Lemma 1, we can easily 
obtain the following Theorem: 

Theorem 3. The solution { , }k k
i iw φ  of the difference scheme (system (II)) is conver-

gent to the solution { , }k k
i iW Φ  of the problem (system (I)) with the convergence order 

of 2 2( )O hτ +  in the L∞  norm. 

Theorem 4. The difference scheme (system (II)) is stable to the initial values and the 
in homogeneous terms. 

4   Numerical Example 

To test the difference scheme, we consider a simple initial and boundary value 
problem. The coefficients are choosed to be , 1, 3.5, 4.1.l T dπ δ α β= = = = = =  The 

right hand functions 1 2( , ), ( , )f x t f x t  and the functions in the initial and boundary 

conditions are determined by the exact solution (see[10]) 

2
2( , ) [ sin( ) (1.0 )( )]cos( )

2 2 2

x
w x t x d x t

π π= + − −  
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and 

( , ) [ cos( ) ( )]cos( ).
2 2

x t x x t
π πφ = + −  

The numerical results are presented in tables 1-3. In table 3, the maximal errors are 
defined as follows: 

0 0
max{max ( , ) },k

h i k i
k N i M

w w w x t wτ ∞ ≤ ≤ ≤ ≤
− = −

0 0
max{max ( , ) }.k

h i k i
k N i M

x tτφ φ φ φ
∞ ≤ ≤ ≤ ≤

− = −  

Suppose hτ =  and 1
1 ,p

hw w c hτ− ≈  2
2 .p

h c hτφ φ− ≈  Using the data in table 3, we 

obtain the linear fiting functions of w  and φ : 

log 1.1237 2.0025( log ),hw w hτ ∞
− − ≈ − + −

log 0.3269 1.9918( log ).h hτφ φ
∞

− − ≈ + −  

That is to say, 1 2.0025p =  and 2 1.9918p =  respectively, which is in accordance 

with our theoretical analysis results. 

Table 1. The errors of the numerical solutions of w  at 1t =  

\M x  1/5 2/5 3/5 4/5 1 

40 1.2323e-3 1.8092e-3 1.8651e-3 1.2742e-3 1.2339e-4 
80 3.0557e-4 4.5077e-4 4.6410e-4 3.1732e-4 3.1327e-5 

160 7.6524e-5 1.1250e-4 1.1572e-4 7.9155e-5 7.8949e-6 
320 1.9105e-5 2.8101e-5 2.8899e-5 1.9766e-5 1.9818e-6 
640 4.7765e-6 7.0213e-6 7.2215e-6 4.9388e-6 4.9649e-7 

Table 2. The errors of the numerical solutions of φ  at 1t =  

\M x  1/5 2/5 3/5 4/5 1 

40 2.3945e-4 1.5459e-4 9.6784e-5 2.0893e-4 1.6398e-4 
80 5.9170e-5 3.8541e-5 2.3893e-5 5.2429e-5 4.1256e-5 

160 1.4920e-5 9.6222e-6 5.9254e-6 1.3106e-5 1.0349e-5 
320 3.7224e-6 2.4037e-6 1.4784e-6 3.2743e-6 2.5917e-6 
640 9.3142e-7 6.0073e-7 3.6943e-7 8.1816e-7 6.4844e-7 

Table 3. The maximum errors of the numerical solutions of w  and φ  

M  40 80 160 320 640 
|| ||hw w τ ∞−  1.9080e-3 4.7505e-4 1.1855e-4 2.9613e-5 7.3997e-6 

|| ||hτφ φ ∞−  4.6268e-4 1.1710e-4 2.9463e-5 7.3893e-6 1.8503e-6 

5   Conclusion 

In this study, we construct a finite difference scheme for a vibrating Timoshenko 
beam, and have proved that the scheme is uniquely solvable, unconditionally stable 
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and second order convergent in L∞  norm. The numerical experiment shows that the 

results are in accordance with our theoretical analysis. Next, we will consider the 
system of nonhomogeneous undamped Timoshenko beam with both ends free and 
give a high-order difference scheme as much as possible. 
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Abstract. As E-government becomes a very active research area, a lot of 
solutions to solve citizens' needs are being deployed. This paper provides 
technology architecture of E-government system and approaches of service in 
Public Administrations. The proposed electronic system addresses the basic  
E-government requirements of user friendliness, security, interoperability, 
transparency and effectiveness in the communication between small and 
medium sized public organizations and their citizens, businesses and other 
public organizations. The paper has provided several serving approaches of  
E-government, which includes SOA, web service, mobile E-government, public 
library and every has its own characteristics and application scenes. Still, there 
are a number of E-government issues for further research on organization 
structure change, including research methodology, data collection analysis, etc. 

Keywords: E-government; technology architecture; serving approaches. 

1   Introduction 

During the past decades, study on E-government has witnessed significant progress. 
Torres, Pinal, & Acierate argued that since the late 1990s, governments at all levels 
have launched electronic government projects to provide electronic information and 
services for citizens and businesses[1]. Yao G and Lin P claimed that E-government 
projects for local governments should be designed and developed by local 
government informatization offices. At present, E-government systems in Chinese 
central government or local governments have lower capabilities of service delivery 
compared with developed countries[2]. In the world, different countries are usually 
divided into different areas, and different areas have their own web portals and IT 
systems[3]. Torres suggested E-government can be broadly defined as a government's 
use of ICT, particularly Web-based Internet applications, to enhance the access rates 
and delivery quality of government information and service to citizens, business 
partners and other agencies and entities[4]. The construction and management of  
E-government systems are becoming an essential element of modern public 
administration. The paper will try to analyze the development of E-government and 
technology architecture and serving approaches of electronic government system.  
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2   The Essence and Development Routes of E-Government System  

E-government is the use of information and communications technologies (ICT) to 
transform government by making it more accessible, effective and accountable, and 
allows the public sectors to provide citizens, business partners and administrative staff 
with information that is based on life-events and business situations. Based on 
functionality, complexity and maturity, E-government development should usually 
follow such routes: In the primary stage, it mainly constructs the management of 
government automation office and public web sites, which is becoming an essential 
element of modern public administration. In the middle stage, E-government provides 
Social multiplication services that present online interfaces to deal with transactions 
on the user side, which is the important service of E-government. In the high stage, 
the construction and management of digital cities, where the cataloged information is 
usually presented on static web sites and usually organized with different levels of 
layers, plays a significant role in public management. 

3   The Technology Architecture of E-Government System  

The design of E-government system is to not only rely on computers to fulfill its 
function, which is not simply the traditional digital data, but also to use the power of 
modern science and technology to make up for the lack of manual operations. So, we 
can create the innovation means of the management mechanism so that it can play a 
key role in its democratic management and improve the transparency of information 
services, and to ensure that all information open, just and fair for the citizens. [5]  
E-government is concerned with the intense usage (application) of electronic media 
such as the Internet and other telecommunication facilities to support a modern public 
administration.  

In the construction of E-government, the key is to build a stable and mature 
framework for the implementing of E-government system. We should designate some 
appropriate criterions which can avoid working in parallel and take advantage of the 
operating of information communication. The normal framework of E-government 
describes the distribution and mutual relation of the various subsystems, modules and 
the components in the system. The whole is divided into three levels: application 
layer, component layer and data layer. 

(1) Interface 

It decrypts about professional applications of user interaction in information 
processing, including some related communications standard of end-users, such as 
Web browser access, mobile phone / PDA, etc, which is, multi-access transmission 
channels of the client and e-government system. 

(2) Application layer 

1) Business application systems: including the Government internal Office 
applications, external applied service system and office business management 
systems, include: government websites, office automation systems, electronic 
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document exchange system, decision support system, various government on-line 
service systems, etc.  

2) Component-based system: It uses a programming tool to package business logic 
rules, disposes of a large-scale distributed system with unified planning. And it 
realizes the reuse of software, reduces the development cycle of software, achieves 
the cross-platform. The system is built based on the current distributed component 
technology and multi-layer structure.  

The main basic components of E-government are: the electronic payment platform, 
data security systems, information portal systems, e-forms systems, workflow 
systems, content management system (CMS). 

3) Middleware: It is a basic complex software which is between system software 
and application software. Distributed applications software shares resources in 
different technologies with using the software. The middleware is located on the 
system software of client-server, and manages computer resources and network 
communications. The constitute of E-government software systems includes various 
middleware, the function of which are: integrating the data resources, providing 
heterogeneous distribution data resources, supporting solution for application 
integration, realizing the share and exchange interface of government information and 
related data. There are some common middleware: the middleware of data access, the 
middleware of transaction processing, the middleware of distributed object, the 
middleware of and application services, and so on. 

(3) Basic network platform 

1) Computer and network hardware: including a variety of PC, servers, network 
routers, optical fiber, switches, and other types of hardware. 

2) System software: including the operating system, database, and other serve 
system software. Manage the software. In the E-government network construction 
program, we should consider the network saturation, the network transmission and the 
internet protocol, routing protocol, address management, and so forth. 

(4) E-government security system  

E-government security system: from the physical layer, network layer, system layer 
the application layer, even the management of all aspects, It ensures the security and 
reliance of government management and business information resources in  
E-government system and business. 

(5) E-government standard system  

E-government standard system is the essential guarantee of E-government 
construction, and penetrates from the beginning to the end. The final goal of  
E-government is to establish a unified E-government, so it should build a unified 
standard to facilitate various business systems, promote various government 
departments to work interoperability and share resources. The standard system 
includes: information technology standards, information security standards and 
management standards. 

Therefore, it is esteemed that through this paper, E-government practitioners will 
be able to obtain a macro perspective of the various activities involved in the 
implementation of E-government and thus be able to take appropriate actions in the 
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strategic planning and managing of their respective E-government implementation 
initiative towards the achievement of the desired outcomes. 

4   The Serving Approaches of E-Government  

4.1   The Serving Approach Based on SOA 

Service Oriented Architecture (SOA) provides a design framework for realizing rapid 
and low-cost system development and improving total system quality. SOA uses the 
Web services standards and technologies and is rapidly becoming a standard approach 
for enterprise information systems. SOA is an architectural style for building software 
applications that use services available in a network such as the web. It promotes 
loose coupling between software components so that they can be reused. Applications 
in SOA are built based on services. A service is an implementation of a well-defined 
business functionality, and such services can then be consumed by clients in different 
applications or business processes.   

SOA allows for the reuse of existing assets where new services can be created from 
an existing IT infrastructure of systems. In other words, it enables businesses to 
leverage existing investments by allowing them to reuse existing applications, and 
promises interoperability between heterogeneous applications and technologies. In the 
meantime, SOA depends on data and services that are described using some 
implementation of metadata which meets the following two criteria: (1) the metadata 
must be in a form which software systems can use to configure themselves 
dynamically by discovery and incorporation of defined services, and also to maintain 
coherence and integrity(2). the metadata must also be in a form which system 
designers can understand and manage at a reasonable cost and effort. 

According to the traditional way of integration, we always use the peer-to-peer 
module. To build an SOA a highly distributable communications and integration 
backbone is required. Web services are software systems designed to support 
interoperable machine-to-machine interaction over a network. This interoperability is 
gained through a set of XML-based open standards, such as WSDL, SOAP, and 
UDDI. These standards provide a common approach for defining, publishing, and 
using web services. Sun's Java Web Services can be used to develop state-of-the-art 
web services to implement SOA, which enables you to build and deploy web services 
in your IT infrastructure on the application server platform. It provides the tools you 
need to quickly build, test, and deploy web services and clients that interoperate with 
other web services and clients. 

4.2   The Serving Approach Based on Web Service  

The model will allow the public sector to provide citizens, business partners and 
administrative staff with information that is based on life-events and business 
situations, hence increasing the effectiveness, efficiency and quality of public 
services. This model was citizen-focused and pledged to ensure consistency and 
integration with central government initiatives. There is evidence of this trend as 
many government information and services are available exclusively online[6]. 
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The technical objectives of the E-government project include the specification and 
development of: (1) The next generation of an E-government portal and the 
supporting network architecture. The portal will feature a number of advanced 
characteristics, for example access from different devices. (2) The service repository. 
It will be the source containing the interpretations of online services in terms of data 
and information (structured around the life-events and according to the respective 
governmental processes). (3) A Mark-up Language which should be the portal and of 
all public repositories. It will be implemented as an XML derivative that should 
become an open standard for data exchange and information sharing among 
horizontally. 

4.3   The Serving Approach Based on Mobile E-Government  

Mobile E-government is the combining product of e-traditional E-government and 
mobile communication platform, which is the main part of E-government. And it is 
based on the mobile wireless Internet platform, promote the Chief activate through 
mobile data services and information technology, including management and service. 
It can help transmit information to public without network constraints in order to 
improve efficiently government management.  

4.4   The Serving Approach Based on Public Library  

In this model, libraries might serve as gateways and/or providers to communities who 
seek information in a complex of intermingled paper and digital information 
environments. Research by Loretta and Groin, has demonstrated that many titles once 
only available in a depository library are now freely available on the Internet [7]. And 
despite librarians concerns to the contrary, research by Asher, Yi, and Knapp suggests 
that users prefer electronic access to the library’s print copy, even when they must 
bear the printing costs [8]. Librarians have sought to help users locate government 
information by including records for both physical format and electronic government 
documents into their online catalogs and by merging government documents 
reference services into their centralized reference services [9]. Clearly, providing 
access to government information sources via the library’s online catalog has 
significantly increased and improved citation patterns. 

5   Conclusions 

The main objective of this paper is to present a secure, interoperable framework of  
E-government system and several serving approaches of E-government. The proposed 
electronic system addresses the basic E-government requirements of user friendliness, 
security, interoperability, transparency and effectiveness in the communication 
between small and medium sized public organizations and their citizens, businesses 
and other public organizations. The emergence of the web service technology 
permitted to extend it to a distributed source of functionality. Public service 
information is placed online through the Web sites of agencies and departments. 
Mobile E-government is a new application model. The model of E-government is 
focus on its mobility. The approach based on public library is significantly altered in 
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this new web-based redistribution model. Today, public libraries still struggle with 
these same issues, as well as more recent issues, continually working to obtain 
adequate resources and political support for the provision of information services 
through the Internet. Libraries have a long, well-established social role of providing 
information; people trust libraries because of it. Libraries have a vested interest in 
ensuring that the information they provide is authentic and that they are trusted to do 
so. Still, there are a number of E-government issues for further research on 
organization structure change, including research methodology, data collection 
analysis, etc. 
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Abstract. CRM is any application or initiative designed to help an organization 
optimize interactions with customers, suppliers, or prospects via one or more 
touch points. CRM has been interpreted and used in different ways by 
researchers in the various disciplines and researchers have identified a variety 
of technologies related to CRM. This paper highlights the implementation from 
the technology level and contributes to some successful factors in CRM 
application. The development of CRM is not fully developed in China. There 
are many critical factors that determine the CRM market development. 
Construction and development of CRM industry chain in China is a valuable 
research field and the paper provided some suggestions and analyses on it. In 
future, it requires our joint efforts of many aspects from every walk of life to 
make sure that CRM industry chain can improve and maturate gradually. 

Keywords: CRM; Construction; technology; industry chain. 

1   Introduction 

Customer relationship management (CRM), firstly proposed by Gartner Group, is  
the means to manage such relationships with customers, aiming at enhancing their 
competitive positions. It comprises a set of processes and enabling systems supporting 
a business strategy to build long term, profitable relationships with specific 
customers.[1] The rapid growth of the Internet and its associated technologies has 
greatly increased the opportunities for marketing and has transformed the way 
relationships between companies and their customers are managed.[2]Over the  
years, CRM has built up a great deal of academic, technological, and industrial 
knowledge around its core concept, that is looking after customers better. [3] CRM is 
changing many industries and influencing many customers and business. Yet, many 
business failed in the CRM implementation. The paper will try to analyze some 
complex questions on CRM and give some predictors about future CRM development 
trend.  
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2   Definition, Types and Core Technologies for CRM  

2.1   Definition  

Since CRM has been interpreted and used in different ways by researchers in the 
various disciplines, it makes sense for us to bring together these diverse views [4][5]: 
CRM is any application or initiative designed to help an organization optimize 
interactions with customers, suppliers, or prospects via one or more touch points-such as 
a call center, salesperson, distributor, store, branch office, web, or email-for the purpose 
of acquiring, retaining, or cross-selling customers. (Goodhue, Wixom, and Watson, 
2002); CRM is combination of software and management practices to serve the 
customer from order through delivery and after-sales service. (Wright, Stone, and 
Abbott, 2002) [4]; CRM is a core business strategy that integrates internal processes and 
functions and external business networks to create and deliver value to targeted 
customers at a profit. It is grounded on high quality customer data and enabled by 
information technology. (Ang and Buttle, 2002); CRM is the infrastructure that enables 
the delineation of and increase in customer value, and the correct means by which to 
motivate valuable customers to remain loyal-indeed, to buy again. (Dyche, 2002); CRM 
is a business strategy aimed at gaining long-term competitive advantage by optimally 
delivering customer value and extracting business value simultaneously.(Kellen, 2002); 
CRM is managerial efforts to manage business interactions with customers by 
combining business processes and technologies that seek to understand a company’s 
customers. (Kim, Suh, and Hwang , 2003); CRM is a blueprint for turning for an 
enterprise’s customers into an asset by building up their value.(Kirkby, 2002); CRM is a 
good CRM program enables customers to easily access the information they need at any 
time and includes a 24-by-27 web site, fast email tools and the ability to discuss 
problems with a human being rather than an electronic answering system. (Rembrandt, 
2002); CRM is a business strategy combined with technology to effectively manage the 
complete customer life cycle. (Smith, 2002). 

Customer is the core resource of business, so the core of CRM is customer value 
management. It classifies customer value into underlying value, model value and 
product value. Therefore, customer can be classified into underlying customer, model 
customer and product customer. It improves customer satisfaction and loyalty by 
meeting the individual needs of customer and keeping direct relationship with 
customer. On the basis of that, it helps business to find more valuable customer by a 
quantitative evaluation of the customer value, so as to shorten the sales cycle, reduce 
the sale cost, reduce inventories and increase market share, improving the viability 
and competitiveness fully. It provides the entire business management from marketing 
to customer service. At the same time, it conduct a deep data analysis and synthesis  
from customer buying behavior and orientation in order to tap more potential 
corporate customers and provide scientific quantified guidance for the future direction 
of product development, making enterprises maintain a permanent development 
ability in the rapidly changing market . 

2.2   Types 

CRM programs when carefully planned and successfully implemented promise a 
great deal of benefits for both customers and businesses. This represents a rationale 
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for the adoption and implementation of CRM. That is to say, the promise of a CRM 
strategy is customer loyalty, retention, repeat business and profits.[6] 

CRM programs are classified into different types (1)in the context of customer 
types and life cycles, there are four types of CRM programs: win back or save, 
prospecting, loyalty, and cross-sell/up-sell(Tan al 2002); (2)in the context of 
technology, CRM is of three types (Crosby and Johnson 2001; The Hindu Business 
Line 2002). M-Trilogix labels theses types as “the CRM technology ecosystem” 
which include operational, analytical and collaborative CRM applications: [2]  
a. Operational CRM: Focuses on the automation of business processes such as order 
management, customer service, marketing automation, sales automation, and field 
service. b. Analytical CRM: Focuses on the analysis of customer characteristics and 
behaviors so as to support the organization’s customer management strategies.  
c. Collaborative CRM: This type consists of technologies that assure enterprise-
customer interaction across all contact channels. 

Of the above two classifications, I prefer the latter one, because technology plays 
an important role in the implementation of CRM. Also, Customer Relationship 
Management (CRM) put "marketing management" at the core of the system. It is 
reasonable to classify CRM into three types—operational, analytical and collaborative 
CRM. Besides, the customer types are not so definite and may cause troubles.  

2.3   The Core Technology of CRM 

CRM consists of four dimensions: (1) Customer Identification; (2) Customer 
Attraction; (3) Customer Retention; (4) Customer Development. CRM begins with 
customer identification, which is referred to as customer acquisition in some articles. 
[7]. Customer segmentation involves the subdivision of an entire customer base into 
smaller customer groups or segments, consisting of customers who are relatively 
similar within each specific segment [8]. Customer Attraction is the phase following 
customer identification. After identifying the segments of potential customers, 
organizations can direct effort and resources into attracting the target customer 
segments. Customer Retention is the activity that a selling organization undertakes in 
order to reduce customer defections. Customer development is a parallel process to 
product development, which means that you don't have to give up on your dream. 
Researchers have identified a variety of technologies related to CRM, including: 

• Product development through customer DB analysis 
• Product development through customer involvement 
• Development of customized products 
• Customer mileage reward programs 
• Real-time customer services 
• Managing customer loyalty 
• Managing customer complaints 
• Developing member-only access to website 
• Customer database development 
• Customer categorization based on spending  
• Customize service depending on customer categories 
• CRM application system implementation 
• Ability to provide fashion information via email and catalogs 
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• Managing customers' anniversaries 
• Developing sales promotion strategies 
• Providing products and services in one place 
• Providing price discount depending on customer categories 
• Localization of strategies through customer analysis 

3   Construction of CRM Industry Chain  

3.1   CRM Consulting Firm 

In order to make readers more acquainted with those manufacturers, some 
manufacturers are listed in the following.  

Akup: Found at Taiwan in 1995.--Orienting the whole GreatChina region, with lots of 
successful customers.--Entering China in 1999, 30% of its marketing income from 
taiwan, 40% from mainland, 30% from singapore and southeast Asia.--CTE, IVR, 
multi-channel integration, data mining, integration Enterprise Ⅰ, multi-channel 
customer calling center integration, SFA, calling service, customer behavior analysis 
tool, E-mail management field service and industrial application eBroderage.  

Oracle CRM: Found in Germany SAP company in 1972, entering China in 1991. SAP 
system installation for 44 500 times. Product-user more than10 000 000. BI, product 
configuration, system integration, all-electronic. Besides tipical CRM business field, 
including product and price configuration, data mining and so on.  

SalesLogix: Foreign advanced middle-small business CRM product. Found by Pat 
Sullivan. Close integration with Outlook, ROI analysis on sales promotion, mobile 
synchronization. SalesLogix 5.2 business function includes sales, marketing e-
business and customer support module. Feature-rich in analytical and operational 
application. Citrix provides the ability of convenient data synchronize. 

Siebel: Found by Pat Tom Siebel in 1993.The founder of CRM concept and CRM 
software development. A comprehensive business coverage for CRM, one-time 
development tools, multiple integrated way, the automation business of allocation 
process, and a  neat product line. Siebel 7.0 has more 200 functional module, 20 
industrial application, fat clients, thin clients, wireless customers, products e-Series, 
CTI integrated calling centre, provides customer intelligence analysis for data market, 
such as customer, service and marketing. 

3.2   CRM Consulting Firm 

The CRM implementation won’t be successful without the participation of 
professional consulting firm. The consulting fee accounts for 7% of the total fee in the 
CRM implementation. The implementation of the CRM professional consultants can 
play a role as follows:  

(1) The enterprise needs to carry out research to help the users define needs, and 
mine their potential needs. 
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(2) Reengineering the original business management process to help optimize the 
management process. 

(3) With the combination of CRM management software, giving solutions to the 
problems related.  

(4) Organizing the implementation of the CRM software.  

(5) Supporting the second development. 

3.3   CRM Training Seminars and Agencies 

CRM project implementation training is throughout the entire process of CRM project 
implementation, including: (1) project team training; (2) end-user software training; 
(3) technical staff training; (4) the new process and data analysis of training. The 
content of such training is determined by the CRM vendor according to specific 
project characteristics and the function modules of products so as to ensure successful 
implementation of CRM projects.   

The most famous CRM Training agencies are Siebel CRM, and SAP ERP, but 
there are some other companies provide CRM training courses. For example, Zisco 
company launched the "Marketing of the six competitive management" course. It 
changed the CRM training routine, and is not a simple or pure theory or the 
description about the product functions. It based on advanced marketing and 
management philosophy, combined with the actual operation and management of 
enterprises in the status quo, at the same time, used CRM product as a complementary 
tool to deeply explicit the customer relationship management system in the enterprise 
application. 

4   Conclusions 

CRM is any application or initiative designed to help an organization optimize 
interactions with customers, suppliers, or prospects via one or more touch points. 
Customer is the core resource of business, so the core of CRM is customer value 
management. CRM has been interpreted and used in different ways by researchers in the 
various disciplines and researchers have identified a variety of technologies related to 
CRM. The development of CRM is not fully developed in China. There are many 
critical factors that determine the CRM market development. The implementation of the 
CRM professional consultants can play a role. CRM project implementation training is 
throughout the entire process of CRM project implementation. It based on advanced 
marketing and management philosophy, combined with the actual operation and 
management of enterprises. 

In future, it requires our joint efforts of many aspects from every walk of life to 
make sure that CRM industry chain can improve and maturate gradually. I think there 
are some features of the future development trend of CRM in China. 

(1) CRM will continue to keep its high speed of increase and business will apply 
the whole set of information management solution schema which combines the 
application of CRM and other information systems (eg. ERP). Besides, the number 
and sum for CRM manufactures resigning will increase in some degree. 
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(2) A few years later, CRM manufacturers will undergo a heavy storm, those 
who don’t have any competition in any industry will close or be merged by others. 
The completion between CRM manufacturers will become clear and the brand 
position of CRM will become stable gradually. 

(3) Some middle-low business will take the operation pattern of CRM software 
service outsourcing into consideration in the coming future. 

(4) CRM industrials will pay more attention to the Web service ability, real-time, 
industry-specific and system integration.  

(5) Traditional way can’t be abandoned, while modern ways can’t be refused. In 
the aspect of customer relationship establishment and maintenances, Chinese business 
in future need not only traditional personal relationship, emotion investment to keep 
it, but also CRM computer systems to deepen the overall understanding of customers. 
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Abstract. Adaptive median filter has been an efficient algorithm for impulsive 
noise removal. However, if the noises are very heavy, adaptive median filter 
may still remain noise regions in result image. Actually, noise pixels usually 
exist in different scales of image. So, a multi scale adaptive median filter is 
proposed in this paper. The multi scale adaptive median filter is a sequence of 
adaptive median filter using maximum windows with increasing sizes. Because 
the noises exist at multi scales could be identified, multi scale adaptive median 
filter could efficiently filter very heavy noises in image. Experimental results 
show that multi scale adaptive median filter could be very efficient even though 
the impulsive noises are very heavy. 

Keywords: Adaptive median filter, multi scale, impulsive noise removal. 

1   Introduction 

Noises heavily destroy image contents, which affects the applications of images. 
Especially, impulsive noises, which appear as very large or very small gray values in 
image, usually completely ruin image contents. So, efficiently removing impulsive 
noises is very important and meaningful. Many algorithms have been proposed [1-7] 
to remove impulsive noises. Among them, the median type filters perform well. 
Classical median filter [1] is widely used for impulsive noise removal. However, if 
the noise is heavy, median filter could not correctly recovery the real image contents 
[1, 2]. Center weighted median filters [3] could achieve a satisfaction result if the 
percentage of impulsive noises is not very high. But, heavy impulsive noises will 
decrease the performance of center weighted median filters. Although pixel-wise 
MAD [4] does not need optimizing parameters or pre-training, and has good filtering 
performance, it could not well process images with high percentage of impulsive 
noises.  Switching median filter [5] and adaptive soft-switching median filter [6] are 
switching-based median filters. Although the high corrupted image could be 
recovered, the decision for switching conditions should be correctly determined. 
Adaptive median filter [7] could filter images with high percentages of impulsive 
noises. The maximum window size Smax used in adaptive median filter determines the 
performance of adaptive median filter. To well filter the high percentage of noises, a 
very large window size Smax should be used. However, the performance of adaptive 
median filter is also suppressed if the noises are very heavy.  
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Heavy noises are usually not easy to be filtered using only one adaptive median 
filter with a very large Smax. Actually, heavy noises usually exist at different scales of 
image. So, consecutively removing impulsive noises using Smax with increasing sizes 
in adaptive median filters may achieve a good performance. In light of this, a multi 
scale adaptive median filter is proposed in this paper. A class of adaptive median 
filters using Smax with increasing sizes is serialized to form the multi scale adaptive 
median filter. Because the noises at different scales could be efficiently filtered, the 
proposed filter could remove high percentage of impulsive noises. Simulation results 
indicate that the proposed filter could well recovery noise images even with very high 
impulsive noises (up to 90%). 

2   Multi Scale Adaptive Median Filter 

2.1   Algorithm  

Let AMFw(f) represent the adaptive median filter on image f. w is the maximum 
window size used in adaptive median filter. In the result of adaptive median filter, the 
gray value of each pixel is a selective output. If the pixel is determined as noise pixel, 
the gray value of the pixel is replaced by the median value of one window whose size 
is not larger than the size of w. Otherwise, the gray value of the pixel keeps un-
changed. The determination of the noise pixel is based on the gray value of the pixels 
in window with size not larger than the size of w. And, the window is determined by 
one iterative procedure. 

It has been proved that the size of window w will affect the performance of 
adaptive median filter [2]. And, the effective window sizes for different percentages 
of impulsive noises have also been researched [2, 7]. Actually, because the noises 
may exist at different scales of image, even the window size is efficient for one 
percentage of impulsive noises, adaptive median filter may not efficiently remove all 
the noises existed at different scales. Especially, if the impulsive noise is very heavy, 
the performance of adaptive median filter with only one w is not very efficient. To 
efficiently filter heavy noises at different scales, the multi scales of adaptive median 
filter with increasing sizes of w should be used.  

Suppose t scales should be used to filter the impulsive noises existed at image f. 
The size of w at the firstly used scale is m. Then, the impulsive noises existed at the 
scale i could be filtered by adaptive median filter as follows (m≤i≤n, n=2×t+1). i 
usually is odd number and should be larger than m. 

f i
R =AMF i

w (f). 

Heavy noises could not be completely filtered by adaptive median filter using w with 
a small size. The noises existed at large scale should be filtered by w with a large 
value. So, heavy noises could be filtered through a sequence of adaptive median filter 
using w with increasing sizes as follows. 

fR= AMF n
w (…(AMF 2m+

w (AMF m
w (f)))…).                           (1) 
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Based on expression (1) and the procedure of adaptive median filter, the 
implementation of multi scale adaptive median filter is demonstrated below. 
 

 

Multi Scale Adaptive Median Filter (MSAMF) 
 

Let s min,
,

curw
i j , s ,

,
curmed w

i j  and s max,
,

curw
i j  represent the minimum, median and maximum 

gray values in the current window with size wcur, respectively. 
 
Let fR=f; 
For each w from m to n with increasing step 2 

For each wcur from 3 to w with increasing step 2 

Calculate s min,
,

curw
i j , s ,

,
curmed w

i j  and s max,
,

curw
i j ; 

If s min,
,

curw
i j <s ,

,
curmed w

i j < s max,
,

curw
i j  

                   If s min,
,

curw
i j <fR(i,j)< s max,

,
curw

i j  

fR(i,j)= s ,
,

curmed w
i j ; 

End; 
                Else 
                        If wcur<w 

wcur=wcur+2; 
Else 

                    fR(i,j)= s ,
,

med w
i j ; 

End; 
                 End; 
End; 
End; 
 
 

The procedure of MSAMF indicates that, impulsive noises existed at small scale 
could be removed by using w with small size. And, the remained noises at large scales 
could be subsequently removed by using w with large size. Therefore, the noises 
existed at different scales could be efficiently removed. 

2.2   Parameter Selection 

The parameters used in MSAMF are m and n. m is a small size of the used window in 
MSAMF. The procedure of MSAMF indicates that the smallest size of window, 
which is 3, has been used. And, m should be larger than 3. So, m is set as 5. n is the 
largest size of the used window in MSAMF. n could be selected following the 
percentage of the impulsive noises of image. The heavier the impulsive noise is, the 
larger the n is. Usually, n could be selected following Table 1. 
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Table 1. n for different percentages of impulsive noises 

Percentage of impulsive noises n 

0<noise level≤30% 5 

30%<noise level≤50% 7 

50%<noise level≤60% 9 

60%<noise level≤70% 11 

70%<noise level≤80% 13 

80%<noise level≤90% 15 

3   Experimental Results 

To demonstrate the efficiency of MSAMF, the Lena images with very high 
percentage of impulsive noises are used. Also, adaptive median filter are used to do 
the comparison. Because it has been proved that, adaptive median filter could achieve 
a better performance than many other median type filters [2], so we do not choose 
other algorithms to do the comparison. Fig. 1 is the comparison of Lena image with 
80% impulsive noises. Fig. 1(a) is the original image. Fig. 1(b) is the noise image 
with 80% impulsive noises. Fig. 1(c) is the result of adaptive median filter. Fig. 1(d) 
is the result of MSAMF. Fig. 1 indicates that MSAMF could filter more noises than 
AMF and the visual effect of Fig. 1(d) is better than Fig. 1(c). 

 

         
(a)                                         (b) 

        
(c)                                                (d) 

Fig. 1. Comparison results (80% impulsive noises). (a) Original Lena image; (b) Noise image 
with 80% impulsive noise; (c) Result of adaptive median filter; (d) Result of MSAMF. 
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Fig. 2 is the comparison of Lena image with 90% impulsive noises. Because the 
noise is very heavy, there are still many noises in the result of adaptive median filter 
(Fig. 2(b)). However, MSAMF filters more noises and recovery more image details 
than adaptive median filter (Fig. 2(c)). 

 

 

   

(a)                                              (b)                                                (c) 

Fig. 2. Comparison results (90% impulsive noises). (a) Noise image with 90% impulsive 
noises; (b) Result of adaptive median filter; (c) Result of MSAMF. 

 

Fig. 3. Improvement of PSNR versus percentage of impulsive noises 

To do a quantity comparison and show the efficiency of MSAMF on more images 
with different percentages of impulsive noises, the improvement of PSNR of MSAMF 
comparing with adaptive median filter is demonstrated in Fig. 3. The improvement of 
PSNR is the difference of the PSNR of the result of MSAMF and the PSNR of the 
result of adaptive median filter. Fig. 3 shows that if the noise is not very heavy 
(<50%), the improvement of MSAMF is not very efficient. That is because adaptive 
median filter could filter small percentage of impulsive noises very efficiently. But, if 
the noise is very high (≥50), MSAMF could apparently improve the performance of 
adaptive median filter for noise filtering. And, Fig. 3 indicates that, the heavier the 
impulsive noise is, the better the performance of MSAMF is. Therefore, MSAMF 
could be efficiently used to filter very heavy noises in image. 
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4   Conclusions 

Heavy noises dramatically destroy the visual effect of images. It is very important to 
efficiently remove noises in image. Adaptive median filter is one efficient median 
type filter for impulsive noise removal. However, it is not very efficient for heavy 
noise removal. Heavy noises usually exist at different scales of image. In light of this, 
a multi scale adaptive median filter, which is a sequence of adaptive median filter 
using maximum windows with increasing sizes, is proposed in this paper. Multi scale 
adaptive median filter could efficiently remove impulsive noises at different scales. 
So, the very heavy impulsive noises could be removed. Experimental results show 
that multi scale adaptive median filter performs better than adaptive median filter and 
could be efficiently used in images with very heavy impulsive noises (up to 90%). 
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Abstract. A GA-based optimization method of fractional linear neural network 
(FNN) is proposed. Firstly, the GA is used to optimize the weight of fractional 
linear neural network. A solution near the global optimum will be found. Then 
the global optimum in the local area can be obtained with back propagation 
algorithm for the FNN to train the network based on the solution. The 
simulation results show that the GA-based new approach to optimize the 
fractional neural network is feasible and effective.  

Keywords: GA, fractional linear neural network, BP algorithm for fractional 
neural network, prediction of rainfall. 

1   Introduction 

The most widely used neural network is the multilayer feed-forward perception in 
which the connection weight training is normally completed by a back-propagation 
(BP) learning algorithm. However, despite its popularity as an optimization tool for 
neural network training, the BP algorithm also has several drawbacks. For instance, 
the disadvantages of falling into a local minimum and inconsistent and unpredictable 
performance could not be avoided. Thus, improving a BP network’s convergence 
during training is very necessary as well as important. Genetic algorithm (GA), based 
on Darwin’s theory, is considered to be a heuristic, stochastic, combinatorial, 
optimization technique based on the biological process of natural evolution developed 
by Holland (1975). The genetic algorithm has been used extensively in artificial 
neural network (ANN) optimization and is known to achieve optimal solutions fairly 
successfully. Recently some investigations into neural network training using genetic 
algorithms have been successfully employed to overcome the inherent limitations of 
the BP. Especially there are some articles concerning BP network in meteorologic 
forecasting that has been published in the literature. For instance, Zhang et al. (2005) 
investigated the effectiveness of the GA evolved BP network for rainfall-runoff 
forecasting and its application to annual rainfall-runoff in the upper reach of the 
Yellow River[1]. Their results showed that the GA-based BP network model gives 
superior predictions. In 2006, Wu et al. used GA to find the weight values of a 
changed BP network architecture[2]. In their study, they investigated the effectiveness 
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of the GA evolved BP network for rainfall forecasting and its application to monthly 
rainfall in the Guangxi Zhuang Autonomous Region. Also, their results showed that 
the established model gives satisfying predictions.  

According to some mathematical definitions, linear function is reciprocal to 
fractional linear function. In 2007, Yang et al. submitted a new promising feed-
forward network architecture, which using fractional linear function as each hidden 
neuron’s input of BP network. Their study concerned demonstrated that the fractional 
linear neural network has more extensive approaching ability compared with 
traditional BP network[3]. However, just like the BP algorithm we mentioned above, 
some similar disadvantages may still exist in the process of training fractional neural 
network. Consequently, it is sure to be instructive to investigate into combining GA 
with training algorithm of fractional neural network so as to avoid existed drawbacks. 
At present, there is quite few article concerning fractional neural network in 
meteorologic forecasting that has been published in the literature. Considered above, 
this paper investigates the effectiveness of genetic algorithm evolved fractional linear 
neural network for rainfall forecasting and its application to predict the rainfall in 
Daqing, Heilongjiang province, China. To evaluate the performance of the genetic 
algorithm-based fractional neural network, conventional BP neural network is also 
involved for a comparison purpose. The simulation results showed that the model of 
GA-based fractional NN is feasible as a tool for rainfall forecasting. 

2   The Proposed Model 

In this paper, the best fractional neural network architecture is: 12–25–12 (12 input 
units, 25 hidden neurons, 12 output neurons).  

The input data contains information for a period of 15 years (1990-2004). 
Experimental data of 15 years are used to design the GA-based fractional neural 
network model used for the prediction rainfall of overall 2004. Furthermore, data from 
1991 to 2003 constitute the training set and remaining data from 2004 is used in testing 
phase. This means that hundred and sixty eight individual samples (precipitation per 
month between 1990 and 2003) were used for training and 12 individual samples 
(precipitation per month in 2004) were used for testing. The output data were 
normalized at a boundary of [0.125, 0.590] by division of every output power into 
273.4.  

To improve the learning performance of FNN, the GA proposed is used to find the 
initial value of parameters of fractional neural network, and is implemented as 
follows: 

Step 1:  Randomly generate initial population of real coded strings for the parameters 
of initial weight of network. 

Step 2: Evaluate fitness function of each chromosome in the population. The better 
chromosomes will return higher values in this process.  

Step 3: Stop and output the optimum solutions after the specified number of 
generation (maxgenterm T); otherwise proceed. 
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Step 4: Generate some new chromosomes (offspring) from the parents through 
   genetic operations, which are as follows: 
a.  Use roulette wheel selection to select the better chromosomes to be parent 

  generation in the mating pool. The chromosomes with a higher fitness 
  value have a higher probability of contributing one or more offspring in 
  the next generation. 

b. Produce new offspring by crossing from their parent generation. The 
offspring are expected to be more fit than the parents. 

c. Randomly choose some chromosomes from new offspring for mutation 
operation. This operator can create new genetic material in the population 
to maintain the population’s diversity. 

Step 5:   Proceed to step 2. 

A crucial issue in the design of a genetic algorithm is the choice of the fitness 
function. As the basic process of GA includes evaluating each chromosomes 
according to a defined fitness function, the fitness of every chromosome in the 
population is evaluated by measuring the value of the total mean square error. The 
better chromosomes will obtain smaller mean square error and return higher fitness 
function values in this process accordingly. So the fitness function in the study is 
given by 
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where 1
pW and 2

pW are the connection weights between the input and hidden neuron, 

and between the hidden neuron and output neuron referring to pth sample 

respectively, 1
pB and 2

pB are hidden neuron thresholds and output neuron thresholds 

referring to pth sample respectively. 

The deployment of the optimal solution search requires the tuning of some features 
related with the GA, for example population size, selection and crossover functions, 
mutation rate, migration, etc. which we mentioned above. Although some general 
guidelines about such selections exist in the relevant literature [4, 5], optimal setting 
is strongly related to the design problem under consideration and can be obtained 
through the combination of the designer’s experience and experimentation. By many 
efforts and experiments, parameters are set in this study as follows: 

 Number of generation: 300 generations. 
 Population size: 60; 
 Selection function: roulette 
 Reproduction: Elite count: 0.  
 Mutation: Mutation probability: 0.01; Mutation function: non-Uniform. 

Crossover function: arithXover, Crossover rate: 0.9. 
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3   Implementation of Optimization Algorithm 

The GA-based fractional neural network learning process consists of two stages: 
Firstly employing GA to search for optimal or approximate optimal connection 
weights and thresholds for the fractional neural network, then using the fractional 
neural networks BP algorithm to adjust the final weights. The steps involved in 
training a GA-based fractional neural network by the use of back propagation 
algorithm are as follows: 

Step 1:  Initializing the populations randomly. The GA consists of population of 60 
  individuals evolving during 300 generations. 

Step 2:   Presenting all inputs 
pX as well as desired outputs 

pY to the network.  

Step 3: Computing the corresponding network outputs 
pY and errors according to 

pp YX , , updating connection weights and thresholds. 

Step 4:  Evaluating the fitness of every chromosome by measuring the value of the 
total mean square error, see Eqs. (3). Rank the chromosome according to the 
relative fitness.  

Step 5:  Forming the population of the next generation by applying the roulette wheel 
selection, crossover and mutation operator to the chromosomes of the 
intermediate population.  

Step 6: Turning to the next step on condition that the stopping criterion is satisfied, 
Otherwise, go back to the step 3. 

Step 7: Applying BP algorithm for fractional NN on GA established initial connection  
weights and thresholds which got from step 5. 

Step 8:  Updating the connection weights and thresholds by BP algorithm. If the value 
of the total mean square error (MSE) is smaller than a predefined value e , 
save and provide for future prediction rainfall. 

4   Results and Discussion 

Rainfall is illustrative of a nonlinear process and its forecasting with relatively limited 
data makes it very complex phenomenon. In order to evaluate the performance of the 
genetic algorithm -based fractional neural network model, conventional BP neural 
network was also applied with the same data sets used in the GA–FNN model. 

The simulation results are given below. 
 

 

Fig. 1. The error performance comparison of GA–FNN and BP neural network 
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Table 1. The prediction results comparison of GA–fractional linear network and BP network 

Month Jan. Feb. Mar. Apr. May. Jun.  

Actual 
rainfall 

1.2 1.9 0.2 8.2 43.3 14.1 

Predicted 
rainfall 

0.9 2.5 0.05 5.9 22.0 29.2  
GA-
BP Relative 

error 
25.0% 31.6% 75.0% 28.0% 49.2% 107.1

% 
Predicted 
rainfall 

1.3 0.2 4.1 6.0 51.5 49.9  
BP 

Relative 
error 

8.33% 89.5% 1950% 26.8% 18.9% 253% 

Month Jul. Aug. Sep. Oct. Nov. Dec.  

Actual 
rainfall 

74.0 115.6 30.9 11.1 11.3 6.0 

Predicted 
rainfall 

47.9 111.5 11.3 9.7 20.1 4.1  
GA-
BP Relative 

error 
35.3% 3.5% 63.4% 12.6% 77.9% 31.7% 

Predicted 
rainfall 

30.3 113.9 23.3 6.5 7.7 0  
BP 

Relative 
error 

59.1% 1.47% 24.6% 41.4% 31.9% 100% 

 
Fig. 1 shows the error performance comparison of GA–FNN and BP network, 

which gives the performance of GA–FNN is better than that of the pure BP models in 
general. 

Table 1 gives the results for the two different models of the training phase. This 
table shows that the convergence speed of GA–FNN model is faster than that of the 
BP network models, as the GA-FNN decreases chance of being trapped in a local 
minimum and increases chance of finding stable results. 

5   Conclusions 

In this article, the advantages and the key issues of the genetic algorithm evolved 
fractional linear neural network has been presented to model the rainfall in Daqing 
area. Our methodology adopts a real coded GA strategy and hybrid with back-
propagation algorithm for fractional linear neural network. The genetic operators are 
carefully designed to optimize the neural network, avoiding problems premature 
convergence and permutation. The study reported in this article has led to the 
conclusion that the predictive performance of the proposed model is slightly better 
than that of the traditional BP neural network in general. The experiment with real 
rainfall data has showed that the genetic algorithm-based fractional linear neural 
network model is a feasible forecasting method for rainfall problems. 
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One problem when considering the combination of neural network and genetic 
algorithm for rainfall forecasting is the determination of the optimal neural network 
topology. Our neural network topology described in this experiment is determined by 
trial and error method. A substitute method is to apply the genetic algorithm for 
fractional neural network structure optimization, which will be a part of our future 
work.  
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Abstract. A unicyclic graph is a simple connected graph that contains exactly 
one cycle. The general Randić index  for a graph  is defined as 

, where  is an edge of ,  and  are degrees of  and 

, respectively,  and . In this paper, it is proved that the cycle 

 is the unique extremal unicyclic graph with maximal general Randić index 

 for , which implies the result obtained by Gao and Lu. 

Moreover, we characterize the extremal unicyclic graph with maximal general 
Randić index  for . 

Keywords: unicyclic graph; the general Randić index; extremal problem. 

1   Introduction 

It is well known that in 1975 M. Randic [1] introduced the Randić index or the 
connectivity index as one of the many graph-theoretical parameters derived from the 
graph underlying some molecule. For a simple connected graph , its Randić index 

 is defined as the sum of the weights  over all edges  of . That 

is,  

                                                                             (1) 

where  and  stand for the degrees of the vertices  and , respectively, and the 

summation goes over all edges  of .  
In 1998, Bollobás and Erdös [2] generalized it to the following general Randić 

index and denoted by . That is,  

                                                  (2) 

where  and  are the degrees of the vertices  and , respectively, the 

summation goes over all edges  of  and  is a real number not equal to . 
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Firstly, we give some terminology and notations. For others not defined here, 
please refer to [1] and [3]. The degree of vertex  in a graph is denoted by . A 

path  in a graph is called a pendent path of length  if it 

satisfies ,  and . Especially, we call the vertex  a 

leaf. A simple connected graph is called unicyclic if it contains exactly one cycle. 
Obviously, a unicyclic graph with  vertices has  edges. For , let  and  

denote the cycle and the star with  vertices. Let  denote the unicyclic graph 

obtained from the star  by joining its two vertices of degree .  

There are many results concerning the Randić index and the general Randić index 
of unicyclic graphs. In [4], the authors gave sharp lower and upper bounds on the 
Randić index of unicyclic graphs. For , Li, Wang and Zhang [5] characterized 
the extremal unicyclic graph with the minimal general Randić index. In [6], the 
authors discussed the unicyclic graphs with maximal general Randić index and they 
also gave the structure description for the graphs with maximal general Randić index 
for . At the end of [6], they said that the extremal problem of finding the 
unicyclic graphs with maximal  for  is much more complicated.  

In this paper, we will prove that the cycle  is the unique unicyclic graph with 

the maximal general Randić index  for . This result implies 

Theorem 1 in [4] obtained by Gao and Lu. Moreover, we character the unicyclic 
graphs with maximal  for .  

2   Some Lemmas 

Lemma 1. Suppose  is a unicyclic graph with a cycle  and a vertex  is 

adjacent to  pendent paths and  leaves. Transform  into a new 

unicyclic graph by changing the pendent paths and the leaves into a new path with 

the vertices. See Figure 1. Then  for .  

 

Fig. 1. The change for the case in Lemma 1 

Proof.  and  are trivial cases. Suppose  and  is the adjacent 

vertex of . The vertex  is not a leaf nor in the pendent paths. By comparing, we 

have  
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Case 1: . Then  

for . Therefore,  

 for  

and .  

Case 2: . If , then  

 for . If , then without loss of 

generality, suppose  and  has neighbors , , , , ,  , 

 and      . Shown as  in 

Figure 2. We can transform  to  as follows. By similar method as above, it is 

easy to prove that  for .  

 

Fig. 2. The first change for Case 2 in Lemma 1 

Transform  into a new unicyclic graph  as follows: delete a pendent path 

adjacent to , and attach it to a leaf  of . See Figure 3. By comparing, we have  

 

Fig. 3. The second change for Case 2 in Lemma 1 

for .  
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If  is a unicyclic graph with the following structure, then transform  into a 

new unicyclic graph  as follows: delete the edge  and connect  to a leaf 
. See Figure 4.  

 

Fig. 4. The third change for Case 2 in Lemma 1 

By comparing, we have  

for .  

Similar discussion can be done for the case  and the results still hold.  
By above discussion, we conclude that  for .  

Lemma 2. Suppose  is a unicyclic graph with a cycle . A vertex  is 

adjacent to  pendent paths and  leaves. Transform  into a new 

unicyclic graph  as follows: delete the pendent paths and the leaves and form a 

new path adjacent to . See Figure 5. Then  for .  

 

Fig. 5. The change for the case in Lemma 2 

Proof. Assume  has neighbors  and  on the cycle  and ,  and 

. Obviously .  is a trivial case and the result is direct. 

Suppose , then  
. Since , then  

for . The proof is completed.  
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Lemma 3. Let  (not a cycle) be a unicyclic graph with a cycle  satisfying the 

following two conditions: (1) All vertices in  are of degree ,  or . (2) A 

vertex  is of degree  if and only if . Suppose ,  are adjacent 

to  and  is an end of a pendent path. Transform  into a new unicyclic graph 

 as follows: delete the edge  and connect  to the leaf  of the pendent 

path. See Figure 6. Then  for .  

 

Fig. 6. The change for the case in Lemma 3 

Proof. Suppose and , then  

. There are altogether four 

cases (1) ; (2) ; (3)  and (4) . For each 

case,  

, for . Then the proof is completed.  

3   Main Results 

Theorem 1. Among the unicyclic graphs with  vertices, the cycle  has the 

maximal general Randic index  for  and  has the minimal general 

Randic index  for .  
 

Proof. For each unicyclic graph  with  vertices, we can always use Lemma 1, 
Lemma 2 and Lemma 3 to change  into the cycle  step by step. In the process, 

the general Randić indices keep increasing for . Similarly, we can 

always use Lemma 1, Lemma 2 and Lemma 3 to change  into the unicyclic graph 

 step by step. In the process, the general Randić indices keep decreasing for 

. So  and  has the maximal and minimal general Randic index for 

, respectively.  
 

Theorem 2. Among the unicyclic graphs with  vertices, when , the 
unicyclic graph with a triangle  and  pendent paths of length  adjacent to 

 has the maximal general Randic index  for odd ; the unicyclic graph with a 

quadrilateral  and  pendent paths of length  adjacent to  has the 

maximal general Randic index  for even .  
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Proof. Because the general Randić index  for a graph  is the sum of 

, where  is an edge of  and  are the degrees of the vertices 

, respectively. For a unicyclic graph,  and for , , 

, , . So s are the main part of . The unicyclic graph with 

maximal general Randic index  for  must have as many edges  as 

possible, where . If  is odd, then a unicyclic graph has at most  

such edges. If  is even, then a unicyclic graph has at most  such edges. With 

this condition, by comparing each case that is possible, we have the result of the 
theorem.  
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Abstract. C-S-H gels-the main cement hydration product, have an important 
impact on the properties of cement and caused a wide range of study on it. 
Simulation technology of molecular dynamics is summarized, the basic 
principles of molecular dynamics and simulation of molecular dynamics of 
C-S-H gels are introduced, and development trend about simulation of molecular 
dynamics of C-S-H gel is finally predicted in this paper. It is designed to provide 
information and ideas to academics engage in computer simulation of 
cement-based materials. 

Keywords: C-S-H gels; molecular dynamics; quantum chemistry; computer 
simulation. 

1   Introduction 

C-S-H gel, as the most important hydration product of cement-based material, 
accounting for 60-70% of hydration products, has an important impact on the 
performance of cement. Reasons for calcium silicate hydrate in cement paste being 
called C-S-H gels are as follows: (1) its smaller particles, in the size range of colloidal 
particles, in general, it can not be observed under the microscope; (2) it is mostly 
amorphous state, only a dispersive diffraction peaks occurs between 0.28-0.32nm when 
using the method of X-Ray diffraction, and complete structural information can not be 
found; (3) C-S-H gel is nonstoichiometric compound with volatile compounds, and it 
changes with the cement composition, the environment and hydration time [1].  

In recent years, with the development and renewal of research tools, knowledge and 
understanding of C-S-H gel is deepening. Commonly, C-S-H gel is divided into 
C-S-H(I) and C-S-H(II) according to calcium silicon ratio, they are both layered 
structures, only differ in length of chain and spacing of different layers. With the 
development of computer technology, the effective integration of relationship between 
microstructure and macroscopic properties of cement-based composite material and 
computer technology makes remarkable achievements in the area of design and 
performance evaluation of materials. Macroscopic properties of material are dependent 
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on their microstructure under the premise of specific chemical composition [2]. So, we 
can establish some models relying on the experimental and theoretical studies on 
microstructure of cement-based material, and display them effectively using computer 
so as to provide new ideas for people to study the mechanism of hydration of cement 
and modification. 

2   Simulation of Molecular Dynamics 

Simulation of molecular dynamics has been widely used since the mid-fifties. It has 
become an important method together with Monte Carlo method and its application has 
been involved in chemical reactions, heavy ion collision, microstructure and other 
branches of learning [3]. The so-called simulation of molecular dynamics means 
simulation of the movement of the nucleus using computer in the many-body systems 
consist of the nuclear and electronic, and calculating the structure and nature of 
computing systems. Each nucleus’s motion is regarded following Newton's law of 
motion in the experiential potential field provided by all the other nuclei and electrons. 
This method can provide microstructure, particle motion and clear images of the 
relationship between particles and the macroscopic nature, which can contribute to 
extraction of new concepts and theories. 

Simulation of molecular dynamics is under the assumption that particle motion can 
be dealt with classical mechanics. For a system formed by the many isolate particles, 
the particle motion can be determined by the Newtonian equations of motion. In the 
process of simulation of molecular dynamics, by solving the Newtonian motion 
equations can obtain a series of configuration of atoms in the system. Current common 
algorithms for solving equations of motion are: (1) Verlet algorithm; (2) 
Velocity-Verlet algorithm; (3) Leap-frog algorithm; (4) Gear algorithm [4]. In addition, 
a reasonable initial configuration and speed enable computing systems relax rapidly to 
balance. Initial configuration and velocity can be determined through the experimental 
data, theoretical model, or a combination of both. After determining the initial model, 
the choice of potential function is critical. At present, potential function is mainly 
two-body potential and many-body potential. In fact, many-body potential can more 
accurately represent the potential function of polyatomic systems. Equilibrium 
simulation of molecular dynamics is carried out under certain ensemble; there are four 
types of balanced ensemble: NPT, NVT, NHP, NVE, the former two categories is 
frequently used, and NHP and NVE method can also be combined with the actual 
model in order to achieve better simulation results. 

3   Simulation of Molecular Dynamics of C-S-H Gels  

Early study of C-S-H gels only involved XRD, DTA and chemical analysis, and 
obtained the average composition of C-S-H gels. In the 50's of last century, 
Grudemo[5] firstly observed calcium silicate hydrate using electron microscopy, and 
determined its structure using electron diffraction, finally he found that it was colloidal 
size particle, but had crystal structure. This conclusion coordinated the controversy on 
whether the strength of cement came from colloidal or crystal at the time. Then 
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Taylor[6] proposed that it was more accurate that C-S-H gel was expressed as 
hydration products in Portland cement on the basis of the research, since it is not 
compounds with fixed composition. His opinion has been recognized in cement sector 
and has being used till now. In the mid-70s, as the emergence of scanning electron 
microscopy (SEM), sample preparation could be achieved only using cement bulk 
directly instead of cement powder prepared with plenty of water prepared by Grudemo. 
So the observation was closer to the practicality. Diamond [7], found C-S-H has follow 
four kinds of morphology with the extension of hydration time when he observe cement 
paste with the SEM- fibrous, honeycomb, irregular and other large particles and the 
porous internal hydration products. This result, although not comprehensive, but it is a 
leap forward in understanding morphology of C-S-H gels. On the basis of previous 
studies, scholars from various countries conducted further researches, and proposed a 
series of structural models, such as class Tobermorite and Jennite model [8], solid 
solution model [9], hypothesis of nano-structure and intermediate structure [10]. 
However, these models are based on their respective theories backed by research; 
inevitably there are limitations of their own, which brought a big problem for further 
study on cement. At present, Taylor theory is gradually accepted by the majority for it 
fits experimental facts better. Taylor thinks the cement hydration products mainly made 
by solution of the Tobermorite and Jennite, and the proportion of Tobermorite and 
Jennite in calcium silicate hydrate is different under different Ca/Si ratio, there is a 
certain transformation between the two. People often can only imagine on the structure 
of calcium silicate hydrate, before the simulation of molecular dynamics applied to the 
study of cement-based materials and simulation of molecular dynamics allowed the 
researchers to construct a fine three-dimensional structure model of calcium silicate 
hydrate according to crystallographic data tested by different means. The model is clear 
and intuitive, and staff can revise and comprise the model easily in order to make the 
model more realistic, make the results obtained from various simulations more 
accurate. 

As the complexity and uncertainty of cement hydration system structure of C-S-H 
gel is still unknown. People have done much work using simulation technology 
molecular dynamics. The mid-90s of last century, Faucon [12] simulated the structure 
of hydrated calcium silicate with the Ca/Si between 0.66 and 0.83, he inputted 
Tobermorite structure of 0.9 nm found by Hamid, and simulated the cause of instability 
of structure of the calcium silicate hydrate, fracture mechanism silicate chain and the 
effect on structure after replacing silicon with cation (Al3+) using isovolumic method 
molecular dynamics. The results show that: with the Ca/Si increases, the bridge 
silicon-oxygen tetrahedron becomes unstable, but the chain will not break; if water 
molecules exist in the structure, the chain break between bridge silicon-oxygen 
tetrahedron and non-bridge silicon-oxygen tetrahedron and form two Q1, meanwhile 
water molecules are decomposed and are connected to the two new Q1 to ensure the 
four-coordination of silicon. If Al3+ replaces Si4+ in bridge silicon-oxygen tetrahedron, 
the chain does not break up and replace, if Al3+ replaces Si4+ in non-bridge 
silicon-oxygen tetrahedron in the participation of water molecules, the chain break 
between bridge silicon-oxygen tetrahedron and non-bridge silicon-oxygen tetrahedron. 
In 2007, J.S.Dolado[13], came from University of Bonn in Germany, conducted 
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Fig. 1. a) Model of calcium silicate hydrate (C-S-H) at Ca/Si = 0.66, with a central double layer of 
calcium ions connected on each side to chains of silica tetrahedral. b) Transmission electron 
microscopy (TEM) image of C-S-H prepared by reaction of lime with amorphous silica at Ca/Si =1. 
c) High-resolution TEM micrograph of the hydrated region in a “real,” dense, C-S-H paste. AM, 
NC, and MSOR indicate amorphous, nanocrystalline, and mesoscopically ordered regions, 
respectively. The distance between layers is 1.5 nm. [a), b), c) adapted from Reference 11]. 

follow-up simulation of calcium silicate hydrate system with different Ca/Si ratio using 
TREMOLO software, and the obtained physical parameters such as the density were in 
good agreement with the measured values. It verified the accuracy of the structure 
model used and the potential function, it also visually illustrated that with the increase 
of the ratio of calcium silicon, calcium silicate hydrate structure has gradually changed 
from the long chain to short chain structures, and the structural changed from the 
Tobermorite to Jennite. It validated the correctness of the theory of Taylor solution 
from a certain extent. In 2009, Roland J.-M.Pellenq [15] in the United States simulated 
the adsorption of water molecules in the C-S-H gels through Material Studio software, 
using simulation of molecular dynamics and Monte Carlo algorithm, and obtained the 
structural model which was in good agreement with actual results.         
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         a)                                                                  b) 

Fig. 2. a) the molecular model of C-S-H: the blue and white spheres are oxygen and hydrogen 
atoms of water molecules, respectively; the green and gray spheres are inter and intra-layer 
calcium ions, respectively; yellow and red sticks are silicon and oxygen atoms in silica 
tetrahedral  (adapted from Reference 14) b) A relaxed configuration of tobermorite-like C-S-H 
(Hamid’s structure), after potential-energy minimization, at Ca/Si = 0.83 with four H2O 
molecules per unit cell in the interlamellar space. Hydrogen atoms are white, oxygen atoms are 
red, layer calcium ions are dark grey, interlayer calcium ions are light grey, and silicon atoms are 
yellow-brown. Note the short distance between the interlayer calcium ions and the closest 
oxygen atom from the neighboring layer. (Adapted from reference 12). 

4   Development Trends of Simulations of Molecular Dynamics of 
C-S-H Gels 

While the simulation of molecular dynamics of C-S-H gel is increasingly widespread 
and a series of achievements was made, researches on C-S-H gels faced new difficulties 
and opportunities mainly in the following areas with the complexity of cement system 
and increased uncertainty of structure of hydration products. 

(1) Molecular modeling is a new interdisciplinary field its application to real study 
needs the combination of knowledge about mathematics, physics, theoretical chemistry, 
computer science and chemical engineering, etc. It sets up very large threshold for the 
general research workers, and thus molecular modeling studies can not truly be a means 
of study accepted by the general. 

(2) At present, as research methods and means are different for various research 
teams, so the choice of potential function has changed dramatically, they can be to some 
extent in line with the actual situation, but not very comprehensive, there are certain 
deviation. With the theory of molecular dynamics simulation continues to mature, a 
form of simple, accurate potential function is bound to occur in order to bring greater 
convenience to researchers, making the field of simulation of molecular dynamics more 
complete. 

(3) In order to improve certain properties of cement, a certain degree of admixture 
are needed to mix in, but the mechanism of admixture are not yet mastered. If the 
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method of molecular dynamics were implied, may be can help us understand the 
mechanism at the atomic level, and can predict many unknowns about the performance. 
It supplied great help for the related studies. 

(4) With the progress of research tools, understanding of the nature of the C-S-H gel 
is in constant development and more comprehensive, it is also our understanding of the 
laws of objective things. In addition, researches of C-S-H gel is not only the theoretical 
study of the problem, its characteristics are closely related with performance of cement 
and concrete. Therefore, the understanding of structure and properties of C-S-H gels, 
especially grasp chemical structure chemical structure for C-S-H model can improve the 
performance, durability and quality of concrete materials. 
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Abstract. Disease stat can be predicted from biomedical data studies by machine 
learning. However, many available biomedical data feature high dimensional or 
imbalanced, and these always led to high false positive or false negative rate in 
prediction. How to construct suitable machine learning model is the key to the 
performance.  

This article describes a novel approach that applies PSO boosted ensembles of 
lazy learners to mining biomedical data. The learned model is evaluated on three 
published data sets during 10-fold cross-validation; Experiment result reveals 
that the proposed model can tackle data interference and performs better than 
other available rule learning methods. 

Keywords: Lazy learning, Ensemble, Biomedical, PSO. 

1   Introduction 

Data mining are being increasingly applied on the analysis of biomedical data sets. It 
was demonstrated that rule models can be applied to biomarker profiling studies that 
produce understandable models [1, 2]. Furthermore, Gopalakrishnan et al. [3] 
described an approach that uses a Bayesian score to evaluate rule models during 
biomarkers mining. Chanho and Sung-Bae proposed evolutionary computation for 
optimal ensemble classifier in lymphoma cancer classification [4] and showed 
classifiers ensemble method would be a good way for biological data mining. However, 
we believe above mentioned mining model can be further improved, both from 
classifiers ensemble aspect and evolutionary algorithm aspect while considering data 
features. Susmita et al. proposed an adaptive optimal ensemble classifier via bagging 
and rank aggregation with applications to high dimensional data [5]. 

How to promote the accuracy of biomedical data mining still remains a great 
challenge. In this article, we apply Particle swarm optimization Boosted Ensemble of 
Lazy Learning (PBELL) to solving the issue, while the ensemble model is optimized 
with boosted weight scores vector. 

The remainder of the article is organized as follows. Section 2 presents PBELL 
algorithm and implementation. Section 3 describes experimental setup and results of 
applying PBELL to three published data sets. Section 4 presents conclusions.  
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2   Methods and Implementation 

It is well known that more complex classification functions yield lower training errors 
yet run the risk of poor generalization in machine learning studies [6]. Take this fact 
into consideration and refer to the practice, we employ the simple but very powerful 
classification algorithm called case-based reasoning, or known as lazy learning. Lazy 
learning belongs to the local methods but goes to the extreme of locality idea. The use 
of the lazy learning approach allows the generalization delayed until it is given a test 
sample [7]. Lazy learning with information-theoretic similarity matching was 
demonstrated to be superior over other machine-learning approaches in various 
comparative studies [8]. Contrary to global approximations, lazy learning does not 
suffer from data interference [9] and this feature is very helpful. 

There are many lazy learning implementations such as IB1, IBk, lazy Bayesian 
rules. IB1 determines the type of test samples through one of its neighbors, while IBk 
by its k neighbors around. Lbr is a lazy semi-naive Bayesian classifier that designed to 
alleviate the attribute interdependence problem of naive Bayesian classification. To 
classify a test example, Lbr creates a conjunctive rule that selects a most appropriate 
subset of training examples and induces a local naive Bayesian classifier using this 
subset. Lbr can significantly improve the performance of the naive Bayesian classifier 
[10]. Here we choose LBR as the lazy learning implementation in mining model. 

Ensemble is a learning paradigm where many basic learners are jointly used to solve 
a predicting problem and make prediction more robust and accuracy. Ensemble 
learning’s leverage comes from the diversity of multiple classifiers [11]. Ensemble 
researches had shown that the aggregated output of a lazy learning ensemble can be 
more accurate than any single predictor [12].  

The computing time would increase exponentially with the classifiers growth while 
using traditional optimized method to calculate ensemble’s all possible weight vectors. 
Therefore it has great need to use evolution method for finding optimal weight vector 
efficiently. In this situation, many PSO or GA based ensemble optimization methods 
were proposed and worked well [13, 14]. 

PSO performs optimization without explicit gradient knowledge of the problem by 
maintaining a population of candidate solutions called particles and driving them 
around in the search-space according to fitness function. The movements of the 
particles are guided by the best found positions in the search-space, which are 
continually updated as better positions are found by the particles [15]. Compared to 
genetic algorithms, PSO can converge to the optimal solution more quickly in most 
cases, so we choose PSO as the optimizing method. 

We propose a novel PSO boosted ensemble of lazy learners to solve biomedical data 
mining issue. PSO based boosting optimization model revokes some basic classifiers 
repeatedly in a series of rounds to update a distribution of weights that indicates the 
importance of each classifier. On each round, the weight of each classifier is updated 
according to the position of the corresponding particle; this strategy enables ensemble 
generate more robust and accuracy prediction.  

Kazemi et al. proposed a multi-objective PSO optimization that used different 
groups of particles to proceed with differing goals [16]. This article also uses 
multi-objective similar real-value coded PSO in ensemble optimization problem. 
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Supposing the ensemble has k classifiers that each particle in the swarm would have k 
dimensions while each dimension’s position representing one classifiers’ weight.    

All classifiers’ weights compose of an instance of weight vector. In the updating 
period, the weight vector should satisfy the normalization condition in expression (1). 
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Where k is the number of classifiers, and iw  is the weight factor of classifier i. As we 
know, precision is the proportion of the true positives against all positive results. To 
improve the performance of the minor class, here we assume the minor class as positive 
samples. In first swarm the model tries to optimize the precision goal which refers to 
expression (2), thus promotes minor class’s performance. 
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At second swarm, the model tries to optimize the MCC goal which refers to expression 
(3). 
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Here tp means the proportion of true negatives; fp means the proportion of false 
positives; fn means the proportion of false negatives; tn means the proportion of true 
negatives.  

Two fitness functions that globally evaluate the particles are defined as expression 
(4) and (5). Each fitness function works in its corresponding swarm. The fitness 
functions can effectively distinguish the excellent particles in ensemble’s weight vector 
optimizing course. Each swarm exchanges some best particles with the other during 
evolution course.  
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The iprecision  in expression (4) is the training prediction on the N examples of the 

corresponding ensemble under weight matrix i. 

1
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2
fitness swarm MCC=                                    (5)  

Both metrics are used to assess the performance of validation in training procedure, and 
they are less dependent on the scaling and magnitude of the training sets than other 
performance metrics. The bigger are the precision and MCC, the better is the 
performance. 

To increase diversity of ensemble and tackle high dimension data effectively, Ref. 
[17] used feature selection method; this article applies Partial Least Squares regression 
(PLS-regression) approach to estimating importance of features and selecting suitable 
features while encountering high dimensional data. PLS-regression is a statistical 
method that finds a linear regression model by projecting the predicted variables and 
the observable variables to a new space [18].  
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Sampling from both classes is repeated until training sets are enough for the 
classifiers in ensemble. This article uses simple random sampling with replacement 
strategy [19] from both original classes. To estimate the real performance, the model 
performs double cross-validation where inner cross-validation is used to construct 
weight vector based on PSO evolution algorithm followed by outer 10-fold 
cross-validation to test the performance of the ensemble. 
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Prediction
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Weight 
factor1

Lazy learner 
#1

……

PSO Swarms

Weight 
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Fig. 1. Framework of PSO boosted lazy learner ensemble 

Figure 1 illustrates the framework of PSO boosted lazy learners ensemble. 

The working cycle of PBELL lists as following. 

Input: {Sequence of N examples  ( )1 1( , ),..., , NNx y x y  with labels {1,..., }iy Y k∈ =  

Distribution D over the examples by sampling N; 
Basic learning models C of Lazy Learner; 

Integer T specifying number of iterations;     

Weight vector ( )1 1,..., .iw W i for i N= =  } 

1. Initialize positions and speeds of particles represent C on D; 
2. Set ensemble’s weight vector W according to all particles’ positions; 

3. Calculate fitness of each particle according to expression (4) and (5) by ensemble’s  

prediction; 
4. Compare individual current fitness and its experienced best one; assign the better 

one as its current best one; 
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5. Determine current best fitness value in entire swarm; 

6. Update particles’ velocity parameters according to current best fitness values; 

7. Exchange best particles with the other while preset criterions are satisfied; 

8. Repeat step 2 ~ 7 until stopping criteria T is satisfied; 

9. Obtain best weights vector W and test the predicting performance. 

In actual optimization, number of iterations T can be set a big enough value. For 
example, 1500 can be a suitable one in our experiments. In other cases, T can be set 
according to the number of classifiers in ensemble. Too big of T may waste a lot of 
running time while too small may course not mature.  

3   Experimental Setup  

In this section we compare PBELL with three rule learners, namely, Conjunctive Rule 
Learner, RIPPER and C4.5. The comparison of PEBLL and other three rule learning 
methods are evaluated on three publicly available biomedical data sets [20-22] which 
are numbered as database 1-3 in the following sections, while the numbers of samples 
in the three data sets are 240, 61 and 60. All of the data sets have two classes.  

To be compared with previous work, PBELL is evaluated by balanced accuracy 
(BACC) measure, which is the average of sensitivity and specificity over all 
one-versus-rest comparisons for every target value [23]. BACC compensates for 
skewed distribution of classes in a data set and is better than accuracy in imbalanced 
data set. BACC is defined in Expression (6), where C is the set of the target variable 
values. Balanced accuracy is essentially one run version of the Area under the Curve 
(AUC). 

                   
( ) ( )

BACC = c
Sensitivity c Specificity c

C

+∑
                            (6) 

The definitions of sensitivity and specificity are defined in expression (7) and (8), 
where meanings of tp, tn,fp and fn can refer to above section.  

 =
tp

Sensitivity
tp fn+

                                                   (7) 

 =
tn

Specificity
tn fp+

                                                    (8) 

Table 1 shows the BACC values from 10-fold cross-validation on the three datasets 
depicted above. Except PBELL’s values, other values come from Ref. [3]. Where 
BRL1 stands for BRL with beam search size (memory of particular size) 1 and 
BRL1000 represents BRL with beam search size 1000. Ripper and C4.5 are classical 
classifiers methods and wildly used in data mining and report many successful cases 
[24, 25].                      
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Table 1. Comparison of the Predicting Performance 

#     Ripper   C4.5   BRL1   BRL1000   PBELL 

1      44.81   42.93   43.31    49.63     51.14 
2      98.65   100     100     100       100 
3      25.54   38.56   45.00    63.75      65 

 

From the experiments, PBELL exceeds other three rule learning models overall. 
There are several advantages of PBELL that compared with other traditional machine 
learning models and the most important is that it can tackle different types of 
biomedical data sets and produce more robust and accuracy results by basic classifiers 
ensemble method. This feature enables biomedical scientists just use one kind of 
ensemble model in different occasions instead of attempting different mining models to 
get best performance one.   

4   Conclusions  

The application of machine learning method to analyzing biomedical datasets has 
become more and more important. In this article, we present and evaluate a novel 
approach that complements existing methods for certain biomedical data mining and is 
helpful for biomedical research. It is reasonable to forecast that the classifiers ensemble 
would be applied to more and more fields.  

We have shown that using PSO boosted lazy learning ensemble approach to generate 
biomedical data mining model allows a more accurate result in the biomedical data 
mining. The basic PBELL algorithm presented here can be extended in many ways, 
including implementation with different boosted methods or different basic classifiers 
ensemble. 
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Abstract. The interactions between organic molecules and calcium silicate 
hydrate were studied using molecular simulation techniques. Representative 
model of calcium silicate hydrate-Hamid model was selected as the initial 
structure of this simulation. Method of molecular mechanics (MM) and 
molecular dynamics (MD) were employed for simulation and calculation of 
C-S-H doped with styrene-acrylate, and the most stable conformation with 
lowest energy was obtained. Solubility parameters were calculated by analyzing 
the data of molecular trajectory combined with cohesive energy density (CED) of 
the structure. The results show that: doped calcium silicate hydrate have 
significant growth in the bulk modulus, compressibility and other mechanical 
performance parameters, compatibility of styrene-acrylate and calcium silicate 
hydrate is better, that is unanimous with test results. 

Keywords: molecular dynamics simulation; calcium silicate hydrate; 
styrene-acrylate. 

1   Introduction 

With the rapid development of society, high strength and high-performance 
cement-based materials have become the main development direction of construction 
materials. To improve the performance of traditional cement-based materials, a variety 
of polymers were added into cement mortar and concrete, so that physical and chemical 
properties such as compressive and flexural strength, hydration rate and the curing 
time, water resistance have been considerably improved. Therefore, people have also 
study the micro-mechanism of polymers on cement hydration. Yousuf, Prince, 
Tritt-Goc and Gu Ping [1-4] have used XRD, FTIR, TG-DTA, MRI, MP, and SPI and 
other modern technology to study the effects of naphthalene and melamine super 
plasticizer on the cement hydration, and to monitor the changes of microstructure and 
pore structure in the hydration process of cement. In many polymer modifiers, 
especially styrene-acrylate, epoxy and other organic polymer materials are the most 
prominent; Xu Yajun studied the modification mechanism of the styrene-acrylate 
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copolymer on cement mortar and the microscopic structure of the blends system [5-7]. 
But overall, researches on modification of polymer on cement hydrate productions are 
still at the practical application level results from restrictions of testing means, the 
mechanism researches are not enough. 

With the rapid development of quantum mechanics and computer technology, 
molecular simulation technology has become an indispensable means for scientific 
research, it can not only provides a qualitative description and can simulate the 
quantitative relationship between structure and properties of molecular systems, 
simulate the molecular structure and behavior using model at atomic level molecular, 
and then simulate various physical and chemical properties of molecular systems [8]. In 
this paper, molecular modeling software Materials Studio was used to construct the 
initial three-dimensional structure of calcium silicate hydrate, the most stable 
three-dimensional molecular structure of silicon calcium hydrate mixed with organic 
molecules was obtained using molecular mechanics (MM) and molecular dynamics 
(MD), compatibility between styrene-acrylate and silicon calcium hydrate and the 
modification effect was studied. The results show that the results of simulation are in 
good agreement with the test results. 

2   Molecular Simulation  

2.1   Model  

Because of the complex and uncertainty of cement hydration process, the true structure 
of hydration products was still unknown. Representative model of calcium silicate 
hydrate-Hamid model [9] was selected as infrastructure, two basic structural unit of 
calcium silicate hydrate model and styrene-acrylate organic molecules were 
constructed and were shown in Fig.1 to Fig.3. 

 

Fig. 1. Three-dimensional molecular structure of calcium silicate hydrate 
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Fig. 2. Molecular structure of styrene monomer 

 

Fig. 3. Molecular structure of methyl acrylate 

2.2   Simulation Process and Method 

These researches were completed using the Materials Studio molecular modeling 
software from Accelrys company in U.S.A. First the model was constructed using 3D 
modeling unit in Amorphous Cell, the structure of calcium silicate hydrate-Hamid 
model was input in the basic unit, the model temperature was 300K and density was 
2.18g/cm3. In styrene-crylate modified simulation, a certain amount of styrene and 
methyl acrylate monomer structure was input according to doping proportion. After the 
3D model was built, the most stable three-dimensional molecular structure was 
obtained using molecular mechanics (MM) method provided by the most optimal 
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(Minimizer), methods of conjugate gradient, the steepest descent and Newton. In the 
process of MD molecular dynamics calculations, the temperature consistent with 
modeling temperature and NVT ensemble was employed in dynamics simulations, the 
dynamics simulation time was 80ps, step length was 1fs, force field was Compass force 
field, using Verlet velocity for integration sum. In calculating the system's non-bond 
interaction, cutoff values of 0.9nm was used in the van der Waals interaction and 
Coulomb interaction, the van der Waals interaction was dealed with by atomic sum, the 
electrostatic interaction was dealed with by Ewald sum. After dynamics calculation, 
solubility parameters, mechanical properties and other parameters were obtained 
according to the molecular trajectories, and simulation results were in good agreement 
with the experimental data. 

3   Results and Discussion 

3.1   Structure Analysis  

After simulation calculation, the most stable three-dimensional structure of calcium 
silicate hydrate doped with organic molecules was obtained, and it can be visually 
observed from the graph the status of calcium silicate hydrate and styrene-acrylate 
within the cell.  

 

Fig. 4. The most stable organic molecular structure of doped calcium silicate hydrate 

As can be seen from Fig. 4, because styrene and methyl acrylate are in the calcium 
silicate hydrate cell, so the cell structure become more dense, the original organic 
molecules monomer dissociated, the original obvious the layered structure of calcium 
silicate hydrate was disrupted, the system disorder degree increases, system reached 
minimum energy state.  
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3.2   Solubility Parameter  

Solubility parameter (SP) is physical constant which measures the compatibility of 
liquid material. Its physical meaning of material per unit volume of the square root of 
cohesive energy density (CED) .The more similar the solubility parameters of the two 
materials are, the better the blend effective is. If the difference between them is more 
than 0.5, it is generally difficult to blend evenly. Solubility parameters of doped and 
pure calcium silicate hydrate can be obtained according to analysis of molecular 
trajectories, which are shown in Table 1.  

Table 1. Solubility parameters of C-S-H in different status 

Status of C-S-H CED (J/m3) SP (J/cm3)1/2 
Pure C-S-H 2.551e+008 15.971 
Doped C-S-H 2.642e+008 15.601 

 
From Table 1, the different value of solubility parameters of C-S-H in different status 

is 0.37, which is in the acceptable scale. It means the compatibility of styrene-acrylate 
and calcium silicate hydrate is fine, the polymers blended well into calcium silicate 
hydrate, it is unanimous with the most stable molecules structure in Fig.4. The 
simulation results supplied sustain for modification mechanism, and they’re in good 
agreement with the test results.  

3.3   Mechanical Properties 

We can get the bulk modulus, cut modulus, condensability of the most stable system, 
and compare them with those of pure C-S-H. 

Table 2. Mechanical properties parameters of C-S-H in different status 

Status of C-S-H Bulk modulus(GPa) Shear modulus(GPa) 
Compressibility 

(1/TPa) 

Pure C-S-H 7.7932 5.9639 129.7492 
Doped C-S-H 2.2117 0.1171 485.7125 

 
From Table 2, bulk modulus and cut modulus of C-S-H doped with polymers 

decrease significantly, however, the condensability increases. Actually, transmutation 
resistance of doped C-S-H increases, this maybe because the polymers blended well 
into calcium silicate hydrate, it results in the changes of the initial cell, so as to the 
system can resist outside changes; this means the modification is successful. 

4   Conclusions 

The interactions between organic molecules and calcium silicate hydrate were studied 
using molecular simulation techniques in this paper, and the following conclusions are 
obtained. 
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(1) The compatibility of styrene-acrylate and calcium silicate hydrate is fine, the 
polymers blended well into calcium silicate hydrate, transmutation resistance of 
doped C-S-H increases, so as to the system can resist outside changes, this means 
the modification is successful. 

(2) As newly research method, Molecules simulation has advantages over traditional 
means in material study, such as high efficiency, veracity, and low resource 
consuming. It will be spread in future. 
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Abstract. The contribution of energy management and control information sys-
tem (EMS) to energy conservation and emission reduction of iron and steel in-
dustry was expounded in this paper. According to the different management 
modes and system coverage of iron and steel enterprises, three basic application 
categories of EMS were summarized. Then, the application functions and their 
descriptions were studied in detail, followed by the introduction of the relation-
ship between EMS and other information systems. Finally, the comprehensive 
evaluation indices and recommended standards of EMS were given. It provides 
a guideline for iron and steel enterprises to construct EMS, beneficial to the  
energy conservation and environmental protection. 

Keywords: Energy Management and Control Information System, Iron and 
Steel Enterprise, Application Function, Evaluation Index. 

1   Introduction 

Energy management and control information system (EMS) is one of the system  
energy conservation technologies. EMS is an integrated management and control 
computer system with complete functions of energy monitoring, management, analy-
sis and optimization. It plays a key role in enterprises’ automation and information 
and is still in its early stage in iron and steel industry [1-3]. 

Energy consumption accounts for 20 to 40% of the cost of steel. The energy con-
sumption depends on equipment level, process flow, product mix and energy man-
agement level. It is constructing an integrated EMS that can support digital energy 
management technologies and improve enterprise performance in energy conserva-
tion. Considering many iron and steel enterprises have been starting constructing 
EMS [4,5], the objective of this paper is to introduce advanced experience and  
methods of EMS construction, to introduce the application scope, basic functions, 
implementation approach, environmental requirements and general principle, to guide 
enterprises towards constructing EMS, and to contribute for the energy conservation 
and emission reduction of iron and steel enterprises. 
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2   Basic Application Categories of EMS 

The construction method, management mode, system coverage, technology category 
and management benefit of EMS will vary at different development stages of EMS in 
iron and steel enterprises. 

(1) EMS Supported by Complete Flat Management. EMS supported by complete 
flat management blends energy management and production according to the flat-type 
production-directing pattern and centralized-through management system. It is har-
monious in the integrated energy management and control, energy balance, and pro-
duction. It is of remarkable to recycle and reuse secondary energies, with leading 
energy efficiency and operating rate in iron and steel industry. It has excellent tech-
nologies and its operation management and human resource meet the requirements of 
industrialization and modernization. It has an integrated function of data acquisition, 
processing and analysis, control and schedule, balance and prediction, and compre-
hensive energy management. 

(2) EMS Supported by Incomplete Flat Management. Hierarchical management is 
still used in production-directing pattern and whole management mode of EMS sup-
ported by incompetent flat management; while centralized management is used in 
energy management and data acquisition. Some essential energy balance points have 
the function of centralized management, forming an effective coordination with dy-
namic energy balance. However, further improvements are expected with respect to 
online control technology and management guarantee system. EMS of this category 
can integrate and control the functions of data acquisition, processing and analysis, 
control and schedule, balance and prediction, and comprehensive energy manage-
ment. It has higher recovery and reuse rate of secondary energies, with relatively 
advanced energy efficiency and operating rate in iron and steel enterprises. It basi-
cally fulfils the goal of “zero emission”. 

(3) EMS Based on Data Acquisition. Enterprise class energy data acquisition net-
work covers managements among processes and has relatively excellent functions of 
data acquisition, processing and analysis. It has infrastructures for energy manage-
ment, basically meeting the requirement of integrated information and industrializa-
tion in early stage. The category of EMS develops energy management and control 
centre (EMCC) and integrated guarantee system by combining energy management 
and environmental protection. It has no phenomenon of energy waste and is above 
average in energy utilization and energy consumption indices. 

3   Construction of EMS 

The application functions of EMS in iron and steel enterprises are shown in Fig. 1, 
and the description of these functions is given in Table 1. 

EMS plays an important role in information system of iron and steel enterprises. 
The relationship between EMS and ERP (enterprise resource planning), MES (manu-
facturing execution system) and PCS (process control system) is presented in Fig. 2. 
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Fig. 2. The relationship between EMS and ERP/MES/PCS 

3.1   Relationship between EMS and Enterprise Information Systems 

According to the infrastructure and function division, EMS requests energy statistical 
information, energy quality information, production plan of main processes and over-
haul plan of key lines from relative modules of information systems (ERP and MES). 
These are used to prepare complete energy management report, energy consumption 
analysis and reliable information for the prediction of energy system. Simultaneously, 
EMS supplies information system detailed energy analysis data to prepare cost analy-
sis report and management report. 

3.2   Relationship between EMS and Supervisory Control System of Main 
Processes 

EMS should obtain the online production information of main processes with the re-
quirements of application functions, especially those related to energy balance and 
schedule, such as production rhythm, operation status, energy consumption status and 
tendency, abnormality and malfunction status of system. If these are gotten, the operation 
management, balance scheduling and abnormality analysis will be established scientifi-
cally, exactly and timely, resulting in a steady and economic production process. 

4   Comprehensive Evaluation Indices 

The economic and managerial evaluation indices of EMS are: enhancement rate of 
labor productivity, reduction rate of BFG (blast furnace gas) release, growth rate of 
LDG (Linz-Donatiwz process gas) recovery, increase rate of comprehensive energy 
data accuracy, and perfection efficiency of management flow. Recommended evalua-
tion standards are given in Table 2. 
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Table 2. Evaluation indices 

score 10 30 50 80 
enhancement rate of labor productivity (%) >30 >50 >70 100 
reduction rate of BFG release (%) <30 <50 <70 <100 
growth rate of LDG recovery (%) >20 >30 >40 >50 
increase rate of comprehensive energy data accuracy (%) >30 >50 >70 100 
perfection efficiency of management flow  unfinished  finished 

5   Conclusions 

Based on the development stages, EMS is reducible to three categories: EMS sup-
ported by complete flat management, EMS supported by incomplete flat management, 
and EMS based on data acquisition. EMS can be divided into five types of modules 
and subdivided into seventeen application functions. Corresponding modules of EMS 
are correlated with other information systems such as ERP, MES and PCS, to obtain a 
steady and economic process. The economic and managerial indices of EMS are pro-
posed at the end of this paper. 
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Abstract. Belt conveyor is one of the most important devices to transport bulk-
solid material for long distance. Dynamic analysis is the key to decide whether 
the design is rational in technique, safe and reliable in running, feasible in 
economy. It is very important to study dynamic properties, improve efficiency 
and productivity, guarantee conveyor safe, reliable and stable running. The dy-
namic researches and applications of large scale belt conveyor are discussed. 
The main research topics, the state-of-the-art of dynamic researches on belt 
conveyor are analyzed. The main future works focus on dynamic analysis, 
modeling and simulation of main components and whole system, nonlinear 
modeling, simulation and vibration analysis of large scale conveyor system.  

Keywords: Modeling and Simulation; Dynamic, Vibration; Belt Conveyor. 

1   Introduction 

Belt conveyor is widely used in all kinds of industry fields, such as electric power, 
coal, mine, metallurgy, chemical, port, architecture and food supplies. It is one of the 
most important devices to transport bulk material of long distance. Nowadays, the 
transporting system is becoming larger and more using curve line. Long distance, 
high speed, large-capacity, high power and multi-drive is the main trend [1, 2]. It is 
very significant to study on conveyor system, which is helpful to improve the effi-
ciency and productivity of conveyor, guarantee safe, reliable and stable running. 

Many research institutions, engineers and technicians did a lot of deep researches 
on design theory, calculation methods, system control methods, design standards and 
design analysis system. The traditional design of belt conveyor was thought more 
about static properties than dynamic properties. Otherwise, if only thinking static 
properties when designing, choosing type and using, some serious problems will hap-
pen, such as unstable starting-up or failure starting, sharp rising belt tension, belt 
skidding, running deviation, irrational system design, too high safe factor and so on. 
The recent researches on dynamic properties of conveyor are introduced. The main 
research of conveyor dynamics is analysis. The further research is prospected. 
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2   State-of-the-Art of Belt Conveyor 

2.1   Dynamic Model of Large Scale Belt Conveyor 

Large scale belt conveyor is a mechanical system composed of several subsystems. 
The more complicated of mechanical system is and the more functions the system 
have, the better running properties and the higher reliable system will be. So, tradi-
tional assembly design using static methods is not enough for the reliable system. 
Dynamic properties are the most important factors of a function completed and  
performance excellent system. Belt is one of the most important parts of conveyor 
system. The belt properties will greatly affect the functions of the system. So it is 
necessary to model and simulate belt and system, and analyze dynamic properties. 

Dynamic Model of Belt. Many researches on dynamic model of belt conveyor are 
done by research institutes and individuals. Obvious viscoelasticity properties of belt 
were found in researches. So, modeling of adhesive tape means viscoelasticity model-
ing. There are several main viscoelasticity model including Maxwell model, Kevin 
model, three-element model which Kevin model and elastic element are in series [4] 
and five-element composite rheological model, and so on. Because of different  
properties and suitable conditions, the models are used by different researchers. For 
example, in the new conveyor design and analysis software, Helix Delta-T6, which 
developed by Helix Technologies Pty Ltd, Australia, a finite element model of the 
conveyor to perform the dynamic analysis is used. During modeling, the conveyor is 
broken up into segments, and for each segment, Kelvin solid model is used. The dy-
namic calculation process uses sophisticated variable step Runge Kutta method inte-
grators for solving the complex differential equations [5]. Conveyor Dynamics, Inc. 
started to research belt conveyor system from 1967 and five-element composite 
rheological model is used in the simulation software BELTSTATV [6]. The model is 
also applied by L.K. Nordell and J.K. David. Some Chinese researchers use Kelvin 
model for dynamic analysis [7]. All the models have some advantages and disadvan-
tages. Using composite element can calculate the final distortion at the condition of 
short time or infinite long loads. The more composite elements are the better accuracy 
of simulation will be. But, at the same time, increasing the number of composite ele-
ments will make the mechanics equation of the model become more complicated, 
which will bring some trouble for actual calculation. So, it is the main concern of 
researchers to choose high efficient conveyor model. 

Dynamic Model of Conveyor System. Applying mathematic model derived by using 
centralized method and two functions related to time and the speed of drive roller to 
express the hydraulic coupling system driving force of motor, Kim [8,9] built the 
system analysis model and the motion equation of main parts including belt, drive, 
head roller, tail roller and take-up device and so on. Using multi-body dynamics 
analysis method, Han [8, 10] built dynamic analysis model of whole conveyor system. 
W.G. Song [11] built the mechanics and mathematics models of belt unit, drive unit 
and take-up unit. Combining the above unit models, the dynamic equation of whole 
conveyor system was built. In order to recognize the transport routes of belt conveyor 
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with turning curve automatically, D.Z. Tang [12] set up the routes morphological 
function, modeled the system based on it, and developed auto-modeling software.  

2.2   Nonlinear of Belt and Whole System 

There are some properties of belt conveyor, such as nonlinear and with time-variant 
parameters. It is very important to set up exact nonlinear mathematics model to simu-
late and forecast the dynamic properties according to the above properties. W.R.B. 
Morrison [13] applied nonlinear model of belt material in 1988. G. Suweken [14] 
studied the weakly nonlinear of belt. Under the condition of running tensions defined, 
numerical integration method using non-linear stiffness gradients is used to generate 
transient forces during starting and stopping by A. Harrison [15]. 

Analyzing the actual running, J.G. Shi [16] built a nonlinear, time-variant, dynamic 
coupled finite element model of belt conveyor, studied the motivitiy transfer principle 
of bulk-solid material, constructed a shape function of belt conveyor route, and real-
ized the computer automatic modeling. According to analyze the belt sag and the 
change of tension, G.B. Li pointed out the coefficients of stiffness metric and damp-
ing metric in motion differential equation are  time-variable and nonlinear. With a 
discrete element model, he set up a nonlinear motion equation of belt conveyor based 
on belt sag and discussed the affect to motion differential equation caused by nonlin-
ear [17]. He also built the mathematic model of a drive system with three motors and 
hydraulic couplings, discussed increment equation successive linearized and New-
mark β step by step integration method [18]. 

2.3   Effect of Vibration on Dynamic Performance 

Vibration is one of the important content of dynamic research of belt conveyor. The 
researches related on vibration are concentrated on analysis of factors affected vibra-
tion, longitudinal vibration, transverse vibration, lateral vibration, solving main  
vibration mode, vibration analysis, studying the methods reducing and eliminating 
vibration of key parts. 

G. Suweken [19] discussed an initial-boundary value problem for a linear wave 
(string) equation, which was used to build a simple model to describe the vertical 
vibrations of a conveyor belt. G. Suweken and W.T. Horssen [14] studied the trans-
versal vibration and weakly nonlinear, set up a single equation of motion according a 
coupled system of partial differential equations describing the longitudinal and trans-
versal vibrations of the belt, and put forward the approximate solution method and 
two time-scales perturbation method. I.V. Andrianova [20] analyzed transversal  
vibration of conveyor belts and described the vibration with finite or infinite mode-
representations.  

Y.F. Hou and X.J. Liu and et al [21-22] analyzed the running vibration of high 
speed and long distance belt conveyor, pointed out the two factors affected vibration, 
one is the dynamic properties of belt, the other is the external factors which produce 
stimulation. They built discrete viscoelasticity model, simulated the dynamic per-
formance of belt, measured dynamic parameters, and analyzed the influencing mode 
of boundary conditions with different tension and excitation frequency. Y.J. Li [23] 
studied viscoelasticity vibration equation and the calculation methods of displacement 
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solution and dynamic tension, provide a design method limiting and eliminating vis-
coelasticity vibration of belt conveyor. According to dynamic equation, G.B. Li  
[24, 25] analyzed natural characteristics of belt conveyor in theory, derived its intrin-
sic frequency equation, and built the main vibration model on the four-order intrinsic 
frequency and two-order intrinsic frequency of a conveyor with and without load. 
X.H. Lu [26] pointed out that there were three kinds of vibration of belt, which are 
longitudinal, transverse and lateral vibration, built the mathematics model and longi-
tude vibration equation. Through experiments designed to establish the dynamic 
properties of belt material, Y.F. Hou studied some properties which have not been 
tested previously under conditions appropriate for the ISO/DP9856 standard. These 
properties included the natural vibration frequency of longitudinal vibration and 
transverse vibration, and the response to an impulse excitation. It was observed that 
the stress wave propagation speed increased with tension load and that tension load 
was the main factor influencing longitudinal vibration [27]. T.L. Qin analyzed the 
main factors of automatic take-up device, including the structure and the elastic wave 
produced in starting, stopping and loading. According to these, he built the model of 
automatic take-up and simulated it. He pointed out the main measures of reducing 
vibration of automatic take-up. The measures include reducing tension, limiting iner-
tia force, increasing braking torque and add automatic tension buffer [28]. 

2.4   Dynamic Analysis and Simulation of Operating Conditions 

L.K. Nordell [7] discussed the main problem of building stress and strain visco-
elasticity model, put forward the method analyzing dynamic instant force during start-
ing and stopping, forecasted the instant properties with simulation tools. 

W.G. Song [23, 29-31] studied the dynamic tension curve of belt when starting 
with constant, trapezoid, sinusoid, triangle, parabola and rectangle acceleration, ana-
lyzed better starting mode and starting time, provided design basis of parts. According 
to examples, J.G. Shi [16,17,32] analyzed the dynamic properties during starting, 
freely stopping, abnormal loads, belt broken, emergent stopping and lose power in 
starting, simulated dynamic curves, developed dynamic analysis algorithm that con-
trol starting and stopping process and optimal methods. Regarding conveyor as an 
elastic continuum, J. Wang [33] built mechanical model of belt with inertia, elastic, 
damping distribution, simulated dynamic properties of changing load starting.  

3   Future Works 

Conveyor is composed by parts and assemblies, such as belt, idler, driver, brake, 
transmission, take-up, and so on. It is a complex mechanical system. Because of geog-
raphy, there are lines and curves in whole route. Dynamic analysis include modeling 
for parts, assemblies and whole system, designing dynamic, solving dynamic equation 
and calculating dynamic loads. It is the basis for whole system to analyze all key parts 
and build exact mechanical models for them. 

The requirement of long distance and high speed, the dynamic property become 
more remarkable [2], are extraordinary complicated, and have nonlinear. Strain  
is related to not only stress and load history, but also time, frequency, temperature, 
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material, and so on. The nonlinear relationship between strain and stress, lag property, 
creep property, relaxation property, dynamic elastic modulus and other factors should 
be considered. So, it is the core to study nonlinear dynamic theory of belt and whole 
system, build nonlinear dynamic model, analyze and simulate dynamic properties and 
nonlinear dynamic response using viscoelasticity theory, system dynamics, vibration 
mechanics and finite discrete element method, which is important for optimal design 
of long conveyor. 

There are many kinds of vibration, such as longitudinal, transverse and lateral vi-
brations of belt, vibration of idler and frame [2,4], which impact dynamic properties 
of long distance and high speed conveyor seriously. So it is very necessary to study 
the mutual effects and coupling relationship of all kinds of vibration, build multi-
freedom spatial mechanics model of belt, put all the parts in a system to model and 
simulate, which is useful to optimize dynamic properties of system. 

4   Summary 

The main research, situation and shortage of dynamics of large scale belt conveyor 
are analyzed specially. The future works focus on dynamic analysis, modeling and 
simulation of main components and whole system, nonlinear modeling, simulation 
and vibration analysis of large scale conveyor system. 
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Abstract. A method of network traffic identification based on RBF (Radial 
Basis Function) neural network is proposed by analysis of the current status of 
the network environment. By using the public data set and the real-time traffic 
for a combination of supervised learning, this method constructs a reasonable 
training set and testing set to experiment and implement the network traffic 
identification based on RBF neural. The experiments prove the identification 
method in the application of network traffic has the characteristics of high 
accuracy, low complexity and high recognition efficiency, and the practical 
feasibility in real-time traffic identification. 

Keywords: RBF neural network, traffic identification, traffic classification, 
real-time identification. 

1   Introduction 

With the development of network technology, network traffic has been changed from 
the traditional flow which is represented to the services such as FTP, TELNET and 
HTTP to the new flow represented to the services such as P2P and IM service. The 
traditional traffic identification methods have been unable to meet the network 
requirements. Accurate traffic identification method has become an important issue of 
the network technology research and development. Good traffic identification 
technology can help network administrators control the users’ network application 
when necessary. And traffic classification also plays an important role in finding 
traffic intrusion, malicious attacks and new network applications.  

RBF neural network is a neural network which issues to solve high-dimensional 
space curve surface fitting (approximation) problem. It can find a curved surface which 
fits the training data best from a multi-dimensional space and interpolates the elements 
to the test data by the multi-dimensional space [1]. When receiving the external 
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stimulus, the neurons in the local area where accept the stimulus in the neural network 
has the strongest response and the neighbor neurons are reduced as the increase of 
radial distance between with the ones in the local area. The hidden layer of neural 
network provides a set of functions which construct an arbitrary “basis” to the hidden 
layer when they extended to the hidden space in the input mode. The functions in this 
set are called radial basis function. 

RBF neural networks are generally divided into three layers: input layer, hidden 
layer and output layer. The input layer is built up by several sources(perception units), 
which connect the network with the external environment .The hidden layer takes the 
vectors obtained from the input space to the hidden space by nonlinear transformation. 
The output layer is linear, which responds to the activation pattern (signal) on the role 
of the input layer. In general, the hidden space has a high dimensions on the purpose of 
that map the input vector in the input layer to a high-dimensional space. So under the 
Cover theorem, the input vector is more likely to achieve linear reparability [2]. 

RBF network is a computing model which Express the mapping just like (1) 

                                                     (1) 

“ ”  is the n-dimensional input space and “ ”  is the m-
dimensional output space. Both above represent the characteristics of the input data set 
values and the type of the value of the output data set. The point in ““ ”  denoted by 
“ ”. The point in “ ” denoted by “ ” . The 
number of hidden layer units has a direct bearing on the requirement of the problem 
and the number of input/output units. The huge number of hidden layer units will result 
in learning time too long and the error is not necessarily the best. And it can lead to a 
poor fault tolerance without the ability of identifying the new samples that not 
previously seen. So there must be an optimum number of hidden layer units. The (2) 
can be used to select the best number of hidden layer unit as a reference [3]: 

                                                       (2) 

The “n” is the number of input neuron. The “m” is the number of output layer neuron. 
The “a” is the constant for the 1 to 10. RBF network has the “sense-association-
reaction" structure which constructs by sensory neurons(S), association neurons (A) 
and reaction neurons (R) is as Fig.1. 
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Fig. 1.  System Structure of RBF neural network 
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General, RBF network consists of n sensory neurons and h association neurons and 
m reaction neuron by (3): 

                                  (3) 

The “ ” shows the set of neuron which includes “S”, “A” and “R”. “ ” 
represents the connection that include the connection of “S” to “A” (denoted as “C”), 
recording the connection intensity between them; include the connection of “A” to “R” 
(denoted as “W”), recording the connection intensity between them. “IF” represents 
input vector. “OF” represents output vector. “WA” represents the work algorithm just 
like gradient descent algorithm and least squares. It is used to solve the value in “W”. 
“OA” represents organization algorithm just like center self-organization selection 
method, which is an unsupervised learning method. It is used to solve the value of “C”. 
RBF network is a feed-forward type network. After pushing into the RBF network 
from sensory neurons layer, the information is passed to the association neurons layer. 
After transformed by “A”, the information is passed to the reaction neurons layer.”R” 
makes the information a linear combination and passed to the end to finish the work as 
(4) shows: 

                                                      (4) 

2   Identification Process 

The network traffic identification process based on RBF neural is divided into four 
parts: (1) Data acquisition process. (2) Data preprocessing. (3) Data training process. 
(4) Test data classification process. The focus will be on building a good model of 
RBF neural network for testing network traffic samples and classifying the network 
application by the feature of RBF neural network classification. As below: 

(1) Data Acquisition Module created by data acquisition process extracts the 
network connection records and analyzes the features to select the appropriate 
network feature attributes to be the original input value by “features extract”, 
which means to select the best subset of features from the network feature set 
as the original input value and select the appropriate network attributes as 
neural network input values. Denoted “ ” (0<i<n).  

(2) The input value that has been extracted is mapped to range [-1, 1] and 
eliminated the dependence of port in the classification process. The data after 
preprocessed is called classification process.  

(3) The preprocessed input set submitted to the neural network to be trained and 
generate the training model, As (5): 

                                                               (5) 

(4) The generated RBF model is used to predict the type of test data, which is the 
output, denoted “ ” (0<j<m). The algorithm here is Least Squares RBF 
network training. The mapping is achieved by a regression model like (6): 

                                                               (6) 

“ ” is error vector between the desired output and the actual output like (7): 
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                                                 (7) 

“ ” is target output and “ ” is actual output. 

The other important parameter in the least square method is admissible parameter “ρ”. 
The “ρ” is a real number whose absolute value is in range (0, 1).It is important to the 
balance between accuracy and complexity of the network. If it is set too close to one, 
the network will be high-precision mapping approach, but it would lead a large 
number of centers and over fitting. If too small, it will lead to relatively poor 
performance of the network model, but significantly reduced network size.  

The main standard of network traffic identification processes are recognition 
accuracy and recognition efficiency. With the high accuracy of pattern classification 
algorithm characteristics and advantage of the least square method, it can meet an 
increasingly complex network environment. The following experiment shows that. 

3   Experiment 

This experiment adopts the equivalent random, average value of several training 
methods that combines the existing data set and real-time data set. The existing data 
set comes from Genome Campus research institution in Cambridge University which 
is built up by the sample of 24-hour traffic.  

Table 1. Genome Campus sample statistics data set  

Category Flow Number Percentage % Application 

ATTACK 94 0.494 Internet virus attacks 
DATABASE 183 0.962 postgres, sqlnet oracle, ingres 
FTP-CONTROL 22 0.116 ftp-control 
FTP-DATA 72 0.378 ftp-data 
FTP-PASV 177 0.930 ftp-pasv 
INTERACTIVE 8 0.042 ssh, klogin, rlogin, telnet 
MAIL 1278 6.716 imap, pop2/3, smtp 
P2P 116 0.610 KaZaA, BitTorrent, GnuTella 
SERVICES 77 0.405 X11, dns, ident, ldap, ntp 
WWW 16612 87.303 www 
OTHER 389 0.204 KaZaA, BitTorrent,Half-Life 
Total 19028 100  

The real-time data set comes from one hour real-time monitoring for the traffic of a 
university laboratory. Table 1 and Table 2 respectively shows the composition of the 
contents of two sets of data.  

The Experimental procedure is as follows: 

(1) The experiments perform 10 times randomized training and testing on the data 
set and uses the TCP data as the test data. Complete two-way TCP stream is 
constituted by 249 properties [4]. The experiment removed the port 
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information to eliminate the dependence on the port. So in the experiments 
there are 248 neurons in the input layer. Two sets (set 1 and set 2) contains the 
type of traffic are 11 species and 8 species. The numbers of neurons in output 
layer in the two experiments are 11 and 8. Set number of hidden layer neurons 
is 260 and 262 referencing (2). For the output error parameter ε and ρ, we 
choose ε = 1.0E-8, ρ = 0.1 after numerous tests. 

(2) The data from the preprocessed data set concentration of random data as the 
experimental data to extract. The set extracted is divided into two sets: training 
set about 66%, and testing set about 34%. In order to simulate the real network 
environment, the training and testing set are selected randomly by category in 
extraction process. Table 3 shows the result. 

As Table 3 shows, the RBF neural network in classification has the 
advantage to be applied to network traffic identification and the average 
recognition rate has been more than 96%. With the training set size increases, 
the recognition accuracy will be a corresponding increase. The combination of 
sample concentration ratio of each category and number shows that the more  
 

Table 2. Laboratory sample statistics data set 

category Flow Number percentage % Application 
DATABASE 329 1.382 postgres, sqlnet oracle, mysql 
FTP 1701 7.147 ftp 
INTERACTIVE 2 0.084 ssh, klogin,rlogin, telnet 
MAIL 2726 11.453 imap, pop3, smtp 
P2P 94 0.395 Thunder,BitTorrent 
SERVICES 220 0.924 X11, dns, ident, ldap, ntp 
WWW 18559 77.976 www 
OTHER 170 0.714 QQGame，Real Media 
Total 23801 100  

 
Table 3. The experimental results 

 

Category recognition rate %
Set 1 Set 2 

ATTACK 86.3  
DATABASE 98.8 99.6 
FTP-CONTROL 96.2  
FTP-DATA 99.7 99.6 
FTP-PASV 91  
INTERACTIVE 65.5 66 
MAIL 98.1 98.7 
P2P 93.4 89.6 
SERVICES 99.7 99.2 
WWW 98 97.8 
OTHER 98.1 98.1 
Total 97.0448  97.4454 

 

Fig. 2. The relationship between training model 
and test accuracy 
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the support samples are , the more detailed of the description that can represent 
the categories much possible, the better of the study ability of the neural 
network constructed by the samples and stronger the convergence and the 
generalization ability of the model. 

(3) During the experiment, the building of training model is associated with the 
size of test data. The size of data model should coordinate the average network 
traffic. Mixture of the two samples were generated from a new random sample 
of 50% to 95% of the data as the training set and the remaining data as the test 
set for testing. The results shown in Fig. 2: 

As the figure shows below, the smaller the size of the training set is, the 
higher the speed of the model building and the data testing, and the accuracy is 
low. Small training set is suitable of the complex network environment. 

With the growth of the training model, the training complex is improved 
continuously and the test accuracy reaches to peak precision gradually. That is, 
when the model is built in reason, the neural network built by the training 
model can identify the network traffic with the best performance. 

When the training model is too large, the method will appear over-fitting 
phenomenon. Model complexity is too high and the interaction between the 
vector properties is too large. The training time began to increase and the 
recognition rate goes down. So analysis of the network size and traffic flow 
content plays an important role to create an excellent training model to meet 
the requirement of network traffic identification. 

(4) In order to prove that the method is feasible in real-time flow identification, 
the experiment below extracts the data for 1 minute in the data set represented 
by Table 2, the number of which is about 400 containing about 280 P2P flows. 
We extract all the P2P flows to be the data set on behalf of the network 
services. To improve the testing accuracy and simulate the real-time 
identification, the experiment extracts the first 70% flows of each kind of P2P 
applications as the training set and the last 30% as the testing set. Test results 
show in Table 4: 

As Table 4 shows that, when confronting the small size sample and high 
frequency real-time identification of network traffic, the method of RBF neural 
network has the characteristics that fast, efficient and less resource. It is proved 
the method based on RBF neural network traffic identification competent to 
identify the requirements of real-time traffic. 

4   Conclusion 

This paper presents a machine learning method of RBF neural network traffic 
identification. Through tested both in open data set and real-time data set, the method 
is proved to have the characteristics of high identification rate, fast and low resources 
consumption and the relationship between the scale of the model and the 
identification efficiency. It further evidence the practical feasibility in real-time traffic 
identification based on RBF neural network. 
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Abstract. Owing to the increasing core frequency and chip integration and the 
limited die dimension, the power densities in CPU chip have been increasing 
fastly. The high temperature on chip resulted by power densities threats the 
processor’s performance and chip’s reliability. This paper analyzed the thermal 
hotspots in die and their properties. A new architecture of function units in die 
---- hot units distributed architecture is suggested to cope with the problems of 
high power densities for future processor chip. 
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1   Introduction 

Large power dissipation or high temperature produces thermal hotspots in CPU die. 
With increasing core frequency and chip integration, the power densities in die have 
increased very fast. This problem has already threated processor performance and 
chip’s reliability [1-5]. 

We described the distribution of hotspots in die in Section 2, analyzed the heat 
conducting in Section 3, pointed out the bottleneck for processor performance in 
Section 4. In Section 5, a hot units distributed architecture for future processor die is 
suggested. Section 6 is the conclusions. 

2   Distribution of Hotspots in Die 

2.1   Numbers and Positions of Hotspots 

At any time, a CPU chip consumes power depending on its workloads. That is, each 
function unit in a chip consumes different amount of power from time to time. So the 
numbers and positions of the hotspots in a die are variant. 

In a die, function units such as processor cores, I-Caches and D-Caches are often 
hotspots. Other units may be a hotspot at some time, too. For example, when matrixes 
multiplication is run, the floating unit will be a hotspot. Fig. 1 shows temperatures and 
hotspots of a die under different workloads [6]. 
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Fig. 1. Thermal behavior and hot spots at different applications 

2.2   Real Distribution of Hotspots 

Actually, in addition to the hotspots with the highest temperatures, there are some other 
spots with higher temperatures. In Fig. 1 we can see some potential hotspots which 
appear to have very high temperatures. 

Qwing to the inefficiency of heat transferring, the spot with the highest temperature 
may not be the spot generating the largest amount of heat. Fig. 2 has two temperature 
curves along the diagonal of a die, one is a real line and the other is a dashed line. The 
dashed is the measured data and the real is the anticipated [7]. In the middle of the 
measured curve, there are two peaks and a valley between them. From the bottom of the 
valley to the top of the peaks, the temperature changes 10ºC in the distance of only 
1mm. On the right slope of the dashed line, the temperature descends  8ºC in the 
distance of 0.5mm and then ascends 5ºC again in the distance of 1mm. 

Therefore, while the temperature of one spot is below the critical value, its adjacent 
area may exceed the maximum sufferance value. Furthermore, even the complete 
thermal maps of one die are obtained, there would be differences from die to die, owing 
to the thickness of substrate and the material nomogeneity [8]. 

       

Fig. 2. Comparison of the IR camera 
simulation  

Fig. 3. Real distribution curve of reading and 
temperature around hotspot 
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3   Dissipated Power Gradient around Hotspots 

3.1   Heat Conducting Model 

With heat conducting around a hotspot, the temperature gets lower when the distance 
becomes larger. We say that there are temperature grads around hotspots. Fig. 3 is an 
example of real temperature curve around a hotspot [9]. 

For simplification, we assume the die is a thin plate and the chip runs time-invarient 
workloads. A hotspot can be considered a time-dependent point source of heat. At any 
time, any spot’s temperature submits to the following formula: 
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, T is temperature, x is the distance between the measuring point and 

source point, Q is the heat emitted from the source at any time, α is the thermal 

distribution ratio of material, λ is a parameter related to die material. In steady state 

when t→∞, point x has temperature value as follows: 
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3.2   Temperature Pole at Hotspot 

Because of heat conduction, the temperature distributing around the hotspot presents a 
shape like a pole. Paci [9] showed us several steady states of temperature distribution in 
Fig. 4 and Fig. 5. 

      

Fig. 4. Steady-state temperature distributing 
for different resolutions 

Fig. 5. Steady-state temperature distributing 
for two different die dimensions 
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4   Bottle-Neck in Future 

Fig. 6 is the temperature map of a 4-processor die under a task. The hottest parts are the 
processor cores and their instruction caches. In Fig. 7, not only the temperatures of 
cores and I-caches, do that of other units rise, too! We notice that though the core 
frequency and die dimension are not changed, the cores and caches get closer. 

For the example in Fig. 8, when the frequency is augmented by 10 times, the 
temperature differences increases with 10.77 times, which is a little more than the ideal 
number 10. Furthermore, when the die dimensions are minished by 2 times, the 
temperature differences increases from 1.5ºC to 2.8ºC. Since the temperature poles get 
closer, the powers in processors and Caches overlapp with each other. This arises the 
temperature of processors and Caches more than expected. Also, it arises the 
temperature of memories rising more than intended, too [9]. 

From Figs. 2 through 8, the width of the hotspot poles is about 2mm or less. This 
implies us that if two hotspots is nearer than 2mm, their temperature poles may overlap. 
Then the temperature would rise higher than we expected at one hotspot or  
 

     

Fig. 6. Temperature differences of a 
4-processor chip at 100 MHz 

Fig. 7. Temperature differences of a 
10-processorchip 100 MHz 
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Fig. 8. Temperature differences of the die in 
Fig. 7 at 1 GHz on a scaled die size 

Fig. 9. Temperature curves of two Hotspots 
when they are too close 
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both or somewhere between them. From formulae 1 and 2, we simulate to obtain the 
effect if two hotspots are too close. The heat generated from two hotspots splice to 
make the temperature between them higher (seeing Fig. 9). 

5   Hot Units Distributed Architecture for Future 

To solve the above problems and bottleneck in microprocessor dies, we propose the 
idea of distributed function unit architecture. That is, hot function units in one die are 
scattered so that the distances between them are long enough. In this structure, cores are 
far from each another, caches are far from each other, even a core is far from its 
cache(s). With this new distributed function unit architecture, the energy now 
dissipated in one smaller region can be balanced in larger region. Then the crowded 
hotspots would be scattered and the heat generated from hotspots can be conducted to 
the surrounding easily. 

Actually, our idea has existed in several software approaches for chip’s dynamical 
thermal management (DTM). The goal of various operating system scheduling 
strategies for DTM is minimizing the numbers of hot spots. By means of apportioning 
workloads among different function units in processor, the scheduling strategies 
balance the temperature distribution on the die for a set of tasks [1-5]. Those 
approaches lowered the highest temperature on hotspots and steady average 
temperature in die. 

6   Conclusions 

Facing to the problem of hotspots in CPU die, we analyzed their negative effects to 
future computer. We suggest a new die architecture to cope with the trend of more and 
closer hotspots in a die. 
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Abstract. Nearest Neighbor (NN) is a nonparametric classification approach, 
which is simple yet effective. In NN, the classification decision only uses the 
information of distance, thus its classification performance is always under-
mined by the outliers. To solve such a problem, a modified nearest neighbor 
classification method is proposed by using class-wise local information. For a 
given test sample, its corresponding nearest neighbor in each class can found 
and the corresponding distance information can be derived. At the same time, 
the class distributions in the neighborhood of the test sample’s nearest 
neighbors in each class can be obtained, which is considered as the class-wise 
local information and can represent the possibility for the nearest neighbor in 
each class to be the outlier. The classification decision criterion is designed by 
jointly utilizing the distance information and the class-wise local information. 
Experimental results show that the proposed method is rational and effective. 

Keywords: Nearest Neighbor, Neighborhood-based Classification, Pattern 
Classification. 

1   Introduction 

Pattern classification [1] is one of the essential problems in the fields of machine 
learning and artificial intelligence. Due to the simplicity and effectiveness, the 
neighborhood-based pattern classification approaches are widely used in many appli-
cations such as audio classification [2], face recognition [3], text categorization [4], 
etc. Among the neighborhood-based pattern classification approaches, nearest 
neighbor (NN) is the simplest yet effective one, which is nonparametric. It has been 
proved that has asymptotic error rate that is at most twice the Bayes error rate [5]. 

But it should be noted that the performance of NN might be affected by the  
quantity of samples, the representative capacity of samples and the existence of out-
liers (i.e. the noisy sample or the isolated sample) etc. To resolve such problems, 
several generalized or modified nearest neighbor classifier were proposed, such as  
the k-nearest neighbor (k-NN), the error rate of which is asymptotically approximate 
to the Bayes error rate. But in practical use of k-NN, the choice of the parameter k 
might be a trouble issue. There still exist other types of generalized or modified 
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neighborhood-based classifiers such as the nearest feature line (NFL) [2], graphic 
neighbor (GN) and surround neighbor (SN) [6], etc. NFL can improve the representa-
tive capacity of the samples. This is helpful for the resolving of the small sample size 
problem, but it will arouse the problem of trespass inaccuracies and tremendous in-
crease of computational complexity. GN and SN also have the drawbacks of high 
computational complexity. What is more crucial is that almost all the neighborhood-
based classifiers’ performances will be influenced by the outliers or noisy samples. 

To counteract the effects of the outliers or noisy samples thus improve the classifi-
cation performance, we modify the traditional NN by using class-wise local informa-
tion. For a given query sample, its corresponding nearest neighbors in each class are 
found and the corresponding distances can be calculated. We further calculate the 
class distribution surrounding the query sample’s NN in each class, which can be used 
as the class-wise local information. Such a type of information can represent the pos-
sibility of each class’s NN to be the outlier. By jointly using the distance information 
obtained and the class-wise local information derived, the decision criterion is de-
signed. The experimental results provided can verify that the proposed classification 
approach is rational and effective. 

2   Nearest Neighbor Classifier and the Outlier 

The traditional NN is implemented as follows. 

Suppose that 1 2 ( ){ , ,..., }i i i i
N iX = x x x are the training samples belonging to class 

,  1,...,i i M= . ( )N i is the quantity of the samples belonging to class i . Given a query 

(test) sample qx , find its corresponding nearest training sample point i
jx from all 

training samples, then qx  is labeled as class i . The NN is simple yet effective and its 

implementation is nonparametric. It has been proved that NN has asymptotic error 
rate that is at most twice the Bayes error rate. That is to say if infinite number of train-
ing samples are available, half of the information in classification is provided by the 
nearest neighbor. But NN still has some drawbacks which confine its performance. 

For example, the small sample size (SSS) problem, which means that when the fea-
ture dimension is far larger than the sample size, NN is always not competent for 
classification. This is not hard to understand because NN in fact can be considered as 
an effective approximation of the real probability distribution of class. The corre-
sponding efficiency is guaranteed by some certainty quantity of training samples. 
When the sample quantity is too limited, the performance will be restricted. Like 
other nonparametric approach, without the probability distribution, there will be no 
meaningful conclusions [1].  

The computational complexity is also a defect of NN, because all the training sam-
ples will be traversed in the procedure of the classification based on NN.  

For NN, there still exists another important factor, i.e. the influence of the outlier, 
which confines its performance. How to counteract the negative effect of the outliers 
in NN is the aim of this paper. The outlier is illustrated in Figure 1. 
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Fig. 1. Illustration of the Outlier Point 

In Fig. 1, the sample point pointed by the arrow is belonging to class 2 while its 
nearest neighbor is belonging to class 3. According to the rule of NN, such a query 
sample is labeled as class 3. That is to say the query sample is misclassified, which is 
due to the existence of an outlier belonging to class 3. 

The outlier can not be deleted arbitrarily. This is due to that some outliers can be 
considered as the noisy points but some other outliers can provide important informa-
tion. To resolve the problem of outliers, there have emerged several methods. Many 
researchers aim to detect the outliers. For the rule of NN, Mitani, etc [7] design an 
approach to detect the outliers based on their class-wise local information defined. In 
their work, for each query sample and in each class, k nearest neighbors are found. 
Then in each class, the centroid of the k nearest neighbors is derived. Based on the 
distances between the query sample and the centroids in each class, the classification 
decision can be made. In [8], based on the work of Mitani et al., the information pro-
vided by the centroids of all the samples in each class are also considered to make the 
decision. The reason for the negative effect of the outliers for the classification is that 
only the distance is used to make the decision. If other types of auxiliary information 
could be added in, it will be helpful for the NN classification. In this paper, we pro-
pose a modified NN classifier by jointly using a new type of class-wise local informa-
tion and the distance, which is introduced in the next section. 

3   Modified NN Classifier Based on Class-Wise Local Information 

The implementation procedure of the proposed classification is as follows. 

1) For a query sample qx , find the its nearest sample _NN ix  in 

1 2 ( ){ , ,..., }i i i i
N iX = x x x  belonging to each class i , where 1,...,i M=  repre-

sents the class label. Calculate the corresponding distance min
id : 

_ , arg min , 1,..., ( )i i
NN i j q j

j
j j N i∗ ∗ = − =x x x x                             (1) 
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min _
i

NN i qd = −x x                                                   (2) 

where ( )N i  represents the number of training samples belonging to class i  

and  represents a kind of distance, e.g. the Euclidean distance. 

2) In each class i , for the _NN ix (i.e. the NN of qx  in class i ), find its corre-

sponding k nearest neighbors in all the training samples belonging to class i ; 

3) In each class i , calculate the number of samples belonging to class i  in k 

nearest neighbors of _NN ix , which is denoted by _
i
NN ik . Then calculate the 

class-wise local class distribution information ( i.e. the ratio of the samples be-
longing to class i ) as follows: 

_
_

i
NN ii

NN i
k

k
ρ =                                                       (3) 

4) Make the classification decision according to (4) and (5) 

                          ' min

_

i

i i
NN i

d
d

ρ
=                                                          (4) 

'class of minq i
i

d≡x                                                      (5) 

In (3), the _ [0,1]i
NN iρ ∈  can be regarded as the possibility of _NN ix (the NN of qx  

in class i ) to be an outlier. If _
i
NN iρ  is relatively large, then _NN ix  has relatively 

low possibility to be an outlier. If _
i
NN iρ  is relatively small, then _NN ix  has rela-

tively high possibility to be an outlier.  In (4), the distance information are modified 
by using the class-wise local classification distribution information described in (3). 
That is to say the decision is not only made based on the distance but also based on 
the possibility of NN in each class to be the outlier. The shortest distance can not 
assure the correctness of the classification if the NN is just the outlier. Thus both the 
distance and the class-wise local information are used in the decision-making, better 
classification performance can be expected. 

4   Experiments 

1) Classification problem of two classes with Gaussian distribution 
We generate the artificial two-class dataset with known probability density. Any  
sample in our dataset has two dimensions ( , )x y . x is a Gaussian distributed variable 

and y is a uniform distributed variable. Their joint – probability density function is as 

follows [9]: 
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2

1

2

2

1 1
exp[ ( ) ], ,

2( , ) 2 ( )

0,                                        ;

1 1
exp[ ( ) ], ,

2( , ) 2 ( )

0,                                            ;

class

class

x
a y b

p x y b a

otherwise

x
a y b

p x y b a

otherwise

σπσ

μ
σπσ

⎧ − ≤ ≤⎪= −⎨
⎪
⎩

−⎧ − ≤ ≤
= −⎨
⎪

⎪
⎩

                         (6) 

where μ denotes the distance between the two Gaussian centers. Totally 500 samples 

are generated. Here 3b a− =  and 3.5μ = . Class 1 and class 2 each have 250  

samples. Randomly select 125 training samples from each class, the remainder are 
reserved as test samples. The k parameter used for our proposed approach is 5k = . 
The experimental results are listed in Table 1. 

Table 1. The classification performance on Gaussian distribution dataset 

Classifier Mean classification accuracy 

NN 94.87% 
This paper 95.79% 

 
2) UCI dataset –iris [10] 
There are totally 3 classes of plants in iris dataset including Setosa, Versicolor and 
Virginicia. The feature dimension of the sample is 4. The first two feature dimensions 
represent the length and width of the sepal, respectively. And the last two feature 
dimensions represent the length and width of the petal, respectively. 

All feature values are normalized to lie between 0 and 1 based on (7): 

min

max min
i i

i
i i

v v
a

v v

−
=

−
                                                       (7) 

where iv denotes the actual value of attribute i . Maximum and minimum operations 

are over all samples. 
Each dataset is randomly divided into 5 disjoint subsets of approximately equal 

size. For each time, we select three subsets to constitute the training set and treat the 

remainder as the testing set. Thus, there are totally 3
5 10C =   different trials over each 

dataset. The average classification performances across the 10 trials are computed. 
The k parameter used for our proposed approach is 5k = . The experimental results 
are listed in Table 2. 

Table 2. The classification performance on iris dataset 

Classifier Mean classification accuracy 

NN 94.93% 
This paper 95.96% 
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3) Ripley dataset [11] 
The well-known Ripley dataset problem consists of two classes where the data for 
each class have been generated by a mixture of two Gaussian distributions. The train-
ing set consists of 250 patterns (125 patterns belong to each class) and the testing set 
consists of 1000 patterns (500 patterns belong to each class). The k parameter used for 
our proposed approach is 5k = . The experimental results are listed in Table 3. 

Table 3. The classification performance on Ripley dataset 

Classifier Mean classification accuracy 

NN 85.00% 
This paper 87.20% 

4) Remote sensing dataset 
The Landsat TM images of some district in Beijing are used. Each sample has 6 bands 
of TM images. The classes used here are semi-bare land, rice field and corn field. 
Each class has 800 samples. Randomly select 400 training samples from each class, 
the remainder are reserved as test samples. The k parameter used for our proposed 
approach is 5k = . The experimental results are listed in Table 4. 

Table 4. The classification performance on TM data 

Classifier Mean classification accuracy 

NN 96.00% 
This paper 97.20% 

Based on all the experimental results listed above, it can be concluded that our 
proposed approach can effectively improve the classification accuracy. 

5   Conclusions 

In this paper, the class-wise local information are used to modify the NN classifier to 
counteract the negative effect of the outliers and to improve the classification accu-
racy. Both the class distributions around nearest neighbor in each class and the dis-
tance are used to make the classification decision. The experimental results listed in 
section 4 show that our proposed approach is rational and effective. 

It should be noted that there still exist drawbacks in our proposed approach.  
The first one is the computational complexity. In the proposed approach, several 
traverse procedures are needed which will arouse large computation burden thus  
our approach is not appropriate to the large sample size applications. The second one 
is that in our proposed approach, there exists the problem of the choice of parameter 
k. Inappropriate choice of k will do harm to the classification performance. The 
choice of parameter k in our paper depends on the experience. How to reduce the 
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computational complexity and how to select an appropriate parameter are both our 
important works in the future. 
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Abstract. For the single rigid rod has the non-fixed point smoothing contact 
impact to the ground in the motion process, analyzing the motion situation of 
the before and after collision between the rigid rod and the ground. Base on the 
geometric characteristics of this construction, giving the method to judge which 
endpoint of the rod impacts the ground firstly. Using the MATLAB to simulate 
the motion situation of the before and after collision of the rigid rod. 

Keywords: contact impact model, plane motion, simulation. 

1   Introduction 

The problem of the single rigid rod non-fixed point smoothing contact impact to the 
ground had been introduced in some textbooks[1], but lots of the textbooks only 
analysis the content which about the collision process. The non-fixed point impact is 
when the systems impact in the motion process, the position of collision point which 
at the object changed with the initial condition, the system parameters and the time 
and so on[2]. The single rigid rod contacts and impacts to the ground in the motion 
process is the non-fixed collision. So in the motion process of the rigid rod, we must 
analysis the problem about when and which point will be contact impact to the 
ground. We will analysis the contact impact model, the motion condition after colli-
sion and if there has many times collision. This paper will analysis when and which 
point will be contact impact to the ground by solving the minimum distance between 
the potential pair of contact points. When we analysis the collision process of this 
model, we will use the method of Newton coefficient of restitution.  

Supposing the model as following: a uniform rigid rod, the length is l , the mass is 

m , the centroid is C , at the initial position ,the rigid rod has no initial velocity, then 
it will do plane motion, analyzing the motion situation of the before and after collision 
between the rigid rod and the ground. The model as shown in Fig.1. 
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A

B

θ

                    (a)       (b)  

           Fig. 1.                                                       Fig. 2. 

2   The Kinematics Equation and the Kinetic Equation of the Rigid 
Rod Plane Motion 

From the model which we show in Fig.1, we can know there may be have two kinds 
contact impact model when the rigid rod impacts to the ground, as shown in Fig.2. (a) 
the condition of the contact and impact between the whole rigid rod and the ground; 
(b) the condition of the contact and impact between the one endpoint of the rigid rod 
and the ground.  

When the two endpoints contact and impact to the ground at the same time, then 
the contact impact model is (a);when there is only one endpoint contacts and impacts 
to the ground, then the contact impact model is(b). 

For this model, we must analysis which endpoint of the rigid rod impacts the 
ground firstly, the most important of this problem is solving the distance between the 
ground and the two endpoints in the motion process. Now we establish the coordinate 
system, it as shown in Fig.3: 

A

B

x

y

C
x′

y ′

ϕ

O         

α

A

B

0ω

1ω

y

x

   

                                Fig. 3.                                                           Fig. 4. 

The coordinate system which takes the centroid C as grid origin is the moving co-
ordinate system, the coordinate system which takes the ground as grid origin is the 
fixed coordinate system. Then at any time, we can get the position of any point of the 
rod by the kinematics equation and the kinetic equation of the plane motion. 

The kinematics equation of the rigid body plane motion is: 

),(1 tfxC =       ),(2 tfyC =         )(3 tf=ϕ . 

Then when the rigid rod do the plane motion, the coordinate of the A , B  in the fixed 
coordinate system can be obtain, expressing them as following: 
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ϕcos
2

l
xx COA ∓= ,     ϕsin

2

l
yy COA ∓= . 

ϕcos
2

l
xx COB ±= ,     ϕsin

2

l
xy COB ±= . 

The kinetic equation of the rigid body plane motion is: 

∑= )(

2

2
e

x
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dt

xd
m , ∑= )(

2

2
e

y
C F

dt

yd
m , )( )(

2

2
e

CC M
dt

d
J F∑=ϕ

. 

where CJ
 
is the moment of inertia of the rigid rod rotation around centroid. 

At any time, we can get the position of A , B by the kinematics equation and the 
kinetic equation of the rigid body plane motion. We can judge which endpoints of the 

rigid rod impacts the ground firstly by test the value of OBOA yy ， at any time. The 

method as follows: 

If at one time, there are (1) 0=OAy ; (2) the direction of n
Av is vertically down-

wards, and 0>n
Av , then the A point contacts and impacts to the ground; 

Otherwise at one time, there are (1) 0=OBy ; (2) the direction of n
Bv is vertically 

downwards, and 0>n
Bv , then the B point contacts and impacts to the ground. where 

n
Av ， n

Bv is the vertically velocity of the two points A , B  respectively.  

3   Analyzing the Collision Process between the Rigid Rod and the 
Ground 

Analyzing the collision process between the rigid rod and the ground. Here we sup-
pose the point B of the rod impacts to the ground, then the coordinate of the point 

A can be obtain, we write it as OAy′ . The momentary before collision, we write angu-

lar velocity of the rod is 0ω , the velocity of the point B is Bv , the velocity of the 

centroid C is Cv , the angle between the rod and the ground isα , these element can 

be obtained by the kinetic equation of the rigid body plane motion. The momentary 
after collision, we write angular velocity of the rod is 1ω , the velocity of the 

point B is Bv′ , the velocity of the centroid C is Cv′ . Showing in Fig.4. 

The impulsive equation of the rigid body plane motion is: 

∑=−′ xCxCx Imvvm .                                                      (1) 

∑=−′ yCyCy Imvvm .                                                      (2) 
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)( )(
01

e
CCC MJJ I∑=− ωω .                                     (3) 

Because here is a smoothing contact and impact, so the collision impulse only exists 

in y direction, 0=xI . For the rod do the plane motion, the following results are 

achieved: 

BCCB vvv += ,   BCCB vvv ′+′=′ . 

Projecting these two equations to y direction, yields: 

αω cos
2 0

l
vv CyBy +=  ,  αω cos

2 1

l
vv CyBy +′=′ .                        (4) 

The coefficient of restitution is:  

1=
′

=
By

By

v

v
k .                                                        (5) 

Because 

CCy vv =  ,         
l

yOA′
= arcsinα  .                                     (6)                             

From Eq.(1) to Eq.(6), we can obtain: 

l

lvC

)1cos3(

)1cos3(cos12
2
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−+
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α

ωααω , 
α
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Because this model is the rigid rod contacts and impacts to the ground, so after the 
collision, under the effect of the angular velocity and the velocity of the centroid,  
the rigid rod will continue to motion and impact to the ground again. In this collision, 
the problem of which endpoint will be impact to the ground can be solved by the first 
part of this paper. 

4   Numerical Example 

In order to prove the correctness of the method, we have the following numerical 
example. 

A uniform rigid rod, the length is 1=l m, the mass is 2=m kg, the coordinate of 

the centroid is 6.0=Cx , 3=Cy . At the initial time, the rigid rod at the horizontal 

position, has no initial velocity, then it will do plane motion under the effect of the 
moment of the couple 5.0=M , the direction of the M  is clockwise. As shown in 

Fig.5. The beginning time is 0=t , we get the following results by MATLAB 
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Fig. 6. 

numerical simulation: (here, we only give the rod motion situation figure of the for-
mer three times before and after contact impact). 

In Fig.6 (a), in the fixed coordinate system, the change curve of the ordinate of 
A is the black real line; the change curve of the ordinate of B is the black dashed 

line. If the value of ordinate is 0 , then the rigid rod impacts to the ground; the time 
which the two curve intersection is the time of rod at the horizontal position in the 
plane motion process. For this numerical example, we can obtain information from 
the Fig.6(a), the endpoint B impacts the ground firstly, after a time endpoint A  im-
pacts the ground, then the endpoint A impacts the ground again. The Fig.6(a) gives 
the curve about the ordinate of the two endpoints change with the time, this curve is 
only shows the change of the former three times before and after contact impact, 
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hence we know, after the third collision ,the rod will impacts ground again and again 
in the plane motion process. In Fig.6 (b), the negative value of the velocity denotes 
the direction of the velocity is vertically downwards, the positive value denotes the 
direction of the velocity is vertically upwards. In Fig.6(c), the negative value denotes 
the direction of the angular velocity is clockwise, the positive value denotes the direc-
tion of the angular velocity is anticlockwise. The time of the velocity and the angular 
velocity value jumping is the time of the rod impacts to the ground. 

5   Conclusion 

This paper analysis the situation of the non-fixed point smoothing contact impact 
between the single rigid rod and the ground, we obtain there may be have many times 
collision between the rod and the ground. Giving the method to judge which endpoint 
of the rod impacts to the ground firstly, and numerical simulation the process by the 
MATLAB.  
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Abstract. Through the analysis of current culture status of undergraduate engi-
neering applied talents, the paper points out that the main reason causing the lack 
of student integrated application and practice innovation abilities is the poor 
construction of high-end practice environment. And then, how to enhance the 
practice environment construction and practical teaching innovation as well as 
building an appropriate innovation practice teaching system for engineering ap-
plied talents are systematically discussed. It is very obvious that the application 
and promotion of this kind of innovative practice teaching system could enhance 
the practice innovation abilities and entrepreneurial and employment awareness 
of the graduates.  

Keywords: high-end practice environment, practice teaching system, software 
engineering speciality, exam-oriented education, practice base. 

1   Introduction 

Undergraduate engineering practical teaching is considered as a group of the experi-
ment, training, practice, engineering case studies and other general practice teaching. 
Although, experiment, training, and practice all have practical features, their teaching 
goals, means and methods are different from each other. Experimental teaching is 
mainly a practice teaching form for students’ basic skills training associated with pro-
fessional based courses or professional courses theory teaching processes. By the ways 
of demonstration, validation and design the technical verification and implementation is 
finished as well as the basic operating skills; Professional practice focuses on under-
standing and recognizing the social needs to professional technologies and its applica-
tion and development, its goal is to train the observation and adaptation abilities of 
students; Professional training, which between the professional experiment and training, 
is a kind of practical teaching processes for culturing the comprehensive application and 
practical innovation abilities. Systematic specialized core course experiments and basic 
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operation skills could be a foundation of professional training, but, systematic and ad-
vanced professional technologies and applied abilities also provide a solid foundation 
for later professional practice, which even is helpful for students to understand and adapt 
to society faster. The three links of practical teaching form three levels of teaching. They 
oppose each other and also complement each other. Experiment, training and practice 
constitute complete practice teaching system for culturing undergraduate innovative 
applied talents.  

Take the development of high-end practice environment of undergraduate software 
engineering in Huaihai Institute of Technology for example, this paper focus on the 
problems of innovative practice teaching system research and building based on 
high-end practice environment. 

2   The Building System of the High-End Practice Environment 

In current Higher Education in China, the based experimental environment of  
undergraduate engineering applied specialties already has a considerable scale after 
several years of construction, especially after the Ministry of Education's activities of 
"Evaluation of undergraduate education", the construction of basis professional  
laboratory have achieve a new level. However, it is the lack of university's internal and 
external high-end practice environment construction which restrain the development of 
higher education and the formation of school characteristics. What is high-end practice 
environment? Here we give the specific definition: high-end practice environment (also 
known as high-end training and practice base) is experiment, practice, training and 
other facilities and sites for professional talents which is in social development more 
cutting-edge technology and could able to meet the needs of culturing current  
undergraduate students in late high school comprehensive applied abilities and inno-
vative abilities. It’s mainly forms including: Firstly, universities and governments 
(including central and local government) to build together; Secondly, cooperation in 
the Establishment of Universities and Enterprises; Thirdly, opening undergraduate 
professional integrated laboratories or training centers that university self-built; 
Fourthly, created by cooperation of the government and business; Fifthly, opening 
undergraduate training center that enterprise self-built (currently widespread in the 
community); Sixthly, the inner production and research environment of modern en-
terprises could be seen as the undergraduate professional talents training and practice 
base or research and development center. 

Objectively speaking, the training of software engineering applied innovative talents 
must require the support of high-end practice teaching and learning environment. That 
is, the first-class practice environment, first-class technology and equipment, first-class 
faculty and excellent management system is the basic conditions to ensure the 
first-class software engineering talents, especially for the cultivation of high-quality 
software professionals. So, in the process of practice environment building, we par-
ticularly emphasized large-scale integrated high-end practice environment construc-
tion. Two main directions should be take attention on, one is inner school construction 
including central and local governments build together, national and provincial Dem-
onstration Laboratory and so on; another is outside school high-end practice bases 
construction which are built together with enterprises as well as professional build.  
The basic principles of internal and external laboratory and practice base  
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Fig. 1. Construction system of high-end practice bases and laboratories 

construction are high-end configuration, the development of practice running and the 
property of binding the industry, learning and research as one. These three character-
istics are the basic principles of the common property of internal and external school 
high-end practice environment construction. On the other hand, to the construction of 
external school practice environment, the enterprise feature of practice-based must be 
emphasized.  

The principle of high-end, stress the advanced of hardware and software environ-
ment configuration and equipment of practice environment construction (including 
laboratory or practice base, et.al.), which could represent the current mainstream 
technological level existing in social and economic development and professional field. 
This is very important, especially for the construction of Key Laboratory of the inner 
school central and local governments building together, the repetitive low-quality basis 
laboratory must be resolutely stopped. Otherwise, it would raise the widening gap with 
social development. Opening principle, emphasis on laboratory and practical bases 
must be able to open to teachers and students, which not only meet the needs of ex-
periment, design, training and practice and other general practice but also meet the 
requirement of innovation, research and development, competitions and other practical 
activities; opening to teachers is to become the high-end research and project devel-
opment platform for teachers; open to the public is to become the practice base pro-
vided social technology services and training talents for enterprises. The combining 
principle stressed that the high-end practice environment must focus on the combina-
tion of practical and theoretical teaching, the combination of experimentation, training 
and research, the combination of practice environment and social technology service, 
the combination of the construction of practice teaching base and the corporation with 
enterprises and other construction and operation mechanism. Emphasize on the com-
bining principle is focus on the comprehensive benefits and social potential of high-end 
practice environment construction and application, and play their due role in many 
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aspects such as practice creative abilities, research, social service and so on. What must 
be take more attention is that the inner school practice environment must considered 
co-operation with the modern enterprises, this is very important and urgent not only for 
the university to absorb and use the advanced technology and equipment resource of 
enterprises, but also for students to understand the corporate culture or training as well 
as finding employment opportunities and developing entrepreneurial awareness [4,5]. 

Fig. 1. is the schematic diagram of high-end practice base construction system for 
School of Computer Engineering in Huaihai Institute of Technology. In Fig. 1., a very 
important issues exists in while meet the requirements of the hardware and software 
equipment and technology of lab and practice base achieving advanced and main-
stream, it is also must require external base having a large cooperation enterprises 
group to provide practice condition for post teaching practice, familiar with the cor-
porate culture as well as employment and entrepreneurship. 

3   The System of Innovation Practice Teaching System  

Practice teaching is the most effective and direct way to training the comprehensive 
application and practice innovation abilities. The objectives, plans, content, environ-
ment and requirements of practical teaching should be clearly developed and imple-
mented according to professional education and the school regulations.  

To the traditional practice teaching in universities, practical teaching system estab-
lishment should focus on practice teaching programs, practice environment and man-
agement systems. Practice teaching program have systematically and clearly plan and 
description in general professional training programs, including course experiment, 
curriculum design, professional training, social practice and graduation design and so 
on. For each practice teaching course, its name, general outline, content, assessment 
methods, achievements evaluation should have a clear planning, they should be ar-
chived and issued executive in the form of documents, becoming the fundamental basis 
of implementing practical teaching and its management. Practice environment mainly 
include training plan adapting to the experiment, training, internships and other places 
and facilities, consisting of two types of internal and external school. Generally 
speaking, internal school practice environment construction give first place to profes-
sional basic laboratory, external take training and practice base construction as the 
principal thing. Practice teaching management system is the standards of implementing 
practice teaching tasks, including teaching resources management, teaching staff, 
teaching process, teaching effectiveness, teaching quality, assessment and evaluation, 
cooperation agreements and other rules and regulations [6,7]. 

To implement the innovation of software engineering teaching system, the first thing 
is to adjust and plan the professional knowledge and course systems according to  
professional training and social needs. And the original computer knowledge and cur-
riculum systems which have no obvious professional characteristics should be break. So, 
we adjusted the original professional training program combining the requirements of 
software engineering professional basic theory and practice ability training in and 
aboard, increasing the theoretical and practical courses such as software testing, soft-
ware project management, software quality assurance and management, integrated 
software engineering environment, large-scale software construction techniques, net 
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environment and new technologies, J2EE environment and new technologies and so on. 
It can be seen that the adjustment of these courses, which not only highlights the  
characteristics of specialized knowledge and curriculum systems but also broaden the 
content and scope of professional theory and practice teaching, established a solid 
foundation for students to learn frontier knowledge of software engineering, master 
advanced professional technology and improve the comprehensive application and 
innovative ability.  

With the update of professional knowledge and curriculum system, the corresponding 
practice teaching environment must be ensured. The practice teaching environment 
shown in fig 1. adapts to this innovation practice teaching system very well. 

practice teaching system

teaching goals teaching contents teaching managementteaching methods exam evaluation

   

Fig. 2. Practice Teaching System 

It does not mean the high-end software engineering professional talents could be 
trained naturally with internal and external high-end practice environment. It also 
needs to develop scientific and standardized practice teaching management system. 
The process and quality control of external practice teaching, which is the bottlenecks 
of current external practice and training in universities, must be give adequate atten-
tion. From overall situation of undergraduate professional talents training, our school 
researched and developed the management system which consisted with the practice 
teaching characteristics. In this respect, we firstly guaranteed the quality of external 
practice base. So, by critical review from nature and development potential of enter-
prise, infrastructure and technical equipment of base, instructor qualifications, 
teaching management standard, the base environment safety, quality of student life, 
size and number of enterprise alliance and other aspects, we choose a number of en-
terprises which have advanced resource and favorable conditions for running school as 
the software engineering high-end practice teaching base of our school, and signed 
long-term cooperation agreement with each practice base to clear responsibilities, 
rights and interests of each party. The teaching process and quality control of external 
practice base is an important and complex problem. So, we explore a set of new 
mechanism adapting to external base management in the corporation with outside 
base. We study and develop a series of specific management regulations and standards 
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in all respect such as internal and external professional knowledge extension, com-
plementary teaching resources, alternative course credit, practice process monitoring, 
teaching quality assessment, management system standards, quantitative employment 
indicators, curriculum and professional build together and so on, which make the 
cooperation of universities and base have rule-based, legal basis, clearly responsibil-
ity, rights and benefits, and finally achieving win-win cooperation. Fig 2. is the 
schematic diagram of practice teaching system [8].  

4   Conclusion 

Through the high-end practice base construction and practice teaching innovation of 
our school in recent years, the software engineering professional talents training quality 
and practice creative abilities have been significantly improved, gradually showing the 
professional education characteristics of “the grassland, enough stamina”. We deeply 
feel in teaching practice that the training of undergraduate applied innovation talents is 
must strengthen the high-end practice environment construction and pay attention to 
the training of comprehensive application and practical creative ability while keeping 
the advantage of systematic and integrity of traditional theory education, this is our 
success experience. It has been proved that it is correct and effective to emphasize 
enhancing the training quality of software engineering professional talents in the 
high-end practice environment, and the rising of the employment rate and the rate of 
passing postgraduate entrance exams is the best proof. 
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Abstract. A new approach based on artificial bee colony (ABC) with chaotic 
theory was proposed to solve the partitional clustering problem. We first inves-
tigate the optimization model including both the encoding strategy and the 
variance ratio criterion (VRC). Second, a chaotic ABC algorithm was developed 
based on the Rossler attractor. Experiments on three types of artificial data of 
different degrees of overlapping all demonstrate the CABC is superior to both 
genetic algorithm (GA) and combinatorial particle swarm optimization (CPSO) 
in terms of robustness and computation time.  

Keywords: partitional clustering; variance ratio criterion; artificial bee colony; 
Rossler attractor. 

1   Introduction 

Cluster analysis or clustering is the assignment of a set of observations into subsets 
without any priori knowledge so that observations in the same cluster are similar in 
some sense [1]. Clustering is a method of unsupervised learning, and a common tech-
nique for statistical data analysis used in many fields, including machine learning, data 
mining, pattern recognition, image analysis and bioinformatics. 

In this study, we focus our attention on partitional clustering. K-means clustering [2] 
and the fuzzy c-means clustering (FCM) [3] are two typical algorithms of this type. 
They are iterative algorithms and the solution obtained depends on the selection of the 
initial partition and may converge to a local minimum of criterion function value if the 
initial partition is not properly chosen [4]. In these decades, evolutionary algorithms 
were proposed to clustering problem since they are not sensitive to initial values and 
able to jump from local minimal point. For example, Lin applied genetic algorithm 
(GA) for clustering for k-anonymization [5]. Jarboui [6] proposed a combinatorial 
particle swarm optimization (CPSO) method for partitional clustering problem. 
However, those algorithms still suffers from being trapped into local extrema.  

Artificial Bee Colony (ABC) algorithm was originally presented by Dervis 
Karaboga [7] under the inspiration of collective behavior on honey bees with better 
performance in function optimization problem compared with GA, differential evolu-
tion (DE), and PSO [8]. In order to improve the performance of ABC, we propose a 
chaotic ABC (CABC) method based on the Rossler attractor of chaotic theory. 

                                                           
* Corresponding author. 
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2   Partitional Clustering Problem 

The problem of partitional clustering can be depicted as follows. Suppose there are n 
samples O={o1, o2, …, on}, in a d-dimensional metric space to be clustered into k 
groups/clusters so that the objects in a cluster are more similar to each other than to 
objects in different groups. Each oi∈Rd represents a feature vector consisting of d real 
valued measures describing the feature of the objects. Suppose the clusters are denoted 
as C={c1, c2, …, ck}, then they should obey three following statements 
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Our task is to find the optimal partition C* that has the best adequacy in terms to all 
other feasible solution. Two important issues should be solved for translating the 
clustering problem into an optimization problem. One is the encoding strategy, and the 
other is the criterion function. 

2.1   Encoding Strategy 

The search space was determined of n-dimension due to n-objects. Each dimension 
represents an object and the ith bee Xi={xi1, xi2, …, xin} corresponds to the affection of n 
objects, such that xij∈{1, 2, …, k}, where k denotes the number of classes. Suppose 
n=9, k=3, the first cluster contains the 1st, 4th, and 7th object, the second cluster contains 
the 2nd, 5th, and 8th object, and the third cluster contains the 3rd, 6th, and 9th object. The 
encoding of this cluster solution is illustrated in Fig. 1. 
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Fig. 1. An example of encoding representation 

2.2   Criterion Function 

There are several criteria that have been proposed to measure the adequacy or similarity 
in which a given data set can be clustered. The most common used partitional clustering 
strategy is the variance ratio criterion (VRC). Its definition is depicted as  

 
1
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−                                                     

  (2) 
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Here W and B denote the within-cluster and between-cluster variations. As a conse-
quence, compact and separated clusters are expected to have small values of W and 
large values of B. Hence, the better the data partition, the greater the value of VRC. The 
normalization term (n-k)/(k-1) prevents the ratio to increase monotonically with the 
number of clusters, thus making VRC an optimization (maximization) criterion. 

3   Artificial Bee Colony 

ABC is introduced by mimicking the behavior of natural bees to construct a relative 
good solution of realistic optimization problems. The colony of artificial bees contains 
three groups of bees: employed bees, onlookers and scouts. First half of the colony 
consists of the employed artificial bees and the second half includes the onlookers. For 
every food source, there is only one employed bee, viz., the number of employed bees 
is equal to the number of food sources. The employed bee of an abandoned food source 
becomes a scout. The detailed main steps of the algorithm are given below [9]. 

 
Step 1. Initialize the population of solutions xij and evaluate the population; 
Step 2. Repeat; 
Step 3. Produce new solutions (food source positions) υij in the neighborhood of xij for 

the employed bees using the formula 

 ( )ij ij ij ij kjx x xυ = + Φ −  (3) 

Here k is a solution in the neighborhood of i, Φ is a random number in the 
range [-1, 1]. Evaluate the new solutions; 

Step 4. Apply the greedy selection process between xi and υi; 
Step 5. Calculate the probability values Pi for the solutions xi by means of their fitness 

values using the equation 
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Here SN denotes the number of solutions, and f denotes the fitness value; 
Step 6. Normalize Pi values into [0, 1]; 
Step 7. Produce the new solutions (new positions) υi for the onlookers from the so-

lutions xi, selected depending on Pi, and evaluate them; 
Step 8. Apply the greedy selection process for the onlookers between xi and υi;  
Step 9. Determine the abandoned solution (source), if exists, and replace it with a new 

randomly produced solution xi for the scout using the equation 

 ( )min * max minij j ij j jx ϕ= + −  (5) 

Here φij is a random number in [0, 1]; 
Step 10. Memorize the best food source position (solution) achieved so far; 
Step 11. Go to Step 2 until termination criteria is met. 



208 Y. Zhang et al. 

4   Chaotic ABC 

Chaos theory is epitomized by the so-called butterfly effect established by Lorenz [10]. 
Attempting to simulate numerically a global weather system, Lorenz discovered that 
minute changes in initial conditions steered subsequent simulations towards radically 
different final results, rendering long-term prediction impossible in general. Sensitive 
dependence on initial conditions is not only observed in complex systems, but even in 
the simplest logistic equation.  

4.1   Rossler Attractor 

In this study we chose the Rossler equation as the chaos number generator. The Rossler 
equations are a system of three non-linear ordinary differential equations, which define 
a continuous-time dynamical system that exhibits chaotic dynamics associated with the 
fractal properties of the attractor [11]. Some properties of the Rossler system can be 
deduced via linear methods such as eigenvectors, but the main features of the system 
require non-linear methods such as Poincare maps and bifurcation diagrams. Compared 
to the Lorenz attractor, the Rossler has 3 advantages [12]: I) Simpler; II) Having only 
one manifold; III) Easier to analyze qualitatively. The well-known 3D Rossler equation 
is shown below 
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Here a, b, and c are parameters. When they are selected as specific values (such as a = 
0.1, b = 0.1, and c = 14 [13]), the point series [x(t), y(t), z(t)] in 3D space will exhibit 
chaotic property as called “spiral chaos” shown in Fig. 2(a). It indicates that an orbit 
within the attractor follows an outward spiral close to the [x, y] plane around an un-
stable fixed point. Once the graph spirals out enough, a second fixed point influences 
the graph, causing a rise and twist in the z-dimension. 
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Fig. 2. A Rossler chaotic number generator with a=0.1; b=0.1; c=14. (a) 3D vision; (b) x-y plane 
vision (From Blue to Purple). 
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4.2   Procedures of CABC 

The parameters (Φij, φij) in traditional ABC were generated by pseudo-number gen-
erator (RNG). The RNG can not ensure the ergodicity in solution space due to the 
pseudo random property. Therefore, using the chaotic-number generator (CNG) instead 
of RNG can guarantee the ergodicity of (Φij, φij). We employ Equ. (8) to generate 
random numbers series [x(t), y(t), z(t)], then set z(t)=0, and let Φij =2*x(t)-1 since its 
range lies in [-1, 1], and φij.=y(t).  

5   Experiments 

Let n=200, k=4, and d=2. Non-overlapping, partially overlapping, and severely over-
lapping artificial data were generated randomly from a multivariate Gaussian distribu-
tion. The distributions of the data were shown in Fig. 3.  
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Fig. 3. Artificial Data: (a) Non-overlapping; (b) Partially Overlapping; (c) Severely Overlapping 

The proposed CABC was tested in comparison with the GA [5] and CPSO [6] al-
gorithm. Each algorithm was run 100 times to reduce the randomness. The results are 
listed in Table 1, indicating that for non-overlapping instances, the CPSO and CABC 
can found global maxima of 1524.6 with 100% success rate. Conversely, the GA is 
trapped at local maxima of 195.04 at worst runs, so the mean VRC of GA is 1102.0. For 
partially overlapping instances, the GA, CPSO, and CABC can find the maximal VRC 
of 303.7, the mean VRCs of those algorithms are 280.1, 284.0, and 295.4, respectively, 
and the worst VRCs are 254.3, 248.9, and 276.3, respectively. For severely overlapping 
instances, the GA, CPSO, and CABC can find the maximal VRC of 179.5, the mean 
VRCs are 133.9, 151.4, and 166.8, respectively, and the worst VRCs are 80.4, 106.1, 
and 149.3, respectively. Tab. 1 indicates that the mean VRC and worst VRC of the 
proposed CABC algorithm is higher than the corresponding VRC of either GA or 
CPSO, therefore, the CABC is more robust than both GA and CPSO. 

Moreover, the average time of each algorithm was listed in Table 2. For 
non-overlapping instances, the average computation time of GA, CPSO, and CABC are 
2.97, 2.89, and 2.45 in seconds, respectively. For partially overlapping instances, the 
average computation time of GA, CPSO, and CABC are 3.55, 3.65, 2.88 in seconds, 
respectively. For severely overlapping instances, the average computation time of GA,  
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Table 1. Experimental results for artificial data sets for 100 different runs 

Instances VRC GA CPSO CABC 
 Best 1524.6 1524.6 1524.6 

Non-overlapping Mean 1102.0 1524.6 1524.6 
 Worst 195.04 1524.6 1524.6 
 Best 303.7 303.7 303.7 

Partially overlapping Mean 280.1 284.0 295.4 
 Worst 254.3 248.9 276.3 
 Best 179.5 179.5 179.5 

Severely overlapping Mean 133.9 151.4 166.8 
 Worst 80.4 106.1 149.3 

Table 2. Average Computation Time (s) 

Instances GA CPSO CABC 
Non-overlapping 2.97 2.89 2.45 
Partially overlapping 3.55 3.65 2.88 
Severely overlapping 4.48 4.33 3.57 

CPSO, and CABC are 4.48, 4.33, and 3.57 in seconds, respectively. Table 2 indicates 
that the average computation time of CABC is the least among all three approaches, 
besides, this time increases as along as the degree of overlapping increases. 

6   Conclusions 

In this paper, we first investigate the optimization model including both the encoding 
strategy and the criterion function of VRC. Afterwards, a CABC algorithm was de-
veloped for partitional clustering. Experiments on three types of artificial data of dif-
ferent degrees of overlapping all demonstrate the CABC is more robust and costs less 
time than either GA or CPSO.  
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Abstract. During the course of designing a time management algorithm for 
DVEs, the researchers always become inefficiency for the distraction from the 
realization of the trivial and fundamental details of simulation and verification. 
Therefore, a platform having realized theses details is desirable. However, this 
has not been achieved in any published work to our knowledge. In this paper, 
we are the first to design and realize a DVE time management simulation and 
verification platform providing exactly the same interfaces as those defined by 
the HLA Interface Specification. Moreover, our platform is based on a new de-
signed causality consistency middleware and might offer the comparison of 
three kinds of time management services: CO, RO and TSO. The experimental 
results show that the implementation of the platform only costs small overhead, 
and that the efficient performance of it is highly effective for the researchers to 
merely focus on the improvement of designing algorithms. 

Keywords: DVE, HLA, time management, distributed simulation and verifica-
tion platform, causality consistency middleware. 

1   Introduction 

Generally, a DVE [1] is established according to HLA standards [2] which regulates 
that the whole simulation environment is regarded as a federation consisting of feder-
ates and RTI (Run Time Infrastructure).  

In HLA/RTI, Time Management is developed to ensure the consistency of the de-
livery order of messages and events at each federate in a DVE. In an early version of 
Time Management Design Document, the following five message ordering mecha-
nisms were suggested [2]: Receive Order (RO), Priority Order, Causal Order (CO), 
Causal and Totally Ordered, and Time Stamp Order (TSO).  

However, in the versions of the currently available RTI, merely two kinds of time 
management mechanisms are realized: RO and TSO. With RO mechanism, messages 
are delivered by federates in their receiving turn, which costs little control overhead 
and suitable for real-time simulations. Nevertheless, the temporal anomalies could 
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happen with RO if the receiving order of messages is not identical to their generated 
order due to the network latency. TSO is able to eliminate these kinds of anomalies, 
but the computation overhead is too significant to satisfy the real-time property. 

In the above five mechanisms, CO is developed from the “happened before” rela-
tion and uses logical time [3] to preserve the consistent delivery order of messages. 
Therefore, it is thought to be more feasible to use real-time CO instead of TSO to 
carry out time management in many DVEs. However, if the CO is realized with em-
bedded mode in RTI, there would be compatibility problems when RTI is updated. In 
order to improve the code reusability, we design and implement a common CO dis-
tributed middleware running between each federate and RTI. By using the standard 
HLA programming interfaces, the middleware could fulfill the consistent time man-
agement at all federates. Moreover, based on the CO middleware, we are first to pro-
pose and establish a time management simulation and verification platform which 
aims at simplifying the design and realization of consistency preservation algorithms 
for DVEs. The experiments demonstrate that the platform incurs small control over-
head and has a sound performance and scalability. More importantly, it could effec-
tively offer the fundamental simulation functions so as to free the researchers to pay 
more attention to improve the efficiency of the algorithm design. 

In the rest of the paper, a CO discussion is given in section 2. The working modes 
of the platform are proposed in section 3. Section 4 illustrates the design principle and 
distributed algorithms. Section 5 describes the architecture of the verification plat-
form. Experiments are implemented in section 6. Conclusions are summarized in 
section 7.  

2   Causality Consistency Delivery 

One of the most important issues in DVEs is causality. In related works, Lamport’s 
“happened before” relation, which is denoted as “ → ” is used to capture the causality 
relation between the events of a distributed execution. 

Definition 1 ( “happened before” relation ). Given that e1, e2 is any two event in a 
distributed system, the “happened before” relation between e1, e2 could be described 
as follows: 

1) 21 ee → , if e1 and e2 are events in the same process of the distributed systems 

and e1 comes before e2 ; 
2) 21 ee → , if e1 is the sending of a message by one process and e2 is the receipt 

of the same message by another process; 
3) 21 ee → , if there exists an event e3 satisfying 31 ee →  and 23 ee → . 

If e1 and e2 meets any one of three above items, it is said e1 happens before e2. As can 
be seen, “happened before” relation is a partial and non-reflexive order. Based on the 
“happened before” relation, the causal order is defined as follows: 

Definition 2 ( Causal Order ). Given that e1, e2 is any two event in a distributed 
system, if 21 ee →  and both e1 and e2 have been received by a process, then the causal 

order delivery must ensure that e1 is delivered before e2.  
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3   Working Modes of the Platform 

In a serverless DVE, each federate utilizes the local RTI to communicate with others 
and preserve the consistent delivery order of events. However, the time management 
service offered by the current versions of RTI merely concerns about RO and TSO 
that may not effectively applicable in large-scale DVEs. Therefore, we propose a 
causality consistency control middleware which is designed to distributedly function 
between each federate and it local RTI. In the middleware, two causal order algo-
rithms have been encapsulated: the IDR [4] and the Prakash method [5]. Among them 
the former is majorly applied to maintain CO in the broadcast communication pattern 
and the latter in the multicast pattern.  

On the other side, considering the possible damages due to the direct application of 
the newly proposed consistency algorithms in DVEs running on WAN, it is necessary 
to firstly verify new algorithms in the simulation LAN environment. Thereby, a LAN 
network latency simulator is proposed to generate the message transmission delay of 
WAN. Both the middleware and the latency simulator are deployed into the platform. 
The framework of the simulation and verification platform is described in Fig. 1.  
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Fig. 1. The framework of the simulation and verification platform 

In order to satisfy the different verification requirements of designed algorithms, 
we propose four kinds of working modes of the platform based on its framework: 

Plain-Mode: if designers want to testify and compare the performances of RO and 
TSO in a DVE running on LAN or other networks having small transmission delay, 
this mode could be set in the platform without the functions of causality consistency 
middleware and network latency simulator. 

CO-Mode: if a new CO algorithm is completed, this mode could be used to evaluate 
its effectiveness with the encapsulated methods of the middleware in DVEs on LAN 
or similar networks. In this mode, only the middleware works while the simulator 
doesn’t. 

Delay-Mode: if designers would like to verify how the RO and TSO would effect in 
DVEs on WAN through a LAN, this mode with the solitary function of the latency 
simulator could be utilized. 

CO-Delay-Mode: if there needs to verify the performance of CO algorithms on  
the time management of a DVE on WAN through a LAN, this mode could be  
suitable with the functions of both the causality middleware and the network latency 
simulator. 
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4   Design Principle and Distributed Algorithms 

In this section, we firstly introduce the major design principle of the platform based 
on the CO-Delay-Mode, and then the relevant distributed algorithms are proposed. 

As can be seen in Fig. 2, midRtiAmb and midFedAmb respectively inherit  
RTIambassador and FederateAmbassador. When sends a message containing an 
event, a federate calls midRtiAmb to use coModule to add causal control information 
into the message. Then, midRtiAmb calls dlyRtiAmb to transfer the message to RTI. 
When receives a message, RTI calls dlyFedAmb to calculate if the message should 
buffer into dlyMsgQueue or transfer to midFedAmb. Through the control information, 
midFedAmb calls coModule to check if the message meet the delivery condition. If 
not, buffer it into midMsgQueue. Otherwise, transfer the message to the federate. 

midRtiAmb:
sendInteraction()

updateAttributeValues()
coModule

midFedAmb:
receiveInteraction()

reflectAttributeValues()

midMsgQue
ue

Check()

Federate

Run Time Infrastructure

Fed Interface

RTI Interface

dlyRtiAmb:
sendInteraction()

updateAttributeValues()

dlyFedAmb:
receiveInteraction()

reflectAttributeValues()dlyMsgQue
ue

 

Fig. 2. The design principle of the platform with the CO-Delay-Mode 

It is known to us that the message transfer mechanism is the pivot of time man-
agement service. The following part describes two distributed algorithms individually 
about the procedure of sending a message and the one of receiving it. 

 

As for the messages being buffered in the dlyMsgQueue and midMsgQueue, the 
platform has the particular thread to scan them periodically. Once a message in either 
of the two queues meets the requirement to be not buffered, it would be transferred to 
the correspondent module immediately. 

5   Architecture of the Simulation and Verification Platform 

For better understanding of the functions of the DVE simulation and verification 
platform, the architecture of it is described from two aspects: software and hardware. 
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Fig. 3(a) illustrates the software architecture of the distributed platform. The entire 
structure could be divided into two parts: Data Acquisition and Data Generation. 
Simulation Control Server creates the federation when a DVE initiates and acquires 
the real-time data from Simulation Clients through socket communications; Federates 
transmit the generated simulation data to Simulation Clients through IPC and com-
mutes each other through RTI; the Network Latency Simulator between Federates and 
RTI generates the simulation delay values of WAN; the Causality Consistency Mid-
dleware is set between the Federates and Network Latency Simulator. The consis-
tency control algorithms could be effectively verified in this platform which has  
realized the fundamental functions for the designers. 

Fig. 3(b) demonstrates the hardware architecture of the platform in our lab. The 
platform is distributedly executed on 30 nodes pertaining to 3 Domains. The Hard-
ware Network Simulator connects each Domain and generates impairments of WAN. 
In a Domain, PCs nodes and other kinds of computing nodes connect each other 
through wired and wireless devices, and each node has the software network delay 
simulator. 

 
(a)                                         (b) 

Fig. 3. The software and hardware architectures of the platform 

6   Experimental Results and Analysis 

In order to evaluate the effectiveness of the DVE simulation and verification platform, 
a distributed real-time air battle simulation is developed to implement several experi-
ments in our laboratory. The GUI of the platform is shown in Fig. 4(a). In this plat-
form, the designer doesn’t have to consider about how to realize the fundamental 
details of a consistent control algorithm, such as generating WAN latency, the con-
nection manner between RTI and application, etc. Thus, they could pay more atten-
tion on how to enhance the performance and correctness of an algorithm. After the 
experiments, the platform explicitly displays the statistical data and analysis results, 
of which the GUI example is depicted in Fig. 4(b). 

Furthermore, to estimate the performance of the CO middleware, we compare  
CO, RO and TSO in multiple experiments with different federate scales. As shown in 
Fig. 5(a), the average messages delivery time of RO is relatively the least at each 
scale; on the contrary, the overhead of TSO is the largest for using the conservative  
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(a)                             (b) 

Fig. 4. The verification GUI of several functions realized in the platform 

5 10 15 20 25 30
0

100

200

300

400

500

600

700

800

Federates Scale

A
ve

ra
ge

 M
es

sa
ge

 D
el

iv
er

y 
T

im
e 

(m
s)

RO

CO

TSO

5 10 15 20 25 30
0

50

100

150

200

250

300

350

400

450

500

Federate Scale

C
au

sa
l 

O
rd

er
 V

io
la

tio
ns

RO

CO

TSO

 
(a)                                 (b) 

Fig. 5. The performance evaluation of CO middleware 

time mechanism; because the CO middleware merely incurs a little more overhead 
than RO at each scale, it could meet the real-time requirement of DVEs. Fig. 5(b) 
displays the results about the correctness of time management in DVEs. It can be  
seen the CO middleware could almost achieve the identical effects with TSO in the 
experiments. 

7   Conclusion 

In this paper, based on the pivot causality consistency middleware, a DVE simulation 
and verification platform is firstly proposed and realized to free the designer from the 
fundamental details of a consistent control algorithm to focus more on how to im-
prove the design efficiency. The experimental results and the analysis demonstrate the 
effectiveness of the work. 
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Abstract. Foreign communication is very important in china’s college bilingual 
education since the original textbook written in English is adapted for teaching.  
Foreign communication through computer is affordable to many instructors. 
Based on teaching practices, the paper introduces ways of foreign communica-
tion through computer in bilingual teaching and summarizes gains from the 
communication. 

Keywords: Bilingual teaching; foreign communication through computer; 
original textbook; teaching concept; gains.  

1   Introduction 

Bilingual teaching (BT) is commonly deemed as teaching by two different languages. 
The definition and connotations differ from one country to another. In many countries 
including China, it is defined as teaching with English as one teaching language and 
Chinese as the other. In China’s college education, the foreign original textbook writ-
ten in English is required to use in the bilingual teaching courses. 

College bilingual teaching has been favored by some people and opposed to by 
other since it come to being in china, and the disputes still exists until nowadays. 
However, under the background of economic globalization, adapting the internation-
ally authoritative, original textbook for teaching and using English as one of the 
teaching languages has positive effects for the students, which is undeniable.  

The original textbooks that are used in bilingual teaching are written under the 
background of foreign culture and foreign education environment. The textbook em-
bodies the foreign teaching approaches and teaching concept with which Chinese 
instructors are not familiar. For many Chinese college bilingual instructors, both to 
master the textbook thoroughly and to instruct the student effectively are not easy job. 
                                                           
* Qingdao Technological University: Project to establish the low-cost foreign communication 

via internet in bilingual teaching; Project to establish the model bilingual teaching class; 
Qunxing Project of Shandong University of Science & Technology (qx101002). 
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It is almost impossible for the Chinese instructor to fulfill bilingual teaching inde-
pendently. So, to communicate with foreign experts or counterparts is indispensable 
in the bilingual teaching. Since to communicate physically cross national border is too 
expensive for many instructors to afford, communication through computer is sensible 
and advisable. 

2   The Necessity and Feasibility of Foreign Communication in 
Bilingual Teaching 

The aim of bilingual teaching is to instruct students the most authoritative, advanced 
knowledge by adapting the foreign original textbook. Since there is obvious gap be-
tween domestic textbook and foreign one, it takes pains for the instructor to master 
the textbook thoroughly. Furthermore, the original textbook is under the background 
of foreign culture and some parts are very hard to understand for the Chinese instruc-
tors who have no the experiences of living abroad. To understand the culture, the 
communication is necessary. For example, in the textbook of international marketing 
which is by Philip R. Cateora, there is a paragraph which reads U.S president sent an 
unintentional message to some Australian protesters when he held up his first two 
fingers with the back of his hand to the protesters. Meaning to give the victory sign, 
he was unaware that in Australia the same hand gesture is equivalent to holding up 
the middle finger in the United States. But what is the meaning of holding up the 
middle finger in the United States? If you have no the relevant cultural background, it 
is hard to understand. In addition, the textbook embodies the foreign teaching ap-
proaches and concept with which Chinese instructors are not familiar.  If instructors 
can communicate with foreign counterpart and ask for help, all puzzles might be 
solved. 

The face-to-face communicate is ideal since it is direct and effective. So the com-
munication in person is more recommended if it is possible. However, the cost of 
physically cross-border communication is so high that is prohibitive for most instruc-
tors in China.  Thanks to the development of internet technology, the communication 
through computer makes the otherwise expensive international communication at so 
low cost that it is affordable to many instructors in china. Email-links, on-line talk and 
sharing electric teaching resources are efficient way to communicate internationally. 

3   Ways of Foreign Communication through Computer 

3.1   To Connect with the Author and Share the Electronic Teaching Resources 

Usually the foreign textbook is accompanied by lots of electronic teaching resources 
which include the PowerPoint, instructor’s manual, test bank, video clip and so on.  If 
you connect with author by email, asking for the resources, usually he or she will give 
you what you need. Let‘s take the international marketing by Cateora for example, 
which we adapt for bilingual teaching. The textbook is accompanied by very rich 
electronic teaching resources which are shown in an website. We found the email 
address of the author by visiting the website of the university where the author works. 
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By sending email we tell him what we need. The author forwarded our request to the 
Mc Graw Hill education and through its agent in china we got the password of the 
website and shared the rich teaching resources. 

3.2   To Invite a Foreign Experts or Counterpart to Be the Online Teaching 
Consultant  

We have invited Doctor Cynthia Moody who is the professor in South California 
University as our teaching consultant. By sending email or online chat, we asked her 
many questions concerning the teaching contents, teaching approaches and teaching 
concept. Thanks to her kindness and the wonderful internet technology, the problems 
are solved immediately. It is advisable for the Chinese instructors to communicate 
with the consultant through computer asking for help to solve the puzzle and prob-
lems frequently arising in the process of bilingual teaching. 

3.3   To Guide the Students to Communicate with Foreign Students 

Since teaching and learning are indivisible, it is very necessary for the instructor to 
guide the students to communicate with the foreign students. The immediate aim of 
communication is for the students to exchange their experience, gains and lessons 
from the bilingual learning. Furthermore, frequent foreign communications can widen 
the students’ horizon and cultivate their global awareness and the students will be 
more knowledgeable, understanding and wiser. Thanks to the teaching consultant, we 
have exchanged the MSN account with the students of South California University 
and guide the student to communicate online. 

The followed is from a student’s online survey on foreign consumer’s attitude on 
china’s product: 

How do you think of made-in china products? 
Michael Padik: I like them but I’d rather buy products form America since they are 
more trustworthy. 

Gerona: I think the Chinese should test more closely on the products due to past 
experience with recoil. 

Coach: their quality is okay, can be better, and should be re-constructed to a safer 
manner. 

… 
Do you have lots of made-in-china products at your home? 
Michael : yes , I do 
Gerona: no  
Coach: more than I probably know.…   

4   Gains from Foreign Communication 

4.1   The Horizon of Both the Instructor and Student Get Widened 

Before communication, when confronted with a set of questions on bilingual teaching 
and learning, both the instructor and student react spontaneously on the basis of 
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knowledge -knowledge that is a product of our culture. Although it is the original 
textbook that is adopted for teaching, we seldom stop to think about the result of the 
reaction; we simply react. Thus when faced with a problem in another culture, our 
tendency is to react instinctively and refer to our SRC for a solution. Our reaction, 
however, is based on meanings, values, symbols and behavior relevant to our own 
culture and usually different from those of the foreign culture. Such decisions are 
often not good ones. 

After frequent foreign communication, global awareness is obtained gradually for 
us.  We realized that the similarity is an illusion. Teaching concept and approach are 
quite different between China and western countries. The textbook is under the quiet 
different background and the differences are embodied in the textbook in turn. Only 
after we realize the gap, can we improve ours to bridge the gap. 

4.2   The Bilingual Teaching is Reoriented 

To lecture in both English and Chinese was deemed as the orientation of bilingual 
teaching before foreign communication, so the instructor focused mainly on how to 
express in English. The higher percentage of English expression was regarded as the 
most important factor when the instruction quality is evaluated. 

After frequent communication, we realize that the bilingual teaching connotes 
much more than what we have been aware of. To lecture partly in English is certain in 
bilingual teaching since the original textbook written in English is adapted in teach-
ing. However, it is also realized that the teaching concept and teaching approach are 
advanced in western countries that we must adjust and improve ours as so to bridge 
the gap. 

So we reorient the bilingual teaching; that is, by adopting the original textbook 
which is far and away internationally authoritative one, the advanced international 
teaching concepts and approaches should be embodied in the bilingual teaching. To 
lecture partly in English is certain in bilingual teaching, but English expression is just 
means of teaching, rather than destination. 

4.3   The Instructor Gets Answers to Questions on the Teaching Contents Which 
Puzzle the Instructor 

For many Chinese college bilingual instructors, to master the textbook thoroughly is 
not an easy job. They have many puzzles and questions on the teaching contents.  As 
mentioned-above, in the textbook of international market which is by Philip R. 
Cateora, the author gives an example to illustrate the cultural conflict which puzzles 
the instructor.  By sending email to the foreign consultant asking for the answer, the 
puzzle is easily solved.  The reply reads “about your question, in the U.S. this is an 
obscene gesture. . . very offensive. . . it's usually used when someone is angry.  Liter-
ally it means "screw you" - a nicer word for an allusion to fornication. In Brazil, this 
is symbolized by the U.S. hand gesture for "ok" (holding the thumb and index finger 
together in a circle.  Cross-cultural communication (especially non-verbal) is 
tricky!!!” 



 Ways of and Gains from Foreign Communication through Computer 223 

4.4   The Instructor Adapts More Advanced Teaching Concept Which Stresses 
Cultivating the Student’ Initiative and Creativity 

In China’s class teaching, the instructor usually plays the role of actor while as the 
student plays the role of audience. Before the class, the instructor takes pains in  
making preparation; mastering the textbook and searching for the relevant teaching 
material to enrich the content while as the students almost do nothing. In the class, the 
instructor usually lectures like acting while as the student listens like audience. 

After foreign communication we realize that western teaching concept attaches great 
importance to cultivating students’ initiative and creativity. Instructors play the role of 
director rather than actor; students play the role of actor instead of audience. The teach-
ing concept is instructing students in fishing, rather than giving students fish. 

Let’s take the part on social responsibility in international marketing as an  
example to illustrate the point. Before the communication and under the traditional 
teaching approach, the instructor at first explains the relevant definitions and then 
introduces cases to illustrate the points in detail. After communication, the approach 
is changed. After explaining the definition, the instructor assigns students a debate 
topic: 

Nestle had introduced infant formula to developing countries. Advertising, promo-
tions of infant formula using testimonials from nurses and midwives and abundant 
free samples were used to encourage a change in behavior. It was very successful 
marketing program, but the consequences were unintentionally dysfunctional. In 
Nicaragua (and numerous other developing countries), as a result of the introduction 
of the formula, a significant number of babies annually were changed from breast 
feeding to bottle feeding before the age of six months, in the united states, with  
appropriate refrigeration and sanitation standards, a similar pattern exists with no 
apparent negative consequences, in Nicaragua, however, where sanitation methods 
are inadequate, a substantial increase in dysentery and diarrhea and a much higher 
infant mortality rate resulted. Who is mainly responsible for the tragedy? Nestle or 
Nicaragua itself? 

So the student have to discuss the problem, search for the relevant material to sup-
port their opinion and write paper for presentation--- all the task which were finished 
by the instructor are to be finished by the student. Students participate more and they 
no longer passively sit and listen. 

5   Comparison of Students’ Feedback on Instruction 

5.1   It’s about Students’ Attitude towards Bilingual Teaching 

A. I like bilingual teaching. 
B. I can accept bilingual teaching. 
C. I don’t like bilingual teaching, but I negatively accept it. 
D. I oppose to bilingual teaching. 
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Fig. 1. Attitude towards bilingual teaching before (left) and after (right) communication 

5.2   It Is about Students’ Gain from Bilingual Teaching 

A. I have learnt the advanced professional concept and my English is also im-
proved. 

B. My horizon is widened and I learned the advanced professional concepts. 
C. Although I have some improvement in English, the subject study is hindered. 
D. No gains at all. 

 

Fig. 2. Feedback on gains from bilingual teaching before (left) and after (right) communication 
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Abstract. The least square method is used widely to correct the system error in 
photoelectric theodolite, but it depends on the model tightly and neglects the re-
siduals during modeling. A system error correction method based on BP neural 
network is put forward firstly, and then a class of stylebooks are chosen and 
fully enlarged. Finally, some stylebooks are chosen to train the BP neural  
networks and the remainders are used to validate the approach ability of BP 
neural network. The simulation results prove BP neural networks can attain 
ideal effect for error correction. 

Keywords: photoelectric theodolite; measure error; least square method; BP 
neural network. 

1   Introduction 

Photoelectric theodolite is a kind of photoelectric measure equipment which can track 
and measure in real-time[1]. During measuring objects by photoelectric theodolite, 
the measure errors (errors between measure value and real value of object position) 
influence directly the orientation precision of objects[2] and must be measured and 
corrected.So it is important to study appropriate ways to measure and correct the 
system error to improve the precision of photoelectric theodolite. 

Synthesized stars calibration method is usually used in error measure of photoelec-
tric theodolite outdoors, and least square method is adopted in data processing to 
correct the errors[3]. But the least square method depends on the model tightly and 
can only calculate the second order of multinomial, so we should study another 
method to improve the precision. 

This paper studied the error correction methods based on synthesized stars calibra-
tion method deeply. To overcome the shortcoming of least square method, an error 
correction method based on BP neural network was put forward. The error estimation 
model based on BP neural network was built up and the finite stylebooks were 
enlarged fully. Finally, partial stylebooks were chosen to train the BP neural networks 
and the remainder stylebooks validated the approach ability of BP neural networks. 
The simulative results proved the validity of BP neural networks applied in error 
correction of photoelectric theodolite. 
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2   Principle of Synthesized Stars Calibration Method 

Synthesized stars calibration method takes the stars as objects. The theoretical posi-
tion is looked as real value when the stars are taken photos or real-time measurement 
and compared with the measure value[4]. The error between them will be gained and 
processed. After measuring several objects and erecting error equation group, the 
single system error of photoelectric theodolite will be calculated and the measure 
results will be corrected according to the error correction formula[5].   

2.1   Calculation of Star Theoretical Position 

In chronometer coordinate, the position of star in celestial sphere is denoted by equa-
tor longitude and declination. But the position of star in earth is denoted by azimuth 
and elevation. The longitude and latitude and time of observing position must be 
clear. The theoretical position of star can be calculated according to (1), (2) after 
correcting atmosphere refraction[6]:   

1
1 tan (cos sin / (cos sin cos sin cos ))A t tδ δ φ δ φ−= −  (1) 

1
1 sin (sin sin cos cos cos )E tφ δ φ δ ρ−= + − Δ  (2) 

Where A1, E1is the azimuth and elevation of star theoretical position;ϕ  is the latitude 

of observing station;δ is the declination of star; t is the region-time angle; ρΔ  is the 

atmosphere refraction, if the temperature(T) and atmosphere pressure(p) is clear, ρΔ  
can be calculated by formula (3) [6]: 

(60.2" 273 / (273 ) / 760 cot )T p EρΔ = × + × ×  (3) 

2.2   Calculation of Star Measure Value  

The single error which influences the precision of angle measure greatly includes 
orientation error(g), collimation error(C), zero position error(L), horizontal axis er-
ror(i), vertical axis error(V) and atmosphere refraction( ρΔ ), the star measure value 

can be calculated by formula (4), (5) [7,8]: 

2 sec tan sin( ) tanVA A C E i E V A A E g a= − • − • + • − − + Δ  (4) 

2 cos( )E E V A A L e= − • − − + Δ  (5) 

Where, A2, E2 is the measure value of azimuth and elevation; A, E is the reading of 
azimuth coder and elevation coder; Δα, Δe is the miss distance of azimuth and  

elevation; g， secC E⋅ , tani E⋅ , EAAV V tan)sin( −  is the correction value  

for azimuth measure of orientation error, collimation error, horizontal axis error, ver-

tical axis error separately; L, cos( )VV A A⋅ −  is the correction value for elevation 
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measure of zero position error, vertical axis error. Here A, E, Δα and Δe gain by pho-
toelectric theodolite and each single error has a known original value. 

3   Neural Network Model Based on Synthesized Stars Calibration  

3.1   Neural Network Structure Design and Neural Network Analysis 

The neural network doesn’t rely on the model and has stronger generalization ability, 
so we can adopt BP neural networks to correct the error of photoelectric theodolite 
and approach the function of measure error[9].  

Because the error value of photoelectric theodolite is about arcsecond order and the 
azimuth and elevation is degree order[10], we choose the measure values vectors of 
azimuth and elevation (A1, E1) as input and the error vectors of azimuth and elevation 
(ΔA, ΔE) as output. The BP neural network’s structure design for photoelectric 
theodolite error correction is shown as Fig.1. 

 

Fig. 1. BP NN structure for error correction 

There are three layers in the neural network design: the first layer is input layer and 
there are two input nodes, and the input stylebooks are measure values of azimuth and 
elevation; The second layer is latent node layer and we design five latent nodes adopt-
ing S transforming function; The third layer is output layer and there are two output 
nodes and the outputs are error functions of azimuth and elevation adopting linear 
transforming function. 

There are nq neural units in the q(q=1,2,3) layer. The weight coefficient which 
connects the j neural unit in the q-1 layer with the i neural unit in the q layer is 

( )
1( 1, 2, , ; 1,2, )q

ij q qw i n j n −= ⋅⋅⋅ = ⋅⋅⋅ . 

The number of neural units in the second layer is five, so the output of each neural 
units are: 

1
(2) (2) (1) (1) (1) (2)

0 0
0

   ( , 1)
n

i ij j i i
j

s w x x wθ
=

= = = −∑  (6) 
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( 2)

(2) (2) 1
( )

1 i
i i s

x f s
e μ−

= =
+

 (7) 

Where, 1, 2, ,5i = ⋅⋅⋅ , 1 2n = . 

The number of neural units in the third layer is two, the output of each neural  
units are: 

2
(3) (3) (2) (2) (2) (3)

0 0
0

  ( , 1)
n

k kj j k k
j

s w x x wθ
=

= = = −∑  (8) 

(3)

(3) (3) 1
( )

1 k
k k s

x f s
e μ−

= =
+

 (9) 

Where, 1, 2k = , 2 5n = . 

Designing the cost function of fitting errors as: 

2
(3) 2

1 1 1

1
( )

2

P P

pi pi p
p i p

E d x E
= = =

= − =∑∑ ∑  (10) 

One order grads ways can adjust the connecting weight coefficient to make the cost 
function E least and the key is calculating [11]. 

To the third layer: 

(3) (3)
(3) (2)

(3) (3) (3) (3)

p p pk pk
pk pj

kj pk pk kj

E E x s
x

w x s w
δ

∂ ∂ ∂ ∂
= ⋅ ⋅ = −

∂ ∂ ∂ ∂
 (11) 

where 

(3) (3) ' (3)
(3)

( ) ( )p
pk pk pk pk

pk

E
d x f s

s
δ

∂
= − = −

∂
 

To the second layer 

(2)
(2) (1)

(2) (2) (2)

p p pi
pi pj

ij pi ij

E E x
x

w x w
δ

∂ ∂ ∂
= = −

∂ ∂ ∂
 (12) 

where 

2
(2) (3) (3) ' (2)

(2)
1

( ) ( )p
pi pk ki pi

npi

E
w f s

s
δ δ

=

∂
= − =

∂ ∑  

We should calculate ( )Q
pkδ

 
firstly, and then calculate ( 1)Q

piδ −  according to formula 

(12) successively. To the neural network with several layers, we can continue calcu-

lating the ( )q
piδ

 
and ( )/ q

p ijE w∂ ∂ , )1,,2( ⋅⋅⋅−= Qq . 
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3.2   Simulation Analysis 

The stylebooks are enlarged fully adopting linear interpolation to train the BP neural 
network well. We use 610 groups data to train the neural network and 210 groups data 
to validate the approach effect. The simulative results is shown in Fig.2~Fig.5. 

 

Fig. 2. Azimuth error track curve of training 
stylebooks 

Fig. 3. Elevation error track curve of train-
ing stylebooks 

 

Fig. 4. Azimuth error track curve of test  
stylebooks 

Fig. 5. Elevation error track curve of test 
stylebooks 

Fig.2 and Fig.3 is the track curve of azimuth and elevation error function coming 
from 610 groups training stylebooks. In the figures, the real line is theoretical error 
function curve of neural network and the broken line is the error function curve after 
the neural network has been trained. We can see apparently that the outputs of neural 
network nearly match the curve of ideal value and realize tracking error function. 
Fig.4 and Fig.5 is the error value of azimuth and elevation coming from 210 groups 
test stylebooks. In the figures, the real line is theoretical error value and the broken 
line is the outputs of neural network. We can see apparently that the trained neural 
network can simulate the error function exactly, and correct the measure error aroused 
by system error. 
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4   Conclusion  

The photoelectric theodolite develops forward far instance, high precision and rapid 
response and its real-time and intelligent performance improve quickly at the same 
time[12]. This paper adopt BP neural network to correct the system error of photo-
electric theodolite and gain better effect than least square method. The simulative 
results prove the neural network can approach the error with high precision and cor-
rect the measure error accurately. 
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Abstract. Logic programming of general logic control module LOGO! has been 
recommended the application in transmission and sorting mechanism. First, the 
structure and operating principle of the mechanism had been introduced. Then 
the pneumatic loop of the mechanism had been plotted in the software of 
FluidSIM-P. At last, pneumatic loop and motors had been control by LOGO!, 
which makes the control process simple and clear instead of the complicated 
control of ordinary relay. LOGO! can achieve the complicated interlock control 
composed of inter relays and time relays. In the control process, the logic control 
function of LOGO! is fully used to logic programming so that the system realizes 
the control of air cylinder and motor. It is reliable and adjustable mechanism after 
application. 

Keywords: LOGO！, control, transmission and sorting mechanism, pneumatic 
loop. 

1   Introduction 

Transmission and sorting mechanism has put into wide use in industrial production. 
Formerly, the control system is adopted by relay-contactor, which defection is obvious, 
such as high failure rate and hard maintenance. High reliability and high efficiency of 
device has been demanding. The control system by PLC has been given priority to 
traditional method. However, many functions of PLC are unwanted and its price is 
high. LOGO! holds high cost performance and maneuverability. It also holds 8 
fundamental functions and 26 specific functions to take the place of relay, contactor, 
counter etc. 

A transmission and sorting mechanism used to deliver and sort work piece has been 
adopted the control system by LOGO!. Air cylinder, kind of sensors and motor are used 
as action element or sensitive element. The results show that it is reliable and adjustable 
mechanism [1-2]. 

2   The Structure and Working Principle of Device 

The total structure of the transmission and sorting mechanism has been showed in 
Fig.1. It is made up of feed tray, robot manipulator and conveyor. Feed tray is used to  
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Fig. 1. The model of transmission and sorting mechanism 

 

Fig. 2. The structure of robot manipulator 

deposit work pieces. It can rotate and send work piece to rollway. Robot manipulator is 
used to grab work piece to feed inlet, which is located at the left end of conveyor. The 
structure of robot manipulator is made up of cantilever cylinder, arm cylinder, 
oscillating cylinder and gripper, which showed in Fig.2. Conveyor is made up of feed 
channel, pusher cylinder, conveyor belt and motor. It is used to sort plastic and metal 
material. Then it put them in different feed channel. Many sensors have been installed 
in the device. For example, the combination of capacitance transducer and inductive 
transducer are used to detect different material. 

The operating principle of this device is represented. Initial position of robot 
manipulator should be met: Piston rod of cantilever cylinder and arm cylinder is 
retractile; Blade of oscillating cylinder is in leftmost position; Finger of gripper is in 
patulous state. When a work piece reaches feed inlet, robot manipulator works as 
follows: Piston rod of cantilever cylinder puts out. Then piston rod of arm cylinder puts 
out. Finger of gripper grabs the work piece within 2 seconds. Piston rod of arm cylinder 
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retracts to initial point. Blade of oscillating cylinder reaches to right position. Piston rod 
of arm cylinder puts out again. Finger of gripper releases the work piece to feed 
channel. Once the work piece entries in the feed channel, conveyor works as follows: 
conveyor belt takes the work piece to move towards right. If the work piece is a metal 
material, pusher cylinder A pushes the work piece to feed channel A. If the work piece 
is a plastic material, pusher cylinder B pushes the work piece to feed channel B. 

3   Analysis of Pneumatic System 

Recently, pneumatic components had been applied widely in many industrial fields 
with their lower cost and higher efficiency. Sketches of control system were built by 
adding symbols or icons to a drawing area. The pneumatic system in FluidSIM-P was 
depicted in Fig.3. A model of pneumatic system which went with position feedback had 
been described. Note this had a mass included and it was one of the standard pneumatic 
components. Such air pump, air filter, pressure gauge, magnet valve, throttle, air 
cylinder and so on. Particularly, position switch should be paid attention to control air 
cylinder, which maximum stroke was defined as “A1”, etc.[3-4].  

���� ���� ���� � � ���� ����

 

Fig. 3. Pneumatic system of transmission and sorting mechanism 

4   Control of LOGO！ 

When program is designed, a perfection function is finished by many program units. 
Every unit connected together by input or output signals in different unit. So  
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Fig. 4. Wiring connection of control loop on robot manipulator 

 

Fig. 5. Numerical control system of robot 
manipulator 

Fig. 6. Pneumatic control simulation result of 
robot manipulator 

 
transmission mechanism and sorting mechanism could be individual controlled. At last, 
networking function can be done to accordance each part. A photo sensor was installed 
around feed inlet. Once a work piece reach feed inlet, the photo sensor had a signal. 
Then, the robot manipulator worked at the moment. A photo sensor was installed 
around feed channel. Once a work piece reach feed inlet, the photo sensor had a signal. 
Then, the conveyor worked at the moment. Electric control loop was needed to finish  
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the working of air cylinder. The general connection diagram of LOGO! was showed in 
Fig.4, where input channel was made up of position switch and feedback signal knob, 
output channel was made up of magnet valve and motor. 

Pneumatic component had been come in contact with electric element by way of 
setting same counter mark. For example, the position switch was used to convert signal, 
which was subjected to a gain and transferred to the solenoid valve, position switch 
“B1” in Fig.3 was accord with position switch ‘B1” in Fig.4. Magnet valve in “YV1” in 
Fig. 3 was accord with Magnet valve in “YV1” in Fig.4. Output port, input channel and 
pneumatic loop had been come in contact. Program could be compiled by way of 
function diagram and imported in LOGO!. One control mode of robot manipulator was 
showed in Fig.5, but it should meet to other coherent devices and also consider 
reliability and working efficiency. 

The displacement of piston at various times was showed in Fig.6. Among it, 
horizontal abscissa showed the time (unit: second), longitudinal coordinate showed the 
displacement (unit: millimeter). The curves indicated the working process of four air 
cylinders, which chimed with design requirement. So the control loop was reasonable. 
The control mode of conveyor could be gotten in the same methods. Among, output 
point Q1 is connected to pusher cylinder A; output point Q2 is connected to pusher 
cylinder B; output point Q0 is connected to motor. Input point I1 is connected to photo 
sensor; Input point I2 is connected to capacitance transducer; Input point I3 is 
connected to inductive transducer. 

 
 

Fig. 7. Numerical control system of conveyor Fig. 8. The application of the device 

AS-interface, called communication modular, has been used to connect two LOGO!. 
Transmission mechanism and sorting mechanism acted as slave station which holds the 
function of distributed controller. The parameters should be set up in control panel of 
LOGO!, such as trigger point and timer. 

5   Conclusion 

At present, the device had been put into practice and obtained good effect. The main 
work can be summarized as follows:1. To combine pneumatic system and control 
system, a sketch is built of engineering systems by adding symbols or icons to a 
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drawing by using FluidSIM-P.2. It’s clear that LOGO! control module has superiority 
and better price and application prospect in similar engineering. The device had been 
produced and gotten a good performance. 
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Abstract. With rapid development of radio communication，Tower mounted 
amplifier (TMA) that conform to AISG protocol will be increasingly applied. 
Remote firmware update function is essential for TMA. In this paper, a method 
about remote firmware update that conforms to AISG2.0 is proposed. In this 
paper, defect of traditional firmware storage is given, and the implementation 
procedure of firmware storing that based on internal flash of STR755 was in-
troduced. According to corresponding specification in aisg2.0, the process of 
firmware download and activation are provided in detail. The key point of 
bootloader was given. Application result shows that the strategy is reliable and 
highly secure. 

Keywords: Tower mounted amplifier; firmware update; AISG; bootloader. 

1   Introduction 

With rapid development of cellular telephone networks, operators keep finding cost 
effective ways to improve network performance through increased capacity and better 
coverage. Achieving maximum coverage is often as easy as boosting the uplink signal 
from the network users cell phone. TMA is one kind of Low Noise Amplifier(LNA) in 
the BTS(basestation) unlink which will be installed as close as possible to the  
receive antenna. Appropriately installed Tower Mounted Amplifier(TMA) will sig-
nificantly improve the quality of uplink signals to improve receiver system sensitivity 
and voice quality, while expanding the coverage area. 

AISG2.0 protocol is the 3rd Generation Partnership Project(3GPP) global standard 
for the communication of BTS and Antenna line Device (ALD) such as RCU, TMA, 
RAS. TMA which is conforming to AISG protocol have been broadly supported by 
system integrators.  

Firmware update function of AISG 2.0 protocol makes application update and 
software defects amending is possible. TMA is installed at the bottom of antenna. The 
quantity is so large and installation and removal of TMA is so hard. If the TMA does 
not support remote firmware update feature, when software application repairation is 
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needed in the future, it’s not only wasted a mass of human and material resources, but 
also affect the normal operation of network. As a result, firmware update function is 
essential for TMA. 

2   Selection of Firmware Storing Media 

Follow with the AISG2.0 protocol, remote firmware update feature including two 
processes: download process and firmware activation. AISG2.0 protocol stipulate three 
elementary procedure(EP) for firmware download process: Download Start, Download 
App and Download End. Basestation starts download process with sending Download 
Start EP to TMA. If TMA receives this EP, it will clear the corresponding memory area 
and initialize download state machine and CRC check value. Download App EP is used 
to transfer content of new firmware. Download End is used to informing TMA that the 
download process is finished and TMA will check the integrity of received data and 
activate it. In AISG2.0 protocol firmware download EP and work flow is given in 
detail, but there is no clear explanation about the firmware storage strategy and method 
of activation of new firmware. Different manufacturers can choose different ways. 

Method of using external memory is conventional, such as EEPROM memory or 
serial Data Flash memory. During the process of downloading, received data is loaded 
into external memory firstly. After the firmware was downloaded and checked suc-
cessfully, the system shall be rebooted, and then in the boot loader, data storing in 
external memory will be programmed into flash memory of MCU. There are two de-
fects of this method: Firstly, higher cost, the price of large capacity EEPROM or Data 
Flash memory is high. Secondly, the safety is terrible. As the result of that the external 
memory could not be locked, the data in the external memory will be easily cracked. In 
this paper, a new firmware update method which conforms to AISG2.0 protocol and 
features high safety was introduced. The major benefit is that the products using this 
method has higher safety comparing to the method introduced above. Following this 
method, the receive firmware data was loaded in internal flash of MCU, and the 
firmware will be activated correctly in bootloader. Progress of updating new firmware 
will be greatly simplified. The external memory is not needed, and the reliability and 
safety is greatly improved. 

3   Strategy of Firmware Storing and Updating 

3.1   Design of Storing Strategy  

STR755 was selected as the micro-controller. It has an embedded ARM core and 
on-chip high-speed single voltage FLASH memory. Up to 128 Kbytes of embedded 
Flash is available in Bank 0 for storing programs and data. Fig. 1 shows the memory 
map of bank0.  

In logic view, the on-chip flash of Bank 0 was divided into three parts: 

[1] Bootloader area, it is used to store bootloader function code. The size of boot-
loader area is 8 Kbytes, and the start address is 0x20000000. 
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[2] Firmware running-area, it is used to store the firmware code which was valid for 
TMA. The size of this area is 56 Kbytes which include Sector 1 to sector 4 of Bank 
0. The start address is 0x20002000. The address of firmware was fixed in the 
progress of link. 

[3] Firmware storing-area, it is used to store the received firmware data. The size is 64 
Kbytes, and the start address is 0x20010000. Actually, this area is used as data 
flash to store the received data from base station. 

firmware 
storing-area

firmware 
running-area

Bootloader
0x20000000

0x20002000

0x20004000

0x20005000

0x20010000

0x2001FFFF

Sector3(8K)
Sector2(8K)
Sector1(8K)

Sector4(32K)

Sector0(8K)

Sector5(64K)

 

Fig. 1. The memory map of STR755 bank0 

Although the Bank 0 was divided into three parts in logic, they are in the same bank. 
Taking account of the feature that flash memory can not be written while reading, 
function code about flash memory programming could not be fetched from flash re-
gion. The instructions shall be read from SRAM while programming the firmware data 
into the on-chip flash memory. Load region of functions related to flash memory pro-
gramming is in flash memory, but execution region is in SRAM. This is configured in 
the scatter loader file. 

3.2   Activation of New Firmware 

After new firmware was downloaded into Firmware storing-area successfully, it should 
be used to replace previous firmware and be validated. This task is implemented in 
bootloader. In the end of firmware download process, if new firmware is checked 
successfully by CRC32, the system will reset. Bootloader code at 0x20000000 will be 
executed first after reset. In bootloader, the integrity of new firmware will be checked 
again. It will be programmed into firmware running-area only when it is correctly.  

Storage area of bootloader code and firmware running-area which will be pro-
grammed are in the same bank of flash memory. As we all know, in the same bank, 
read-while-write feature is not supported. Therefore, the functions that are related to 
flash programming should be copied into ram region. This coping task is accomplished 
by configuring these function's execution address starting at 0x40000000 in RAM 
while its load region starting at 0x20000000 in flash memory.  
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4   Design of Firmware Download   

In Aisg2.0 protocol, there are three Elementary Procedures(EP) for firmware 
download. The first EP is Download Start which is used to inform TMA that download 
process will take place at once. On receipt of this EP TMA will transform to the 
Download Mode state, and then erase the firmware storing-area and initialize the 
CRC32 value. The second EP is Download App which should be executed several 
times to transfer firmware data from the BTS to TMA. Before accepting update file, 
TMA will verify a check field to ensure that the update file is appropriate to itself. This 
check field is commence with the Vendor Code, hardware version and other ven-
dor-specific designators. In the event of a mismatch, it shall be rejected and an Un-
known Command response will be returned. At the end of the update file is CRC32 
check sum of the check field and firmware data. TMA could conform that whether the 
update file is corrupted in the stage of transmission by using CRC32 check sum. This 
CRC32 polynomial is: c(x) = x32 + x26 + x23 + x22 + x16 + x11 + x10 + x8 + x7 + x5 + x4 + 
x2 + x1 + x0. 

start

check field passed? 
yes no

return error response return OK response

no

no

yes

yes buffer size is more than 64?

flush the buffer

program the other bytes 
of this frame to flash

write data to header 
information buffer

program received 
data to flash memory

check field matching?

 

Fig. 2. Flowchart of Download APP EP 

TMA will fulfill the check, download and program of firmware with Download App 
EP. The flowchart is shown as Fig. 2 Firstly, TMA will check the header information of 
downloaded data. Header information is a check field consist of vender code, hardware 
version and firmware serial number. If header information is not matched, download 
data will be rejected and download process will be finished. After checking header 
information, download data will be program into corresponding flash memory, and 
then it will be read out to check again to avoid programming error. 
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The third EP is Download End using which BTS signals the end of firmware transfer 
to TMA. TMA responds after verifying the CRC32 checksum of the data transferred to 
memory. Flag in EEPROM will be set to indicate new valid firmware is existing. Then 
TMA shall reset autonomously after completion of the layer 2 response and activate the 
new application firmware in bootloader. The sequence of previous EP must be strictly 
observed. 

5   Firmware Activation 

This function is realized in bootloader which is in the region starting at 0x20000000. 
The flowchart is shown as Fig. 3 First of all, reading the flag bits in EEPROM to dis-
tinguish whether new firmware is existing. If there is no new firmware, the program 
will jump to 0x20002000 directly to execute previous application. If the flag bits are 
set, TMA shall read the size of firmware data, and then check CRC32 checksum. When 
CRC32 is correct previous data in running-area will be erased. New data in storing-area 
will be programmed to the running-area. Finally, flag bits in EEPROM shall be erased, 
and then new application will be executed. 

start

Read falg bits in EEPROM

Go to run Previous firmware

Go to run new firmware

Clear the falg bits

Get the length of new firmware

no
no

yes

yes
Flag bits are set?

Copy new firmware from 
storing-area to running-area

crc checksum is correct?
Clear the 
falg bits

 

Fig. 3. Flowchart of firmware activation 

6   Conclusion 

Based on the background of TMA, this paper expounds a firmware update realization 
method conform to AISG2.0 protocol. The internal Flash memory is made good use for 
firmware storage. Comparing to using external memory, highly secure and competitive 
price is the main feature of this method. Application result shows that the strategy is 
reliable and highly secure. 
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Abstract. With the development of the high-resolution remote sensing technol-
ogy, dynamic monitoring of urban built-up land use high-resolution remote 
sensing technology already become an important content of urban remote sens-
ing. In this paper we select SPOT5 in 2003 and QuickBird in 2007 as data 
sources which covers research area, the urban built-up land information has 
been extracted through SAVI, PRWI and textural features, and analysis the ex-
traction results. The results of this research show that the extraction method 
based on SAVI, PRWI, textural features could automatic (semi-automatic) ex-
tract urban built-up land effectively, and has the characteristics of simplicity, 
convenience and efficiency. 

Keywords: remote sensing, urban built-up land, SAVI, PRWI, multi-sensor 
data fusion. 

1   Introduction 

Urban built-up land is where mankind production, living and acts, consists of  
constructions, roads, and plaza and so on. The urban built-up land automatic (semi-
automatic) extraction is a focal study of the city remote sensing. High-resolution re-
mote sensing images can post more detail information of ground targets, and it is easy 
to classify the land feature more accurately [1]. The construction land and roads have 
account for 80 percentage of the total area in the urban high-resolution remote sensing 
images. The urban built-up land as a major part of the some land covers, it is very 
easy to discriminate the Greenland, roads, forests, water land and barren land. It will 
be very important for monitoring the urban land use; remote sense mapping and up-
dating the GIS database to automatic (semi-automatic) extract the urban built-up land. 

Many researchers have discussed the automatic (semi-automatic) extraction of ur-
ban built-up land accurately and quickly in recent years. At present, the methods of 
extraction included the classification method based on statistics, threshold method of 
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optical spectrum structure, normalization index method, textures analysis method and 
the classification method of geological experts. Xue hui studied the classified method 
of optical spectral structure has more accuracy in the urban built-up land extraction 
than any other methods through more experiments [2]. Amberg studied the urban 
structure by the SAR high-resolution image and found that stage division method has 
more accuracy [3]. Borghys extracted the urban built-up land by L band in the high-
resolution SAR image [4]. Xu hanqiu et al take advantage of the NDBI, MNDWI and 
SAVI and the urban land use has been classified by the maximum likelihood classifi-
cation method, and precision achieved 91.2 percentages [5]. Considering that, accord-
ing as the former research achievements of urban built-up land extraction, this paper 
we select SPOT5 in 2003 and Quick bird in 2007 as data sources which covers re-
search area, the urban built-up land has been extracted by SAVI, PRWI and textural 
features indexes. Experiments prove the method has the characteristics of simplicity, 
convenience and efficiency.  

SPOT5 has widespread usage, especially in land use, agriculture and forest re-
sources monitoring and so on. It has three image forming apparatus, including HRG, 
VEGETATION and HRS. The HRS consists of 2.5m and 5m resolutions PAN band, 
10m multi-spectral band and 20m SWIR band. Quick bird has 1m high-resolution of 
images and usages in urban planning, land use, port construction, and environment 
and military and so on. The GIS database updating is the most important application. 
It have a 0.61m resolution PAN band and R, B, G, NIR 2.44m multi-spectral resolu-
tion bands. 

2   Extraction Method of Urban Built-Up Land 

Urban built-up land mainly consists of constructions, roads, green land and space and 
so on, many of urban-built land are mixed pixel, and the phenomenon exists for the 
same deciduous with different spectral values. At present, the classification method 
based on statistics, threshold method of optical spectrum structure, textures analysis 
method and the classification method of geological experts are the most commonly 
used methods to extract the urban built-up land [6]. 

The classification based on statistical methods contain supervised classification 
and unsupervised classification methods. Unsupervised classification methods, as one 
of the most easiest and important method, is low precision and seldom used the urban 
built-up land extraction based on K-MEANS method, fuzzy comprehensive judgment 
and dynamic clustering analysis. Supervised classification methods mostly include 
minimum distance method, maximum likelihood method, fuzzy classification and 
artificial neural networks and so on. Maximum likelihood method and artificial neural 
networks method is most representative algorithm in the extraction of urban built-up 
land at present. ANN method is not based upon hypothetical probability distribution, 
and typically has high precision and robustly characteristics. Although the classifica-
tion based on statistical methods become mature and could be used widespread, it has 
lower precision and no more than 80 percentage [7], [8]. 

The basic principle of threshold method of optical spectrum structure is that the  
absorptive capacity and reflectivity function from the same real word entity with 
different wave bands, the absorptive capacity and reflectivity function from different 
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objects on earth in the same wave band. It uses a spectrometer sampling method to 
measure the mean value of spectrum from different objects on earth, drawing out the 
characteristics points from a spectral curve. Different brightness has got by distinc-
tions between the urban built-up land wave band and other objects wave band, and 
choosing a suitable threshold value distinguishes the two objects. At present, it is one 
of the most frequently used ways to extract the urban built-up land by threshold 
method of optical spectrum structure. 

The extraction of urban built-up land based on spectrum start from the concept of 
analysis of different spectrum curves and excavates the spectrum characteristics, and 
eventually achieved the extraction of urban built-up land. However, threshold method 
of optical spectrum structure cannot overcome the phenomenon of “different objects 
same image” and same objects different spectral values. Generally speaking, spectro-
metric value of road, dry riverbed and bare land is quite similar with urban built-up 
land’s, and it is not easy to different between the two objects. 

Because of the influence of terrain, river and many other factors, the spatial distri-
bution of urban built-up land take distinct regular and obvious region difference, the 
classification method of geological experts’ immediate reaction of the geographical 
feature. Commonly, urban built-up land mainly distribute in the areas with low height 
and gradient smaller low. In addition, urban built-up land has significant relationship 
with surface feature nearby, for example, some urban built-up land distribution along 
the river and it is easy to discriminate. It is necessary to study the characteristics of 
space distribution and spatial analysis technology with GIS. So the connection be-
tween RS and GIS play an important role in the extraction of urban built-up land. The 
classification method of geological experts’ makes full advantage of the all kinds’ 
geosciences knowledge and makes the classification result accord with fact; it is an 
excellent classification method. 

3   Extraction of Urban Built-Up Land Information 

3.1   Data Preprocessing 

The SPOT5 and Quick bird image as the data sources and the cloud-free image were 
acquired in 2003 and 2007. Data preprocessing include radiometric calibration, regis-
tering, and geometric correction. Ancillary data included an urban vegetation inven-
tory data layer, topographic map, which is in a scale of one-million, the land use map 
in 2003 and 2007, a digital elevation model (DEM). The data preprocessing has been 
implement in the Erdas imagine 9.1 software. The RMS is less than 0.5 pixels after 
registering.  

3.2   Extraction of Urban Built-Up Land Information 

Although the brightness value of urban built-up land is easy to confuse with the 
brightness of road, dry riverbed and bare land. There are very significant differences 
between the urban built-up land and roads, dry riverbed and bare land in the textural 
features. Textural features has the discriminate ability which is different from remote  
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sensing image, and is used to the pattern recognition of urban built-up land and could 
solute effective the different objects same image and same objects different spectral 
values. At present the most commonly used textural features methods include statisti-
cal method, model method, based on mathematic method. With the resolution of im-
ages, the textural features are becoming clearer. The textural features have become 
powerful tools of extraction of urban built-up land now; its application will become 
wider and deeper. 

In general, urban land use types mainly contain vegetation, water and urban built-
up land. It is not practical to extract the urban built-up land according to a single 
model or algorithm. So this study discard the traditional method of NDBI which is 
used by the Landsat images, it finally decided to adopt the SAVI, PRWI and textural 
features as the three wave band of R,G, B. We got the color image combination 
(Fig.1). The urban built-up land can be used to extract effectively. The experiments 
show that the extraction process used the SAVI, PRWI and textural features are use-
ful, simple and high resolution [9], [10], [11]. The study reduces the redundant data 
and the three wave bands are separate or negative correlation with each other. The 
researchers can clearly see the urban built-up land in the color combination images, 
which is a bright red shows. 

 

Fig. 1. The color combination image in2003 and 2007 

It is found that in figure.1. SAVI is the B1 band, PRWI is the B2 band and the tex-
tural feature is the B3 band, the structure of urban built-up land is clearly presented by 
the color combination. The textural feature of band B3 larger than B1 band and B2 
band, and it is the only characteristics of the three bands. Based on the previous stud-
ies and through several logical expressions simple, the urban built-up land is ex-
tracted. The logical expressions as follows: 

If B3>B1 and B3>B2 then 1 else null (1) 

Where B1 is the SAVI wave band, B2 is the PRWI wave band and B3 is the textural 
feature. In this study, logical expressions are run in the modeler of the Erdas imagine 
9.1. The urban built-up land information has been got by logical operation modeler 
(Fig.2). 
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Fig. 2. The urban built-up land in 2003 and 2007 

4   Analysis of Urban Built-Up Land Changes 

It is necessary to evaluate the classification precision after the extraction information 
has been achieved. This study employs the same period land use map to evaluate the 
two extraction image by 256 random points (Table 1). 

Table 1. Accuracy assessment 

2003 2007 

Types 
Urban Built
Up Land 

Types 
Urban Built 
Up Land 

Production accuracy  87.33 Production accuracy 85.37 
User accuracy  93.21 User accuracy  90.24 
Kappa 0.84 Kappa 0.86 
Overall accuracy  91.46 Overall accuracy  92.70 
Overall Kappa 0.8115 Overall Kappa 0.8068  

With reference to Figure 2 we can found that the change of urban built-up land is 
located in the new city and areas surrounding the cities. The development direction of 
urban built-up land takes the trend of transferring from old cities to new cities with 
further speed and degree. The urban built-up land is crossing the Jialing river bridge 
with its direction trend following northeast, and joint with the Shuitu country and 
Jingguan country. The change of urban built-up land show up the urban spatial mor-
phology and it is in compliance with the urban planning of research area in recent 
years. 

Some thematic information of urban built-up land was transferred to Excel for sta-
tistics, and then we got the urban built-up land area in 2003 and 2007. The urban 
built-up land area is 1259.93 hm2 in 2003, covering rapidly increasing an area is 
1964.53 hm2 in 2007. In the first several years, urban built-up land area growth an 
additional 704.6 hm2 and registers an average increase of 24.87 percentage from 2003 
to 2007. 
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5   Conclusions 

In this paper, SPOT5 in 2003 and Quick bird in 2007 are data source; combining with 
SAVI, PRWI and textural features, the urban built-up land has been extracted and 
analyzed at last with high precision of 91.46 percentages and 92.70 percentages. Re-
sults show that this method which employs SAVI, PRWI and textural features based 
on Multi-sensor Data Fusion Algorithms can automatic (semi-automatic) extract the 
urban built-up land quickly and accurately in high resolution remote sensing images. 
It is easier, more convenient, strong practicability and in high precision.  
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Abstract. Unmanned Aerial Vehicle (UAV) has enormous application in mili-
tary and civilian. Compared with a single platform, cooperative UAVs offer  
efficiency and robustness in performing complex tasks, and multi-UAVs’ co-
ordinative operations are recently becoming a focus of research. In this paper, a 
direction finding and location system for Multi-UAVs is proposed, which is 
based on the navigation strategy of the minimizing target location accuracy. In 
order to reduce the influence of the direction finding error, this article uses the 
data fusion method of adaptive UKF to achieve optimal position. This objective 
is to release the dependence of normal UKF on the priori knowledge of noise 
distribution, which is difficult to obtain in real systems. The experimental  
results validate that the presented method is valid. Compared with the conven-
tional methods using UKF, this system based on adaptive UKF has high  
accuracy and robustness. 

Keywords: multi-UAVs, coordinated control, localizing target system, adaptive 
UKF. 

1   Introduction 

Unmanned Aerial Vehicles (UAVs) has enormous application in military and civilian, 
which can work in dangerous, complex environment and unknown areas. Compared 
with a single platform, cooperative UAVs offer efficiency and robustness in perform-
ing complex tasks. As a result, multi-UAVs’ coordinative operations are recently 
becoming a focus of research [1-4]. The task allocation of Multi-UAVs is to divide 
the mission to each UAV by degree of a whole benefits, least costly, and the optimal 
implementation of related tasks. In target orientation and crossing location, this work 
is focused on rational layout for several sensors to improve positioning accuracy [3]. 
Due to the system of target orientation and crossing location has comprehensive ori-
entation and noise immunity, thus, the system of the target orientation and crossing 
location is chosen for target search and location in this paper. 

The orientation and location is a process that system collects the noisy angle in-
formation through many UAVs platform first, gets the target position by data fusion 
and evaluates speed correctly. This issue is modeled as nonlinear system in the Carte-
sian coordinate, and the most popular one for the nonlinear system is the Extended 
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Kalman Filter (EKF). Although widely used, EKF suffers from the deficiencies in-
cluding the requirement of sufficient differentiability of the state dynamics, the sus-
ceptibility the requirement of sufficient differentiability of the state dynamics, the 
susceptibility to bias and divergence during the estimation. Unscented Kalman Filter 
(UKF) provides a derivative-free way to the state parameter estimation of nonlinear 
system with the same computational complexity as that of EKF. So UKF still into the 
framework of Kalman-type filters, which can only achieve good performance under a 
priori assumptions [5-6]. But in practice, the UAVs’ system for working on dynamic 
environment, the system has the uncertainty factors by variability and outer complex 
environment, so the assumptions are usually not totally satisfied. The wrong prior 
information of noise may not only lead to a serious decline for KF’s evaluation, but 
also even cause the divergence. Because the orientation error of UAV has a great 
effect on navigation and location for UAV, an adaptive filter is used to solve the prob-
lem in the paper. Then, test results are encouraging. 

2   Adaptive UKF for Active Estimation 

Fig.1 shows the structure of the adaptive UKF, which is proposed by J. D. Han [5-8]. 
The AUKF is composed of two parallel UKFs. At every time step, the master UKF 
estimates the states using the noise covariance obtained by the slave UKF, while the 
slave UKF estimates the noise covariance using the innovations generated by the 
master UKF. The two UKF are independent in the AUKF structure. By estimating the 
noise covariance, the AUKF is able to compensate the estimation errors resulting the 
noise covariance. 

Consider the general discrete nonlinear system: 

( )
( )

1 ,k k k k

k k k

x f x u w

y h x v

+ = +⎧⎪
⎨

= +⎪⎩                                                   

(1) 

Where kx is the state vector, n
kx ∈ℜ ; ky is the output vector at 

time k , m
ky ∈ℜ ; ku is the known input vector, r

ku ∈ℜ ; kw , kv  are respectively the 

disturbance and sensor noise vector, which are assumed Gaussian white noise with 
zero mean. 

2.1   Master UKF 

The main UKF estimation can be expressed as: 
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(2) Time update 
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Where m
iw , c

iw are weights;α determines the spread of the sigma point; β  is used 

to incorporate prior knowledge of the distribution of x , n is the dimension of aug-
mented state. 
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Where xQ is noise covariance. 

(1) Measurement update 
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Where R  is the measurement noise covariance; the slave filter estimates the diagonal 

elements of the noise covariance matrix of x xQ R for the master UKF. 

2.2   Slave UKF 

Consider the diagonal elements of the noise covariance matrix of the master UKF is 

θ , lθ ∈ℜ . If the changing rule of θ is known in advance, define the state equa-
tions of the slave UKF as: 

( )1k k kf wθ θθ θ −= +                                              (6) 

Else if the changing rules of θ  is unknown in advance, define kθ  as noise driven 

uncorrelated random drift vector, and the state equations of the slave UKF as: 

1k k kwθθ θ −= +                                                    (7)                                     

Where kwθ  is Gaussian white noise with zero mean. Take the diagonal elements of 

the noise covariance matrix of the master UKF as the observation signal of the sys-
tem, and based on (5) we can get the observation equation of the slave UKF as: 
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Take the diagonal elements of the noise covariance matrix of the master UKF as the 

measured value of the Slave UKF. ( )T
k k kS diag v v= , where, | 1ˆk k k kv y y −= − . 

where kv
 
is the innovation, and also can be entitle as residual error, ky

 
is observa-

tion value of the master UKF at time k , and | 1ˆk ky − is estimated value of correspond-

ing UKF. 
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(1) Initialization 
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(2) Time update 
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(3) Measurement update 
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Where Rθ is the measurement noise covariance; Qθ is the process noise covariance; 

Weights m
iwθ , c

iwθ  are calculated as equation (4), the dimension of estimator is l . 
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Fig. 1. The structure of adaptive UKF 

3   Direction Finding and Location System for Multi-UAVs  

Fig. 2 shows the structure of the direction finding and location system for multi-
UAVs. 
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The system positioning accuracy depends on the size of the ABCDS , and which  

associated with the dual-UAVs position relationship and the accuracy of finding  
direction instruments. CEP is the circular error probability, which depends on 

 

 

Fig. 2. The schematic diagram of the direction finding and location system 
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L ,
1θσ ,

2θσ , 1θ , 2θ and β . Whare L is basedline length between two UAVs, 

1θσ and 
2θσ are variance of sensor measurement error of the UAV1 and UAV2, re-

spectively. 1θ and 2θ are azimuth of the UAV1 and UAV2, respectively. 

And we can get the system state equation as: 
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Where ( 1)Tx k + is the target location in x direction during 1k + moment, 

( 1)Ty k + is the target location in y direction during 1k + moment, ( )Tx k and 

( )Ty k  represent the change rate of the target direction, respectively. TΔ is the sam-

pling period, ( )1 2 3 4, , ,ω ω ω ω ω=  is the process noise. 

The system measurement equation is defined as: 
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Where ( ) ( )( )2 2
1 20, ,V k N diag σ σ∼ is observation noise. 

The direction finding and location system formula can be expressed as: 

sdV CdX dX= +                                                        (15) 

Where [ ]1 2,
T

dV d dθ θ= is the observation error vector; [ ],dX dx dy= is the 

position error vector; sdX is the address error vector. 
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Equation (15) can be converted into Equation (17): 

[ ]1
sdX C dV dX−= −                                                (17) 

The positioning covariance matrix can be expressed as: 

{ }1T T T T
s sP E dX dX C E dX dX E dX dX C− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⋅ = ⋅ + ⋅⎣ ⎦ ⎣ ⎦ ⎣ ⎦          (18) 

Where 2
sσ is UAV coordinate positioning error variance, and

1 1

2 2 2
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The state vector and measurement vector of the UKF can be expressed as: 

[ ]
( ) ( )1 2

, , ,

,

T T T Tx x y x y

y k kθ θ

=⎧⎪
⎨ = ⎡ ⎤⎪ ⎣ ⎦⎩

                                                  (21) 

4   Simulation Results 

Assume the Initial state vector: 0x =0; { }0

7 7 7 710 ,10 ,10 ,10xP diag − − − −= .In the 

study, the application of the adaptive UKF is mainly used for estimation performance 
measurement during measurement noise changes. Meanwhile, the estimated amount 
of the slave UKF is the diagonal elements of the measurement noise covariance ma-
trix for the master UKF. The system measurement noise variance and the zero mean 

variance is expressed as x
TR and x

TQ , respectively. { }8 810 ,10x
TR diag − −= , 

{ }16 16 12 1210 ,10 ,10 ,10x
TQ diag − − − −= . xQ and 0

xR  are the noise variance of the 

master UKF parameters, where x x
TQ Q= , { }10 10

0 10 ,10xR diag − −= . The parameters of 

the slave UKF are assumed as: { }0 0
x

R diag Rθ = , { }0

20 2010 ,10RP diagθ
− −= , 

{ }22 2210 ,10RQ diagθ − −= , { }20 204 10 ,4 10RR diagθ − −= × × . 
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In order to demonstrate the system’s advantages, some simulation experiments are 
carried on. Fig.3 is the simulation results of the targeting system in x direction 
(left:AUKF; right:UKF). Fig.4 is the simulation results of the targeting system in 
x direction (left:AUKF; right:UKF). The results show the target location system with 
AUKF is better than the system with normal UKF. In other word, with incorrect a 
priori noise statistic information, the target location system with normal UKF cannot 
produce satisfying estimations due the violation of the optimality conditions. On the 
contrary, the target location system with AUKF has better performance. Assume the  
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Fig. 3. The simulation results of the targeting system in x direction (left:AUKF; right:UKF) 

   

Desired Trajectory
Actual Trajectory

0 5 10 15 20 30

100

80

60

20

-40

Time (s)

Po
sit

io
n 

(m
)

40

0

-20

 

Fig. 4. The simulation results of the targeting system in y direction (left:AUKF; right:UKF) 
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Fig. 5. The flight trajectory diagram of the dual-UAVs searching target based on adaptive UKF 
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two UAVs respectively start to search target from A (0,0) and B  (25km, 0), and the 
target position is (20km, 20km). The test results is shown as Fig .5, and it can be seen 
that the coordinated control and localizing target system based on AUKF for Multi-
UAVs gives quite satisfactory result and has robust stability. 

5   Conclusion 

This paper presents a direction finding and location system for Multi-UAVs. Within 
the control, an active estimation module executed by adaptive Unscented Kalman 
Filter is integrated into the direction finding and location system to improve its per-
formance. The experimental results validate that the presented method is valid. Com-
pared with the conventional methods using UKF, this system based on adaptive UKF 
has high accuracy and robustness. 
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Abstract. Customers tend to change telecommunications service providers in 
pursuit of more favorable telecommunication rates. Therefore, how to avoid 
customer churn is an extremely critical topic for the intensely competitive  
telecommunications industry. To assist telecommunications service providers in 
effectively reducing the rate of customer churn, this study used fuzzy data  
mining to determine effective marketing strategies by analyzing the responses 
of customers to various marketing activities. These techniques can help tele-
communications service providers determine the most appropriate marketing 
opportunities and methods for different customer groups, to reduce effectively 
the rate of customer turnover. 

Keywords: Telecommunications industry, Churn management, Fuzzy theory, 
Data mining, Marketing activity. 

1   Introduction 

According to statistics produced by the Institute for Information Industry of Taiwan, 
mobile phone users in Taiwan numbered 26 million as of the second quarter of 2009. 
This statistic indicates that the popularization rate of mobile phones in Taiwan has 
already reached 100 % and that mobile communications service is one of the most 
indispensable information and communication services in contemporary life. 

Additionally, the portable line number service recently provided by the govern-
ment permits users to change their telecommunications provider without changing 
their original mobile line number. This has made it easier for users to change their 
telecommunications service providers in consideration of their own best interests. To 
maintain market share and profitability, telecommunications service providers imple-
ment various policies and management mechanisms in an attempt to retain customers 
and avoid serious customer churn problems [1, 15, 16, 17, 20, 21]. 

A common churn management procedure is to analyze information about past 
churners, build a model for prediction of customer churn, use this prediction model 
to determine from current customer information those customers that are likely to 
churn, and then commence various marketing activities or events. However, whether 
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churn management strategies have been successful must be examined according to 
whether or not customer churn rate has truly been reduced. Thus, to assist telecom-
munications service providers in successfully retaining potential churners, this study 
used fuzzy data mining techniques [3, 6, 10, 11, 12, 14, 24, 29] to analyze the re-
sponses of customers to various marketing activities and thus determine effective 
marketing strategies. 

2   Literature Review 

Numerous previous studies have proposed methods for assisting telecommunications 
service providers in solving problems of customer churn management. [2, 5, 6, 7, 8, 9, 
13, 18, 19, 22, 25, 26, 27, 28]. Xia et al.[28] proposed the study of architecture using 
support vector machines to churn prediction model, and with a variety of data mining 
technology framework to compare the customer churn predictive model, including 
neural networks, decision-making trees, logistic regression, and Bayesian classifier, 
the experiments confirmed the structure using support vector machines churn out of 
the prediction model, the prediction accuracy than other data mining techniques to the 
prediction accuracy of better. 

Tsai et al. [25] presented the research in the use of data mining techniques to find 
association rules that may affect the customers of the loss of an important factor, then 
these factors and the use of decision tree to construct the neural network technology a 
customer churn prediction model, and applied to telecommunications value-added 
services MOD (multimedia on demand) customer churn prediction. The study also 
experiments confirmed that pre-use association rules to carry out factor analysis of 
customer churn predictive model selection accuracy of the analysis of association 
rules is better than no prediction model. In addition, the study also confirmed that the 
experimental use of decision tree-based prediction model than the structure of neural 
network prediction model has better prediction results. 

The main purpose of the past studies described above was to build an effective cus-
tomer churn prediction model to forecast which customers are likely to churn. The 
provision of this information could then assist telecommunications service providers 
in organizing various marketing activities or events. However, from the perspective of 
telecommunications service providers, determining which customers are likely to 
churn does not guarantee that providers can successfully retain these potential churn-
ers and thus reduce their customer churn rate. Rather, effective marketing activities 
are essential for customer churn management. 

3   Fuzzy Data Mining 

Fuzzy set theory is proposed by L. A. Zadeh, professor of the University of California 
at Berkeley in 1965 [29]. Suppose we have a universe of discourse, X , and the  
elements of X  is ix , i.e. }.{ ixX =  Then, some of unclearly attributes can be  

represented as fuzzy sets. Assume that A is a fuzzy set defined on X , then the degree 
of membership of an element belonging to the fuzzy set A can be expressed as a  
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membership function Aμ , and its value is normalized to between 0 and 1. The mem-

bership function is shown as the follows [29]:  

[ ]1,0→XA :μ , Xxx iiA ∈≤≤ ,1)(0 μ .                                     (1) 

There are three basic operators of fuzzy sets: union, Intersection, and complement. 
Two fuzzy sets A and B defined on X , then the symbol of the union operator 

is )(xBA∪μ , and the definition of the union operator is as follows: 

Xxxxmaxx BABA ∈=∪ ,))(,)(()( μμμ ;                                      (2) 

Two fuzzy sets A and B defined on X , then the symbol of the intersection operator 
is )(xBA∩μ , and the definition of the intersection operator is as follows: 

Xxxxminx BABA ∈=∩ ,))(,)(()( μμμ ;                                       (3) 

A fuzzy set A defined on X , then the symbol of the complement operator is )(x
A

μ , 

and the definition of the complement operator is as follows: 

Xxxx AA
∈−= ,)(1)( μμ .                                                  (4) 

In this study, the fuzzy sets can be used to assist in dealing linguistic means and 
avoiding the boundary shape problem. 

Data mining is defined as use of automated or semi-automated method from a large 
number of data collections to extract the potential, unknown, meaningful and useful 
information or patterns [3, 6, 10, 11, 12, 14, 23, 24]. The main technologies of data 
mining include classification, prediction (trend) analysis, cluster analysis, association 
rules analysis, sequential patterns analysis and so on. 

This study uses ID3 decision tree algorithm [23] for the last customer for the call 
center do in order to retain customers reflect the results of various marketing activities 
to identify successful and effective customer retention strategy to reduce customer 
churn. ID3 is a widely used algorithm of classification task. Classification is the proc-
ess of mining a classifier from a set of pre-defined training data that can describe and 
distinguish data classes or concepts, such that the found classifier can assign a class or 
concept to a new un-defined data. In general, classification (mining a classifier) in-
volves three major tasks: data representation, which represents data in machine-
readable structures, classifier construction, which constructs a classifier from a set of 
training data, and classifier evaluation, which evaluates classifier accuracy with a set 
of testing data and in terms of various evaluation functions. Classification has been 
popularly applied on insurance risk analysis, credit approval, medical diagnosis, etc. 
Under the previous literature can also be found using the decision tree algorithm to 
solve the problem of churn management has a good effect [25]. 

4   Experiment and Results 

The experimental dataset used in this study came from the randomly sampled cus-
tomer retention activities and the responses of customers of a telecommunications 
company in Taiwan whose contracts were due to expire between June and July 2008. 
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From the customers whose contracts were due to expire in June and in July 2008 
respectively, 400 customers were randomly selected from each of the following 
groups: customers with monthly bills of NT$ 0 ~ NT$300, customers with monthly 
bills of NT$301 ~ NT$800, and customers with monthly bills of NT$801 ~ NT$1000. 
Each group of 400 customers in the different bill amount ranges were then divided 
further into two subgroups of 200 customers each. Customer retention marketing 
programs were implemented by sending direct mail (DM) and through telemarketing. 
During this retention marketing process, customers could choose the marketing pro-
grams that they wanted. The finally marketing results of the activities recorded in 
Table 1. To category various customer groups to effective marketing, in this study, 
churn rate will be converted into a fuzzy set [29] called effective marketing, )(xEMμ , 

x

x

x

x

x

x
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)(μ ，                                                (5) 

where x  is the churn rate. 
The established marketing model [23] is shown as in Figure 1. Through the mar-

keting model that, for the customers whose monthly bills from NT$801 to NT$1000, 
regardless of their contractual maturity date in June or July, when the telephone mar-
keting is used, effective marketing is the extent of up to 0.8; but If mailing DM is 
used, then the degree of effective marketing is 0.2 only. For the customers whose 
 

Table 1. The result of customer marketing activities 

Customer 
group 

Contract 
expires 

Bill 
payment 

Marketing 
method 

Churn 
rate 

Effective 
marketing 

1 June NT$0 ~ NT$300 
Telecom 

marketing 
83% 0.2 

2 June NT$0 ~ NT$300 Sending DM 75% 0.2 

3 June NT$301 ~ NT$800 
Telecom 

marketing 
52% 0.4 

4 June NT$301 ~ NT$800 Sending DM 96% 0 

5 June NT$801 ~ NT$1000 
Telecom 

marketing 
13% 0.8 

6 June NT$801 ~ NT$1000 Sending DM 87% 0.2 

7 July NT$0 ~ NT$300 
Telecom 

marketing 
82% 0.2 

8 July NT$0 ~ NT$300 Sending DM 78% 0.2 

9 July NT$301 ~ NT$800 
Telecom 

marketing 
52% 0.4 

10 July NT$301 ~ NT$800 Sending DM 96% 0 

11 July NT$801 ~ NT$1000 
Telecom 

marketing 
26% 0.8 

12 July NT$801 ~ NT$1000 Sending DM 89% 0.2 
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Fig. 1. Telecom marketing model 

monthly billing amount from NT$ 0 to NT$300, you must use the same telephone 
marketing, the degree of effective marketing is 0.4; if mail DM is used, then it is 
completely not effective marketing. In addition, for the customers whose monthly 
bills from NT$ 0 to NT$301, no matter what kind of marketing, the degree of effec-
tive marketing is very low, only 0.2. 

5   Conclusions 

Most of previous researches, the emphasis being given to construct a customer churn 
predictive model to identify in advance the list of possible loss of customers. How-
ever, the ability to identify the possible loss of potential customers does not mean that 
you can retain the possible loss of those customers live, in order to reduce customer 
churn rate, must present an effective marketing strategy. To this end, this study uses 
fuzzy data mining techniques to analyze the past records of results of various market-
ing activities to establish a marketing model. In this study, the proposed marketing 
model can provide companies on determining the best marketing strategies for differ-
ent customer groups. 
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Abstract. Aiming at the complicated semantic matching problem of service’s 
input and output data items in the service composition process, a pre-computed 
relation matrix for Semantic Web Services is presented. Based on the semantic 
relation reasoning method of concept in Domain Standard Ontology, the auto-
matic matrix generation algorithm is given. Finally, the matrix based automatic 
service composition algorithm is proposed. Pre-computed service relation ma-
trix can greatly improve the performance of automatic composition and provide 
a new approach for organizing the Semantic Web Services connections. 

Keywords: Semantic Web Service, Domain Standard Ontology, Relation  
Matrix, Semantic Reasoning. 

1   Introduction 

With the increasing of Web service resources, the research on the description, publi-
cation, search and composition of Web service have become blossomed. Semantic 
Web service, which combines the Semantic Web and Web services technology, was 
proposed to provide a good foundation for the automatic discovery, composition and 
execution. By using of Semantic Web service technology, we can establish semantic 
model of Web services to achieve high accuracy, high degree of automation, ma-
chine-understandable semantic Web service description, discovery, composition, 
execution, dynamic configuration, and eventually reuse of the semantic Web ser-
vices[1]. Currently, the ability and performance of semantic description and reasoning 
have become the main challenges of automatic semantic Web service composition. 
On the one hand, inadequate description capacity can not support effective reasoning. 
On the other hand, poor reasoning performance is unable to adapt to the large-scale 
application of semantic Web services. 

The purpose of our work is to present, in one hand, a Domain Standard Ontology 
comprised of five sets of concept and in another hand, a pre-computed relation  
matrix before automatic service composition using semantic reasoning capability of 
OWL language. The relation matrix which describes the connections of a service’s 
input data and another’s output data provides the infrastructure for automatic service 
composition. 
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2   Domain Standard Ontology (DSO) 

Domain Standard Ontology reflects the most common abstract concepts and relations 
in a particular application domain. The DSO of a particular domain is the default 
ontology for semantic annotation of WSDL. 

2.1   The Abstract Concept of Domain Standard Ontology 

The abstract concept set of DSO ψ is the union of five concept subsets. 

ψ=Λ∪Δ∪Γ∪Θ∪Ξ 

(1) Simple Concept. The set of simple concept is expressed with Λ. 
A simple concept can be recursively defined as:  

① Simple concept is the concept which does not appear in the left side of GCI; 
② If a concept is a simple concept, its inverse concept is also a simple concept; 
③ If a concept Cs appears in the left side of GCI and the concepts which appears in 

the concept expression of GCI right side are all simple concepts, Cs is simple con-
cept. That is, Cs∈Λ iff ∀C(C w∧Cs w→C∈Λ), where w is a concept expression, 

C w indicates all the concepts in the concept expression.  

(2) Compositive Concept. The set of Compositive Concept is expressed with Δ. 
The concept Cc is composed of two concepts C1 and C2, formally expressed as: 

Cc=C1 C2, where C1, C2∈ψ, Cc∈Δ 
Both C1 and C2 can be called ComponentConcept, such as CustomerName, Flight-
TicketNumber.  
(3) Inverted Concept. The set of inverted concept is expressed with Γ. 
A concept Ci is the inverted of the concept C, expressed as Ci=¬C, C∈ψ. 

(4) Conjunctive Concept. The set of conjunctive concept is expressed with Θ. 
A concept Ccon is conjuncted with two concepts C1 and C2, expressed as Ccon=C1∧C2, 

C1, C2∈ψ. 

(5) Disjunctive Concept. The set of disjunctive concept is expressed with Ξ . 
A concept Cdis is disjuncted with two concepts C1 and C2, expressed as Cdis=C1∨C2.  

2.2   Modeling and Reasoning of DSO with OWL-DL 

OWL-DL[2] is selected as the ontology modeling language of DSO. Because of space 
constraints, we use the description logic SHOIN[3] for the formal description of the 
concept and relation of these concepts and only the modeling and reasoning of simple 
and compositive concepts are given as follows, similar to the other three kinds of 
concept. 
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(1) Modeling of the simple concept relation in DSO 

① Synonym: If two concepts C and D have synonym relation between them, then 
C≡D is modeled in DSO. 

② Antonym: If two concepts C and D have antonym relation between them, then 
C≡¬D or D≡¬C is modeled in DSO. 

③ Hypernym: If concept C is the generalization of D, then D C is modeled in DSO. 

④ Hyponym: If concept C is inherited from D, then C D is modeled in DSO. 

(2) Modeling and reasoning of compositive concept relation in DSO 
Suppose a composition concept Cc1∈Δ is composed of C1 and C2 Cc1=C1 C2 and 

Cc2∈Δ is composed of D1 and D2 Cc2=D1 D2. 

① Synonym: Cc1 and Cc2 are synonym, Iff C1 and D1 are synonym AND C2 and D2 
are synonym. 

② Antonym: Cc1 and Cc2 are antonym, Iff C1 and D1 are antonym AND C2 and D2 
are synonym OR C1 and D1 are synonym AND C2 and D2 are antonym. 

③ Hypernym: Cc1 is hypernym of Cc2, Iff C1 is hypernym or synonym of D1 AND C2 
is the hypernym or synonym of D2 BUT (C1 and D1) and (C2 and D2) are not 
synonym at the same time. 

④ Hyponym: We can reason about the hyponym relation of Cc1 and Cc2 similar with 
their hypernym relation. 

3   Semantics Based Relation Matrix (SBRM) 

On the basis of the DSO and its reasoning approach, the connection relation between 
input of a service and output of another can be generated into a matrix. 

3.1   DSO Based Semantic Web Service Relation Matrix Building Algorithm 

For a Semantic Web Service SWSi, the algorithm for creating the relation between 
SWSi and another SWS is as follows. The resulting matrix is shown in Fig. 1. 

Procedure void filling(SWS swsi, SWS swsj) 
var O_swsi ; 
capture the output of swsi 
var I_swsj ; 
capture the input of swsj 
Begin 
/*cell(x, y) specifies the cell of the SBRM, where x 
and y respects the row and column respectively */ 
cell(swsi, swsj) = null ; 
  if(swsi==swsj) 
    cell(swsi, swsj) = null ; 
  else if(O_swsi part I_swsj || O_swsi full I_swsj) 
    switch (semantic relation between O_swsi and I_swsj) 
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/*inter[] is the matched items between two Service’s 
input and output */ 
      case exact: cell(swsi, swsj)= (inter[], 3) ; 
      case subsume: cell(swsi, swsj)= (inter[], 2) ; 
      case generic: cell(swsi, swsj)= (inter[], 1) ; 
  else 
      cell(swsi, swsj)= (0, 0) ; 
End 

 SWS0 SWS1 SWS2 SWS3 SWS4 SWS5 SWS6 …… 
SWS0 null (inter[],3) … … … … …  
SWS1 (inter[],2) null (inter[],1) … … … …  
SWS2 (inter[],3) (inter[],2) null … … … …  
SWS3 (inter[],3) (inter[],2) … null … … …  
SWS4 … … … … null … …  
SWS5 … … … … … null …  
SWS6 … … … … …  null  
……         

Fig. 1. DSO based Relation Matrix for Semantic Web Service (SBRM) 

When a service SWSi from the SBRM is to be deleted, remove the row and column 
where the deleted service SWSi is located in. When service SWSi is to be added to the 
SBRM, procedure filling should be called. 

3.2   SBRM Based Semantic Web Service Composition Algorithm 

One of the aims of establishing SBRM is to find automatically and rapidly a compos-
ite service which will satisfy the request. The Composition algorithm explores the 
SBRM in depth-first and backward chaining strategy. 

Procedure Map<SWS[][], int[]> Composition (SWS[] sws, 
OutputOfRequest[] O_req, InputOfRequest[] I_req) 
/* O_req and I_req is respectively the output and input 
items of service composition request */ 
var SWS[n] temp = null ; 
var int m = max ; 
var SWS[m][m] goal = null ; 
var Map<SWS[m][m] s, int[m] v> result = null ; 
Begin 
  foreach (sws[i] in sws){ 
    search a set of semantic web service “temp” in sws 
/* compliantWith(x, y): 
When the semantic relation between x and is exact, sub-
sume or generic, the compliantWith is true, otherwise 
false */ 
    if(compliantWith(union(temp.output), O_req)) 
      copy temp to goal[i] ; 
  } 
  repeat 
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/*I_goal[i] is the union of input items of all services 
in goal[i]*/ 
  if(I_goal[i]!=I_req) 

    I_rest = I_req∪I_goal[i] − I_req∩I_goal[i] ; 
  else{ 
    result.s[i] = goal[i] ; 
    continue ; 
  } 
  for(int j=0; j<m; j++) 
    for(int k=0; k<n; k++){ 
      if(cell(sws[k],goal[i][j])!=null&&cell(sws[k], 
goal[i][j])!=(0,0)&&!sws[k] in goal[i]&&I_rest !=Ø){ 
       I_rest=I_rest−cell(sws[k], goal[i][j]).right ; 
       add sws[k] to goal[i] ; 
       add cell(sws[k],goal[i][j]).left to result.v[i]; 
      } 
      if(I_rest = = Ø) 
       result.s[i] = goal[i] ; 
    } 
  until there is no goal[i] left in goal ; 
  descending sort result.s, value by result.v ; 
  return result ; 
End 

4   Related Works 

In the semantic Web service description, the most representative work is three rec-
ommendation standards of W3C, namely by the order of time: OWL-S[4], WSMO[5] 
and SAWSDL[6]. Both OWL-S and WSMO uses the ontology to describe Web ser-
vices directly. On the contrary, SAWSDL, the new W3C recommendation, uses an 
external ontology to express semantic information. Semantic annotation method 
which is the most common in the semantic Web area is employed to annotate relevant 
information in WSDL in order to achieve the semantic description of Web services. In 
our previous work, a Semantic Web Service Description Language (WSDL4S[7]) has 
been proposed to support the annotation and reasoning using DSO.  

M. Paolucci earlier proposed a semantic Web service matching method which is 
based on the semantic relation of input and output items in service description. They 
divided the matching degree between the input of a service and the output of another 
into four levels, Exact, Plug-in, Subsume and Fail.[8] On this basis, I. Horrocks fur-
ther proposed Intersection level.[9] But such reasoning activities which are required 
to carry out in each automatic services matching or composition seriously hampered 
the performance of service matching and composition. 

On the other hand, I. Constantinescu and D. Barreiro proposed matrix model of 
Web services respectively [10,11], but their work did not involve any semantic infor-
mation. F. Lecue presented OWL-S or WSMO based causal links to realize service 
composition.[12] H.N. Talantikite proposed an OWL-S based semantic network of 
Web services.[13] Their work is built on a semantic Web service description method. 
But they do not give a clear semantics reasoning algorithm. 
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5   Conclusion 

As many problems involved in Semantic Web Service composition, automatic com-
position is very difficult. Firstly, based on the Domain Standard Ontology and its 
reasoning approach, we pre-established the relation matrix for semantic Web services 
before the service composition. On the actual operation of service composition, when 
a user submits a request of service composition, system can find all the composable 
sequences of semantic Web service according to the service connection relation ma-
trix. In the case of no user involvement, the service sequence with the largest connec-
tion degree is selected automatically. Otherwise user-specified service sequence is 
selected. The SBRM greatly improves efficiency of service composition. 

Supporting pre-condition and effect of Semantic Web Services in the relation  
matrix is the focus of future research work. 
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Abstract. A simple and successful scheme for locating the facial features in 
images at the presence of complex condition context is presented. Multiple 
fusion steps are taken in cascade. Based on the estimation of the color 
distribution of the facial features, eye and mouth probability map is constructed 
using Gaussian Mixture Model (GMM), a fusion strategy on probability maps is 
then constructs eye, mouth, and skin binary maps. Then the binary fusion is 
implied to obtain candidate location of each component. Finally, the 
components are verified by taking facial geometry into consideration. 
Experiments show that more accurate detection results can be obtained as 
compared to other state-of-art methods. 

Keywords: facial feature, feature localization, Gaussian Mixture Model, feature 
fusion1. 

1   Introduction 

The problem of facial feature detection is an important research topic in many fields 
such as automatic face recognition, facial expression analysis and audio visual 
automatic speech recognition. A wide variety of approaches have been proposed in the 
area. Many detection methods [1, 2] adopt the idea of the cascaded AdaBoost classifier 
proposed by Viola and Jones [3]. SVM classifier is also used for detection [4, 5]. Other 
methods include regression and probability approaches [6-8]. Everingham compared 
the approaches in [6] and indicated that the simple probability model outperforms the 
others.  

The method presented in this paper extends and improves the idea of localizing the 
facial features under probabilistic framework. A probability fusion following a binary 
fusion strategy is designed to obtain candidates of each facial component which are 
verified via statistical distribution of facial geometry. Finally, the experimental sets 
have been augmented to prove the robustness of the method against different 
acquisition conditions. 
                                                           
1  This work has been supported by “the Fundamental Research Funds for the Central 

Universities” (JUSRP10926). 
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2   Precise Facial Feature Localization 

Among the various facial features, eyes and mouth are the most prominent features for 
various applications such as face recognition and 3D face pose estimation. This section 
describes the strategy conceived to achieve precise eye and mouth localization. 

The employed face candidate detector is a custom reimplementation of the Viola–
Jones detector. The Chroma/luma features distribution of the facial components, 
which are robust to the variation of the context conditions such as lighting, 
viewpoints, camera type and setting, and the person’s tan and ethnic group, are 
modeled to be mixture of Gaussian, and the distribution parameters are obtained 
during training process. Meanwhile, the facial geometry feature which is robust to 
rotation and scale variation is also designed, whose statistical distribution is also 
modeled with GMM.  For each test image, probability fusion and binary fusion 
process is taken, which highlights candidates of each facial component separately. 
Facial geometry statistical learned above is used to verify the location of each 
component.  

2.1   Features Selection 

In the probability based methods, the feature vector representation is a main issue for 
the improvement of the performance.  

YCbcr color space is widely used in facial issue. Instead of using simple feature 
vector [Cb Cr Y], the paper designs an adjusted pixel-wise feature for each facial 
component by exploiting special characteristics of each facial component. 

Based on the observation that both dark and bright pixels are found around eyes in 
the luma component [9, 10], while usually little luma change is found around brow and 
skin areas, the pixel-wise feature to highlight eyes is then constructed as (1): 

1
1

+⊕
Θ

−=
1

1

SY

SY
xe                                                             (1) 

where Y is the luma component, 1S  is a disk structuring function, ⊕  and 
Θ respectively means grayscale dilation and erosion operations. 

It is also observed that compared to skin, higher Cr values are found in the mouth 
areas, and the mouth has a relatively low response in CbCr  but has a high response in 

2Cr  [9]. Therefore, the pixel feature to highlight mouth is constructed as (2): 
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222 )(*H SCbCrCrCrx Θ⋅−= ηm                                     (2) 

where 2S  is a line structuring function, 
∑
∑⋅=

CbCr

Cr 2

λη  is a factor to balance the 

importance of 2Cr  and CbCr , where λ is a constant which could be set to 0.85~0.95, 

and )H(⋅  is a histogram equalization operator to strengthen the contrast. 
We generate facial geometry features from training images that determine the 

geometry structure of facial components.  An eye-mouth triangle is formed for all 
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possible combinations of the two eye candidates and one mouth candidate. The triangle 
example on a labeled facial image is illustrated in blue in Fig. 1, where line L1 joins 
the mouth center ),( mm yx  and the left eye center ),( elel yx , line L2 joins the mouth 

center ),( mm yx  and the right eye ),( erer yx , and line L3 is drawn joining the eye 

centers, 1α is the angle between line L3 and L1, and 2α  is the angle between line L3 

and L2. Therefore, we take ],[ 21 αα=tx as the spatial feature. 

1L 2L

3L),( elel yx ),( erer yx

),( mm yx

1α
C

2α

 

Fig. 1. Illustration of spatial feature 

3   Probability Model and Fusion 

3.1   Probability Model 

To model the distribution of chroma&luma for each pixel over the full range of 
permissible variations, and spatial features for each facial component, Gausian 
Mixture Model (GMM) is employed to represent classes’ distribution in both 
appearance and spatial feature spaces. 

Given feature vector as { }nxxx ,,, 21=x  where n  is the dimension of the feature 

vector, distribution of samples is modeled by the following formula: 

∑
=

=
M

i
iii pwp

1

)|()|( θxθx                                                        (3) 

where M is the number of mixture components, )(xip  is a normal PDF parameterized 

by a mean vector iμ , and a covariance matrix iΣ , ),(~)( iii Np Σμx , iw  is the 

weight of the component )(xip , 10 << iw   for all components, and 1=∑
i

iw . 

),,( iiii w Σμθ =  is the parameter vector of component i and will be estimated through 
given training data. The parameters of Gaussian probability density functions (pdfs) 
are estimated with the expectation maximization (EM) algorithm [11], and the mixture 
number M is computed via cross validation [12]. 
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Training examples are taken from images of one individual (No. 145) in multi-PIE 

[13] with different pose, expression and illumination. Taking ex  from eye and brow 

training examples as feature vectors in GMMs, two mixture models 
)|( eep θx and )|( bbp θx are established to describe eye and brow feature distribution. 

Similarly, taking mx from mouth training examples, )|( mmp θx are constructed to 

describe mouths distributions.  
Different from extracting training data from sample images, skin 

distribution )|( ssxp θ is established by extracting skin training data ][ CrCbs =x  

from currently detected face area, which is expected to have more accurate description 
of the current sample. The extraction formula is as: 

))2:2(2),2:2(2( wwwvhhhuFs ⋅⋅−++⋅⋅−++= κκκκx               (4) 

where ),( vu is the coordinate of upper-left corner of the detected rectangle, w and h are 
the width and height of the rectangle, and κ is a constant which is usually set to 0.2.  

For spatial description, )|( ttp θx are constructed using tx as the spatial feature 

vectors. 

3.2   Cascade Fusion 

In this subsection, three fusion strategies, namely probability fusion, logistical fusion 
and spatial fusion, are described. The strategies help to realize precise facial features 
localization. 

According to the learned Gaussian model mentioned in subsection 4.1, the 
probability maps of facial components in a test ROI is constructed. The maps of one 
individual are illustrated in (a), (b), (d) and (e) in Fig. 2. 

 

Fig. 2. Probability maps and the fusion results 

As shown in Fig. 2(b) and (d), some facial areas have high mouth probability, and 
sometimes eye pixels have low probability, which is not strange because of the 
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variation on illumination or poses. To eliminate this negative effect, probability fusion 
strategies are designed as (5) and (6), based on a simple but practical assumption that 
the probability of each component pixel to be the component should be larger than to 
be its neighboring components: 

),|()|()|()|( sseebbeee ppANDpp θxθxθxθxF >>=                (5) 

)|()|( ssmmm pp θxθxF >=                                                (6) 

According to (5) and (6), the binary eye & mouth maps are established, which are 
illustrated in Fig.2(c) and (f). 

In most of the testing cases, the localization for each facial component can be 
realized based on eF and mF , after simple morphological and blob operations. 

However, as illustrated in Fig.3 (a), sometimes it becomes a little difficult due to the 
changes on facial context, such as glass-wearing, mouth-opening and beard-furnishing. 
To solve the problem, we combine our binary eye & mouth maps with the non-skin 
binary map sB . Binary fusion strategy is illustrated as (7) and (8), and the results are 

shown in Fig. 3(b), following the results after morphological operation in Fig. 3 (c). 

see AND BFB =                                                              (7) 

smm ORAND BBCFB )(=                                         (8) 

where BC is the eroded skin convex binary image, which helps to reduce the size of 
ROI. Furthermore, to eliminate negative effective brought by beard, mB is modified 

according to (8).  

)(()('
dsmm ANDORAND B1BBCFB −=                (9) 

where dB is the binary beard map produced by thresholding beard map dM  which is 

constructed by: 

YCrCbM *=d                                                              (10) 

 
Fig. 3. Binary fusion and the fusion results 
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For possible more than one candidate, now we form an eye-mouth triangle for all 
possible combinations of the two eye candidates and one mouth candidate, which is 
supported by predefined rules about the spatial location of facial components. The 
rules are defined with )|( ttp θx  which are constructed in 3.1. The score for each 

combination is computed for each verified eye-mouth triangle based on their binary 
fusion maps. We remain the triangle with the highest spatial probability score that 
exceeds a threshold which is simply set to 0.5 in the experiments. 

4   Experimental Results 

We have evaluated our algorithm on several face image databases including multi-PIE 
[13] and AR [14]. These color images have been taken under varying conditions. None 
of these images has been used to train the statistical models. Examples of localization 
results are shown in Fig. 4. 

 

Fig. 4. Facial features localization results 

In order to assess the precision of the facial component localization, we refer to the 
measure proposed by Campadelli et al. [4]. The localization criterion is defined in 
terms of the eye center positions according to:  
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where rlq /ˆ , mq̂ stand for the detected eyes (left and right) and mouth positions, while 

rlq / , mq  are the ground truth annotations.  
In Table 1, our algorithm is compared with recently published SVM-based work 

[4] and the newly-developed Harr-based detector [15] in terms of aforementioned 

ed and md . Note that only the detected position which is closest to the ground truth is 

remained in Harr-based detector. The test images are the whole images from AR [14] 
and the randomly selected 1000 images from multi-PIE [13]. It’s evident from table 1 
that the proposed method shows better performance in terms of precision as compared 
to the other two approaches. 
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Table 1. Localization results on AR face database for different algorithms 

eye mouth 
Methods 

1.0≤ed  25.0≤ed  1.0≤md  25.0≤md  

Ref. [4] 60.2% 99.3% 92.3% 97.7% 

Ref. [15] 26.0% 90.6% 89.2% 99.8% 

Proposed method 79.2% 98.6% 95.2% 98.8% 

5   Conclusion 

We have demonstrated the probability fusion strategy in colour space can be pursued 
for precise facial feature localization. The approach is robust to illuminations, 
expressions and poses. 
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Abstract. Toggle contrast operator could extract image features and has been 
used in different applications. In this paper, the toggle contrast operator is used 
for image decomposition and reconstruction. By using multi scale structuring 
elements, toggle contrast operator decomposes the original image as different 
images which contain image features of different scale. Also, the original image 
could be reconstructed from the decomposed images without any loss. 
Therefore, this image decomposition and reconstruction method could be used 
for different applications. An example of image enhancement application has 
been also demonstrated. 

Keywords: Image decomposition and reconstruction; Toggle contrast operator; 
Mathematical morphology; Image enhancement. 

1   Introduction 

Decomposing image as different images which contain different image features and 
then processing the decomposed images to obtain an efficient result following 
different application purposes is important transform for image processing.  Some 
transforms have been proposed to achieve this purpose, such as wavelet transform [1], 
curvelet transform [2], morphological pyramid transform [3] and so on. Two very 
important steps in these transforms are image decomposition and reconstruction. The 
purpose of the image decomposition is transforming the original image as different 
images which contain different image features corresponding to different image 
scales. Then, the decomposed images could be used for different image application 
purpose. The purpose of image reconstruction is transforming the processed 
decomposed images into the final image which achieves the application purposes. 
Many transforms need image sampling when they are used for image decomposition 
and reconstruction, which may loss some useful image information. So, un-sampling 
transform may be an efficient alternating way. 

In this paper, a new image decomposition and reconstruction method based on 
multi scale toggle contrast operator is proposed, which is an un-sampling transform. 
Toggle contrast operator [4] could efficiently extract image features. Multi scale 
toggle contrast operator is used to decompose the original images as different images 
which represent different image features of different image scales. Also, the final 
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image could be reconstructed from the processed decomposed images. Moreover, the 
whole procedure of decomposition and reconstruction do not need image sampling 
and will not loss any image information. Therefore, the proposed method would be 
very useful for image processing. An application of image enhancement is 
demonstrated to show the efficient performance of the method. Moreover, the 
proposed method could be widely used for different applications. 

2   Toggle Contrast Operator 

Mathematical morphology is an important theory for image processing and is based 
on geometry and set theory [4]. Let f and B represent gray scale image and structuring 
element, respectively. Morphological dilation ( ⊕ ) and erosion ( Θ ) operations of f 
(x, y) using B (i, j) are defined as follows. 

f ⊕ B(x, y)=
,

( ( , ) ( , ))max
u v

f x u y v B u v− − + , 

f Θ B(x, y)=
,

( ( , ) ( , ))min
u v

f x u y v B u v+ + − . 

By using morphological dilation and erosion, one type of toggle contrast operator is 
defined as follows.  

TCO(x, y)= ( , ), ( , ) ( , ) ( , ) ( , )

( , ), ( , ) ( , ) ( , ) ( , )

( , ),

f B x y   if   f B x y f x y f x y f B x y

f B x y   if   f B x y f x y f x y f B x y

f x y   else

⊕ ⊕ − < − Θ⎧
⎪ Θ ⊕ − > − Θ⎨
⎪
⎩

. 

This definition indicates that the gray value of each pixel in TCO is selectively 
replaced by the gray value of the same pixel in the result of dilation, erosion or the 
original image. The replaced pixels are with gray values close to the gray values of 
the same pixels in the original image. 

3   Image Decomposition and Reconstruction 

3.1   Multi Scale Toggle Contrast Operator 

Structuring element in toggle contrast operator is a very important parameter. The 
extracted image features correspond to the used structuring element. However, there 
is only one structuring element used in toggle contrast operator. To extract all the 
features, multi scale structuring elements should be used. Suppose there are n scales 
of structuring elements B1, B2, …, Bn. Bi= 1 1 1...

dilation i times

B B B⊕ ⊕ , 1≤i≤n. Then, the multi scale 

dilation and erosion of f (x, y) using Bi(u, v) are defined as follows. 

f ⊕ Bi(x, y)=
,

( ( , ) ( , ))max i
u v

f x u y v B u v− − + , 
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f Θ Bi(x, y)=
,

( ( , ) ( , ))min i
u v

f x u y v B u v+ + − . 

Based on multi scale dilation and erosion, multi scale toggle contrast operator could 
be calculated as follows. 

TCOi(x, y)=
( , ), ( , ) ( , ) ( , ) ( , )

( , ), ( , ) ( , ) ( , ) ( , )

( , ),

i i i

i i i

f B x y   if   f B x y f x y f x y f B x y

f B x y   if   f B x y f x y f x y f B x y

f x y   else

⊕ ⊕ − < − Θ⎧
⎪ Θ ⊕ − > − Θ⎨
⎪
⎩

. 

3.2   Image Feature Extraction 

The results of dilation and erosion have the following relationships relate to the 
original image. f ⊕ B(x, y) ≥ f(x, y), f Θ B(x, y) ≤ f(x, y). So, the gray values of the 
pixels in the result of toggle contrast could be divided into three classes: (1) pixels 
with gray values larger than the gray values of the same pixels in the original image, 
which represent the image features produced by dilation operation and is denoted by 
D; (2) pixels with gray values smaller than the gray values of the same pixels in the 
original image, which represent the image features produced by erosion operation and 
is denoted by E; (3) pixels with gray values equal to the gray values of the same 
pixels in the original image. Therefore, toggle contrast could be used to extract image 
features. The images features D and E are calculated as follows.  

D(f)(x, y)= ( ( )( , ) ( , ),0)max TCO f x y f x y− , 

E(f)(x, y)= ( ( , ) ( )( , ),0)max f x y TCO f x y− . 

Then, the original image could be obtained by using D and E as follows. 

f = TCO(f)-D(f)+ E(f).                                                    (1) 

3.3   Image Decomposition 

Based on multi scale toggle contrast operator using multi scale structuring element, 
multi scale image features Di and Ei could be calculated as follows. 

D i (f)(x, y)= 1( ( )( , ) ( )( , ),0)max i iTCO f x y TCO f x y−− , 

E i (f)(x, y)= 1( ( )( , ) ( )( , ),0)max i iTCO f x y TCO f x y− − . 

TCO0(f)(x, y)= f. 

At each scale, the original image is decomposed into there images: TCOi(f), D i (f) and 

E i (f). D i (f) contains image details produced by dilation operation. E i (f) contains 

image details produced by erosion operation. TCOi(f) represents smoothed images 
which is the base image at scale i. 
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After this decomposition, the decomposed images could be processed following 
different application purposes. 

3.4   Image Reconstruction 

Based on expression (1), the original image could be reconstructed as follows. 

f =TCO0(f)= TCO1(f)-D1(f)+ E1(f) 

                 = TCO2(f) –D2(f)+ E2(f)-D1(f)+ E1(f) 

                 = TCOn(f)-Dn(f)+ En(f)-...- D1(f)+ E1(f) 

                 = TCOn(f)-(Dn(f)+...+ D1(f))+ (En(f)+...+ E1(f)). 

                 = TCOn(f)-
1

n

i=
∑ Di(f)+

1

n

i=
∑ Ei(f). 

                 = TCOn(f)-F(Di(f))+G(Ei(f)).                                                                    (2) 

This expression indicates that, the original image could be easily reconstructed by 
using the decomposed three types images TCOi(f), D i (f) and E i (f). 

3.5   Property 

The procedure of image decomposition indicates that, this method does not need 
image sampling. So, the image could be decomposed without any information loss. 
And, the original image could be completely reconstructed from the decomposed 
image and does not need image sampling. So, the image could be reconstructed 
without any information loss. This will completely maintain the effect of image 
processing for different applications. 

More importantly, different definition of the functions F and G in expression (2) 
may result in more efficient result. 

4   Application of Image Enhancement 

To show the efficiency the proposed method for image decomposition and 
reconstruction, an application of image enhancement is demonstrated. 

4.1   Image Enhancement 

A simple strategy of image enhancement is enhancing the image details of the original 
image. And, an efficient way is to obtain the largest gray values of pixels in image 
details at all scales. So, a simple image enhancement algorithm based on the multi 
scale toggle contrast operator is demonstrated below. 

Step 1: Decompose the original image by using multi scale toggle contrast 
operator; 
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Step 2: Define F=G = max
i

; 

Step 3: Reconstruct the result image using expression (2). 

4.2   Experimental Results 

To show the efficiency of the image enhancement algorithm, the histogram 
equalization algorithm (HE) [5, 6] and contrast limited adaptive histogram 
equalization algorithm (CLAHE) [5] is used in this paper to compare with the 
proposed algorithm based on the proposed image decomposition and reconstruction 
method. 

    

(a)                                (b)                                 (c)                                   (d)  

Fig. 1. Enhancement of mineral image. (a) Original image; (b) Enhanced result of HE;  
(c) Enhanced result of CLAHE; (d) Enhanced result of the proposed algorithm. 

Figure 1 is an example of mineral image enhancement. Some details of the original 
image are not clear. Although HE makes some image details clear, many bright 
regions of the original image are over enhanced, which heavily affects the further 
application of the enhanced image. CLAHE obtains a better result than HE, but many 
regions are also over enhanced. The proposed algorithm based on image 
decomposition and reconstruction by using multi scale toggle contrast operator  not 
only makes the original image clear, but also keeps the gray distribution of the 
original image, which achieves a better result than CLAHE and HE.  

    

(a)                                (b)                                    (c)                                 (d) 

Fig. 2. Enhancement of medical image. (a) Original image; (b) Enhanced result of HE;  
(c) Enhanced result of CLAHE; (d) Enhanced result of the proposed algorithm. 

Figure 2 is an example of medical image enhancement. HE could not enhance the 
original image because of large number of black pixels in the original image. CLAHE 
enhances the contrast of the original image, but some noises are also produced, 
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especially in the bright regions. The proposed algorithm based on image 
decomposition and reconstruction by using multi scale toggle contrast operator 
enhances the original image and makes the edge regions clear, which performs better 
than CLAHE and HE. 

The experimental results show that because the image decomposition and 
reconstruction by using multi scale toggle contrast operator could extract image 
details. The decomposed images could be used easily used for image enhancement. 
Moreover, the proposed image decomposition and reconstruction could be also used 
for other image applications. 

5   Conclusions 

A new image decomposition and reconstruction method based on multi scale toggle 
contrast operator is proposed in this paper. Toggle contrast operator using multi scale 
structuring elements could decompose the original image into different images which 
contain image features corresponding to different image scales. Also, the original 
image could be reconstructed from the decomposed images without any loss. 
Moreover, this image decomposition and reconstruction method does not need image 
sampling. An example of image enhancement application shows that the proposed 
image decomposition and reconstruction method is useful and efficient. More 
importantly, this method could be also used for other image application areas, such as 
image segmentation, image coding and so on. 
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Abstract. This paper describes a prototype analytical studies of a spherical 
robot with an internal mechanism for propulsion. The spherical robot is 
actuated and steered through a couter-weight pendulum connected to the main 
axle, a driving motor and a steer motor. On the basis of the structural 
characteristics of the spherical robot，its dynamic model is derived by applying 
the Lagrange-Routh equations briefly. The simulation model is established 
based on ADAMS software. The dynamic analysis and simulation are given to 
verify the validity of this design. 

Keywords: spherical robot, prototype design, kinematics and dynamic model, 
analysis and simulation. 

1   Introduction 

The spherical robot as a member of the new type of mobile robots has made its debut 
in recent years. It consists of a ball-shaped outer shell to accommodate the whole 
mechanism inclusive of control devices and energy sources. They are believed to have 
several benefits, such as, locomotion with minimal friction, constrained spaces, omni-
directions movement without ever overturning and so on. These advantages provide 
the spherical robots with stronger viability than the traditional mobile robots.  

The spherical robots have been studied by using a variety of mechanisms. Halme  
et al. [1] developed the first spherical robot named Rollo from Helsinki University of 
Technology. It is a ball shape exploratory robot platform. The initial autonomous 
prototype operated on the sprung central member concept but this design was rejected 
in later prototypes. A spherical shape vehicle, called Spherical Mobile Robot (SMR) 
is proposed by Giulio Reina et al. in the Politecnico of Bari [2]. Bicchi et al. [3] 
developed a spherical vehicle consisting of a hollow sphere with a small car resting 
on the bottom. Spherobot was designed from Michigan State University, the open-
loop control strategies which require less computation are implemented by Mukherjee 
et al. [4]. Bhattacharya et al. [5] proposed a driving mechanism that is a set of two 
mutually perpendicular rotors attached to the inside of the sphere. Ferriere et al. [6] 
developed a universal wheel to actuate a spherical ball to move the system, and in 
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their mechanism, the actuation system is out of the sphere. Spherical robots named 
August which can traverse omni-directionally were implemented in Azad University 
of Qazvin and the University of Tehran [7]. In the last decade, many other researchers 
have presented a lot of spherical robots [8,9]. They have made a great progress in a 
number of aspects, such as mechanism designing, dynamic modeling and control 
methods. Many spherical robots have been developed on the basis of the principles of 
gravity center offset and angular momentum conservation [11]. 

This paper presents a spherical robot that can achieve many kinds of unique 
motion, such as all-direction driving and motion on rough ground, without loss of 
stability. The prototype of the spherical robot is illustrated in Fig. 1. A semi-hard 
transparent plastic shell with the diameter of 400 mm was chosen for the tests to allow 
visual inspections of the behavior of the mechanisms during operation. 

Main axle ShellDrive motor

Steer motorPendulumSpin axle   

Fig. 1. Prototype of the spherical robot 

2   Design 

The spherical robot presented in this paper has an external spherical shape. It is 
composed of a spherical shell, a main axle, spin axis, a pedulum, a steer motor which 
mainly controls the steering motion and a drive motor for forward or backward. Fig.1 
shows the structure of the spherical mobile robot. 

The spherical shell is made up of acrylic material having 5 mm thickness. The 
inner radius of the robot is 195 mm. The transparent acrylic spherical shell enables 
researchers to monitor the state of internal mechanism while in motion. The spherical 
robots work on the principle of change in the center of gravity. A crucial aspect of the 
design is to place the internal components such that the center of mass of the robot is 
exactly at the geometric center of the sphere. This is very important so that the robot 
will not tip over on its own. The easiest way to achieve this is to place all the parts 
symmetrically. It is absolutely critical that there be no relative motion between the 
two hemispheres while in motion. This can be achieved by an arrangement for 
screwing a connecting rod along the axis of the sphere.  

A counter-weight pendulum is connected to the main axle that runs through the 
whole sphere. The batteries used are placed at the end of the pendulum, thus lowering 
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the center of mass for the robot. Two step motors are employed in the spherical robot. 
One motor raises the pendulum and, by moving the center of mass, creates 
momentum forward or backwards as shown in Fig. 2(left). The rotation of the steer 
motor causes the counter-weight pendulum to rotate about the spin axis (see the right 
part of Fig. 2). As a result, the robot will rotate in opposite direction accoding to the 
principle of angular momentum. 

 

 

Fig. 2. Movement forward or backwards (left) and Rotation in opposite direction (right) 

3   Mathematical Modeling 

Consider a spherical robot rolling on a horizontal plane as Fig.3. 

Z

O
Oc

Os
Y

Ys

Xs

Zs

X
 

Fig. 3. Coordinates setup of the spherical mobile robot 

The dynamic model in this paper is basically derived by using kinetic energy 
associated with generalized and quasi-velocities. These velocities are obtained from 
the non-slipping constraint condition of the robot. The simplified Boltzman-Hamel 
equation (1) is used to model the dynamic motion of the robot. 

1 1 1

n n n

sI sj jI I
t I j jj s j

d T T T
N

d q
β γ β

ω ω= = =

∂ ∂ ∂+ − =
∂ ∂ ∂∑∑ ∑  (1) 
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where, ω  is the vector of quasi-velocities, T  is the kinetic energy, IN is the 

generalized force, β  and γ  are the coefficients, I denotes independent quasi 

coordinates and n is the number of the generalized coordinate jq . 

An inertial coordinate frame is attached to the surface and denoted as XYZ with its 
origin at the point O. The body coordinate axes s s sX Y Z , parallel to XYZ, are attached 

to the sphere and have their origin at sO . The set of generalized coordinates 

describing the sphere consists of 1) coordinates of the contact point cO on the plane, 
and 2) any set of variables describing the orientation of the sphere. 

Because the spherical robot cannot move in Z direction, five variables 
( , , , , )x y ϕ β ψ  are enough to describe its configuration. Let ( , )x y be the coordinates 

of sO in the reference coordinates, and ( , , )ϕ β ψ be the rotation angles around three 
coordinate axes, namely, X, Y, and Z, which denote the pose of the spherical robot. 
The chosen quasi-velocities of the robot can be expressed in matrix form as 

0 0 1 0

0 0 0 1

cos tan sin tan 1 0 0

cos sin sin sin 0 0 0

sin cos 0 0 0

x

y

γ
γ

ψ ψ β ψ β
ϕ ψ β ψ β
β ψ ψ

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= −
⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (2) 

where, 1 2 3, ,ω ω ω  are the projections of the angular velocities of the robot on axes 

, ,s s sX Y Z of the moving coordinate frame s s s sO X Y Z , which is parallel with fixed 
frame OXYZ  shown in Fig.3, x and y are geometric center of the robot, r is radius of 
the robot and , ,ϕ β ψ  are the pose of the robot in the XYZ Euler angles. 

Hence, the dynamic equation can be expressed by quasi-velocities as 

2 0
1 1 2

2 0
2 2 1

2 0
3 3

7 / 5

7 / 5

2 / 5

mr m r

mr m r

mr m

ω ν

ω ν

ω

= −

= −

=

 (3) 

where, 0
im i (i=1,2,3) are the projections of the main moment m0 on axes , ,s s sX Y Z  of 

the moving coordinate frame s s s sO X Y Z on the robot, V1 and V2 are the projections of 
force vector V on axes x and y, and m is the mass of the robot. 

4   Control Method 

The spherical robot and its internal units are considered as multi-body dynamics in 
most models. Moreover, the rolling without slipping motion of spherical robots results 
in a nonholonomic constraint. Accordingly, various control laws are developed based 
on the model. The most common approach to reduce a complex dynamic model into a 
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usable form for control is through linearization. However, an approximate 
linearization of nonholonomic systems causes loss of controllability. Hence, it is 
necessary to maintain controllability of the system during linear approximation.  

Fuzzy logic control for wheeled mobile robots has been introduced in Ref. [10]. 
The control Algorithm� including longitudinal motion, lateral motion, speed 
controller and roll angle controller will be discussed in another article in details. 

5   Simulation and Discussion 

ADAMS is the most widely used multi-body dynamics and motion analysis software 
nowaday. Unlike most CAD embedded tools, Adams incorporates real physics by 
simultaneously solving equations for kinematic, static, quasi-static, and dynamics. 

The detail analysis and simulation of the spherical robot has been discussed in  
Ref. [11]. In this section, simulation results on the spherical robot by ADAMS using a 
time step 0.01s are presented to demonstrate the effectiveness of the design and verify 
the path following performance.  

 

Fig. 4. Angular velocity of the pendulum (left) and angular velocity of the shell (right) 

 

Fig. 5. Movement of the robot in x axis (left), Movement of the robot in y axis (right) 

Fig. 4 shows angular velocity of the spherical robot as well as the pendulum. Fig. 5 
shows Movement of the robot on the x-y plane. 

For several missions, the experimental results agree well with those of the model. 
In each case, the experimental trajectory follows the predicted one within a reasonable 
accuracy. Some factors that contribute to these inaccuracies are: 1) the center of mass 
of the robot is not exactly at the geometric center of the robot; 2) imperfections on the 
surface of the sphere; and 3) open-loop nature of the robot control.  
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6   Conclusions 

A mathematical model of the spherical robot motion has been developed in this paper. 
The model is validated through a set of simulations. Simulations and experimental 
trajectories of the robot on the plane are found to agree to a reasonable accuracy and 
the methods are effective. However, experiments also show that the spherical robot 
has a strong tendency to oscillate and the uneven ground could make the robot 
oscillate for a long time. So the approaches have good feasibility and it is expected to 
be improved in the future. 
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Abstract. For these prombles that present frequent neighboring class set mining 
algorithms have more repeated computing and redundancy neighboring class 
sets, this paper proposes an algorithm of fast mining frequent neighboring class 
set, which is suitable for mining frequent neighboring class set of objects in 
large spatial data. The algorithm uses the approach of going back to create 
database of neighboring class set, and uses the approach of generating proper 
subset of neighboring class set to compute support by descending search, it only 
need scan once database to extract frequent neighboring class set. The 
algorithm improves mining efficiency by two ways. One is that it needn’t 
generate candidate frequent neighboring class set, the other is that it needn’t 
repeated scan database when computing support. The result of experiment 
indicates that the algorithm is faster and more efficient than present algorithms 
when mining frequent neighboring class set in large spatial data. 

Keywords: neighboring class set, proper subset, going back, descending search, 
spatial data mining. 

1   Introduction 

Mining spatial association rules from Geographic Information Databases are known 
as discovery spatial co-location pattern as in [1], which are some implicit rules 
expressing construct and association of spatial objects in Geographic Information 
Databases, and also expressing hierarchy and correlation of different subsets of spatial 
association or spatial data in Geographic Information Databases as in [2]. Nowadays, 
in spatial data mining, there are mainly three kinds of mining spatial association rules 
as in [3], such as, layer covered based on clustering as in [3], mining based on spatial 
transaction as in [2, 4, and5] and mining based on non-spatial transaction as in [3]. 
The first two methods may be also used to mine frequent neighboring class set, the 
spatial association as in [4, 5] is quite single, because they only express spatial 
association among these objects which are all close to objective. However, 
neighboring class set expresses another spatial association among these objects which 
are close to each other. MFNCS as in [2] uses the similar method of Apriori to search 
frequent neighboring class set, and so the algorithm has some repeated computing and 
superfluous neighboring class set, its efficiency is not efficient. Hence, this paper 
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proposes an algorithm of fast mining frequent neighboring class set, denoted by 
FMFNCS, which may avoid repeated computing and scanning database. 

2   Definition and Problem Description 

Every object in spatial domain constitutes spatial data set, which is expressed as data 
structure, denoted by <Object Identify, Class Identify and Spatial Location>. Here, 
identify of different class in spatial data set is denoted by Class Identify, identify of 
different object instance in the same class is denoted by Object Identify, location 
coordinate of object is denoted by Spatial Location. We regard an object as an 
instance of corresponding class, and so spatial data set is made up of these instances 
of spatial Class Identify. Sets of Class Identify are thought as a class set, denoted by C 
= {C1, C2… Cm} means there are m different classes. 

Definition 1. Neighboring Class Set, it is a subset of class set in spatial data set, 
which is expressed as {Ct1, Ct2… Ctk} (tk ≤ m) denoted by NCS. Let I = {it1, it2… itk} 
be an instance of neighboring class set denoted by NCS = {Ct1，Ct2，…，Ctk}, here, 
itj is an instance of Ctj (j∈1, 2… k). 
Example, let {D, E, G} be a NCS, and I = {D3，E1，G2} is an instance of NCS. 

Definition 2. Neighboring Class Set Length, its value is equal to the number of class 
set contained in neighboring class set. If the length of NCS is equal to k, it is denoted 
by k-NCS. 

Definition 3. Right Instance of Neighboring Class Set, let I={it1，it2，…，itk} be an 
instance of NCS, if ∀ ip and iq (ip, iq∈I), and dist (ip, iq) ≤ d, and then we think I be an 
right instance of NCS. Here, d is the minimal distance used by deciding two spatial 
objects are close to each other, Euclidean distance is expressed as dist (ip, iq). 

Definition 4. Neighboring Class Set Support, it is equal to the number of right 
instance of neighboring class set, which is denoted by support (NCS). 

Definition 5. Frequent Neighboring Class Set, its support is not less than the minimal 
support given by user. 

As above knowledge, mining frequent neighboring class set is expressed as follows: 
Input: (1) Class set is denoted by C = {C1, C2… Cm}, instance set is denoted by  

I = {i1, i2… in}, each ik (ik∈I) is expressed as above mentioned data structure. (2) 
Minimal distance is denoted by d. (3) Minimal support is denoted by s. 

Output: Frequent neighboring class set. 

3   The Algorithm of Fast Mining Frequent Neighboring Class Set 

3.1   Using the Method of Going Back to Create NCS Database 

To find corresponding NCS of right instance in spatial data set, the algorithm uses the 
method of going back to create NCS database used by a specifically data structure.  
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Structure neighboring class set {  
   Int Count; //saving the number of right instance belong to NCS 
   Int Length; // saving Neighboring Class Set Length 
   Int [m] Location; // saving the location of class in spatial class set} NCS 
Input: (1) Class set is denoted by C = {C1, C2… Cm}. (2) Right instance set is 

denoted by I = {i1, i2… in}. 
Output: The array as NCS of saving neighboring class set. 
Step 1: Scanning a right instance from right instance set to gain the class as Cj 

contained in each ik (ik∈I) by its ik.Class Identify, and gain the location as Noj of the 
class as Cj in class set as C. And NCS of ik is made of these classes frontal gained. 

Step 2: Computing corresponding value of neighboring class set denoted by Order 
via the approach, that is Order = ∑ =

−L

j

No j

1

1
2 (Length of NCS is denoted by L) 

Step 3: If NCS [Order-1].Count=0, namely, there is not information of neighboring 
class set, and then saving this information which is expressed as follows: 

Count=1, Length=L, Location [0] =No1, Location [1] =No2… Location [L-1] 
=NoL. 

Otherwise, there is information of neighboring class sets, only let Count=Count+1. 
Step 4: Repeated executing from step1 to step3 until finishing scanning all right 

instances, and finally inputting NCS. 
Example, here class set is expressed as C = {D, E, F, G, H}, the first three right 

instances are express as I1 = {D3, F5, G6, H5}, I2 = {D3, E4, H2}, I3 = {D2, F4, G5, H3}. 
Using the method of going back to create NCS database is expressed as follows: 
NCS of I1 is expressed as {D, F, G, H}, and the location sequence is expressed as 

{1, 3, 4, 5}, and then Order=2(1-1) + 2(3-1) + 2(4-1) + 2(5-1) =29, because of this, namely, 
NCS [Order-1]. Count = 0, this information is saved in NCS [28] as follows: 

Count=1, Length=4, Location[0]=1, Location[1]=3, Location[2]=4, Location[3]=5. 
NCS of I2 is expressed as {D, E, H}, and the location sequence is expressed as  

{1, 2, 5}, and then Order=2(1-1) + 2(2-1) + 2(5-1) =19, for NCS [Order-1].Count = 0, this 
information is saved in NCS [18] as follows: 

Count=1, Length=3, Location[0]=1, Location[1]=2, Location[2]=5. 
NCS of I3 is expressed as {D, F, G, H}, and the location sequence is expressed as 

{1, 3, 4, 5}, and then Order=2(1-1) + 2(3-1) + 2(4-1) + 2(5-1) =29, but NCS [Order-1]. 
Count = 1, i.e. NCS [28] has already saved information, and Count=Count+1=2…. 

3.2   The Method of Generating Proper Subset of Neighboring Class Set 

Let NCS be a neighboring class set, its information is expressed as Count=1, 
Length=L, Location [0] =No1, Location [1] =No2… Location [L-1] =NoL. Aiming at 
this NCS, the process of generating its proper subset is expressed as follows: 

Input: a neighboring class set as NCS.  
Output: an integer array as PS which saves subsets of NCS. 
Step 1: Gaining the sum of proper subset, which is denoted by Num=2Length-2, here 

void is also one of proper subsets, but it is not considered. 
Step 2: Via binary bit of a number from 1 to (2Length-2), the location of class 

contained in proper subset would be gained, and after computing corresponding value 
of proper subset of NCS, it will be written to PS. The process is expressed as follows: 
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Firstly, gaining the value from (2Length-2) to 1 by descending, and then the value is 
turned into binary system, the location as Noj is gained from right to left according to 
binary bit. Finally, computing corresponding value of proper subset, which is denoted 

by Order, Order=∑ −− 1]1[
2 jNoLocation

 is written to PS. 

Step 3: Repeating step2 until variable is equal to 1, and inputting PS. 
Example, here is a NCS as {D, E, H}, which is saved in NCS [18] as follows: 
Count=1, Length=3, Location[0]=1, Location[1]=2, Location[2]=5. 
The process of generating proper subset is expressed as follows: 
Num=2Length-2=6, variable is from 2Length-2 to 1, denoted by X. 

X= 6 = (110)2, No1=2, No2=3, Order = 1]1[ 12 −−NoLocation + 1]1[ 22 −−NoLocation =18, PS [0] =18.  
Via chapter 3.1, corresponding neighboring class set of this value should save in 

NCS [Order-1], which is expressed as {E, H}. Obviously, it is one of proper subset. 

X= 5 = (101)2, No1=1, No2=3, Order = 1]1[ 12 −−NoLocation + 1]1[ 22 −−NoLocation =17, PS [1] =17.  
In a similar way, corresponding neighboring class set of this value should save in 

NCS [16], which is expressed as {D, H}. Obviously, it is one of proper subset. 

X= 4 = (100)2, No1=3, Order = 1]1[ 12 −−NoLocation =16, PS [3] =16.  
In a similar way, corresponding neighboring class set of this value should save in 

NCS [15], which is expressed as {H}. Obviously, it is one of proper subset. 

X= 3 = (011)2, No1=1, No2=2, Order = 1]1[ 12 −−NoLocation + 1]1[ 22 −−NoLocation =3, PS [4] =3.  
In a similar way, corresponding neighboring class set of this value should save in 

NCS [2], which is expressed as {D, E}. Obviously, it is one of proper subset. 

X= 2 = (010)2, No1=2, Order = 1]1[ 12 −−NoLocation =2, PS [5] =2.  
In a similar way, corresponding neighboring class set of this value should save in 

NCS [1], which is expressed as {E}. Obviously, it is one of proper subset. 

X= 1 = (001)2, No1=1, Order = 1]1[ 12 −−NoLocation =1, PS [6] =1.  
In a similar way, corresponding neighboring class set of this value should save in 

NCS [0], which is expressed as {D}. Obviously, it is one of proper subset. 

3.3   The Process of Mining Frequent Neighboring Class Set 

Input: (1) Class set is denoted by C = {C1, C2…Cm}. (2) Instance set is denoted by I = 
{i1, i2…in}. (3) The minimal distance is denoted by d.  (4) The minimal support is 
denoted by s. 

Output: Frequent neighboring class set. 
Step 1: Computing the entire right instance as I’ from instance set as I by the 

minimal distance as d. 
Step 2: Gaining neighboring class set as NCS after scanning once right instance set 

via the method of going back in chapter 3.1. 
Step 3: Scanning once NCS by descending, aiming to each NCS[j], via the method 

of generating proper subset in chapter 3.2, and gaining an integer array as PSj, ∀  
PSj[t] (PSj[t]∈PSj), let NCS[PSj[t]-1].Count= NCS[PSj[t]-1].Count+ NCS[j].Count. 

Step 4: Rescanning NCS to find all these NCS[j](NCS[j].Count ≥ s), and writing j 
to F after deleting corresponding label as jk of subset of NCS[j] from F. 

Step 5: Output NCS [F[i]] by the reverse method of going back. 
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4   The Analysis and Comparing of Capability 

At present, there are very little documents of research frequent neighboring class set. 
MFNCS as [2] uses idea of Apriori to find frequent neighboring class set, which is 
made of three stages, firstly, computing all the frequent 1-NCS, secondly, generating 
all the 2-NCS by range query, and generating all the k-NCS (k > 2) by iteration. The 
algorithm has some repeated computing and superfluous neighboring class sets. In 
order to indicate superiority of proposed algorithm, denoted by FMFNCS, we 
compare the algorithm with MFNCS as follows: 

4.1   The Analysis of Capability 

Let C = {C1, C2…Cm} be a class set, and let I = {i1, i2…in} be an instance set, let nk 

(n=∑nk) be the number of instance of Ck. 

Time Complexity. Computing of FMFNCS mainly includes four parts which are 
expressed as computing right instance, creating NCS database, computing proper 
subset of NCS and search frequent NCS. Time complexity is expressed as follows: 

2 2 2(2 1)[ / 3 (2 4) / 2]m m

m
n C m− + + − . 

Computing of MFNCS mainly includes three parts which are expressed as computing 
all the frequent 1-NCS, generating all the 2-NCS by range query and generating all 
the k-NCS (k>2) by iteration. Time complexity is expressed as follows: 

2 2 2(2 1)[ / (2 1)]m m

m
n C m n− + + − . 

FMFNCS need not generate candidate frequent NCS in mining process and it hasn’t 
superfluous NCS. And it need scan once database to reduce repeated computing. 
Therefore, FMFNCS is more efficient than MFNCS. 

Space Complexity. Space complexity of MFNCS is expressed as O ( m2⋅α ), α  is 

parameter about support. Space complexity of FMFNCS is expressed as O ( m2⋅β ), 

β  is parameter about support and class set length. If right instances in spatial data set 

are hyper dispersion, space utilization ratio of FMFNCS is too low. 

4.2   The Comparing of Experimental Result 

Now we use result of experiment to testify above analyses. Two mining algorithms 
are used to generate frequent neighboring class set from 12267 right instances, whose 
class sets are expressed as value from 3 to 8191, neighboring class set length is not 
equal to 1, the number of spatial class set is denoted by m=13, the number of right 
instance included by these neighboring class set observe the discipline, namely, Order 
of NCS is denoted by 8191 has one right instance, Order of NCS is denoted by 8190 
has two right instances, Order of NCS is denoted by 8189 has one right instance, 
Order of NCS is denoted by 8188 has two right instances, ….  
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Experimental circumstances: Intel(R) Celeron(R) M CPU 420 ＠ 1.60 GHz, 1.24G, 
language of the procedure is Visual C# 2005.NET, OS is Windows XP Professional. 
The experimental result is expressed as Fig. 1. The comparing of runtime is expressed 
as Fig. 2 as support and length of neighboring class set changes. 
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Fig. 1. The experimental result                    Fig. 2. The comparing of runtime 

5   Conclusion 

This paper proposes an algorithm of fast mining frequent neighboring class set, which 
may efficiently avoid repeated computing and scanning database. It is more efficient 
than presented algorithm when mining frequent neighboring class set. 
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Abstract. With the rapid development of the world economy, road transport has 
become increasingly busy. An unexpected incident would cause serious traffic 
disaster due to traffic accidents. To solve this problem, the intelligent 
transportation system (ITS), which is important for the health developments of 
the city transportation, has become a hot topic. The car networking provides a 
new way for intelligent transportation system. It can ensure intelligent control 
and monitoring of urban road with high performance. This paper described the 
concept of car networking and related technology both in oversea and domestic. 
The importance of car networking to achieve vehicle and details of the car 
networking related technologies were illustrated firstly. Then, attentions focus 
on the research nodus of the car networking. Lastly, the development trend of 
car networking research was discussed. 

Keywords: Intelligent transportation system (ITS), urban road, car networking, 
research and development trend. 

1   Introduction 

With the rapid development of the digital, network, information and intelligent, 
improve the urban transport system is becoming increasingly. Car networking concept 
start walks into the people's vision. Vehicle networking is a identification technology 
that electronic tags which loaded on a vehicle via radio frequency identification 
technology to achieve extraction and effective use of the attribute information and 
static, dynamic information for all vehicles on the information network platform, and 
according to different functional requirements to regulate effectively and to provide 
integrated services for all vehicles, and achieve the ultimate goal of intelligent 
transportation and wisdom city [1-6]. 

2   Situation and Development of Car Networking 

2.1   Overseas 

In order to alleviate traffic jam, European cities has begun to deploy a collaborative 
communication system between road and car. Road can direct dialogue with car 
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through a simple lights, crossroads, or other infrastructure receptors, etc, can directly 
obtain new roads, understand the potential risks. The European Union government 
hopes to complete the system build and test run before 2013. Because of traffic jam, 
caused by time, fuel and other damage is considerable, the implementation of this 
technology will greatly improve the situation. 

The United States has apply vehicle electronic information system to military 
equipment. Land combat vehicles fusion countless complex electronic components, 
Through these electronic components to command and control, communications, 
intelligence, surveillance and reconnaissance, manipulation of defensive or offensive 
weapon system and the vehicle itself. American's IVHS system and Japan's VICS 
system achieve intelligent traffic management and information service through the 
establishment of an effective information and communication. 

CeBIT show in Germany in 2010 to display the "CeBIT intelligent transportation 
system" shows a complete industrial chain of intelligent traffic handling system. The 
system use the U.S. Global Positioning System (GPS) and Galileo positioning system 
signals, to ensure accurate data and get the optimal location of usability. According to 
the latest EU plans the Galileo positioning system will initially be used to provide 
search and rescue services before 2014. 

2.2   Current Status of the Research in Domestic 

“2030 Future Car” revealed a beautiful picture of the future automotive society to 
people in Shanghai World Expo. Intelligent Vehicle Networking enables the car 
connected with the traffic information net, intelligent Grid and community 
information network, which can help drivers get real-time information and do a wise 
travel-related decision. Besides, cars not only can rely on Vehicle Networking to 
achieve unmanned vehicles, but can prevent accidents and park intelligently. 

In China, Intelligent Transportation continues to accelerate the pace of 
development, especially in Beijing, Shanghai and other big cities. Some features of 
vehicle information systems and related service can be an important addition to 
Intelligent Transportation. At the same time, integration with the Intelligent 
Transportation will accelerate car service market in China. 

2.3   Developmental of Vehicle Networking 

Today, most large and medium cities in China, the traffic congestion is people who 
feel tired and growing traffic accident pose a threat to the lives of the people, and the 
emergence of networked vehicles will greatly improve the situation, which has the 
following advantages : 

(1) Vehicle Networking can enhance the efficiency of the road usage. Intelligent 
transportation technology can reduce traffic congestion by about 60%, short-distance 
transport efficiency by nearly 70% and increase the existing road network capacity by 
2 ~ 3 times. Besides, the number of stops can be reduced by 30%, travel time 
decreased by 13% to 45% and the efficiency in the use of vehicles can be increased 
by 50% or more. 

(2) Vehicle Networking can reduce vehicle energy consumption. China's oil 
consumption be after the United States, ranking second in the world dependence on 
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oil imports reached 56%. Transportation vehicle fuel oil consumption accounted for 
40%. Under the control of intelligent traffic, the average speed increased. Because of 
that, the fuel consumption and emissions be reduced, fuel consumption can be 
reduced by 15% also. 

(3) Vehicle Networking can reduce traffic accidents. Intelligent transportation 
technology will greatly enhance the management of roads and reduce traffic accidents 
efficiently. Vehicle safety accident rate can be reduced by 20%. Each year, the 
number of deaths caused by traffic accidents will be decreased by 30% to 70%. 

3   Technology of Car Networking 

3.1   Network Infrastructure of Car Networking 

Vehicle networking must be based on the public network, which should connected 
with the car and cover all the places that the car go to. Besides, the net should be 
7×24-hour online. That can achieve voice, images, data and other information 
transmission. Only public communication network to meet these conditions. 

Nowadays, the based communication network that the three major operators buillt 
has many advantages, such as extensive coverage, excellent performance and high 
reliability. Especially 3G, the net construction will be completed this year, and in the 
next two years, it will be achieve the basic coverage. The rapid development of 3G 
mobile communication network can provide broadband wireless information 
transmission channel, to better achieve nationwide wireless roaming, and can handle 
images, video streaming and other forms of media, which provides a solid network 
network infrastructure for Vehicle networking. 

In fact, Shanghai Telecom services as mobile communications and information 
services providers in the entire automotive industry chain, not only coordinate 
national CDMA communications network, but designed specifical national voice + 
data flow of the package for the OnStar (OnStar), transform the country move 
communications network billing model. Because of that, Shanghai GM's vehicles can 
pass the country and get the communication network services. 

3.2   Car Networking Related Technologies 

There are several levels of vehicle network: the bottom is the intelligent transportation 
system, providing the vehicle network infrastructure required; the second layer is the 
core of networked vehicles - Intelligent Internet car, and connected to the Internet; 
third layer is the vehicle Internet services, such as security services, emergency rescue 
services. 

Intelligent Transportation is a transportation of a real-time, accurate, efficient 
Integrated transportation management and control systems established by using 
advanced sensor technology, communication technology, data processing, network 
technology, automatic control technology, and information dissemination technology 
in the organic management system[1].  

Intelligent Transportation System (ITS) improve the transport operating 
environment by improving transport infrastructure and traffic information services. 
Many countries are actively developing intelligent transportation system-related 
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technologies, such as the adjustment of public transport and the intelligent parking 
control system, never stop toll collection system and advanced traveler system, and so 
on. Now, the Volvo S80 can occur in the eye shadow of the obstacle to remind 
drivers; lane departure warning system to monitor whether the vehicle is in motion the 
gradual missed Drive; a dynamic maintaining system of Mercedes-Benz vehicles and 
radar assisted dynamic intelligent cruise control system of Lexus can make vehicles 
maintain a fixed distance from the vehicle in front. 

3.3   Hot and Difficult Technology of Car Networking  

a) RFID: RFID is a non-contact automatic identification technology, through the RF 
signal automatic target recognition and access to relevant data, to identify work 
without human intervention and can work in a variety of harsh environments. It can 
identify high-speed moving objects and operating multiple tags, With non-contact, 
reading distance, environmental adaptability, can carry more information storage, 
high-speed characteristics of batch reading. Applied it in the automatic identification 
and management of moving vehicles, vehicles can be collected through the RFID 
sensor devices and other information connected with the network to achieve the 
vehicle identification and management of intelligent network, build "a Car 
networking" management platform, provide urban traffic management and 
supervision of the relevant service functions. Have broad application prospects[2]. 

With the RFID chip technology and process development, improve the sensitivity, 
making the paste label on the windscreen of the car as a reliable source of information 
RFID electronic license become possible. And the corresponding adaptation of the 
RFID reader technology continues to upgrade the kernel, The RFID front-end 
information acquisition system performance will be increased. Currently, part cities of 
China has applications to achieve better in management of motor vehicle road and 
bridge fees and track down the intelligent management of city vehicles. But in the 
application of the promotion, there were some problems are focused on the following 
two aspects: 

(1) The dates security and confidentiality of the RFID tag and system directly 
affect the reliability and authenticity of the whole system, as well as data protection 
operations. 

(2) Reasonable definition of the application platform to build applications in many 
fields, making the " Car networkinged" to provide efficient management and service 
operations. 

b) Wireless Technology: Real-time information exchange between and interaction 
between car and road, car and car is the core technology of the Car networking, 
undoubtedly, wireless technology play a major role in this process[3]. 

Technology used in vehicle location, communications and fees is DSRC 
(Dedicated Short Range Communication) and VPS(Vehicle Positioning System). 
DSRC is a microwave technology, a special technology on intelligent transportation 
systems used for motor vehicles payment without stopping. DSRC standards mainly 
involve two types of equipment: RSU(Road-Side Unit) and OBU(On-Board  
Unit). It is through communication between the RSU and the OBU, motor vehicles 
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with OBU passed by arrangement with RSU antenna mast with the speed of  
(50 ~ 60Km / h), RSU vehicles and roadside equipment to achieve the data exchange. 
VPS use Global Positioning System(GPS) and Global System for Mobile 
Communication(GSM), motor vehicles payment without stopping by communication 
device with the car. Have a wider range of applications on Car navigation and voice 
communications for help field. 

But wireless technology should meet the requirements of networking applications 
which interact real-time and make tradition compatible with future. Without 
compatibility and transition, there can be no real Car networking applications, today 
how to achieve compatibility and transition of old and new systems is a hot and 
difficult topic in the development of Car networking. "Compatibility" and 
"interaction" means as follows: 

Firstly, it should be compatible with the current signal system of the road, making 
vehicles in the network interact with road information; Secondly, it should be 
compatible with the current cresset system of the road, making the state of networked 
car interact with each other at the same time; Thirdly, it should be compatible with the 
current indication system of the road, making vehicles in the network interact with 
digital navigation systems; Fourthly, it should be compatible with the current toll 
system of the road, making vehicles in the network interact with charging system; 
Fifthly, it should be compatible with the current control system of the road, making 
vehicles in the network interact with control systems. 

4   Summary and Development Trends 

Up to data EN-V has completely subverts the DNA of traditional car, and it will make 
future urban transport to achieve zero fuel consumption, zero emissions, zero 
congestion and zero accidents. EN-V will provide a more convenient, more intelligent 
and more environmental-friendly way to travel with electrification and Car 
networking technology.  

However, at this stage, the development of Car networking technology remains 
gaps between our country and USA under smart economic system. At first we should 
focus on the development of Car networking technology, research in-depth and 
overcome related technical difficulties to promote the rapid development of 
information technology; At the same time, facing the development situation of Car 
networking that it seems automobile production enterprise as the key drivers and 
seems vehicle information service as the main point, the closed technical standards 
and services may be as a barrier when Car networking becomes popularized in the 
future. Therefore, it is an extremely important and urgent issue to set up a unified 
standard of Car networking technology. 

With the coming of "vehicle networking Age", car companies should focus on the 
research of automotive information system, and make the full integration of 
automotive technology and mobile communication technology. Vehicle information is 
one of forward-looking technology over the practical application of Car networking; 
In addition, automotive intelligence is the development trends of future automotive. 
Research on automotive technology will also change, from the traditional internal 
combustion engine research with the energy of oil to the electric and intelligent 
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research with the energy of hydrogen and electricity; meanwhile, the more complex 
electronics electric system of intelligent automotive will become, the bigger electric 
load will bear, and power-supply system will be faced with comprehensive upgrade. 
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Abstract. MIMO radar (Multiple input multiple output radar) is a new radar 
developed recently. It outperforms the conventional phased radar in target 
detection. In this paper, the non-ideal factor of transmitting signal is considered. 
Firstly, the signal model of MIMO radar is investigated. And then the steps of 
the signal processing in MIMO radar are researched. At last, a simulation 
platform is established with the MATLAB to testify the advantage of MIMO 
radar over its conventional counterpart.  
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1   Introduction 

It has been recently shown that multiple-input multiple-output (MIMO) system has 
the potential to dramatically improve the performance of the communication systems 
over single antenna system. Unlike the traditional beam-forming approach, which 
uses highly correlated signals of transmitting or receiving antenna arrays to steer a 
beam towards a certain direction in space, MIMIO makes use of the independence 
between signals from different transmitters and receivers to improve the more 
information received from the target and the robustness of the transmit-receive link. 

MIMO radar is a novel radar technique developed recently [1] which is divided 
into two kinds. One kind of MIMO radar is refer to as collated antenna MIMO 
radar[2], the other kind of MIMO radar is widely separated antenna MIMO radar[3] 
which is also called multistatic MIMO radar. For the first kind of MIMO radar, 
Fishler[4] aimed at building the multistatic MIMO radar to counter targer’s RCS-
fluctuating and improve the detection performance; Berkerman[5] proposed MIMO 
radar can forming narrow beam; Fishler[6] verify that the CRB of MIMO radar is 
better than conventional phased radar.  

The second kind of MIMO radar is widely research [7,8,9]. In this kind of MIMO 
radar, antennas transmit orthogonal signals. But the antennas are not separated widely 
as in first kind MIMO radar. Usually, the distance between antennas is half of the 
wavelength. As it has been researched, the kind of MIMO radar has many advantages 
such as high resolution, low intercept probability etc. In this paper, we investigate the 
signal model and signal processing of the collated antenna MIMO radar (in this paper, 
it is refer to as MIMO radar). Then a simulation platform is founded to testify the 
advantage of MIMO radar and some simulation result is presented. 
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In this paper, we investigate the advantage of the T-MIMO radar over phased array 
radar in the non-ideal factor on the transmitting signal.  As it was well known, the 
transmitter is not stable; its signal may have much non-ideal component such as the 
phase instable which may significant impair the detector performance. From this 
paper, it can be seen that when the non-ideal factor is same in MIMO radar and 
phased array radar, the detector performance of MIMO radar is better than phased 
array radar. The reason is that MIMO radar false signal is not correlate as in phased 
array radar which will produce false target in the detector.  

The remainder of this paper is organized as followed. First, signal model and signal 
processing of MIMO radar is introduced which includes the non-ideal factor in 
transmitting signals. Then the simulation system for MIMO radar is described. And 
then, simulation results are shown. Finally, some conclusions are drawn. 

2   Signal Model 

It is assume that the radar transmit array is composed of 1 2L L×  antennas. In MIMO 

radar model, the array is divide into 2L  sub-arrays. Each sub-array has 1L  antennas 

which transmits signal with tp  power. The array is shown in figure 1. Contrarily, in 

conventional phased radar, each antenna send the same signal. 

 
Fig. 1. The configuration of  radar array 

Because of the instability of the radar transmitter, the radar signal is not a pure 
ideal signal. It has many components which will affect the detector. Main source of 
these non-ideal factors includes signal source, the amplifier, the timer, etc. The 
important non-ideal factor which greatly impair the detector are the signal amplitude 
instability, the phase instability, the impulse duration instability and signal frequency 
instability and signal spur etc. Especially, the signal spur will significantly damage 
the detector performance because the signal spur will produce false target which will 
be detected by detector. Reducing beamformer gain (eg, through beamspoiling) can 
thus be of some help. Better still, when the source of the spur is waveform related, 
MIMO can offer a great benefit. Since the MlMO transmit waveforms are orthogonal, 
many spurs (e.g, those due to phase truncation and quantization in DDSs) will not be 
coherent across the array. As a result, these spurs will not be subject to array gain on 
transmitting, thereby reducing interference - both to the radar itself and to other RF 
systems. 

Supposed the ideal transmitting LFM signal is 
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At receiver, the echo is processed by matched filter (MF), and judged by the detector. 
The output of the MF is 
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In (2), the first item is the real target echo. The second item is false target produced by 
the signal spur. It can be seen that the position of the false target is /mt f μΔ = , the 

amplitude of the false target is 0/ 2mb E . Where, the mf and mb  is the frequency and 

the amplitude of the phase noise, respectively.  In the conventional phased array 
radar, the false target is added up correaltely. Then the false target amplitude is so 
strong that it can be judge by the detector. But in the MIMO radar, because all the 
false target of different signal is un-correlate, they cannot be added up. It shall impair 
the detector performance. 

3   MIMO Radar Signal Processing and Simulation System 

At each receiver, the signal is firstly separated by a bank of band filter. The filter 
frequencies are different and are same with the frequency of each send signal. The 
target echo is sum of all transmitting signal. So, it include all the send signal 
components. Processed by the match filters, each signal component is separated. Each 
transmit signal is obtained now. Those separated signals are multiply by a coefficient 
and then sum up. This is equivalent to DBF at both transmitter and receiver. 

And then, the moving target detection (MTD) is employed to find the velocity of 
the target. At last, the constant false alarm is used to detect the target.  

To verify the advantage of MIMO radar, we established a simulation system using 
MATLAB. The system is divided into 3 models, the signal producing model, the 
wave propagation model and the signal processing modelIn signal producing model, 
the appropriate waveform is produced which include the LFM signal (linear 
frequency modulation), frequency coding signal and phase coding signal. The signal 
model also include phase noise which is describe in (2). 

The echo signal which include the target echo, clutter and noise flow to the signal 
processed model which is show in figure 2. 

The signal is firstly converted to digital signal by a A/D. And the it is processed by 
a Matched Filter(MF). The MF impulse response is the transmit signal. The output of 
the MF is exploited to beam formed to decided the direction of the arriving (DOA). 
The moving target indication (MTI) and moving target detection (MTD) technique is 
employed to cancel the clutter and find the velocity of target. And then, CFAR 
algorithm is used to calculate the detection threshold. At last, the founded target is 
shown in the monitor. 
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Fig. 2. The transmit signal model frame 

The signal is firstly converted to digital signal by a A/D. And the it is processed by 
a Matched Filter(MF). The MF impulse response is the transmit signal. The output of 
the MF is exploited to beam formed to decided the direction of the arriving (DOA). 
The moving target indication (MTI) and moving target detection (MTD) technique is 
employed to cancel the clutter and find the velocity of target. And then, CFAR 
algorithm is used to calculate the detection threshold. At last, the founded target is 
shown in the monitor. 

In our simulation platform, a interface for is provided for the input of parameter 
such as the number of antenna, the power of sending signal, the target range, velocity, 
direction, etc. 

4   Simulation Result 

In this section, the simulation system with MATLAB is employed to verify the MIMO 
radar advantage over its conventional counterpart. In this simulation system, we 
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consider three kind of orthogonal signals, linear frequency modulate (OFDM LFM), 
phase code signal and frequency code signal. 

In our simulation system, three kind of orthogonal signal is produced. And then,  
the radar transmit antenna is simulated which include carrier frequency modulate, 
power magnified etc. A target is simulated which return the wave. At the receiver, 
digital signal processing is simulated which includes DBF, MF, MTD and CFAR 
detector. Using this simulation system, under the situation of the same spur in MIMO 
radar and phased array radar.  We compare the detector of these two kinds of radar.  

When the phase noise is -30dB, we compare the MIMO radar and phased array 
radar. As showed in figure 3 and figure 4. As it is shown, in phase radar, the false 
target is stronger than weak target. So it will be judged by the detector. In MIMO 
radar, the false target will not be judged. 

    

        Fig. 3. The output of phased array radar                 Fig. 4. The output of MIMO radar 

From the simulation, we can see that in phase array radar, the false target will be 
detected. But in MIMO radar, there is no false target. 

5   Summary 

In this paper, we investigated the MIMO radar advantage over phased array radar on 
signal phase noise. As it well known, the transmitted signal is not an ideal signal, it 
may include many non-ideal factor such as phase noise. These may produce a false 
target which will be judge by the detector. We first analyze the source of signal. In 
MIMO radar, because the spur of different signal is not correlate, they will not add 
up. So, these spur will not impair the detector. This is demonstrated by a simulation 
system. 
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Abstract. There is growing concern about falling levels of student engagement 
with school science, as evidenced by studies of student attitudes, and decreasing 
participation at the post compulsory level. College-enterprise cooperation model 
is a new model of cultivating application-typed talents in college by cooperating 
with enterprises. In the paper, we analyze the teaching problems in the course of 
“Computer Network Technology”, propose guidelines with teaching practice. 
Then we explored the reform ways to enhance students’ self-learning ability. 
Finally, the conclusion is given. 

Keywords: computer network technology; school-enterprise cooperation; 
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1   Introduction 

Computer network technology is an exciting field that presents many opportunities for 
a student to be proficient in both computer systems and applications. The rapid spread 
of computers and advances in information technology has generated a need for highly 
trained workers to design and manage new information systems that use these 
technologies to meet the needs of the business organization [1]. The Computer 
networking technology program prepares graduates with skills needed to design and 
install secures network systems based on customer requirements, monitor network 
traffic and security, and maintain computer network hardware and software. As a 
practical subject, it requires not only the theoretical knowledge such as concepts, 
principles, processes and technical points, but also the practical application of these 
types of knowledge. However, as a long time, communication students in university 
have paid more attention to the professional knowledge, with less care about good 
practical teaching system for students in the training. The result showed the graduates 
while had a more complete professional knowledge, but failed to engineering ability 
and they cannot fully meet the needs of the community. In order to enhance the quality 
of students in university, we present a new model of cultivating application-typed 
talents in computer network technology by cooperating with enterprise. It always 
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stresses the improvement of hands-on ability and concerns about the ideas and methods 
of educating students [2]. 

School-enterprise cooperation model is a new model of cultivating application-typed 
talents in university by cooperating with enterprises [3]. Its basic connotation includes 
school-enterprise cooperation, two-way participation and mutual benefits. Based on the 
mutually beneficial and win-win cooperation of students, enterprise, society and school, 
school has introduced the industry’s talent needs, good human resources, technical 
resources, innovative approaches and operating mode to the talent training process, and 
has created a new talent training model for school-enterprise cooperation. School has  
also developed and implemented a series of scientific quality assurance management 
system [4].  

As a national communication college, the communication department in Chongqing 
College of Electronic Engineering has set a goal since its establishment: “To cultivate 
international communication engineer with an innovative sense”. College actively 
adapts to the needs of economic and social development, promotes the school 
institutional reform and deepen school-enterprise cooperation [5-7]. 

The rest of the paper is organized as follows. Section 2 presents guidelines for 
computer network technology curriculum reform. Section 3 discusses designing a 
computer network technology curriculum based on school-enterprise cooperation. 
Section 4 presents evaluation systems for the curriculum. Conclusions are presented in 
Section 5.  

2   Guidelines for Computer Network Technology Curriculum 
Reform  

The ultimate goal of the course is to train network technology engineer. It always 
stresses the improvement of hands-on ability and concerns about the ideas and methods 
of educating students.  To address these problems, we focused on engineered reforming 
professional practice of network technology engineering education system. The goal is 
to train students’ skill in network technology engineering development and 
professionalism, to set objectives and assessment mechanisms, and then melt to form 
an overall training mechanism combines theoretical basis, experimental teaching, 
engineering practice to allow students own the basic knowledge, scientific literacy, 
expertise, innovation, engineering capability and professionalism, to get a 
comprehensive and balanced development. To achieve this goal, curriculum should use 
bilingual teaching and teach with the combination of E-learning and face to face 
instruction. We absorbed the advantages of similar courses abroad, combined with 
actual conditions to set the content of instruction. 

3   Designing a Computer Network Technology Curriculum Based 
on School-Enterprise Cooperation 

Based on the guidelines described above, we developed an innovation framework 
based initially on previous experience with innovation projects. There are three 
innovation instances in curriculum development.  
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• The contents of theory & practice update slowly 

Most textbooks are difficult to catch up with the development of science and cause 
textbooks aging. As such textbook, it can only teach an idea of solving computer 
problems for students, but not face the social needs and applications. So, open teaching 
should be adopted, in addition, using the newer textbooks, we should supplement 
extracurricular readings, references, periodicals and the latest information on the 
internet. 

• Theory teaching and experiment are disjointed, the experimental lessons are less 

The experimental lessons of “computer network technology” are less because of 
various reasons in many colleges and universities, such as: shortage of funds, shortage 
of equipments, shortage of teachers and so on.  

• The quality of qualified teachers can’t keep up 

It requires teachers to change their concept of education and teaching, have broader 
professional technical knowledge, and have a stronger sense of responsibility and 
confidence.  

From the description above, it is evident that the proposed curriculum reform would 
strongly affect the teaching practice of the teachers. Hence, evaluation of teaching 
should also be reformed in step with this aim.  

• Make full use of social resources to address the funding shortages and update teaching 
resources, practice bilingual teaching 

Statistics show that business-to-school-enterprise cooperation in running schools and 
providing schools with practical training internship sites are highly enthusiastic, it is 
noteworthy. Therefore, teachers and students can obtain the latest, the most abundant 
and comprehensive information in relevant fields through the school-enterprise 
cooperation system. Teachers and students can be more in-depth learning for the 
knowledge points which are interested. In this way, students and teachers can share 
teaching resources easily. 

• To learn while teaching, to stimulate teachers and students a common interest in 
learning. 

In the school-enterprise cooperation model, schools and businesses should always 
exchange and communication. And in order to improve student self-learning ability, we 
should collect a large number of relevant information from the Internet, books, 
periodicals and so on. Teachers can take this opportunity to collect some of the 
textbook cannot get the information through the integration of information, 
classification, and the preparation of a really suitable for students in secondary 
vocational education and teaching materials, teaching continuously in a later study, 
modify, forming a complete set of detailed teaching materials to form the distinctive 
teaching. 

• To organize teachers into the plant, to develop the social practice and practical ability 
and to enhance the quality of qualified teachers 

It is only through the actual operation on the operational positions, teachers can put 
their energy to be released. The teachers are regularly arranged to attend some teaching 
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trainings and researches. Out-going trainings opportunities will be provided to each 
teacher at least once a year to encourage them to participate actively in researches and 
technical developing, update their knowledge architectures and improve their 
operational skills.  

4   Evaluation Systems for the Curriculum  

The term curriculum program evaluation includes two aspects: the evaluation of 
students and the evaluation of the training mode.  

With the help of the science foundation of Chongqing College of Electronic 
Engineering, the college has formed an all-round teaching quality assurance and 
monitoring system. College has established quality control and improvement mechanism 
with capacity-cultivating as its core and based on the four links of “preparation, 
implementation, summary, feedback”. Student capability maturity assessment is 
combined with college assessment and enterprise assessment. College assessment is 
made by course examination, theory test, practical ability assessment, questionnaire 
survey, lectures attending, interviews and visits, etc. Enterprise assessment focuses on 
student ability to solve practical problems and the overall quality assessment. 

5   Conclusions 

Enhancing the cultivating of student’s engineering capabilities is critical for the 
vocational engineering education. To achieve a further cooperation with enterprises, 
improve the quality of talent training, department of communication engineering has 
made a lot thorough study and practice, formed its own characteristics, and obtained 
good teaching results. Besides, students’ hands-on ability and problem-solving ability 
are enhanced in the process of actual business cases. 
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Abstract. Adaptation helps the individual enterprise to adjust its behavior to 
uncertainties in environment and hence determines a healthy growth of both the 
individuals and the whole industry cluster as well. This paper is focused on the 
study on co-competition adaptation behavior of industry cluster, which is 
inspired by swarm intelligence mechanisms. By referencing to ant cooperative 
transportation and ant foraging behavior and their related swarm intelligence 
approaches, the cooperative adaptation and competitive adaptation behavior are 
studied and relevant models are proposed. Those adaptive co-competition 
behaviors model can be integrated to the multi-agent system of industry cluster 
to make the industry cluster model more realistic.  

Keywords: Co-Competition; Swarm Intelligence; Adaptation; Industry Cluster. 

1   Introduction 

An industry cluster is a geographic concentration of interconnected businesses 
including suppliers and manufacturers in a particular field. Adaptation is regarded as 
one of the key characteristics to ensure the sustainable development of the cluster [1]. 
Individuals in a cluster are now operating as nodes in a network of suppliers, 
customers, and other specialized service functions. They need to be flexible and 
adaptive because their operations are always subject to a variety of uncertainties, like 
customer demand, supplier capacity, or supplier’s capacity utilization. In other words, 
individuals’ role can be partners or competitors, and such role may be shifted 
dynamically so as to adapt to the changing opportunities. In cluster, there exist several 
cases required for cooperative behavior, like when there exists a big order or 
complicated order which exceeds the individual’s load or capability, or several 
individuals want to form alliance for earning a big cake, etc. Such cooperative 
behavior is not the always choice of individuals; it is often replaced by competitive 
behavior as enterprise always purchases individual maximum profit. Such adaptive 
co-competition behavior is quite common in industry cluster in reality. It is actually 
determined by accumulating information from environment and learning from 
historical decision. 

The term ‘Cluster’ is originally from the phenomenon of social inserts. Following 
characters in social inserts, like highly flexibility in structure, self-autonomy, 
decentralization in terms of management etc, is quite similar to the characters of 
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industry cluster. Therefore, the study on self-adaptation of industrial clusters can be 
inspired by self-organization mechanism of the natural biological system - swarms. 
Swarm Intelligence (SI) is artificial intelligence based on the collective behavior of 
decentralized, self-organized systems. In this paper, the adaptive co-competition 
behavior of the individuals is represented using some swarm intelligence mechanism. 

2   Review of the Literature 

Industry cluster is a complex adaptive system (CAS). Agent based modeling and 
simulation is widely accepted to be a useful tool in studying the adaptation of CAS. 
However, the application of agent based modeling for industrial cluster is rarely found 
in the literature, only some related work on agent-based distributed supplier chain 
modeling were published [2]. The cooperation and competition mentioned in those 
agents’ adaptive coordination mechanism in supply chain model are the great 
reference to this study. In most literature studies, game theory is recognized as 
effective approach modeling the individual cooperation among multiple agents. The 
individuals either adopt to be cooperative or to be non-cooperative, the different 
strategies were examined under various supply chain models [3]. As mentioned in 
these studies, one of the main questions here is whether the cooperation is stable. As 
in reality, seldom the individual enterprises always keep the cooperative behavior to 
others all the time. 

Instead of using game theory, our study differs from those works in the individuals 
behavior modeled with swarm-inspired adaptive co-competition behavior. Inspired by 
the self-adaptation found in nature swarms like ants, both heterogeneous ants and 
whole colony can always show near optimal co-competition behavior. Therefore, 
swarm intelligence is integrated with agent coordination, thus the individual agent can 
adapt to be either cooperative or to be competitive with others in the cluster 
dynamically according to the current external environment, individual’s local status 
information, as well as the historical decision.  

There exists several SI algorithms and applications, like Ant Colony Optimization 
inspired by ant foraging, Ant Clustering algorithm inspired by ant sorting eggs and 
corpse behavior, division of labor inspired by wasp differentiation and task 
specialization behavior, Robots’ co-operation and collaboration inspired by ants 
cooperative transport behavior[4]. The successful applications were reported in 
several areas, like robotics, manufacturing, telecommunications etc. However, the 
application in industry cluster or supply chain area is rare in the literature. In this 
study, the contribution is to propose co-competition behavior model which is 
referenced to ant colony’s foraging behavior and cooperative transport behavior. The 
most successful application of ant colony’s foraging behavior is the Ant colony 
optimization (ACO). ACO solves combinational optimization problems using 
foraging behavior patterns of ant colonies: indirect communication by pheromone and 
positive feedback mechanism. Some ACO works related to industry cluster can be 
found in virtual enterprises’ or cluster’s partner selection problem [5]. As to 
cooperative transport behavior: Cooperation occurs when individuals achieve together 
a task that could not be done by a single one, the individuals must combine their 
efforts in order to successfully solve a problem that goes beyond their individual 
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abilities. Currently, such cooperative transport has been reported to be used in the 
robots cooperation [6], however, there is no work published in industry cluster or 
virtual enterprise areas. 

3   Adaptive Co-competition Behavior Model 

Individuals in the cluster adopt cooperative behavior or competitive behavior in 
dealing with orders according to current situation as well as its historical decisions. 
The decision to be cooperative or to be competitive itself is adaptive. When there 
exists a high customer demands, individuals may pay more on individual’s maximum 
profit and adopt competitive behavior. On the contrast, when outside market is 
recessed, individuals are more likely to be cooperative and bid for big cake or 
attractive price by alliance. In this section, such two behaviors’ modelings inspired by 
swarm are presented in detail respectively. 

First, some terms are given as following to make a clearer explanation of the 
model: 

( )tpij : denotes the probability of enterprise i to select task j at time t; 

( )tijτ : is the pheromone intensity of task j at time t, which can be any information 

that represents the demand of task j;  
( )tijθ : is the response threshold of enterprise i to task j at time t, which is 

determined by enterprise i’s core capability for task j; 

jδ : is the incremental pheromone value for task j during a time period; 

ija : is the amount of pheromone decreased due to enterprise i works for task j; 

( )xf : is a threshold function of x due to enterprise’s workload, which satisfies: 

( )xf  < 0, if workload x <B; ( )xf > 0, if x>B, B is a positive constant. 

λ : denotes the learning (forgetting) factor for task; 
( )teij : represents the execution state of enterprise i for task j at time t, ( ) 1=teij  

means enterprise i execute task j, otherwise ( ) 0=teij ; 

( )tiξ :denotes the workload of enterprise i at time t, ( )
( )

i

m

j
ijij

i C

tea

t

∑
== 1ξ , where iC is the 

total capability of enterprise i, m is the number of tasks; 

3.1   Adaptive Co-operation Behavior Inspired by Cooperative Transport 
Behavior in Swarm 

In nature, ants are capable of collectively retrieving large prey that is impossible for a 
single ant to retrieve. Usually, a single ant finds a prey item and tries to move it alone; 
when unsuccessful, it recruits nest mates and then a group of ants work together to 
move the item back. Although this scenario seems to be fairly well understood, the 
mechanisms underlying cooperative transport - that is, when and how a group of ants 
move a large prey item to the nest - remain unclear.  However, it is known that the 
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underlying coordination in collective transport seems to occur through the item being 
transported: a movement of one ant engaged in group transport is likely to modify the 
stimuli perceived by the other group members, possibly producing, in turn, orientation 
or positional changes in these ants. The basic model for group transport in robots was 
presented by Kube and Zhang [6] for coordinating a group of homogeneous robots 
without direct communication. Zhang et al.[7] solved the a cooperative collection task 
in robots by the model inspired by Ant System algorithm (AS) and employs the 
artificial pheromone as a clue for task difficulties.  However, It is fair to say that the 
published research works are far to mature. Until now, no other application besides 
robots’ cooperative transport has been reported. 

Similar to cooperative transport in ants or robots, individual enterprises sometime 
need to work together to fulfill a big task due to individual’s capability limitation.  In 
such case, the cooperative behavior is required among several enterprises to satisfy the 
following two features: notify other enterprises to learn the task difficulties; map 
appropriate number of enterprises to the tasks; and partner selection for alliance.  

By comparing the cooperative behavior in ant colony and industry cluster, we find 
that the task may increase its stimulus intensity as long as no enough enterprises 
joining in for cooperation. Moreover, the cooperation, no mater happened in ants, 
robots, or industry cluster, may lead to deadlock situation when all individuals are 
waiting for others to joining in. However, the differences are in twofold: (1) ants or 
robots have no sense of the task difficult, while individual enterprise can get the 
information of task quantity, so the task pheromone update will be different in two 
cases; (2) ants or robots are either idle or fully-loaded, while individual enterprise may 
have different workload, which will effect the probability of selecting task. 

By referencing to cooperative transport behavior in ants, the novel cooperative 
behavior model is proposed to describe the cooperation among the individual 
enterprises in industry cluster in this study. The model is formulated as following: 
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Here, Equation (1) is the artificial pheromone about task j sensed by enterprise i. n is 
the number of the individuals. The pheromone intensity 

ijτ  is the driving force for 

individual enterprise i to select the task j. The more the pheromone intensity, the more 
attractive the task j is to the individual enterprises in cluster. Hence, once there is 
enterprise selecting the task j, ijτ  should be decreased with certain amount. In 

addition, as long as the task j is not selected, the pheromone intensity will be added 
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with an additional constant, jδ . The content in bracelet of Equation determines the 

task difficulty. Equation (2) is the task deadlock consideration [6]. μ is a constant that 
satisfies 0 < μ < 1; 

ijwT  is the waiting time since individual enterprise i finds that it 

can’t perform task j ; toleranceT  is a positive constant; ( )xw  is a segmentalized function 

of x, used to eliminate the “task deadlock” situation. When tolerancew TT
ij

> , if enterprise 

i finds that it still can’t perform task j individually or cooperatively with other members 
it recruits, it decreases the “sensing” pheromone about the task locally by multiple a 
value of μ (0 < μ < 1). Thus the enterprise gets more chance to try other tasks of the 
same type through probability computing according to (4). In this way, task deadlock is 
eliminated. 

Not like individual ants, which are either fully idle or fully loaded, individual 
enterprises in industry cluster should consider the workload. When workload is high, 
which means enterprise is busy with tasks already, then enterprise should increase its 
threshold ijθ  accordingly. ( )[ ]tf iξ  in (3) is the factor considering workload. The 

enterprise workload iξ  is used as a feedback for the response threshold ijθ  

computing, allowing ijθ  increasing when the workload is high ( ( ) 0][ >tf iξ , when 

( ) Bti >ξ ), with the result that the probability to select task j decreases. This will 

ensure that when individual enterprise is busy, it will not accept task any more, 
otherwise, if it is too free, it can easily take task. Equation (4) formulates the 
probability of individual enterprise i to select task j at time t. 

3.2   Adaptive Competition Behavior Inspired by Ant Foraging in Swarm 

It is quite common that several individuals bid for a task. In Li et al. work [8] for task 
scheduling in a grid environment, the wasps are given a strength value which is 
regarded as the workload of the grid wasp. The bigger the strength value, the less  
the probability of wasp wining the bid. Compared with Li’s wasp competition model, 
the competition in industry cluster should not only consider the workload of the 
individual enterprise, but also should consider some other factors like the bidding 
price, lead time, etc. Moreover, individual enterprises should take competitive action 
and learn from historical bidding policy. 

In this paper, Ant System algorithm (AS) is used to model competition adaptation in 
industry cluster. The pheromone plays an important role in AS. Ants deposit 
pheromone, and make decision based on the detected pheromone, gradually, the whole 
ant colony achieves a good global performance. Here, individual enterprise is regarded 
as an ant, and the pheromone for enterprise needs to be defined properly as a clue for 
workload of individual enterprise. The AS-based model is proposed as following: 
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The pheromone ijτ  is formulated in (5) for representing workload. The more the 

workload of individual enterprise, the lower the pheromone value. Such pheromone 
should be updated whenever the individual has the workload update, such as receiving 
a new task or fulfilling a task.  

ijη is the heuristic desirability of selecting task j; ηΔ is the learning incremental 

from history bidding; ( )teij  represents the execution state; Equation (6) shows that 

heuristic desirability ijη is updated in a self-reinforcing way: If the individual 

successful bid type of task j before, the current heuristic desirability maintain the 
same as previous, otherwise, current heuristics increases a value of ηΔ so as to 

increase the attraction for enterprise i. The probability of enterprise i winning task j is 
formulated in (7).α , β  are two tunable parameters that control the relative weights of 

ijτ  and ijη . Therefore, the individual with higher pheromone (i.e. low workload) and 

higher heuristics will have more chance for successful bidding. By such AS-based 
model, it is possible for each individual adaptively compete for bidding tasks in 
environments. 

4   Multi-agent Industry Cluster Modeling Integrated with SI 

Multi-agent system has advantages for automation, decentralization and flexibility. It 
can manifest self-organization and complex behaviors even when the individual 
strategies of all their agents are simple. By analyzing the characteristics of industry 
cluster’s whole life development – from cluster forming, operation, to evolution, the 
individuals’ behavior and the relationships among individuals can be abstracted, and 
then a multi-agent system (MAS) for industry cluster can be implemented for further 
simulation. 

4.1   Agent Definition 

The operation of an industry cluster involves individuals dealing with the tasks in the 
cluster, either cooperatively or competitively. Therefore, individual enterprises, the 
tasks and the cluster environment consists the whole cluster. Each individual is 
regarded as an enterprise agent, while the opportunities and tasks in cluster are built 
as task agents as well. The cluster environment is represented by an industry cluster 
manager agent. These three basic types of agents help to build a bottom-up model of 
the industry cluster. 

The cluster manager agent behaviors like a manager or yellow page, all agents can 
register to it and get useful information by communication message. Task agent is 
created whenever there is an order appearing in the cluster. Once the task agent is 
created, it is registered to the cluster environment, then call for a proposal to all 
enterprise agents with relative capability, and accept bid based on its criteria. When the 
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order is finished production by enterprise agent, it is deleted from the cluster 
environment. 

Enterprise agent is to model an enterprise in the cluster. It is defined with several 
behaviors to make the agent with intelligent and auto behavior. For example, the 
register behavior helps the enterprise agent to register to the cluster for its core 
capabilities; the monitor behavior helps to keep recording its status and historical 
decisions. When its production load is less than a threshold or there exists several 
failing bidding because of competitive strategy, it will go for cooperative strategy for 
future opportunities or tasks; the contract-net responder behavior helps individual 
enterprise agent to adaptively bid for tasks according to both local status, external 
sensor of task demand, and the historical decisions. The section 3 mentioned co-
competition behavior model inspired by swarm intelligence is integrated with the 
contract-net responder behavior of the enterprise agent. 

4.2   MAS Implementation  

The system is flexible and scalable as agents associated with real entities can be easily 
added or removed from the system, as in the real world, tasks continuously arrive at 
the cluster environment, and leave the cluster when they are finished processing. 
Figure 1 shows the framework of the multi-agent industry cluster model under JADE 
platform. All types of agents communicate each other based on the defined ontology 
and FIFA protocol. In order to manifest the collective or adaptive behavior of the 
industry cluster, the swarm intelligence is further integrated with the agents’ behavior 
and coordination in Multi-agent system. 
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Fig. 1. Framework of multi-agent industry cluster system 

With a multi-agent industry cluster model, a series of simulations can be studied to 
analyze the individual and cluster development in dynamic environment. Several 
internal and external dynamic factors need to be identified and considered as the 
simulation variables. The simulation on the multi-agent industry cluster will be our 
future work. 
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5   Conclusion and Future Work 

Adaptation is important to the development of industry cluster. It helps the individual 
to adjust it behavior to dynamic changes in environment and collectively form 
cluster’s adaptation as well. Adaptation analysis can be solved based on agent-based 
industry cluster model. Both individual enterprises and tasks appeared in cluster can 
be regarded as agents. In order to make the model more realistic, agents should be 
integrated with adaptive behavior. This paper is focused on the study on  
co-competition adaptation modeling of industry cluster, which is inspired by swarm 
intelligence mechanisms. The cooperative adaptation and competitive adaptation 
behavior are studied and relevant models are proposed inspired by ant cooperative 
transportation and ant foraging behavior and their related swarm intelligence 
approaches.  

With the proposed swarm intelligence-based multi-agent industry cluster model, 
future work should be focused on the identification of dynamic factors in inner and 
outer cluster environment and the simulations on dynamic adaptation analysis. 
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Abstract. Based on the existing theories and studies, this thesis aims to propose a 
theoretical model for describing the relationship between the relationship capital 
in the supply chain and its influencing factors, and meanwhile, the EFA 
(exploratory factor analysis) and CFA (confirmatory factor analysis) are carried 
out on 188 sample data. Through the evaluation of goodness of fit on the 
structure model as well as assumption testing, it turns out that there are four 
influencing factors for the relationship capital in the supply chain, namely, 
capability and reputation of the cooperation companies in the supply chain, input 
in specific assets and transfer cost, which are in a positive correlation with 
relationship capital separately. Then a decision-making basis is provided for the 
practice of relationship capital in the supply chain. 

Keywords: supply chain, relationship capital, influencing factors, structural 
equation model. 

1   Introduction 

As the mechanism for reducing complexity, relationship capital plays an important role 
in the collaboration of the supply chain. At present, most of the existing studies are 
focusing on explicit contracts and there are less of them targeting on relationship 
capital-based supply chain coordination [1]. Because of the incompleteness of contracts 
and the uncertainty of environment, most of the activities need to be carried out through 
coordination among the enterprises. Therefore, it is necessary to research on the 
influencing factors and formation conditions of relationship capital to realize a better 
cooperation in the supply chain. 

There are some literatures exploring on the role of relationship capital in JV 
enterprises. Inkpen & Beamish believe that “relationship” is the key for the success of 
cooperation in JV enterprises [2]. Luo also points out that relationship capital plays a 
positive role in the performance of a JV enterprise [3]. Lin Li & Zhou Pengfei propose 
that relationship capital formed by alliances can provide the members of the alliances 
with competitive advantages that cannot be copied or imitated [4]. Some scholars 
studied the measurement indices of relationship capital. Sarkar holds the opinion that 
relationship capital consists of several dimensions, such as mutual trust, commitment 
on mutual benefit and cooperation and communication [5]. Roy proposes that four 
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indices, namely, strength, quality, tightness and quantity of relationship, can be used to 
measure the relationship capital between the enterprises [6]. Bao Gongmin and Wang 
Qingxi consider that relationship capital is mainly influenced by the partners’ actions to 
shown their trust and specific investment [7]. 

The studies above are basically normative analysis, focusing on the relationship 
capital among companies of the alliances instead of relationship capital in the supply 
chain which lead to the indirect instruction to the management of relationship capital in 
the supply chain. In this paper, the author, based on the existing studies both at home 
and abroad, tries to establish a theoretical model for relationship capital in the supply 
chain and verify it through empirical studies, so that it can provide a reliable theoretical 
guidance for domestic companies to execute the strategy of relationship capital 
cooperation in the supply chain. 

2   Research Model 

According to the meaning of relationship capital, trust and commitment are the two key 
elements. Duysters believes that behavioral factors such as trust and commitment are 
found to be important drivers [8]. As a result, it is possible to use trust and commitment 
to measure the relationship capital in the supply chain. Mayer, Davis & Schoorman find 
that capability is the most frequent antecedent for trust. Reputation of a company 
spreads easily in the industry, which helps improve the reliability of the company. 
Investing in restricted assets is one of the effective ways to improve the level of trust, 
which directly affects the quality of the alliance relationship capital. 

Capability 

Reputation 

Input in 

specific assets 

Transfer cost 

Trust 

+

+ 

+

+ 

+

+

+

+ 

Commitment 

 

Fig. 1. Research model of relationship capital in supply chain 

Based on the above analysis of the relationship between relationship capital on the 
supply chain and its influencing factors, i.e. capability of the cooperation company, its 
reputation, transfer cost and input in specific assets, it is verified that there is some 
theoretic link among these factors. This thesis proposes the research model for 
relationship capital in the supply chain, as shown in Figure 1, which describes the 
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relationship between the two measurement indices of relationship capital and its four 
influencing factors. In Figure 1, the arrow linking the two variables shows the 
cause-and-effect relationship between the variables. The variable at the end of the 
arrow is exogenous variable and the variable at the point of the arrow head is 
endogenous variable. “+” means the two variables are in a positive correlation. There 
are eight positive correlations assumed in Figure 1, for example, “positive correlation 
between capability of a company and trust”. 

3   Data Collection and Analysis 

3.1   Questionnaire Design and Sampling 

First, the measurement indices for variables are designed based on the related existing 
studies in a draft questionnaire, and then twenty companies are selected from different 
industries with different scales in Hunan province, which are consulted several times 
for the modification of the draft. Second, the draft is discussed and modified within the 
workgroup. Finally, the final version of the questionnaire is determined. The final 
questionnaire, with the problem-oriented idea, focuses on the key elements of the 
research model for relationship capital in the supply chain, by adopting the 
internationally-used, simple and structuralized form. 

In order to ensure the quality of the questionnaire, individuals surveyed must be 
CEO or other senior managements from the departments of the company, for they know 
very well about the cooperation companies in the supply chain. 325 copies of the 
questionnaire are sent out, 209 of them are returned and 21 copies are invalid because 
of noncooperation of companies and incomplete information. So there are 188 valid 
copies (with the returning rate of 58 %), which meet the requirement of a big sample in 
SEM method (at least 100). In addition, from the distribution of the positions of 
individuals surveyed, 97 of them are senior managers, which is about 51.6 % of the 
total number of the surveyed individuals; 34 are middle-level managers, i.e. about 
18.1% of the total number; 39 are department managers, i.e. 20.7 % of the total number, 
and in general, senior managements take about 90.4 % of the surveyed. Therefore, it is 
regarded that the surveyed individuals of the questionnaire know very well about the 
cooperation companies in the supply chain. 

3.2   Assumption Testing: Structural Equation Model Analysis 

CFA is carried out in this part, in which the measurement items of each factor are 
analyzed in terms of reliability and validity and the effectiveness is also verified for 
each of the dimensions of potential variables. Meanwhile, the relationships among the 
potential variables are analyzed by Structural Equation Modeling (SEM) and the 
related assumptions are also analyzed and verified. Here the software of AMOS 5.0 is 
adopted for the analysis. 

As shown in Figure 1, there are six variables, which have already been studied by 
lots of scholars. Based on these studies, the research in this thesis aims at the design of 
the measurement items for the variables, by taking into consideration the features of the 
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Table 1. Measurement items of variables 

Variables Measurement items Load value Cronbach’α 

Capability
 

1  

The cooperation company is strong in its innovation capability. 0.73 

0.8453 
Businesses are dealt in time. 0.69 
The cooperation company is strong in its responsive ability. 0.76 
The cooperation company often gives suggestions on our 
businesses. 

0.82 

Reputation 

2  

The cooperation company usually fulfills its commitments. 0.83 

0.8121 
The cooperation company has great concern about the interests 
of its customers. 

0.66 

The cooperation company has a good reputation in the industry. 0.82 
Services provided by the cooperation company are satisfying. 0.79 

Input in 

specific 

assets 3  

The cooperation company inputs a significant amount of 
specific material assets in the mutual cooperation. 

0.75 

0.7986 

We have to input a large amount of specific material assets if we 
cooperate with this company. 

0.67 

The cooperation company inputs a significant amount of 
specific labor assets in the mutual cooperation. 

0.79 

We have to input a large amount of specific labor assets if we 
cooperate with this company. 

0.75 

Transfer 

cost 4  

It will cost a lot in adjusting the operation processes if the 
cooperation is terminated. 

0.76 

0.7894 It will cost a lot in establishing new business procedures if the 
cooperation is terminated. 

0.69 

It will cost a lot in re-training employees if the cooperation is 
terminated. 

0.75 

Trust 1  

We generally do not doubt about the information provided by 
the cooperation company. 

0.76 

0.8235 
We are convinced that the cooperation company will abide by 
the contracts. 

0.85 

The cooperation company discusses questions with us in a frank 
and sincere way. 

0.84 

The cooperation company does not disclose any of our secrets. 0.69 

Commitment

2  

The cooperation company will not gain any illegal interests 
from us. 

0.78 

0.8198 
The cooperation company fulfills its obligations and 
commitments in a serious way. 

0.76 

The cooperation company will try its best to help us whenever 
we need it. 

0.82 

We will try our best to help the cooperation company whenever 0.71 
it needs us.  

 
surveyed individuals. In the questionnaire, there are 23 measurement items in total for 
the six variables and the surveyed individuals are required to answer the questions by 
the commonly-used seven-grade scores. For the 23 measurement items, the inadequate 
items are deleted according to the results of EFA, and Table 1 shows the 23 
measurement items for the formal data analysis. The minimum in the Cronbach values 
of the six variables is 0.7894>0.6, which means that there are strong correlations among 
the related measuring variables of the factors. 23 measurement items are loaded on the 
related factors (whose load values are all over 0.5) according to the expected modeling. 
In addition, the results of CFA illustrate that the measurement model has a high degree 
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of goodness of fit, and since Chi-square=22.119, Chi-square/DF =1.209<3.0, 
GFI=0.978>0.90, CFI=0.973>0.90; RMSEA=0.006<0.05, this shows there is a 
favorable degree of goodness of fit between the data and the measurement model. 

The aim of this study is to judge whether the four factors described in the model are 
the influencing factors for relationship capital in the supply chain, and Table 2 shows 
the results of the assumption testing. In Table 2, the assumption is verified that 
capability of the cooperation company is in a positive correlation with the item of trust 
(0.253, P<0.1), which means that favorable capabilities of a company help establish 
credibility among companies in the supply chain; the assumption is verified that 
reputation of the cooperation company is in a positive correlation with the item of trust 
(0.487, P<0.1), which means that keeping a good reputation plays a positive role in 
improving relationship capital under the quickly changing circumstances; the 
assumption is verified that input in specific assets is in a positive correlation with the 
item of trust (0.290, P<0.1), which means that the more the input in specific assets are, 
the higher the degree of credibility among companies in the supply chain; the 
assumption is verified that transfer cost is in a positive correlation with the item of trust 
(0.289, P<0.1). With the same method, it is verified that capability, reputation, input in 
specific assets and transfer cost of the cooperation company are in a positive correlation 
with the item of commitment separately. Therefore, it is obvious that capability, 
reputation, input in specific assets and transfer cost of the cooperation company are the 
influencing factors of relationship capital in the supply chain which can help facilitate 
supply chain cooperation in an effective way.  

Table 2. Analyzing results of the total sample through structural equation model 

Relations between variables Standard path coefficient Whether assumptions are supported 

Capability       Trust 0.253 H1 support 

Reputation       Trust 0.487 H2 support 

Input in specific assets       Trust 0.290 H3 support 

Transfer cost       Trust 0.289 H4 support 

Capability      Commitment 0.279 H5 support 

Reputation     Commitment 0.537 H6 support 

Input in specific assets    Commitment 0.210 H7 support 

Transfer cost   Commitment 0.212 H8 support  

4   Conclusion 

This thesis, based on the existing studies, proposes the research model of influencing 
factors for relationship capital in the supply chain, with eight assumptions which are 
used for describing the mechanism of the interrelations between each of the influencing 
factors and the relationship capital. SEM is adopted as the basic framework for 
empirical analysis, while software like SPSS l1.0 and AMOS 5.0 are applied for EFA 
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and CFA of the sample data. The empirical study demonstrates that capability, 
reputation, input in specific assets and transfer cost of the cooperation company are the 
influencing factors of relationship capital in the supply chain and they are in a positive 
correlation with relationship capital separately. 
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Abstract. Sensor is the necessary components of the engine control system. 
Therefore, more and more work must do for improving sensors reliability. Hard 
failures are out-of range or large bias errors that occur instantaneously in the 
sensed values. The objective of the hard-failure diagnosis algorithm is to improve 
the overall demonstrated reliability of engine control system by using analytical 
redundancy to detect sensor failures. A new self-tuning Kalman filter based on 
engine model has been designed to avoid the flaw of classical Kalman filter 
which needs to accurately know the model parameter and statistical characteristic 
of noise in system. The self-tuning Kalman filter has been used in hard-failure 
and simulations have been done in fault sensors in the paper. From the simulation 
results, the conclusion can be deduced that the fault diagnosis method designed 
using self-tuning Kalman filter can detect sensor failures successfully, isolate 
sensed signal, and accommodate signal timely. 

Keywords: hard-failure; Kalman filter; self-tuning filter; fault detection and 
isolation; residual; engine. 

1   Introduction 

Over the past years hydromechanical implementations of engine control systems have 
matured into highly reliable units, however, there is a trend toward greater engine 
complexity to meet ever-increasing engine performance requirements. Consequently 
the engine control has become increasingly complex. Because of the trend in digital 
electronics the control has evolved from a hydromechanical to a full-authority digital 
electronic implementation. Nevertheless, great efforts have been done for improving 
the reliability of the Full-Authority Digital Electronic Control (FADEC) system [1, 2], 
especially engine control sensor. Engine sensor is the necessary components of the 
engine control system. Therefore, more and more work must do for improving sensors 
reliability. Hard failures are out-of range or large bias errors that occur instantaneously 
in the sensed values. Two methods are available for incorporating sensor redundancy to 
detect hard failure [3, 4]. The first method, hardware redundancy, involves adding 
multiple identical sensors to the control system [5]. A technique such as voting can then 
be used to detect and isolate sensor failures so that a faulty sensor can be eliminated 
from the system. Redundant multiple sensors, however, do have some drawbacks when 
incorporated into a control system. Adding redundant sensors to the controls hardware 
will increase the weight, cost, and complexity of the control system. The second   
method of incorporating sensor redundancy is software or analytic redundancy [6]. 



 Hard-Failure Diagnosis Using Self-tuning Kalman Filter 327 

This method requires the controls computer, through software, to determine when a 
sensor failure has occurred without redundant hardware sensors in the control system. 
The controls computer can then provide an estimate of the correct value of the failed 
sensor’s output to the control algorithm. This paper describes an advanced sensor 
failure detection, isolation, and accommodation algorithm based the second method. 
The implementation was achieved using parallel processing and a high level 
programming language. The algorithm is described and the hardware and software 
considerations necessary to achieve the real-time implementation are discussed along 
with some of the practical experience gained during the process. 

2   Algorithm Description 

The algorithm detects, isolates, and accommodates sensor hard-failure in engine 
control system. The algorithm incorporates advanced filtering and detection logic and 
is shown in Fig.1. 

 

Fig. 1. Tested System with Hard-failure Diagnosis Algorithm 

The algorithm consists of thee elements: (1) hard failure detection and isolation 
logic, (2) an accommodation filter, (3) the algorithm interface. These are shown as part 
of tested system in fig.1. The decision can be seen that kalman filter is the key from 

Fig.1. The algorithm inputs are the measured engine inputs mU and the measured 

engine outputs mZ . The algorithm outputs are optimal estimates
^

Z of the engine 

outputs Z . The algorithm has two modes of operation, normal and failure. During 
normal mode operation, when no sensor failure is happened, the normal mode 

accommodation filter uses all the measured information to determine
^

Z . In failure 
mode operation, one of the five sensors has failed. A threshold process takes place once 
the failure has occurred. First the failure is detected. Once a failure is known to have 
occurred, the specific faulty sensor must be isolated. Finally, when isolation has 
occurred, the failure is accommodated by reconfiguring the normal mode 
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accommodation filter which generates the estimates
^

Z . The algorithm interface is 
shown in detail in Fig.2. The tested system control includes four major logic sections: 
(1) transition control, (2) integral control, (3) LQR control, (4) engine protection logic. 

In the normal, no failure mode the output of the accommodation filter, 
^

Z is fed to the 
LQR portion of the control while sensor outputs are fed to the integral portion of the 
control. When a failure of sensor i is accommodate, the output of the reconfigured 

accommodation filter, 
^

Z is fed to LQR. However, the i element of 
^

Z  replaces the i 
sensor output, which is faulty, in the integral control. 

 

Fig. 2. The Dgnosis Algorithm Interface 

From Fig.1 and Fig.2, results can be deduced that kalman filter is the key in the 
method. It applies on not only hard-failure detection, isolation, but also 
accommodation. Therefore, it need do great effort to design kalman filter. It also can be 

seen that U are engine inputs, mZ are engine outputs, 
^

Z  are optimal estimates of the 

engine outputs Z, and γ  are residual generated by kalman filter. A set of residual 

vector γ  can be received from sensed outputs of engine control system by kalman 

filter, that is mẐZ −=γ . 

3   Accommadation Filter 

From Fig.1, the conclusion can be seen that the sensor failure diagnosis algorithm is 
strongly dependent on accommodate filter, Kalman filter. Kalman filter is very 
powerful in estimations of past, present and even future states. It is greatly vital of the 
method designed in the paper. Kalman filter can generates residual vector γ , detect 

and isolate fault sensors using γ , finally can accommodate sensed outputs mZ  using 

the optimal estimates 
^

Z  of  fault sensors. 
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3.1   Self-tuning Kalman Filter 

Performance of the accommodation filter and the detection and isolation logic is 
strongly dependent on a model of the engine. The model used has a linear 
dispersed-space structure as follows.  

⎩
⎨
⎧

+=
Γ++Φ=+

)()()(

)()()()1(

tVtHXtZ

tWtBUtXtX
                             (1) 

The self-tuning Kalman filter means that the model of noise can be obtained through 
statistical characteristic before filtering. A t the same time, the mean value and variance 
of  noise matrix not only can be  gotten, but also  the gain matrix and error variance can 
be  obtained . Self-tuning Kalman filter has been designed  in the paper to overcome 
disadvantage of avoid the flaw  of classical  Kalman filter which needs to accurately 
know the model parameter and statistical characteristic of noise in system. The 

equation (1) is full considerable, and 4R)t(X ∈ , 5R)t(Z ∈ . In order to show 

problem simplicity for single input and single output system, the supposed can be put as 
equation (2)(3)(4). 
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Used Fadeeva expresions, the engine state-space model can  transfer CARMA model 

[4,5]. The algorithm as follows: 
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The quotient of )(),(),( 111 −−− qAqCqD and variance εQ of )t(ε are known 

number. According to [7, 8], the self-tuning Kalman filter as follows: 
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The equations of general Kalman filter can be deduced as below [9]. 
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In the kalman filter equations, the matrix Φ ,G , H  are typical state space system 

matrices where X is the 4×1 vector of estimates of the engine’s state variables and γ  

is the 5×1 vector of residuals. The matrix K is  the kalman gain matrix. All the system 
matrices as well as the kalman gain  matrix  are scheduled as a function of operating 
point to model variations in engine dynamics. Almost all of the matrices’ elements are 
nonzero, thus, almost all the elements must be multiplied through the filter equations. 
In a word, the self-tuning Kalman filter can be designed. 

^
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3.2   Hard-Failure Diagnosis 

Hard-failure is defined as out-of-range or large bias errors that occur instantaneously in 
the sensed values. The hard-failure diagnosis algorithm compares the absolute value of 
each component of the residual with its own threshold. If the residual absolute value is 
greater than the threshold, a failure is detected and isolated for the sensor corresponding 
to the residual element. Threshold sizes are initially determined from the standard 
deviation magnitudes are then increased to account for modeling errors in the 
accommodation filter. In this paper, one kalman filter is used in hard-failure diagnosis. 
The hard failure detection and isolation logic is shown in Fig.3. 

∧
−= ZZγ

Hλλ >
5,1=i

 

Fig. 3. Hard-failure Detection and Isolation Logic 

The hard-failure detection threshold values Hλ (Table 1) are twice the magnitude 

of the standard deviation of the noise on the sensors. If the residualγ  absolute value is 

greater than the threshold, the fault will be detected and isolated for the fault sensor. 

Table 1. Hard-failure Detection Threshold 

Sensor i Standard deviations Detection threshold 

XNLC 1 300rpm 600rpm 

PT3 2 0.035Mpa 0.07Mpa 

XNHC 3 300rpm 700rpm 

T45C 4 20K 40K 
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4   Experiments  

Engine simulation is used to predict the engine response to the induced failures on 
ground and the proposed flight conditions. Each sample time is 0.02 sec. Simulation for 
single hard-failure is first evaluated, and then, continual sensor failures of different 
sensors in the hard-failure are evaluated. 

4.1   Single Sensor Happened Hard-Failure 

Example: sensor of compressor speed has done hard-failure 
When fault step has been given 820rpm for sensor of compressor speed on 100th 
sample, the residual of self-tuning Kalman filter can be seen to exceed threshold of 
sensor of compressor speed on 101st sample, alarm yell will be given, then the fault can 
be isolated. So the sensed signal for sensor of compressor speed will be replaced by the 
optional estimates of self-tuning kalman filter. Therefore accommodation of 
compressor speed has been accomplished in hard-failure diagnosis (Fig.4, Fig.5). 
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Fig. 4. Hard-failure on Compressor Speed 
Sensor Curve 
 

Fig. 5. Self-tuning Filter Residual Curve of 
Compressor Speed 
 

4.2   Continual Sensors Happened Hard-Failure 

Example: fan speed and mixed chamber inlet temperature happened hard-failure 
When fault step has been given for sensor of fan speed on 100th sample while 150th 
sample on the sensor of mixed chamber inlet temperature, the residuals of Kalman filter 
can be seen to exceed threshold of sensor of compressor speed and mixed chamber inlet 
temperature, alarm yell will be given, then the faults can be isolated respectively. From 
the simulation curves, the conclusion can be drawn that the algorithm designed in the 
paper can detect and isolate fault immediately, then accommodate sensed signal in time 
and in effect (Fig.6, Fig7, Fig.8, Fig.9). 
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Fig. 6. Continual Hard-failure on Fan Speed 
Curve   

Fig. 7. Self-tuning Filter Residual Curve of 
Fan Speed 
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Fig. 8. Continual Hard-failure on Inlet 
Temperature Curve  

 

Fig. 9. Self-tuning Filter Residual Curve of 
Inlet Temperature 

 

5   Conclusion 

In this paper, a new self-tuning Kalman filter for improving sensors reliability has been 
designed to avoid the flaw of classical Kalman filter which needs to accurately know 
the model parameter and statistical characteristic of noise in system. From the 
simulation curves, conclusion can be drawn that singularity fault of sensor not only can 
be detected and isolated timely, accommodated the sensed signal by the optional 
estimates reliably, also the continual fault of sensors can be done respectively and 
efficiently. The hard-failure diagnosis algorithm based on self-tuning can be used 
accurately and successfully. 
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Abstract. With the development of naval ship, many loading crafts with small 
displacement are replaced. However, it can be reused in coastline and multi-
islands areas by improving carry capacity because the retired ships have 
excellent performance and unique construction. Therefore, how to transform a 
loading ship with small displacement into a civil carrier with large capacity was 
discussed. A three-dimensional ship model was established in MAXSURF, and 
the idealistic transformed model could be obtained by static stability 
calculation. Then, the model was verified by IMO regulation in stability at large 
angles of inclination. The total longitudinal flexural strength of the craft in 
sagging and hogging condition and the local strength were calculated and tested 
in detailed. The results show that to increase the principal dimensions of the 
landing craft can improve the carrying capacity successfully, which is an 
economic, convenient and feasible approach and can provide reference for the 
transformation and reutilization of the retired ships.  

Keywords: Landing craft; strength analysis; finite element method; ship 
structure; MAXSURF; ANSYS. 

1   Introduction 

Nowadays many retired ships have been discarded, which is so wasteful. Because the 
aim of the landing craft building is for the war, the safety margin of strength and 
stability is more than the civil ship’s, so it can be transformed into a larger capacity 
civil carrier. In the paper, the research is to increase the length of paralleled middle 
body of the landing craft can improve the carrying capacity successfully, which is 
economic, convenient and feasible approach. 

In the paper, the hydrostatic stability was calculated, and the idealistic transformed 
model could be obtained. Then, the model was studied in stability and strength. 
According to the equal displacement approach, the stability was calculated by using 
MAXSURF. By means of ANSYS, the total longitudinal flexural strength and the 
local strength were calculated. Finally, the model was verified to meet the civil ship 
construction and inspection criterion. 
                                                           
* Corresponding author. 
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2   Ship Stability Calculation 

2.1   The Hydrostatic Stability Calculation 

In this paper, taken a landing craft for example, the hydrostatic stability[1] is 
calculated in different length and different state which include the full load offshore, 
full load inshore, no-load offshore, and no-load inshore. Then the total trim was 
obtained. According to the principle of avoiding trim by the bow at full load, the 
idealistic lengthened value could be calculated. After a three-dimensional ship model 
was established, the stability at large angles of inclination was calculated and tested 
by IMO regulation. 

Table 1. The principal dimensions of this landing craft 

principal dimension values 
Overall length( L ) 27.6 m 

Length on waterline( WLL ) 26.9 m 

Molded breadth( B ) 5.4 m 
Molded depth( D ) 2.7 m 

Calculated draft( T ) 1.29 m 
Displacement( Δ ) 153.4 t 

 
Because the landing craft has unique construction, the original ship model is 

established according to the principal dimensions. The model is imported to 
HYDROMAX, and the no-load weigh and the center of gravity were calculated. Then 
the compartment of the ship model is plotted out. The compartment definition is given 
as follows: 

 

Fig. 1. Compartment definition 

The stability is calculated at different length, and it is from 27.6m to 28.6m, 29.6m, 
30.6m, 31.6m, 32.6m, and 33.6m, which refer to various hydrostatics parameters, 
such as weight, center of gravity, center of buoyancy, position of transverse 
metacenter and position of longitudinal metacenter. By means of the “Specified 
Condition” program, the other hydrostatics parameters can be gotten, which takes into 
account the longitudinal trim. 

According to the results at different length, the ship longitudinal trim trend can be 
obtained. The trend of longitudinal trim at two conditions, full load offshore and full 
load inshore. From the calculation, it can be concluded as: with the paralleled middle 
body lengthening, the trend of the longitudinal trim values is decline. When the 
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lengthened paralleled body is up to 6m, the values of longitudinal trim are 0.005m 
and 0.152m in full load offshore and full load inshore conditions. If the trim by the 
bow happens, there will be some troubles, such as decreasing in steerageway, taking 
wave on the deck easily and rudder racing, etc. For avoiding the trim by the bow, the 
lengthen value was chosen as 6m. 

2.2   The Intact Stability Calculation 

According to the equal displacement in curve of intact stability theory, the stability at 
large angles of inclination at different length is calculated in HYDROMAX. For 
checking the stability of ship in various load state, the arm of stability is needed to 
calculate in different displacement. The equal volume waterlines [2] method has two 
types. The first one is suitable to sea ships that have higher freeboard and the straight 
curve of broadsides. The second one is suitable to river boats that have lower 
freeboard and broadsides extraversion. In the paper, the first one is adopted. When 
ship float, center of buoyancy is 0B .  

When an angle of athwartship inclination is ϕ , the ship float on the waterline 

W Lϕϕ , at which the center of buoyancy is Bϕ , the coordinates are 
B

y
ϕ
 and BZ ϕ

, the 

arm of stability is shown as follows: 

 0 0 0 0cos ( )sin sin= = − = + − −BB
l GZ R E K GyB B Z B Bϕϕ

ϕ φ ϕ              (1) 

Obviously, if the location of ( , )B BB y z
ϕ ϕϕ can be gotten, the arm of stability that is l  

can be calculated. 
Proceeding on incline an infinitely small angle dϕ , the inclining waterline is 

+ +d dW Lϕ ϕ ϕ ϕ , which volume is equal to the one under W Lϕ ϕ .     

cos+= ddd y B Bϕ ϕ ϕϕ ϕ
                                                      (2) 

sind dd z B Bϕ ϕ ϕ ϕ ϕ+=                                                      (3) 

+ +=d dB B B Bϕ ϕ ϕ ϕ ϕ ϕ                                                             (4) 

Because the equation is shown as follows: 

+ =d dB B B Mϕ ϕ ϕ ϕ ϕ ϕ                                                         (5) 

So B Mϕ ϕ  can be gotten, which is shown as follows: 

= ∇B M Iϕ ϕ ϕ                                                              (6) 

Iϕ is a moment inertia in vertical axis of the area under waterline(W Lϕ ϕ ) to the center 

of floatation ( Fϕ ). 

cos
B

d dy B Mϕ ϕ ϕ ϕ ϕ=
                                                   (7) 

sinBd dz B Mϕ ϕ ϕ ϕ ϕ=
                                                    (8) 
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The state that an angle in athwartship inclination is iZ similar to the overlap integral of 

countless infinitely small athwart ship inclination angles ( dϕ ), which is shown as 

follows:  

0
cos

B
dy B Mϕ

φ
ϕ ϕ ϕ ϕ= ∫                                                (9) 

0
0

sinB K dz B B Mϕ

φ
ϕ ϕ ϕ ϕ= + ∫                                     (10) 

If the Iϕ  can be calculated and the ( , )B BB y z
ϕ ϕϕ can be gotten by formula of (6) and 

(10), the arm of stability ( l ) can be calculated by formula (1). It is a key step to 
calculate the location of the equal volume under waterline. Actually, to solve the 
problem is adopted the repeated iteration method. Given dϕ and the initial waterline 

location on the midline, the program calculate the displacement that be compared with 
the given displacement, which process isn’t stop until the difference between the 
calculated displacement and the given displacement less than the given error. 

2.3   The Inspection of the Results 

The HYDROMAX adopt the IMO A.749 (12) regulation. In the full load offshore 
condition, the freeboard is low and GZ is maximum. After the stability at large angles 
of inclination is calculated, the results at 33.6m length meet the IMO regulation. The 
calculation method in the other conditions, such as full load inshore, no-load offshore, 
no-load inshore, is similar to the above. All the results meet the IMO regulation. 

3   Calculation of the Overall Strength and Local Strength 

3.1   The Total Strength Calculation 

In the paper, the total longitudinal flexural strength [3] of the craft at 33.6m in 
sagging and hogging condition is calculated by HYDROMAX. Considering safety, 
the wave height is set to be 4m. The calculation of the sagging bending moment and 
the hogging bending moment in the wave is shown as follows: 

2 9
2 20.19 ( ) 1.53 10= + + = × ⋅hog SW W wl tn BM M C L B K B C N MM             (11) 

  
2 9

2 30.14 ( )( 0.7) 1.98 10= + + + = − × ⋅sag SW W wl tn BM M C L B K B C N MM    (12) 

SWM — Still water bending moment; tnB — The width of the cross-structure (the 

width of the tunnel). Coefficients 2 3,K K  can be gotten from the following formulas: 
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Z — The height from the base line to the wet deck. The results are used in the 
calculation in local strength. 
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3.2   The Local Strength Calculation 

In calculation of the local strength, the finite element ship model is built in ANSYS[4]. 
The total length of the model is 12m, which is divided into NO1, NO2, and NO3. The 
SHELL63 [5] are used to mesh deck, bulkhead, broadsides, ribs, brackets, etc. The 
BEAM4 [6] are used to mesh girder, stiffening beams, deck’s transverse beams, 
longitudinal beams, etc. The ship model is divided into 516105 units [7]. 

The boundary conditions are two aspects. First, two sides are rigid fixing, in the 
left side restrict Ty,Tz,Rx,Rz and in the right side restrict Ty,Tz,Rx,Rz. Second, all 
the nodes in the central longitudinal section are restricted the Ty, Rx and Rz. 

Putting the appropriate loads on the ship model is very important to the successful 
calculation. The external loads consist of the wave load, the gravity load and the 
inertial load. The wave load, which includes the hydrostatic pressure and the 
hydrodynamic pressure, is put on the shell element. The draft at full load offshore is 
1.291m, in which the water pressure is equal to one in the baseline. The pressure in 
the other station can be calculated by interpolation method. The gravity load include 
the cargo load, such as 40t tank weight (the width of caterpillar is 623mm and the area 
interfaced with inner bottom is 4050mm). The inertial load has gotten, 

91.53 10= × ⋅hogM N M  and 91.98 10= − × ⋅sagM N M . 

The analysis includes the following 4 load states: 
Load state 1: Hogging, NO.2 full load, NO.1 and NO.3 no load; Load state 2: 

Sagging, NO.2 full load, NO.1 and NO.3 no load; Load state 3: Hogging, NO.2 no 
load, NO.1 and NO.3 full load; Load state 4: Sagging, NO.2 no load, NO.1 and NO.3 
full load. The deformation map in the fourth state is as follow: 

1

MX

X

Y

Z

                                                                                
0

.335491
.670982

1.006
1.342

1.677
2.013

2.348
2.684

3.019

APR 15 2009
19:47:00

NODAL SOLUTION

STEP=1
SUB =1
TIME=1
USUM     (AVG)
RSYS=0
DMX =3.019
SMX =3.019
DSYS=11

 

Fig. 2. The deformation map in the fourth state  

4   Conclusions 

Firstly, in this paper, it is discussed how to transform the landing craft, especially in 
increasing the principal dimensions. Secondly, after calculating the hydrostatic 
stability and intact stability, it can be obtained that increasing the principal dimension 
of the landing craft meet the stability criterion. Thirdly, after calculating the total 
longitudinal flexural strength and the local strength, it is verified that the transformed 
landing craft meet the corresponding regulations. Fourthly, the lengthened landing 
craft is tested to meet the civil ship construction and inspection criterion. Another 
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conclusion, the retired naval ship can improve the carrying capacity to 28% through 
increasing the principle dimension. 
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Abstract. Towards a full realization of the Semantic Web as a source of 
processable information and services, we extend description logic ALCO@ to 
admit dynamic reasoning under probabilistic uncertainty. In our formalism, the 
crisp knowledge is encoded in DL-knowledgebase, and the uncertain one is in 
conditional constraints; atomic actions are represented in terms of their 
preconditions (conditional constraints) and effects (possibly negated ALCO@-
assertions involving only atomic concepts). We also summarize some reasoning 
tasks in the new formalism and provide algorithms for them. This work is strictly 
related to the practical need of DL-based reasoning in the Semantic Web and is 
much closer than the prior formalisms to a practical formalism in the Web setting 
full of uncertain information and dynamic processing. 

Keywords: Semantic Web, Dynamic Reasoning under Uncertainty, Description 
Logic. 

1   Introduction 

Description logics (DL for short) [1] play an important role in the Semantic Web in 
that they are the logical foundations of the Web ontology language OWL 
(recommended by W3C). However, there exist at least two gaps between DLs and a 
practical formalism for agents with incomplete knowledge in the Web full of static 
information (provided by ontologies) and dynamic processing (provided by Web 
applications). 

GAP One: DLs are originally designed for representing static knowledge, while the 
dynamic information processing is a primary characteristic of the Web. 

Not only serves as a repository for information, the Web also provides services, 
with a long term aim to make the Web support shared processing as well as the shared 
information [2]. 

GAP Two: DLs are logics with Boolean truth values, and hence cannot deal with 
uncertainty which is another intrinsic feature of the Web content. 

The need for handling uncertainty in the Semantic Web domain has been 
recognized for a long time and the efforts in this field have culminated in a W3C 
Group Report [3]. 
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Although there have been some investigations on extending DLs to bridge the two 
gaps, i.e., integrating DLs with action formalisms, or augmenting DLs to cope with 
uncertain information separately [4-11], there is little work towards the DL-based 
dynamic reasoning under probabilistic uncertainty for the Semantic Web. In the first 
regards, dynamic extensions of DLs mainly aim to bridge the expressiveness gap among 
the existing mainstream action formalisms in the background of the Sematic Web: their 
underlying languages are either first (or higher) order and do not admit decidable 
reasoning, or are decidable but only propositional. As for DL-based uncertainty 
representing and reasoning, to our knowledge, Giugno's and Lukasiewicz's works are 
the only approach to extend description logics with probabilistic uncertainty for the 
Semantic Web [6-7], although probabilistic description logics before the Semantic Web 
vision has been investigated, such as [8-11]. The main flaw in such formalisms is their 
lack of consideration for dynamic reasoning, which is of ever-increasing importance due 
to the abundance of computations provided by web services. 

Obviously, a full realization of the Web as a source of processable information and 
services demands formalisms capable of representing and reasoning about actions 
under uncertainty, which cannot be satisfied by the current DL-based formalisms. 
Towards such a vision, we proposed a formalism for the Semantic Web. It is a 
probabilistic extension of the dynamic description logic D_ALCO@, which in turn 
extends DL ALCO@ by representing actions in a PDL[12]-like manner. Note that 
reasoning about actions in a probabilistic setting is not a new topic and there are many 
literatures in this aspect, yet they are not nearly related to our DL-based formalism. 

Paper's Outline. We first gave a brief overview of dynamic description logic 
D_ALCO@ (Sec.2), then detailed PD_ALCO@ in Sec.3, including its syntax, 
semantics and some reasoning notions. Sec.4 summarizes some tasks of dynamic 
reasoning under uncertainty and also provides algorithms for them. Finally, we 
conclude the paper in Sec.5. 

2   A Brief Revisit to Dynamic Description Logic D_ALCO@ 

(Syntax) Primary alphabets of D-ALCO@ include: i) NR for role names; ii) NC for 
concept names; iii) NI for individual names; and iv) NA for atomic action names. The 

concepts and roles in D-ALCO@ are the same as that in ALCO with “C,D → Ci | {o} 

| ¬C | (C⊓D) | @oC (C⊓D) | ∃R.C” & “R→ P”, where Ci∈NC, o∈NI, P∈NR. We use 

⊥, ⊤, (C⊔D), and ∀R.C to short (C⊓¬C), ¬⊥, ¬(¬C⊓¬D), and ¬∃R.¬C, resp.  

Formulas in D-ALCO@ are built with: ϕ,ψ → C(u) | R(u,v) | ¬ϕ | ϕ∨ψ | <π>ϕ, 
where u, v∈NI, R∈NR  and π is an action defined later. We define the logical 
connectives “→” and “↔” in terms of “¬”, “∨”, as usual, and define “[π]ϕ” as 
“¬<π>¬ϕ”. ABox and TBox in D-ALCO are the same as that in ALCO. Here we 
assume that readers have some familiarity with DL and omit some details of them. 

An atomic action in D-ALCO@ is defined as , where i)  

is the name of the atomic action; ii) Pre is a finite set of formulas; and iii) Eff is a 
finite set of formulas of the form C(a) or R(a,b), or their negations. D_ALCO@ 

( , )P re E ffα ≡ ANα ∈
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actions are built with: π, π' → a |ϕ?|π⋃π'| π ; π'|π*, where a is an atomic action, and ϕ 
is a formula. An action box is a finite set of atomic actions.  

(Semantics) A D-ALCO@ interpretation is a triple M = (Δ, W, I), where Δ is a set 
of individuals, W is a set of possible worlds and I associates each w∈W a first-order 
interpretation I(w). M interprets ALCO@-parts in possible world w as I(w) does, and 
interprets actions as accessibility between possible worlds. Due to space limit, we 
refer the interesting readers to [13] for more details. 

3   Extending D-ALCO@ with Probabilistic Uncertainty 

In this section we present PD_ALCO@, a formalism admitting dynamic reasoning 
under probabilistic uncertain settings for the Semantic Web. It employs conditional 
constraints [7] to express interval restrictions for conditional probabilities over 
concepts, and lexicographic entailment for probabilistic reasoning. 

(Syntax) Concepts and roles in PD_ALCO@ are built up with the same syntax 
rules as that for roles and concepts in ALCO@, resp. The definitions of axioms, TBox 
and ABox in PD_ALCO@ are also the same as those corresponding definitions in 
ALCO@. The set NI of individuals in PD_ALCO@ is divided into two disjoint sets: 
the set IC of classical individuals and the set IP of probabilistic individuals which are 
those individuals in NI related to which we store some probabilistic knowledge. 

A conditional constraint is an expression of the form (C|D)[l,u], where C, D are 
concepts free of probabilistic individuals, and l, u are reals in [0,1]. The conditional 
constraint (C|D)[l,u] encodes an interval restriction for conditional probabilities over 
concepts C and D : for a randomly chosen individual o, if D(o) holds, then the 
probability of C(o) lies in [l,u]. 

A PTBox PT =(T,P) consists of a TBox T and a finite set of conditional constraints 
P. A PABox PA=Po for o∈IP is a finite set of conditional constraints that are specific 
probabilistic knowledge about o. 

Atomic actions in PD_ALCO@ differ from that in D_ALCO@ in that they allow 
probabilistic knowledge in their preconditions. 

Definition 1. An atomic action in D-ALCO@ is defined as , where 

i)  is the name of the atomic action; ii) Pre is a finite set conditional 

constraints (generally or specific to some individuals) specifying the action's 
preconditions; and iii) Eff is a finite set of possibly negated primitive ALCO@-
assertions. 

Actions are built with: π, π' → a |ϕ?|π⋃π'| π ; π'|π*, where a is an atomic action, and ϕ 
is a possibly negated ALCO@-assertion or a conditional constraint. 

Dynamic conditional constraints (dynamic c-constraints for short) are more 
complex than conditional constraints and built up with f → cc | <π>f, where π is an 
action and cc is a conditional constraint. 

A dynamic probabilistic knowledge base in KB=(T,P,{Po}o∈Ip, AC) consists of a 
PTBox (T,P), a PABox Po for each o∈IP , and an AC. Informally, a dynamic 
probabilistic knowledge base extends a probabilistic knowledge base in [7] by an 
ActionBox which encodes the dynamic aspects of the domain. 

( , )P re E ffα ≡

ANα ∈
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(Semantics) A PD_ALCO@ interpretation is a pair Pr = (M, μ) consisting of a 
D_ALCO@ interpretation M = (Δ, W, I) and a probability function over Δ, i.e., μ: 
Δ→[0,1] subject to for each o∈Δ, μ(o)≧0 and ∑μ(o)=1. 

Pr interprets concepts and roles at w∈W as I(w) does: 1) APr,w =AM,w =AI(w) ⊆Δ; 2) 

PPr,w = PI(w) ⊆Δ×Δ; 3) (¬C) Pr,w =Δ\ C Pr,w; 4) (C⊓D) Pr,w = C Pr,w 
∩D Pr,w; 5) {o} Pr,w 

={o}; 6) (@oC) Pr,w =Δ if o∈ C Pr,w and = ∅ o.w.; 7) (∀R.C) Pr,w = (∀R.C) I(w) = { x | 

∀y∈Δ subject to (x, y)∈R I(w) implies y∈C I(w)}. 
The probability of concept C in Pr = (Δ, W, I, μ) at w∈W, noted Prw(C), is defined as 

Prw(C)=∑μ(o), for each o ∈ C Pr,w (1) 

We abbreviate Prw(C⊓D)/Prw(D) as Prw(C|D) when Prw(D)≠0. 
Pr satisfies (C|D)[l,u] at possible world w, noted Pr,w⊨(C|D)[l,u] iff Prw(D)=0 

orPrw(C|D)∈[l,u]. Pr satisfies a set P of conditional constraints at w, noted Pr,w⊨P, 

iff Pr,w⊨p for each p∈P. 
Actions are still interpreted as accessibility between possible worlds in Pr: 1) αPr = 

(Pre, Eff) Pr = { (w,w ') | w,w '∈ W such that Pr,w⊨Pre and I(w)→αI(w ') }; 2) (ϕ?) Pr = 

{ (w,w ) | (w,w)∈ W such that I(w)⊨ϕ}; 3) (π∪π') Pr = (π) Pr
∪(π') Pr; 4) (π ; π') Pr  

= { (w,w ') | ∃w t∈ W such that (w,w t) ∈(π) Pr and (w t,w) ∈(π') Pr }; 5) (π*)Pr = the 
reflexive and transitive closure of (π) Pr. 

The updated probability of concept C from w in Pr=(Δ, W, I, μ) w.r.t. atomic action 
a, noted Pra,w(C), is defined as Pra,w(C)= Prv(C), where (w,v) ∈αPr. 

Pr satisfies a dynamic c-constraint <π>f at w, noted Pr,w⊨<π>f, iff there exists v∈ 
such that (w,v)∈ (π) Pr and Pr,v⊨f. Pr satisfies a finite set F of dynamic c-constraints 
at w, noted Pr,w⊨P, iff Pr,w⊨f for each f∈F. A dynamic c-constraint f is satisfiable iff 
there exists a Pr subject to ∃w such that Pr,w⊨f. 

Pr verifies (C|D)[l,u] at w iff Prw(D)=1 and Pr,w⊨(C|D)[l,u]. Pr falsifies (C|D)[l,u] 
at w iff Prw(D)=1 and Pr,w ⊭(C|D)[l,u]. A finite set F of conditional constraints 
tolerates a conditional constraint f w.r.t. TBox T iff there exists a Pr= (Δ, W, I, μ) 
subject to ∃w∈W, such that Pr,w⊨F and Pr verifies f at w. 

PTBox PT=(T,P) is consistent iff i) T is satisfiable, and ii) there exists an ordered 
partition (P0,…,Pk) of P such that each Pi with i∈{0,...,k} is the set of all conditional 
constraints that are tolerated w.r.t. T by P\(P0∪…∪Pi-1). 

The results in [7] apply to our formalism too. The ordered partition is called the  
z-partition of P, and is unique if it exists. 

A knowledge base KB=(T,P,{Po}o∈Ip, AC) is consistent iff i) (T,P) is consistent, ii) 
T∪Po is satisfiable for each o\∈IP, and iii) T∪Eff is satisfiable for each atomic action 
α= (Pre, Eff) in AC. 

We next generalize the notions of lexicographical preference and lexicographical 
entailment to the dynamic setting as follows. First we use the z-partition P0,…,Pk) of P 
to define a lexicographic preference relation on probabilistic dynamic interpretations. 
For PD_ALCO@ interpretations Pr=(Δ, W, I, μ) and Pr'=(Δ', W', I', μ'), we say Pr at w 
is lexicographically preferable (or lex-preferable) to Pr' w' iff there exists i∈{0,…,k} 
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such that |{F∈Pi | Pr,w⊨F}| > |{F∈Pi | Pr',w⊨F}| and |{F∈Pj |Pr,w⊨F}| = |{F∈Pj | 
Pr',w⊨F}| for all i<j≤k. 

For a TBox I and a set F of conditional constraints, an interpretation Pr at w is a 
lexicographically minimal (or lex-minimal) model of T∪F iff no interpretation Pr' at 
w' ⊨ T∪F and is lex-preferable to Pr at w. 

(C|D)[l,u] is a lexicographic consequence (or lex-consequence) of a set F of 
conditional constraints w.r.t. PT=(T, P), F (C|D)[l,u] w.r.t. PT, iff Prw(C) ∈ [l,u] 
for every lex-minimal model Pr at w of T∪F∪{(D|⊤)[1,1]}. (C|D)[l,u] is a tight 
lexicographic consequence (or tight lex-consequence) of F w.r.t. PT, denoted F  
(C|D)[l,u] w.r.t. PT, iff l (resp., u) is the infimum (resp., supremum) of Prw(C) for all 
lex-minimal models Pr at w of T∪F∪{(D|⊤)[1,1]}. Note that [l,u]=[1,0] (where 
[1,0] represents the empty interval when no such model exists. 

Given a TBox T and a set F of conditional constraints, T∪F is satisfiable iff there 
exists an interpretation Pr that satisfies T∪F at some w. A conditional constraint 
(C|D)[l,u] is a logical consequence of T∪F, denoted T∪F ⊨(C|D)[l,u], iff each Pr at 
w that models T∪F also models (C|D)[l,u]; (C|D)[l,u] is a tight logical consequence 
of T∪F, denoted T∪F (C|D)[l,u], iff l (resp., u) is the infimum (resp., 
supremum) of Prw'(C) subject to eachl Pr at w models T∪F with Prw(D)>0. 

A dynamic c-constraint <π> (C|D)[l,u] w.r.t. PT is a lexicographic consequence (or 
lex-consequence) of F w.r.t. PT, denoted F <π> (C|D)[l,u] w.r.t. PT, iff Prw'(C) ∈ 
[l,u] for every lex-minimal model Pr at w of T∪F∪{(D|⊤)[1,1]}, where (w,w') ∈ π 

Pr. <π> (C|D)[l,u] is a tight lexicographic consequence (or tight lex-consequence) of F 
w.r.t. PT, denoted F <π> (C|D)[l,u] w.r.t. PT, iff l (resp., u) is the infimum (resp., 
supremum) of Prw'(C) for all lex-minimal models Pr at w of T∪F∪{(D|⊤)[1,1]} and 
(w,w') ∈ π Pr. Note that [l,u]=[1,0] (where [1,0] represents the empty interval when no 
such model exists. 

A (dynamic) conditional constraint f is a lex-consequence of PT, denoted PT f, 
iff Ø  (C|D)[l,u] w.r.t. PT,; and f is a tight lex-consequence of PT, denoted PT

f, iff Ø f, w.r.t. PT. A (dynamic) conditional constraint f about a probabilistic 
individual o∈IP is a lex-consequence of a KB=(T,P,{Po}o∈Ip, AC), denoted KB f, iff 
Po f; and f is a tight lex-consequence of KB, denoted K f, iff Po f . 

4   Dynamic Reasoning under Uncertainty in PD_ALCO@ 

The main reasoning tasks in PD_ALCO@ include: i) PTBox Consistency (PTCon): 
Decide whether a given PTBox PT = (T,P) is consistent; ii) Probabilistic Dynamic 
Knowledge Base Consistency (PDKBCon): Decide whether a probabilistic dynamic 
knowledge base KB=(T,P,{Po}o∈Ip, AC) is consistent; iii) Tight Lex-Entailment 
(TLexEnt): Given a KB=(T,P,{Po}o∈Ip, AC), a finite set F of conditional constraints, for 
concepts free of probabilistic individuals C and D, and action π from AC, compute the 
rational numbers l, u∈[0,1] such that F  (C|D)[l,u] w.r.t. PT. 

The undying idea for PTCon is the same as that in [7], whose algorithm pt-
consistency can be apply directly to PD_ALCO@. For PDKBCon, we can decide a 
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dynamic probabilistic knowledge base's consistency according to the corresponding 
definition. 

The TLexEnt can be reduced to the probabilistic reasoning in [6,7] by a concept 
regression process w.r.t. actions like that in [13] via the following theorem. 

 
Theorem 2. F <π> (C|D)[l,u] w.r.t. PT, iff F  (CReg(π.ε) |D Reg(π.ε))[l,u] w.r.t. PT, 
where PT is a PTBox, F is a set of conditional constraints, <π> (C|D)[l,u] is a 
dynamic c-constraint, and π.ε is the accumulative effects computed by Equ.2. 

For a possibly negated ALCO@-assertion ϕ, we define ϕ¬ to be ψ if ϕ is negated of 
the form ¬ψ, and ¬ϕ o.w. The accumulative effects of action π can be computed by 
(2) inductively until σ is π. 

σ.ε  →  (∅,∅).∅ | σ;(Pre, Eff). (ε \ Eff¬)∪Eff (2) 

For a concept C and π.ε, the computed CReg(π.ε) holds the following property:  
 

Lemma 3. For any Pr = (Δ, W, I, μ), concept C and π.ε, (w,v) ∈ π Pr implies (C)Pr,w= 
(CReg(π.ε)) Pr,v. 

So, with Theorem 2, the tasks of dynamic reasoning under uncertainty in 
PD_ALCO@ can be reduced to the probabilistic reasoning in [6,7], which in turn can 
be reduced to the following two problems: 

 

i) Satisfiability (SAT): decide whether T∪F is satisfiable, where T is a TBox 
and F is a set of conditional constraints; 

ii) Tight Logical Entailment (TLogEnt): Given a TBox T, a finite set F of 
conditional constraints, concepts C,D free of probabilistic individuals, 
compute the rational numbers compute the rational numbers l, u∈[0,1] such 
that T∪F (C|D)[l,u]. 

 

The problems SAT and TLogEnt has been shown they can be reduced to deciding the 
satisfiability of classical DL-knowledgebase, deciding the solvability of linear 
constraints and computing the optimal value of linear programs in [7]. We refer the 
interested readers to \cite{lukas:08} for further technical details. 

Due to the space limit, we omit the construction process of CReg(π.ε) and the 
algorithms and the proofs concerned. We refer the interesting readers to the 
corresponding technical report [14] for more details. 

5   Conclusions 

We proposed PD_ALCO@ admitting dynamic reasoning under probability 
uncertainty. The main motivation behind this work is to develop a framework for the 
description logic based practical reasoning tasks in the Semantic Web where much 
information gathered from various resources is likely to be uncertain and many Web 
applications bring dynamics to the Web. It may be seemed as a PDL-like extension of 
description logics with probabilistic uncertainty. This work is strictly related to the 
practical need of DL-based reasoning in the Semantic Web and is much closer than 
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the prior formalisms to a practical formalism in the Web setting full of uncertain 
information and dynamic processing. We think it will be of some interest to 
researchers in the field. 
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PLS Regression on Wavelet Transformed Infrared 
Spectra for Prediction of Coal Contents 
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Abstract. Study on multivariate calibration for infrared spectrum of coal was 
presented. The discrete wavelet transformation as pre-processing tool was carried 
out to decompose the infrared spectrum and compress the data set. The 
compressed data regression model was applied to simultaneous multi-component 
determination for coal contents. Compression performance with several wavelet 
functions at different resolution scales was studied, and prediction ability of the 
compressed regression model was investigated. Numerical experiment results 
show that the wavelet transform performs an effective compression preprocessing 
technique in multivariate calibration and enhances the ability in characteristic 
extraction of coal infrared spectrum. Using the compressed data regression model, 
the reconstructing results are almost identical compared to the original spectrum, 
and the original size of the data set has been reduced to about 5% while the 
computational time needed decreases significantly.  

Keywords: multivariate calibration, wavelet transform, regression model, coal 
infrared spectrum. 

1   Introduction 

It is difficult to measure the contents of coal directly, and one potential method is 
using the infrared spectral properties and establishing the multivariate calibration 
models. But the huge data sets of the infrared spectrums greatly enhance the modeling 
complexity and reduce the analysis efficiency. 

In order to enhance the predictive ability of multivariate calibration models, raw 
data are often pre-processed for the elimination of irrelevant information prior to 
calibration. Some approaches to the pre-process of raw data are first- and second-
order derivation, standard normal variation (SNV), multiplicative scatter correction 
(MSC), Fourier transform (FT) and orthogonal signal correction (OSC) [1] , [2]. 
Applying the wavelet transform (WT) [3] as a preprocessing method shows the ability 
of compression and de-noising complicated signals and images. Wavelet 
transformation is becoming increasingly more popular in analytical chemistry, where 
it has been applied in the feature extraction, noise suppression, data compression and 
classification of NIR spectra [4], [5], [6], [7]. 

The main goal of this report is to present wavelet compression method applied to 
infrared spectrum analysis of coal. Discrete wavelet transformation is used to 
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decompose the spectrum at different resolution levels. A large data set of spectrums is 
compressed and the non-significant coefficients are eliminated. Based on the wavelet 
pre-processing, compressed data regression model is performed. 

2   Methods 

2.1   Wavelet Transform and Data Compression 

The discrete wavelet transform, which is easy to understand and also fast to calculate, 
was selected to be applied. In discrete wavelet analysis, a spectral signal  is 

represented as the sum of orthogonal wavelet function  at different scales: 

 (1) 

where  are the wavelet coefficients. 

A fast wavelet transform can be implemented by using simple procedures similar 
to Mallat’s algorithm [9]. In fast wavelet transform, the signal  is represented 

by a sum of the data obtained at different resolution levels of the original spectrum 
through the following formula: 

 (2) 

where  and  representing the scaling and wavelet function 

respectively, and  is the highest resolution level assigned in the WT calculation.  
The wavelet basis functions are a family of functions that are obtained from a 

single wavelet called the ‘mother’ wavelet by translation and scaling. It is typically 
selected based on the signal processing problem domain. In this paper, we have used 
the orthogonal wavelet basis from the Daubechies family. DbN wavelets have 
properties appropriate for analyzing smooth signals with several vanishing moments, 
like plume spectrums.  

The wavelet transform itself does not produce a compressed version of the original. 
Compression is achieved by eliminating the wavelet coefficients that do not hold 
valuable information. There are many possible threshold selection rules that can be 
applied to the estimation of a cut-off value in the wavelet domain. In the present 
study, recovered energy thresholding strategy was applied to select the wavelet 
coefficients. The percentage of recovered energy can be easily checked for an 
orthonormal wavelet analysis using the following expression: 

 (3) 
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where is the total energy of the spectrum signal, and represents the 

total energy of the signal once the wavelet coefficients have been selected. This 
method removes all non-significant wavelet coefficients corresponding to all 
frequencies with exception of the lowest frequency band. 

The compression ratio is given by the formula: 

 (4) 

These two diagnostic parameters have been used in order to evaluate and compare the 
performance of the procedures applied on the studied signals. 

2.2   Calibration Method 

Partial least squares (PLS), is a projection method that models the relationship 
between the response  and the predictors . The blocks are decomposed as 
follows 

 (5) 

 (6) 

Here, and  are the score matrices and  and  are the loading matrices for 

 and , respectively,  and  are the residual matrices. The x-scores  are 

linear combinations of the -residuals or  itself.  

 (7) 

where  is the weight vector. This is done in a way to maximize the covariance 

between  and .  is related to  by the inner relation 

 (8) 

where  is diagonal matrix,  is Residual matrix. The predictive formulation for 
 is as follows  

 (9) 

where  is the residual matrix. 
The quality of the results provided by the different pre-processing methods applied 

and PLS-regression models developed can be evaluated from a practical standpoint by 
testing and comparing the predictive power of the respective models. Thus, a useful 
index to test the quality of the results of a PLS-calibration model is the root-mean-
square error (RMSE) of the residuals obtained, defined as 

 (10) 
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where the reference is value, and  is the calculated value and  is the total 

number of samples or spectra. On the other hand, the relative RMSE over the response 
range can also be employed: 

 (11) 

3   Results and Discussions 

The wavelet analysis was carried out using the Wavelet Toolbox (for use with 
MATLAB). PLS calculation was implemented in MATLAB 7.0. The Daubechies 
wavelet functions, resolution levels have to be selected to give optimal performance. 
In this paper, the compression ratio CR measures the compression efficiency of the 
selected method while RRSMES measures the similarity between the original and 
reconstructed IR spectrum. Table 1 shows the results of compressing the IR spectrum 
with different Daubechies wavelet functions at resolution levels of 3 to 7 when 
RE=99%. Compression ratio has minimum value at resolution level 5 for different 
Daubechies wavelet functions. The Daubechies-2 wavelet function has the better 
compression efficiency than the others. For the same recovery energy threshold value, 
every case performs similar lower error. 

Table 1. Compression results of IR spectrum using different wavelets and resolution levels 

resolution 
level 

Db2 Db4 Db6 Db8 

CR 
RRSME

S(%) 
CR 

RRSME
S(%) 

CR 
RRSME

S(%) 
CR 

RRSME
S(%) 

3 0.1331 2.11 0.1336 2.09 0.1345 2.12 0.1364 1.96 

4 0.0948 2.16 0.0908 2.14 0.0934 2.24 0.0956 2.09 

5 0.0762 2.19 0.0772 2.20 0.0857 2.18 0.0861 2.11 

6 0.0766 2.22 0.0780 2.15 0.0888 2.12 0.0914 1.87 

7 0.0793 2.19 0.0788 2.16 0.0905 2.01 0.0925 1.82 

 
The comparison between the original PLS model and the data compressed PLS 

model are presented in this section. All the spectrums of training and text sets are 
decomposed by Daubechies-2 wavelet function at resolution level 5. All PLS models 
have been variable centered, and all components included have been considered 
significant by cross-validation. Results from the original PLS model with 601 
variables and the data compressed PLS models using different recovery energy is 
displayed in Table 2. The compressed regression models show similar results 
compared to the original PLS model down to RE=96%. In this case, the original data 
set was compressed to 5% of its original size. On the other hand, the data compressed 
PLS models cost less computing time than the original PLS model. 
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Table 2. Modeling results for the original PLS model, and for the data compressed PLS models 

 RE(%) CR 
C H 

Cost 
Time(s) RRSME

C(%) 
RRSME

P(%) 
RRSME

C(%) 
RRSME

P(%) 
Original PLS 

model 
- - 3.02 3.27 3.36 3.44 5.7 

Data 
Compressed 
PLS models 

98 0.0621 2.93 3.13 2.97 3.12 1.3 

96 0.0552 3.09 3.22 3.37 3.43 1.3 

94 0.0481 3.29 3.55 3.78 4.27 1.2 

92 0.0435 3.75 4.13 4.59 5.34 1.2 

 
Fig.1 displays the original mean spectrum and the reconstructed spectrum using 

compressed regression model. As shown in the figure, it is possible to reconstruct the 
IR spectrum using compressed wavelet coefficients. 

 

Fig. 1. The original mean spectrum and the reconstructed spectrum (RE=96%) 

4   Conclusions 

This work proposes a multivariate calibration method for simultaneous multi-
component determination of coal, which is based on partial least squares regression 
combined with discrete wavelets transform as pre-processed compressing tools. The 
numerical experiments indicate that the wavelet transformation is a very powerful 
method for compressing data and Daubechies wavelet function works satisfactory for 
coal infrared spectrum compression. The regression example in this work shows that 
instead of using all spectral variables for original PLS model; the compressed data 
regression model reduces the original size of the data set to about 5% and the 
reconstructing results are almost identical compared to the original spectrum. In 
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conclusion, the wavelet transform can be used as an effective compression 
preprocessing technique in multivariate calibration for coal infrared spectrum. 
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Abstract. This paper mainly introduces the case of the web-based course on 
taxation developed by Xiamen University. We analyze the current status, 
problems and future improvement of the web-based course. The web-based 
course has the basic contents and modules, but it has several problems including 
unclear object, lacking interaction, lacking examination module, lacking study 
management module, and the learning materials and the navigation are too 
simple. According to its problems, we put forward the measures to improve it. 

Keywords: Web-based course, Web-based education, E-learning. 

1   Introduction 

The rapid development of information technologies continues to change the way 
people educate, work, shop, communicate, and play. In recent years, many Chinese 
universities have developed a lot of web-based courses in order to set up an e-learning 
environment for students and share the education resources. What are the current 
status and problems of the web-based courses? How to improve the web-based 
courses in the future? These are important questions. In the study, we take a web-
based course on taxation as a case, to analyze the current status and problems of the 
web-base courses in Chinese university, and discuss the future improvements for the 
web-base courses. 

2   Current Status of the Web-Based Course on Taxation 

The web-based course on taxation was developed by the Department of Public 
Economics, School of Economics, Xiamen University. The web-based course on 
taxation can be found from “http://210.34.5.31/taxation/index.htm”. Fig.1. shows the 
navigation page of the web-based course after enter the course. 

There are four buttons on the top left in the navigation page. They are “explanation 
of the course”, “relevant websites”, “reference books”, and “help”. “Explanation of 
the course” shows the basic information of the course, such as the textbook, the study 
object, the abstract of the course, and the study requirements. “Relevant websites” 
gives a list of the relevant websites for learners. “Reference books” gives a list of 
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Fig. 1. The navigation page of the web-based course on taxation of Xiamen University 

recommended books that can be read for reference. “Help” illustrates how to use the 
web-based course, such as buttons and navigations of the course, the meaning of the 
icons and symbols etc. 

In the center of the navigation page, there is a content list of the course according 
to the chapters. Click on the list, it will link to the learning pages of the chapter as 
Fig.2.   

 

Fig. 2. The learning page of the web-based course on taxation of Xiamen University 

The learning pages of the every chapter includes “main learning materials”, 
“learning requirements”, “questions for thinking”, “quizzes”, and “lectures on special 
topics”. The “main learning materials” use text and flash to illustrate the main 
knowledges of the chapter. The “learning requirements” list the study objects of the 
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relevant materials. The “questions for thinking” give some questions for the learner to 
think deeply. The “quizzes” give some single choice questions for the learner to text 
themselves after study a chapter. And the “lectures on special topics” give four videos 
of lectures on several special topics of taxation. In this module, it adopt video stream 
technology to establish live videocast classroom online. Teachers who have years of 
teaching experience are appointed in this module. It try to simulate face-to-face 
classroom environment as much as possible, make distance learners attain knowledge 
more direct. Teacher’s video and power point document are showed in the same page 
as Fig.3. The power point document was dynamicly showed corresponds to teacher’s 
prelection content.  

 

 

Fig. 3. The “lectures on special topics” 

3   Problems of the Web-Based Course on Taxation 

The main problems of the web-based course on taxation are as follows: 

3.1   The Object of the Web-Based Course Is Not Clear  

The first problem of the web-based course is the object of the course is not clear. 
There is not a clear strategy object for the development and usage of the course. The 
course developers did not know whether the web-based course is used as a 
supplement for the traditional face-to-face class, or is used by the self-learned 
students. So it causes the following problems of the course. The teachers of the 
traditional face-to-face class do not know how to use the web-based course in their 
teaching, and the e-learners find the web-based course is not enough for their self-
learning.  

3.2   Lacking Interaction 

The web-based course fouces on teaching only. It puts a lot of texts about the teaching 
contents on the web, but it lacks interaction. If the users of the web-based course have 
some problems, they can not find a way to ask and can not interact with the teachers 
and other learners. The problem make the course is not attactive to the distant 
learners. 
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3.3   Lacking Examination Module 

The web-based course lacks an examination module. It has “questions for thinking” 
and “quizzes” after every section. But the “questions for thinking” have not reference 
answers, the users of the web-based course can not know whether their answers are 
correct or not, and what the problems of their answers are. The “quizzes” have single 
choice questions only. Although they have reference answers, the system can not give 
some explanation according to the users answers. 

3.4   Lacking Study Management Module 

The web-based course lacks a study management module. Users can not save their 
study progress in the computer. Every time, when someone enters the course, it will 
start from the same first page. The users have to memorize their own study progress 
by themselves. And if the teachers use the web-based course to teaching, them also 
can not get some ideas about the study progress of the students. It makes it difficult 
for the teachers to control the teaching progress.   

3.5   The Learning Materials Are Too Simple 

The learning materials of the web-based course on taxation are still too simple. Most 
of the learning materials are text, and some use flash to illustrate important 
knowledge points. These kinds of learning materials are not interesting enough for the 
self-learned students.  

3.6   The Navigation Is Too Simple 

Although the web-based course has a course navigation in the first page, and every 
chapter has a chapter navigation, the navigation function of the course is still too 
simple. Users can only choose the page from the menu in the navigation. They can not 
search by key words. And there are not links to the relevant topics in every learning 
materials. It is not convenient for the users. 

4   Future Improvements of the Web-Based Course on Taxation 

In order to solve the above problems of the web-based course on taxation, it can be 
improved as follows: 

4.1   Set a Clear Object for the Web-Based Course 

The first step to improve the course is to set a clear object for the course. As 
socialization of education trending evident, more and more people prefer lifelong 
education as their new learning choice. So the major object for the web-based course 
should be served the self-learned students. And for the students in the traditional 
class, the web-based course can be a teaching assistant of the teachers. Meanwhile, 
the students can use it as reference after the class. 
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4.2   Add an Interaction Module 

The web-based course should be added an interaction module. The interaction of the 
web-based course includes the interaction between students and system, the 
interaction between students and teacher, and the interaction among the students. In 
order to improve the interaction between students and system, the course can be 
added a “Frequently Asked Questions, FAQ” module. The FAQ module collects the 
questions and answers that the students will encounter frequently. And it should has 
key words search fuction. When the users of the course come up against any problem, 
they can search the FAQ firstly. Email, BBS, Blog, and even WiKi can be used to 
improve the interaction between students and teacher, and the interaction among the 
students. Questions put by both learners and teachers during the instructional process 
will be processed and record in database of the FAQ, which reflect difficulties and 
key points in teaching. More times to use, more abundant will the database be. 

4.3   Add an Examination Module 

Examination function helps learners detect their learning effect. The web-based 
course should be added an examination module. In the examination module, teachers 
can upload examination questions and answers and other learning enchiridions via 
network. Distance learners can set item difficulty by themselves when they take 
online stochastic test. The examination should not only include objective questions 
such as single-choice tests, multiple-choice tests, and judgments, but also include 
subjective questions. After the students take the examination, the module can not only 
give the reference answers, but also give evaluation and reasons according to the 
students answers.   

4.4   Add a Study Management Module 

The web-based course should be added a study management module. The users can 
login the study management module by username and password. The study 
management module can save the study progress, quiz result etc. for the users. It can 
help the users to continue their study easily next time. And it will provide information 
to help the teachers to control the teaching progress. 

4.5   Add Richer Learning Materials and Improve the Navigation 

The course should use richer learning material to make it more interesting and more 
attractive to students. It can use more videos, games, cases analysis etc. to enrich the 
learning materials. The web-based course should provide key words search and the 
links to relevant topics in order to improve the navigation. 

5   Conclusions and Further Work 

This paper mainly introduces the case of the web-based course on taxation developed 
by Xiamen University. We analyze the current status, problems and future 
improvement of the web-based course. The web-based course has the basic contents 
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and modules, but it has several problems including unclear object, lacking interaction, 
lacking examination module, lacking study management module, and the learning 
materials and the navigation are too simple. According to its problems, we put 
forward the measures to improve it. 

And there are still many problems should be researched in the improvement of this 
web-based course. Such as, how to design the games for learning materials, how to 
design the collaborative learning tache, etc. 
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Abstract. A chaotic block cryptographic scheme based on Chebyschev map is 
proposed. With random binary sequences generated from the couple 
Chebyschev map with different initial condition, the plaintext block is permuted 
by a key-dependent shift approach and then encrypted by the classical chaotic 
masking technique. Simulation results show that the proposed algorithm has 
excellent cryptographic properties such as diffusion and confusion properties 
and it can resist the know-plaintext attacks and chosen-plaintext attacks. 

Keywords: Chaotic Maps; Block Cipher; Chebyschev map; binary sequences. 

1   Introduction 

The application research of information security using chaos theory has become an 
area of active research due to some good properties of chaotic signals and many 
research results are obtained [1-6]. Matthews [1] firstly proposed a kind of chaotic 
sequences cipher, and discussed the problem on using Logistic chaotic map to 
construct a key stream generator. Habutsu et al. [2] presented a chaotic encryption 
system based on a piecewise linear tent chaotic map. After that, Biham [3] pointed out 
this system can be easily decrypted by chosen-ciphertext attack, and complexity 
degree of known-plaintext attack is 238. In [4], Kocarev et al. proposed a block 
encryption algorithm based on chaotic Logistic map, and discussed the relationship 
between cryptography and chaos theory, and similarities of their crucial concepts such 
as mixing property and sensitivity to changes in initial conditions and parameters. 
Besides, Wong [5] proposed a fast chaotic cryptographic scheme based on the 
dynamic updating the look-up table, and no random number generator is required in 
this new scheme. Murali [6] studied a heterogeneous chaotic system and employed 
conventional synchronization method based on cryptography to realize secure 
information communication. There is no doubt that these research results can act an 
instruction role to latter research on chaos cryptography. 

There are three drawbacks with the porposed cryptosystem: Firstly, the distribution 
of the ciphertext is not flat enough to ensure high security as the occurrence 
probability of cipher block decays exponentially as the number of iterations increases. 
Secondly, the encryption speed of these cryptographic schemes is very slow since the 
necessary numbers of iterations in the chaotic map for encrypting an 8-bit symbol is 
at least 250. The highest is even 65532. Thirdly, the length of ciphertext is at least 
twice that of plaintext, a byte of message may result in several tens of thousands of 
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iterations that need two bytes to carry. This will lead to huge ciphertext files for 
encrypting large multimedia files.  

To overcome these drawbacks, a novel block cryptosystem based on a chaotic map 
is proposed in this paper. We will take advantage of the chaotic map properties and 
propose a novel chaotic block cryptographic scheme based on the Chebyschev map, 
With random binary sequences generated from the couple Chebyschev map with 
different initial condition, the plaintext block is permuted by a key-dependent shift 
approach and then encrypted by employing the classical chaotic masking technique. 
Simulation results illustrate that the distribution of the ciphertext is very flat that the 
entropy measured is almost equal to the ideal value. Moreover, the encryption time is 
very fast while the length of ciphertext is the same as that of the plaintext. 

2   Random Binary Sequences Generation 

2.1   Chebyschev Map 

A particularly interesting candidate for chaotic sequences generators is the family of 
Chebyschev map, whose chaoticity can be verified easily with many other properties 
are accessible to rigorous mathematical analysis. The independent binary sequences 
generated by a chaotic Chebyshev map [7],[8] were shown to be not significantly 
different from random binary sequences. For this reason, a kth-order Chebyshev map 
[8] is employed for the design of the intended image encryption scheme. This map is 
defined by 

3,2,1,11)),arccos(cos()( 1 =≤≤−=+ nxxkxf nnn  . (1) 

Here, the map is chaotic for 2≥k and we use 4=k in this study. Fig.2. shows two 
time series of this map, with initial values differed only by 510− ; indicating that the 
map can generate good chaotic (pseudorandom) sequences satisfying a basic 
requirement of a cryptosystem that demands such randomness. Fig. 1. further shows 
its statistical correlation curves. 
 

 

Fig. 1. The statistical correlation curves of a chaotic Chebyshev sequence: (a) Auto-correlation 
curve of the chaotic sequence when the initial value of 0.60000; (b) Cross-correlation curve of 
two chaotic sequence when their initial values are 0.60000 and 0.60001, respectively 
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2.2   Random Binary Sequences Generation 

In order to improve the complexity and the period of the chaotic Sequence under the 
finite-precision circumstances, the chaotic sequence is generated from the couple 
Chebyschev map with different initial condition, Fig. 3. is the structure of chaotic 
sequence generator. 

 

          

         Fig. 2. Two time series of the Chebyshev               Fig. 3. Chaotic sequence generator 
with slightly different initial values 
 

In Fig. 3., the chaotic sequence is defined as: 
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We can obtain a binary sequence 0{ ( ( ))}n
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As a result, a binary sequence ∞
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i xbB τ (where n is the length of the 

sequence and τn(x) is the nth iteration of the Chebyschev map) can be obtained. It is 
composed of independent and identically distributed binary random variables [8]. 

The sequence n
iB  takes three significant roles in our algorithm: (a) permuting each 

plaintext block before it is encrypted. (b) encrypting the plaintext by employing 
chaotic masking technique, which is used extensively in conventional cryptosystems 
such as Khufu and Khafre, FEAL, IDEA, etc [9]. (c) determining the number of 
iterations in the chaotic map. Note that the binary sequence is random, which implies 
that the number of iterations of the chaotic map in our encryption process is also 
random. 

3   The Proposed Algorithm 

The block cipher studied in this paper operates on 64-bit plain-text blocks, and the 

length of key is 64 bits. Suppose plain-text is kMMMM 21= , and its 

corresponding cipher-text is CkCCC 21= , where k  is number of blocks. Secret 

key nKKKK 21= , where 8=n .  
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The proposed scheme is described in detail as follows: 

Step 1: Input the plain-text, convert the plain-text into binary message M.  
Step 2: Divided the binary message M into N-bits(N=64) plain-text blocks, 

let kMMMM 21= ，denoted N
iiii MMMM 21= . 

Step 3: Generate two values that are relative to chaotic system iteration. 

1 2

1 2

( ) / 256

( ) mod 256
s n

s n

X K K K

N K K K

= ⊕ ⊕⎧
⎨ = + +⎩

. (3) 

Step 4: Calculates the initial value and iteration times of the chaotic system (1) 

1( / 65535) mod1

( * 256
s i

s

X X R

N floor N X
−= +⎧

⎨ = +⎩
. 

 
(4) 

1−iR  denotes the  right half part of 1−iC , where 1−iC  is the output block of former 

round. 
Step 5: Based on the method described in Section 1, Iterates the chaotic map (1) N  

times with the initial value X , and obtain binary sequences 6421
iiij BBBA = , and 

706665'
iiij BBBA = . 

Step 6: Convert the binary sequences '
jA  into integral value jD , then permute the 

message block jM  with left cyclic shift jD  bits. 

Step 7: Perform the following manipulation with sequences jM and jA : 

.j j jC M A= ⊕  (5) 

where ⊕ is the XOR operation. As a result, the cipher-text block jC  for the message 

block jM  is obtained.  

Step 8: If all the plain-texts have already been encrypted, the algorithm would 
terminate. Otherwise, let go to step 4. 

The decryption process is almost the same as encryption one. We only need to 
replace Eq. (7) with: 

jjj ACM ⊕= . (6) 

4   Experiment Results and Analysis 

Security is a major issue of a cryptosystem. In the proposed chaotic cryptographic 
scheme the sequences n

iB , '
jA  and Aj are random and unpredictable. These random 

properties are desirable for cryptographic security. In this section, we apply both 
theoretical and simulation results to elucidate some aspects of the security of the 
proposed scheme. 
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4.1   Diffusion Property 

As we know, two main cryptographic properties of a good cipher are diffusion and 
confusion, which are commonly ensured by the balance and avalanche properties of 
the cipher-text in conventional cryptography [9]. Diffusion means spreading out the 
influence of a single plaintext symbol over many ciphertext symbols so as to hide the 
statistical structure of the plaintext. We examine the correlation between two 
vertically adjacent pixels, horizontally adjacent pixels, and two diagonally adjacent 
pixels, respectively. Relevant coefficient is defined as follow: 

)()(),cov( yDxDyxrxy = . (7) 

Where is variance, is variance, x  and y denote the gray value of image. In numerical 

computation, the discrete forms were used [10]. 
Firstly, randomly select 1000 pairs of pixels from an image, then calculate in term 

of formula (7),( 1000=N ). Signs h
xyr , v

xyr and d
xyr denote relevant coefficient of 

between horizontal, vertical and diagonal adjacent pixels. In plain-image, h
xyr is 

0.9355, v
xyr is 0.8663 and d

xyr is 0.8545. In chipper-image, h
xyr is 0.90187, v

xyr is 0.0276 

and d
xyr is 0.0196. Because an plain-image has visual meaning, gray value of pixel 

varies slowly. Hence, relevant coefficient of between pixels is larger than cipher-
image’s in three adjacent cases. Whereas the cipher-image resembles noise, that is 
consistent with the law of statistics. 

The distribution status of 1000 pair’s adjacent pixels on (x,y)-(x+1,y) gray plane, 
which are chosen randomly, is shown in Fig.4, that is a help to understand the 
relevant coefficient in three adjacent cases. For example, (a) of Fig.4, random pairs in 
original image form a long and narrow strip on (x,y)-(x+1,y) gray plane, however, 
 

 
 

Fig. 4. Pixel gray value on location(x,y). (a), (c)and(e) indicate two vertically adjacent pixels 
gray value ,horizontally adjacent pixels gray value, and two diagonally adjacent pixels gray 
value on location(x,y) in plain-image respectively. (b), (d) and(f) indicate two vertically 
adjacent pixels gray value, horizontally adjacent pixels gray value, and two diagonally adjacent 
pixels gray value on location(x,y) in cipher-image respectively. Relevant coefficient of (a-f) are 
0.9365, 0.0276, 0.8663, 0.0201, 0.8545, 0.0196.  
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these pixel pairs in the cipher-image behave a random distributive status, which 
almost fill the whole (x,y)-(x+1,y) gray plane. From the point of view of 
cryptography, this kind of random contribution, which is one of characters a good 
encryption algorithm should possess, fully shows that the proposed encryption system 
possesses a favorable diffusion performance of plain-text. 

4.2   Confusion Property 

Confusion means that the relation of between encryption key and cipher-text is 
masked, the statistic relation between secret encryption and cipher-text become 
complexity as possible, and attacker can not educe the encryption key from cipher-
text. The image Camerman.bmp of size 256256×  and a full black image (namely, 
value of all pixels is 0) are encrypted using the same encryption key.The histogram of 
plain-images and cipher-images are drawn in Fig.5, respectively. 

We find that, although the histogram of two plain-images has their distributive 
characters respectively, the histogram of two ciphered images are fairly uniform. It is 
very difficult to educe secret key from cipher-text when attacker try to attack by using 
the known-plaintext attacks or chosen-plaintext attacks [9]. 

4.3   Permutation Analysis 

As stated in [8], the sequences '
jA , Aj are independent and identically distributed 

binary random sequences. It is impossible to predict the next value from the previous 
ones unless one knows the initial value x0 exactly. At the same time, only a part of the 
real-valued trajectory xj of the chaotic map is used in the process of generating these 
sequences. Even if the cryptanalyst obtains the whole sequence Aj and '

jA , there is 

insufficient knowledge to recover the real-valued sequence xj. Therefore the 
estimation of x0 and the subsequent reconstruction of the chaotic system are 
impossible. 

 
 

Fig. 5. (a)Is an image named Cameraman.bmp; (d)is a full black image; (b)and (e) are the 
histogram of two plain-image; (c)and(f) The corresponding histogram of cipher-image 
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Permutation is a basic operation for almost all conventional cryptographic systems 
(DES, IDEA, etc. [9]). In these systems, the permutation only rearranges the elements 
of the input block in a predefined way, once and for all, by the designer of the cipher 
system that is usually not influenced by the key. In practical situations, it is trivial and 
can be negligible in differential cryptanalysis. However, the key-dependent 
permutation makes it dependent on the key Dj. The permutation is then different for 
different message blocks. As the sequence Dj is generated from the chaotic map 
controlled by a secure key and with good random characteristics and sensitive 
dependence on initial conditions and system parameters, certain relationship between 
plaintext and entries of the look-up table found in [5] no longer exists. The difficulty 
of cryptanalysis is thus increased. 

5   Conclusion 

In this Letter, a new block cryptosystem scheme based on the Chebyschev map is 
presented. In this new scheme, the chaotic properties such as ergodicity and sensitive 
dependence on initial conditions and system parameters are appropriately utilized 
while the drawbacks and weaknesses of the existing algorithms are effectively 
overcome. Theoretical and experimental results indicate that the ciphertext 
distribution of our proposed scheme is very flat that the entropy measured is almost 
equal to the ideal value. The encryption speed is made faster while the length of 
ciphertext is the same as that of the plaintext. As a result, the proposed scheme is 
suitable for practical use in the secure transmission of confidential information over 
the Internet. 
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Abstract. Based on the market characters of jet fuel companies, the paper 
proposes an evaluation index system of jet fuel company customer satisfaction 
from five dimensions as time, business, security, fee and service. And a 
multi-level fuzzy evaluation model composing with the analytic hierarchy 
process approach and fuzzy evaluation approach is given. Finally a case of one 
jet fuel company customer satisfaction evaluation is studied and the evaluation 
results response the feelings of the jet fuel company customers, which shows the 
fuzzy evaluation model is effective and efficient. 

Keywords: Jet fuel supply; Customer satisfaction; Fuzzy evaluation; Analytic 
hierarchy process. 

1   Introduction 

In the customer-oriented environment of jet fuel market competition, customer 
satisfaction gradually affects the survival and development of jet fuel companies. Thus 
increasing customer satisfaction has become the hot topic in the academic and business. 
In this situation, how to establish a scientific and reasonable customer satisfaction 
evaluation index system to evaluate customers’ satisfaction must be an important issue 
in jet fuel business. 

In recent years, business customer satisfaction in different fields, different 
applications, different ways and different types are studied and some researches are 
achieved. From the cost, facilities, business and service, Li Xiaobin evaluates the 
customer satisfaction and analysis on the basic theory. He proposes a freight service 
customer satisfaction evaluation system and a random sample of the freight customer 
satisfaction survey [1]. Lee Diansheng studies the port-logistics business customer 
satisfaction and theoretical models. He builds a customer satisfaction index system and 
analyzes the customer satisfaction survey results with the score and weight analysis 
approach [2]. Wu Rongzhen proposes the public transport services and a public 
transport services passenger satisfaction evaluation index system is given based on 
fuzzy comprehensive evaluation model [3]. Zhou Jianheng analyzes the customer 
satisfaction factors of third-party logistics based on the integrated performance 
indicator by a fuzzy evaluation method [4]. Wang Ying applies customer satisfaction 
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theory to combine the characteristics of the retail business and gives a customer 
satisfaction evaluation index system of a retail business model and conducts an 
empirical study of Wal-Mart supermarket [5]. 

However, those studies take less attention on the current literature of jet fuel 
companies to evaluate their customers’ satisfaction. In this paper, the jet fuel company 
filling operations are studied and customer satisfies evaluation index system is 
established, which combines with the fuzzy analysis and evaluation methods. A case of 
jet fuel company customer satisfaction evaluation is given finally. 

2   Evaluation Index System Analyses 

2.1   The Principles of Evaluation Index System 

Jet fuel company customer satisfaction evaluation index system can enhance the 
customer satisfaction of the jet fuel companies. To fully reflect the status of customer 
satisfies and operational characteristics of jet fuel filling factors, we must format a 
hierarchical and comprehensive evaluation index system. Several basic principles of 
establishing customer satisfaction index system that should be obeyed are shown as 
follows: 

Guidance Quality. Because the view of customer satisfaction is used to design 
evaluation index system, selecting clients is the most critical step. 

Measurability. For customer satisfaction need be quantized, it must be possible for 
statistical calculation, evaluation and analysis. To get the subjective indexes, a simple 
and effective quantitative method should be used. 

Practicability. Since the correlation of indexes is small, the evaluation model should 
be simple and practical. 

Dynamics. As customer expectations and needs always change in the market, customer 
expectations should keep adjusting dynamically in real time. 

2.2   Index System  

In accordance with the principles of the index system, we consider the filling operations 
characteristics of jet fuel companies, the analysis of relevant documents, interviews and 
questionnaires of the airline. A jet fuel company customer satisfaction evaluation index 
system based on the five dimensions as time, business, security, fee and service, is 
shown in Table 1.  

The goal of customer satisfaction evaluation index system is marked as A. And the 
primary level indexes are listed as time (B1), business (B2), security (B3), fee (B4) and 
service (B5). The second level indexes are marked with Cij such as Wait time(C11), 
Filling time(C12), Appointment time(C13), Time flexible(C14), Filling quantity 
flexibility(C21), Filling quantity accuracy(C22), Filling process rationality(C23), Filling 
facilities advancement(C24), Safety awareness(C31), Safeguard steps (C32), Emergency 
treatment(C33), Level of fees(C41), Fee structure(C42), Service awareness(C51), Service 
attitude(C52), Complaints handling(C53).  
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3   Fuzzy Evaluation Model 

3.1   Weights of Evaluated Indexes 

During the evaluation process of jet fuel company customer satisfaction, the influence 
of each index is different. The scientific rationality installing of index weight will 
directly impact the final evaluation results. The paper uses AHP approach to decide the 
weight of indexes. The steps are as follow: (1) Build hierarchical level structure model; 
(2) Construct decided matrix; (3) get the max feature values and vectors of matrix; (4) 
consistency check the evaluation matrix, if the estimation consistency of each matrix 
element is so bad, the estimation should be done again until the elements are 
consistency. Then the feature vector can be used as the weight vector of indexes. 

Assume the index level B has m primary level indexes. The next level C which 
composes index Bi has ni second level indexes. The weight vector of index level B is 
marked as WA = (w1, w2,…,wm), the weight vector of the next level index which Bi 
belongs is marked as WBi= (wi1, wi2,…,wini). 

There are two kinds of weight vectors as standardized weight vectors (Eq.1) and 
normalized weight vectors (Eq.2).  

 1=∑
i

iw  (1) 

1=∨ i
i

w  (2) 

3.2   Evaluation Remark Set and Results Analyses 

According the feature of jet fuel company customer satisfaction evaluation, the 
evaluation index level can be divided into four levels as very satisfied, satisfied, general 
and not satisfied. 

V={V1,V2,V3,V4},Where, V1, V2, V3, V4 means different evaluation level for each 
index, respectively.  

Evaluation Matrix. The ith primary level evaluation matrix Ri is shown as Eq.3. Where 
rijk is the grade of membership for the kth remark of the index Cij. There are four 
evaluation levels in this paper, so e is 4. The evaluation matrix is as Eq.4. 
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There are two evaluation matrixes as standardized matrix (Eq. 5) and normalized 
matrix (Eq.6): 
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Evaluation Vector. For the two levels fuzzy evaluation, the main steps are as below: 

The evaluation vector of the second level indexes is shown in Eq.7. 

),,...,,( 21 ieiiiBii bbbRWB ==    mi ,...,2,1=  (7) 

Where  is the comprehensive evaluation composite operator. There are three types’ 
composite operators as follow: 

),( ∨∧M , the single factor determine type is Eq.8. 
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),( ∨⋅M , the main factor determine type is Eq.9. 
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),( +⋅M , the weighted average type is Eq.10.  
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(10) 

Bi compose the evaluation matrix B.  After evaluating the primary level indexes, the 
total evaluated vector A is Eq.11.     

),...,,( 21 eA aaaBWA ==  (11) 

According with the principle of maximum membership, the evaluation level of jet fuel 
company customer satisfaction can also be decided from the evaluation vector’s single 
value handling, which is to calculate the evaluation value V of the object and evaluate 
the customer satisfaction with V. 

4   Case Study 

One south jet fuel company designed customer satisfies questionnaires to survey the 
customer satisfaction for the company. The paper uses the return back questionnaires to 
fuzzy evaluate the customer satisfaction. The fuzzy evaluation steps are as below. 

Get the indexes weights. With the AHP approach, each level indexes weights of jet 
fuel company customer satisfaction evaluation index system are decided and the results 
are shown in Table 1. 
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Table 1. Standardized Weights and Normalized Weights 

Primary 
index 

Standardized 
weight 

Normalized 
weight 

Second 
index 

Standardized 
weight 

Normalized 
weight 

C11 0.488 1.000 
C12 0.141 0.289 
C13 0.185 0.380 

B1 0.303 1.000 

C14 0.185 0.380 
C21 0.427 1.000 
C22 0.229 0.537 
C23 0.207 0.485 

B2 0.112 0.370 

C24 0.136 0.319 
C31 0.163 0.303 
C32 0.540 1.000 

B3 0.279 0.922 

C33 0.297 0.550 
C41 0.667 1.000 B4 0.122 0.401 
C42 0.333 0.500 
C51 0.169 0.382 

C52 0.387 0.874 

B5 0.184 0.608 

C53 0.443 1.000 

 
Get the evaluating result. The jet fuel company evaluates its service satisfaction by 
customers’ voting. The evaluating results are shown in Table 2. In Table 2, VS means 
very satisfied, NS means not satisfied. 

Table 2. Evaluating results 

Index VS Satisfied General NS Index VS Satisfied General NS 

C11 7 9 4 0 C 31 8 6 5 1 
C12 8 7 3 2 C 32 6 7 6 1 
C 13 6 10 2 2 C 33 7 9 4 0 
C 14 8 9 3 0 C 41 5 8 5 2 
C 21 6 9 3 2 C 42 7 8 3 2 
C 22 5 9 5 1 C 51 6 8 5 1 
C 23 9 6 4 1 C 52 6 8 5 1 
C 24 5 10 4 1 C 53 7 9 2 2 

 
Construct the second level evaluation matrix Ri and evaluate the second level. Use 
the three composite operators to evaluate respectively. When evaluating with 
composite operators ),( ∨∧M  and ),( ∨⋅M , weight vector and evaluation matrix need 

normalized format. When evaluating with composite operator ),( +⋅M , weight vector 

and evaluation matrix need standardized format. 

Evaluate the primary level. The evaluating results are shown in Table 3 by evaluating 
with three composite operators. 
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Evaluating result analyses. According the principle of maximum membership, the 
results of three composite operators’ evaluation are consistency. The evaluating level 
of the jet fuel company customer satisfaction is satisfied. 

Table 3. Evaluating Results of Three Composed Operators 

Composed operator Very satisfied Satisfied General Not satisfied 

),( ∨∧M  0.857 1.000 0.857 0.250 
),( ∨⋅M  0.790 1.000 0.790 0.135 

),( +⋅M  0.329 0.412 0.205 0.053 

5   Conclusions 

For the jet fuel supply market, achieving the customs greatest satisfaction is the most 
important condition for jet fuel companies to have success in market compete. The 
paper builds the jet fuel company customer satisfaction evaluation index system and 
gives the fuzzy evaluation model. One jet fuel company customer satisfaction is 
evaluated with the model and the satisfaction result has been found. The evaluating 
result of the case shows that this method has great function, which is simple and easy to 
operate and the evaluating result has higher reliable. 
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Abstract. The BDAR of weapons is an emphasis research in military domain. 
But the BDAR research for support equipment, which is the foundation of 
BDAR, is ignored. Thus, this paper studies of the BDAR of ATS that can test 
certain kind of missile. Firstly, this paper expatiates on the methods and steps that 
design the ATS with BDAR function. Then, this paper puts forward the idea that 
using Evolvable Hardware to design the ATS in order to satisfy its Combat 
Resilience which is based on the thought of reconfiguration. At last, this paper 
uses HLA to simulate the entire repair process when ATS is damaged in 
battlefield, validating the design of reconfigurable ATS is reasonable or not. 

Keywords: BDAR, ATS, Combat Resilience, EHW, HLA. 

1   Introduction 

Battlefield Damage Assessment and Repair (BDAR) is a series of expedient actions to 
return the disabled weapons to a mission-capable or limited mission-capable 
condition by using emergency diagnosis and repair techniques on the battlefield. 
BDAR is appeared at the Fourth Middle East War in 1973 for the first time. Later, 
BDAR has been researched comprehensively by several countries and used in many 
local battles [1]. Nowadays, the emphasis of BDAR research is to study how to 
diagnose and repair the disabled weapons using uninjured support equipments. 
However, it is unrealistic to only study the weapons, because the support equipments 
are also easily damaged in the real war. That is out of question to rush to repair the 
weapons if having no uninjured support equipments. It is highly necessary to study 
the BDAR of support equipments, which is the foundation of repairing the damaged 
weapons. As a result, the emphasis of this paper is to study the BDAR of an auto-test 
system (ATS), which is used to test some kinds of missiles in an emergency. 

2   Steps of the BDAR for ATS 

At the wartime, it is not allowed to put up the missiles on the fighter-plane before the 
missiles are tested. The performance is bad or good of ATS will influence the battle 
effectiveness of missiles directly, which will affect the results of the war finally. 
Thus, when the ATS is damaged on the battlefield, it must be rushed to repair. The 
flow of the BDAR toward ATS is shown as Fig. 1: 
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Fig. 1. Flow Chart of the BDAR toward ATS 

2.1   ATS Damage Location Analysis (ATSDL) 

It must has two preconditions before doing ATS Damage Location Analysis, that is:  

① to establish the ATS Basic Function Items (ATSBFI); ② to found the ATS 

Damage Tree (ATSDT). 
ATS Basic Function Items (ATSBFI）is the indispensable item when ATS is testing 

the missiles. If the ATSBFI is damaged, it will result in the test mission failure. All 
kinds of spare items and redundant systems do not belong to BFI.  

ATS Damage Tree (ATSDT）is to make a certain system-level damage event (e.g. 
ATS cannot boot-strap) as a start (that is top event), and then find out all the BFI (the 
every reasons why ATS cannot boot-strap) which result in this event according to the 
damage phenomena. After that, doing analysis step by step until make sure the final 
cause (they are bottom events) that conduce to system-level damage and can be 
rushed to repair. ATSDT of certain damage is shown as Fig. 2: 

 

Fig. 2. ATSDT of certain damage 

2.2   ATS Damage Grade Assessment (ATSDGA) [2] 

Compared with the standard maintenance procedures, the most prominent factor of 
BDAR procedures is the time limits. So the grade of ATS damage must be defined by 
the emergency time of BDAR ( BDART ). 

resourceforcerepairlocationBDAR TTTTT +++=               (1) 
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In the Expressions (1): 

BDART : The time of BDAR for ATS. locationT : The time of damage location for 

ATS. forceT : The time of determining repair force (that is who can do the repair) and 

the force arriving according to the damage situation of ATS. resourceT : The time of 

determining repair resource and the resource arriving according to the damage 

situation of ATS. repairT : The estimated time of repair the damage. 

The relationship between ATSDGA and BDART  is shown as Table 1: 

Table 1. The Relationship between ATSDGA and BDART  

ATS Damage Grade The Range of BDART  
Slight Damage 0～2h 

Secondary Damage 2～24h 
Serious Damage 24～96h 

Obsolescence ＞96h 

 

forceT , resourceT  and repairT  are separately determined by repair force, repair 

resource and estimated time of repair. 
① The Setup of Repair Force in Wartime   
The setup of repair force under combat situations is the determinant of Damage 

Grade Assessment (DGA) and the foundation of BDAR is shown as Fig. 3: 

 

Fig. 3. The Setup of Repair Force in Wartime 

Equipment Using Team (EUT, which is composed of crew who operate the ATS) 
will rush to repair the ATS when it is damaged. If damage exceeds EUT repair 
capacity, Maintenance Unit (MU, which consists of organizational mechanics who 
may be trained in assessing battle damage and field repair procedures) is called. 
Maintenance Support Unit (MSU, which consists of direct support/general support 
mechanics and technical specialists who are trained in assessing battle damage in 
addition to their specialty) is called when ATS damage exceeds MU repair capacity. 
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If MSU still could not repair it, ATS will be sent to the Forward Repair Branch, and 
the Rear Repair Depot provides the top-level maintenance.  

② The Configuration of Repair Resource in Wartime 
The repair resource of ATS consists of Battlefield damage repair kits (including 

essential test tools, equipments, spare parts, components and materials available) and 
BDAR manual. The configuration of repair resource is the source of resource that 
repairs disabled ATS.  

③ The estimate of repair time 
The estimated time of ATS repair is determined by the repair time (the time of 

renewing the ATSBFI) of every damaged component. 

3   Design for the Combat Resilience of ATS——Reconfiguration 

BDAR is an important factor to keep and renew battle effectiveness, and conquer the 
enemy finally. But it is impossible for unit, maintenance and operation crew to 
determine the ability of equipment, which can or cannot be repaired, easy or difficult 
to emergency repair. This ability, which is called Combat Resilience (CR), is a kind 
of design characteristic [3].  

This paper adopts the concept of configuration to design the CR of ATS, that is to 
say, to design the configurable ATS. The realization base of configuration is to 
determine the Configurable Units (CU), which is the smallest unit and element for the 
CR of ATS. CU should make one card realize different types of equipments’ 
functions through configuration just as the Ai7 series of Teradyne and also should 
combine different modules into different equipment just as the SI of Agilent. So we 
can use the Evolvable Hardware (EHW) to design the configurable ATS. 

The hardware framework of configurable ATS is shown as Fig. 4. It has two parts: 
Reconfigurable Auto-Test Equipment (RATE) and Reconfigurable Test Unit Adapter 
(RTUA). 

 

Fig. 4. The Hardware Framework of Configurable ATS 

RTAE consists of configurable switch system, configurable test equipments and 
programmable AC/DC power. RTUA consists of control module, self-test module, 
power surveillance module, signal adjusting module and spare module. All of these 
modules are designed for EHW. Evolvable hardware block diagram based CU is 
shown as Fig. 5. 
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Fig. 5. Evolvable Hardware Block Diagram Based CU 

Configurable Unit, which is the smallest unit and element for the CR of ATS, 
consists of FPGA and FPTA. FPGA realizes the evolvable design of digital circuits in 
ATS. This paper adopts the Visual Configurable Circuits to realize the inner 
configuration of evolvement aim circuit in order to achieving the chromosome coding 
of FPGA effectively, predigesting complexity of evolvement aim circuit and reducing 
the compute cost. [4][5]. FPTA realizes the evolvable design of analog circuits in 
ATS. It is a programmable transistor array and can realize the configuration in 
transistor-level, so it can produce many kinds of analog circuits (such as gate circuit, 
amplifier circuit, AD conversion circuit and filter circuit, etc.) [6][7].  

4   Do Simulation for Reconfigurable ATS Using HLA 

The reconfigurable ATS with BDAR function has complex structure, so its design and 
production is very difficulty. This paper adopts simulation technology to validate the 
design feasibility of reconfigurable ATS in order to reduce cost and improve 
production efficiency. HLA (High Level Architecture), which is advanced firstly by 
DOD at 1995, is a universal framework of creating computer simulation system. The 
aim of HLA is to improve the percentage of cost and efficiency when building the 
simulation system through increasing the co-operation capability of simulation 
application and the reconfiguration capability of simulation resource [8]. This paper 
uses HLA to simulate the entire repair process when ATS is damaged in battlefield, 
thus to validate the design of reconfigurable ATS is reasonable or not. The 
construction of reconfigurable ATS simulation system using HLA is shown as Fig. 6: 

 

Fig. 6. Reconfigurable ATS Simulation System 
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5   Conclusion 

This paper studies the BDAR of support equipment for the first time and expatiates on 
the contents and methods that research the ATS with BDAR function including: ①
Steps that design the ATS with BDAR function. ② Based on the concept of 
reconfiguration, this paper puts forward the idea that using Evolvable Hardware to 
design the ATS in order to satisfy its Combat Resilience. ③ Use HLA to simulate the 
entire repair process when ATS is damaged in battlefield, thus validate the design of 
reconfigurable ATS is reasonable or not. 
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Abstract. The implementation of the e-voting becomes more substantial with 
the rapid increase of e-government development. The recent growth in 
communications and cryptographic techniques facilitate the implementation of 
e-voting. Many countries introduced e-voting systems; unfortunately most of 
these systems are not fully functional. In this paper we will present an e-voting 
scheme that covers most of the e-voting requirements, smart card and biometric 
recognition technology were implemented to guarantee voter’s privacy and 
authentication. 

Keywords: E-Voting, E-Democracy, E-Token, Biometric Recognition. 

1   Introduction 

Election is the process that gives the citizens the rights to select candidates to 
represent them in a democratic pattern. Election deals with the democracy and 
freewill of citizens, for this reason voting process considered to be very critical and 
sensitive process, therefore election implementation must serve many requirements in 
order to deliver a trustworthy election. These requirements can be defined as user 
conventions requirements and delivery of secure voting process requirements [1-2]. 

Due to the fast development of network technology the world is going toward the 
use and implementation of the e-technology in every aspect in our life including  
e-governments. E-voting becomes one of these technologies. E-voting refers to the 
use of hardware and software to establish an electronic system, useful in voting 
process, by generating an electronic ballot that replaces the paper ballot [9].  E-voting 
was introduced by e-governments especially in Europe in order to serve voting 
convention by providing remote system so the voter can cast his/her vote whenever 
and wherever he/she can. These systems will increase voter’s participation and will 
fast up the votes counting. 

Introducing remote voting technique over the internet (e-voting) will serve voter’s 
convention. The main idea of this technology is to speed up the ballot counting and 
increase voters’ participation by providing remote voting process.  

In this paper we introduce a secure e-voting system. Our system will try to meet both 
voter’s convention requirements and voting security requirements. It will also try to add 
privacy to authentication by implementing biometric recognition techniques [3]. 

The structure of the paper is as follows, the next section discuss briefly e-voting 
schemes to show strength and weakness. Section 3 provides a general description of 
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our scheme. Section 4 discusses the scenario of internal and external interactions 
between the components of our scheme. Section 5 discusses the implementation 
issues of the scheme. Finally conclusion and future work are included in section 6. 

2   Motivation  

Motivation behind building new e-voting system is to establish a system that fulfills 
all or most of the main ideal e-voting properties by looking through all these 
properties and try to satisfy them during the development of e voting system. e-voting 
systems deals with the freewill of people, something that many nations fought for it, 
this make building e-voting system a critical job. Some researchers suggested more 
complicated requirements but we will focus here on the main requirements. These 
requirements are: 

• Privacy: It is the inability to link a voter to a vote. Voter privacy must be 
preserved during the election as well as after the election for a long time. 

• Eligibility: Only eligible voters participate in the election. They should register 
before the Election Day and only registered eligible voters can cast votes. 

• Uniqueness: Only one vote for a voter should be counted. It is important to notice 
that uniqueness does not mean un-reusability, where voters should not vote more 
than once. 

• Uncoercibility: Any coercer, even authorities, should not be able to extract the 
value of the vote and should not be able to coerce a voter to cast his vote in a 
particular way. Voter must be able to vote freely. 

• Receipt-freeness: It is the inability to know what the vote is. Voters must neither 
be able to obtain nor construct a receipt which can prove the content of their vote 
to a third party both during the election and after the election ends. This is to 
prevent vote buying or selling. 

• Fairness: No partial tally is revealed before the end of the voting period to ensure 
that all candidates are given a fair decision. Even the counter authority should not 
be able to have any idea about the results. 

• Transparency: The whole voting process must be transparent. Bulletin boards 
may be used to publicize the election process. The security and reliability of the 
system must not rely on the secrecy of the network which cannot be guaranteed. 

• Accuracy: All cast votes should be counted. Any vote cannot be altered, deleted, 
invalidated or copied. Any attack on the votes should be detected. Uniqueness 
should also be satisfied for accuracy. 

• Robustness: Any number of parties or authorities cannot disrupt or influence the 
election and final tally. To have confidence in the election results, robustness 
should be assured. However, there are numerous ways for corruption. For 
example; registration authorities may cheat by allowing ineligible voters to 
register; ineligible voters may register under the name of someone else; ballot 
boxes, ballots and vote counting machines may be compromised. 

• Mobility: a system is mobile if there are no restrictions (other than logical ones) 
on the location from which the voter can cast. 
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Our prototype will try to focus on solving security requirement such as integrity, 
authentication, confidentiality and verifiability by implementing some protocols that 
guarantee a more secure and stable e-voting system. 

3   Existing and Potential Solutions 

In Europe the interest in implementing and developing an internet voting system 
increased in the last few years with the growing interest on e-governments and it’s 
rule in e-democracy. Most of the European countries still in the studying stage of 
implementing e-voting, few countries implemented the remote voting system, for 
example in the Netherlands in 2004 in the European Parliamentary elections. In Spain 
the Generalitat de Catalunya (the government of the autonomous region of Catalonia 
located in the north-east of Spain) organized its own remote electronic voting pilot 
that was run in parallel to the 2003 Elections to the Parliament of Catalonia [GC03]. 
In Great Britain, remote electronic voting systems were used in the local elections of 
30 municipalities. The target group consisted of the citizens who have the right to 
vote and are resident abroad and electors resident in there countries but are 
temporarily abroad on the Election Day. In 2003 the United States of America, had 
many attempts to use e-voting systems. The Voting over the Internet (VOI) project 
was used in the general elections of 2000 in four states. The Internet votes were 
legally accepted, but their amount was small (84 votes) [11]. Another e-voting project 
named Secure Electronic Registration and Voting Experiment (SERVE) was 
developed for primary and general elections in 2004 in the United States of America. 
The eligible voters of SERVE were mainly overseas voters and military personnel. In 
Estonia e-voting system was applied first time in the municipal elections in 2005. The 
second implementation was in 2007 in Parliamentary elections. There were 5.4 per 
cent of e-votes among all votes. 

This paper will focus on (SERVE) e-voting system implemented by United States 
and the Estonian e-voting system. We will try to analysis these two systems and 
compare it to our suggested system. 

In the last few years a numerous numbers of researches proposed different e-voting 
systems and many countries implanted these systems. However, this number of  
e-voting systems can be categorized into three main categories [4].the first category is 
based on blind signature technique [5] [6]. The second category is based on mixed 
nets [7]. The last category is based on homomorphic signature properties [8]. In 
general all of the above mentioned systems were designed in a way that the voter 
can’t be linked to his/her vote. Our system is categorized under the “blind signature” 
based systems, that the system will be designed to serve anonymity of the voter and it 
will add the biometric recognition to add privacy to authentication. 

4   E-Voting System Component 

Our prototype contains several components that interact together in the e-voting three 
stages (registration phase, voting phase and tallying phase) to deliver a robust  
e-voting system. In this section we will define the components and the security tools 
used to build our e-voting system architecture. 
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4.1   E-Voting Servers 

Our prototype will require implementing few application servers that will run in 
committee’s location. According to the design each stage will require a set of servers 
to run.  

• Registration server (RS): It is responsible for monitoring and controlling the 
first stage of the election process. Registration server has many duties to perform; 
it register only eligible voters to participate in the elections by applying a set of 
rules provided by the election authority. The voting server implements its duties 
by issuing a voting certificate to the voters, which allow its holder to cast his/her 
vote. 

• Privacy server (PS): Is responsible to provide anonymity identify to the voter, 
this process is consider the most important process so that the voter can’t be 
linked to its vote. The privacy server implements its duty by first confirming the 
voter’s certificate, then verifying the generated anonymous identity generated by 
the voter. 

• Voting server (VS): It is responsible for receiving and recording voter’s votes. It 
implements it by accepting voter’s anonymous identity and authenticates it, after 
authentication it records the votes and sends it to the votes counting server. 

• Tallying server (TS): It is responsible of counting the votes to be tallied then to 
the public. 

• Certificate authority (CA): It is responsible to confirm the person’s identification 
data received by the registration server in the registration and identification stage 
and to provide personal information about the voter where the registration server 
can use this information to take a decision about the state of the voter is he/she is 
eligible or not. 

4.2   Security Mechanism of E-Voting 

Different Security components are applied to the system. The following components 
are used in our system implementation.  

 

• Digital certificate: Are used to maintain authentication. 

• Public key infrastructure technique: PKI will be used to support the usage of 
digital certificate where each voter will be required to generate private and public 
key to use in voting process. Also PKI will be used to maintain part of the voter’s 
privacy when generating the unique identity used in voting. The unique identity is 
used to make linking the voter to the vote impossible. 

• Hashing technique: Is used with existing PKI to maintain accuracy and non 
duplication. Accuracy is maintained in the voting phase. The hash of the voter’s 
UID and choice of candidate is added to its encryption using the committee’s 
public key. When the committee’s receives the total message, it decrypts the 
original message and compares its hash to the hash received to make sure that no 
alteration has been made to the vote. Non duplication is achieved through the 
existence of a unique identity for every voter that can be linked to the voter. The 
unique identity is the hash of the encryption of the committee’s digital signature 
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using the voter’s public key. The generated unique identity is stored with the 
voter’s choice of candidates to prevent duplication of votes. 

• Blind signature technique: The privacy requirement in this scheme is based on 
using PKI with blind signature to insure complete prevention to link a vote to the 
voter. Blind signature is used to sign the unique identity of the voter without 
revealing it. Since blind signature can be implemented using public key signing 
algorithm. 

• Biometric smart token: Biometric Smart Token in EVSE system and we will use 
the finger print as a template, to verify the voter in the elections with the Match-
On-Card technology the fingerprint is verified inside the secure environment of 
the Smart token. In this case the fingerprint template stored on the Smart token 
cannot be extracted. It can only be used internally by the Smart Card itself. 
Signing contracts or documents is only one application where the biometric 
verification in Smart token can be used. 

5   E-Voting System Architecture 

Different components are interacting together to provide a secure modern e-voting 
system that satisfy the needs of public and democracy. Figure 1 gives an abstract view 
of interaction between different components. The following discuss the scenario of 
the three voting stages the system runs into.  

 

Fig. 1. Abstract View of Scheme Interactions 
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5.1   Registration Phase 

Each citizen has to provide his/her personal e-token which contain the national digital 
certificate (NDC) and his/her fresh sample of biometric identity to the election 
committee to gain his/her voting rights. The citizen inserts his/her e-token and enters 
his/her username and password and his/her live biometric sample to activate the  
e-token. The biometric scanner will convert the biometric sample into biometric 
template (biometric in a binary form). 

1. The biometric template is bound with a voter public key (public key of voter’s 
digital certificate stored in e-token) and the result will be send to the 
registration server. 

2. The registration server will unbind the received message then it will 
authenticate the voter who wants to register by using challenge response 
message (if the voter fails to pass the message or his/her keys was not found in 
the ineligible list the registration session will be terminated. Otherwise, the 
session will continue). 

3. The registration server checks the received public key and biometric hash key 
in the ineligible list, and already registered list. If he/she is already registered 
the registration server will send him/her the election certificate and end the 
registration. If not found, then request the voters credentials from certificate 
authority (CA) to be sure the citizen is eligible. 

4. The certificate authority will reply with voter’s credentials. 

5. The registration server checks the uniqueness of the received public key and 
biometric template. The registration server creates a voting digital certificate 
containing all required information and the digital signature. The registration 
server updates the registered voters database. 

6. The registration server then sends the voter’s certificate (certificate serial 
number, unique pair of public/private keys, digital stamp of current election, 
and the public key of election committee. 

7. The new voter’s certificates are uploaded to the citizen e-token. The e-token 
validates the received voting digital certificate and digital stamp and then 
securely stores it. 

5.2   Voting Phase 

After registration phase ends, the citizens who become registered voters are ready to 
cast their votes. Currently, each voter has a valid voting digital certificate (VDC) that 
grants him/her the right to cast his/her vote in the current election. The advantage of 
the proposed scheme is that, in addition to casting votes, the system gives the voter 
the ability of using anonymous identity while voting, so that no one can trace the 
citizen’s real identity based on the vote he/she cast. On the other hand, while  
the system supports anonymous voting, the system also will be always sure that the 
anonymous voter is eligible to cast his/her vote, and he/she can cast it according to the 
rules and settings of the current election. The scenario for obtaining anonymous 
identity and casting votes is as follows: 
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1. The voter generate a unique identification number using some data stored in 
the voter’s e-token, the process of generating the unique identification 
number is by encrypting the digital stamp of election committee with the 
voter’s biometric template and hash the result using one way hash function. 

2. The voter blinds the UID with his/her blind signature and signs the output 
with the stored private key of VDC. 

3. The voter encrypts the result of previous step by public key of election 
committee and then sends the result to the anonymous identity server (AIS) 
(election certificate is used to authenticate the voter to AIS server). 

4. The AIS decrypt the message using private key of election committee and 
blindly signs the blinded UID using the committee’s private key. 

5. The AIS then encrypts the signed UID by VDC public key. 

6. The AIS sends the signed UID to the e-token and recorded voter as 
authenticated so that the voter can’t request another blind signature. 

7. The e-token decrypts the message using voter’s private key, unbinds the 
signed UID, verify it, and store it. 

8. The voter now can connect to voting server and authenticate him/her self 
using his/her anonymous ID and voting certificate. 

9. The voting server verify that the user is eligible, if the voter is eligible then 
The voter make his/her voting choice, and sends the signed unique 
anonymous identity and the choice of candidate to the voting server. 

10. The committees voting server insures that the signed unique anonymous 
identity is not found in the voting database, then records the received signed 
unique anonymous identity and choice of candidates in the voting database. 

11. The committees voting server sends an acknowledgment to the voter that 
his/her vote was successfully recorded. 

5.3   Tallying Phase  

At the end of the voting phase; the next and final phase begins, which is the tallying 
phase. In the counting phase, the votes stored in the centralized database in the 
committee’s voting server are counted, and the results are to be announced to the 
public. 

6   Scheme Implementation Issues 

The current Implementation of our proposed secure e-voting scheme is implemented 
using the following algorithms for symmetric key encryption, Advanced Encryption 
Standard (AES) with 128 bit key size and a modified version of AES for smart card 
[10], the RSA [11] for digital signature purpose, MD5 as a hash function, and D. 
Chaum blind signature algorithm [12]. The time performance of the system was out of 
the scope of our research. Finally the proposed e-voting system does not cover bribe 
and coercion problems [13]. 
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7   Conclusion 

E-voting technology is important to e-government to form the electronic democracy.  
E-democracy become a concern for the developed countries especially in Europe and 
America to establish firm bonding with the people, this will increase the trust in the 
governments. Building a trustworthy e-voting system requires to satisfy at least four 
main requirements for a successful e-voting system, which are; security, privacy, 
accuracy, and mobility. Also consider to build a well structured system that functions 
in high performance that can serve any number of voters. In this paper we proposed 
an e-voting remote system that we believe it serve the e-voting successful 
requirements. Providing secure, anonymous, mobile system that also implements the 
biometric recognition technique that provides the best way to serve authentication and 
privacy. Our system requires further work to be done in the future. It can be 
summarized in three phases. The first phase will be completing the security suite of 
our e-voting to include different algorithms and protocols that should make the 
system more flexible. The second phase will be a modification to our system to 
provide an accepted solution to bribe and coercion problems. The last phase will be a 
real time and practical testing outside the lab for the release version of our secure  
e-voting system to report the performance and the reliability of the system. 
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Abstract. A new method for solving numerical integration based on artificial 
glowworm swarm optimization algorithm is presented. The method can not 
only compute usual definite integral for any functions, but also compute 
singular integral and oscillatory integral. The simulation results show that the 
proposed algorithm for solving numerical integration has higher precision.  
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1   Introduction 

Solving numerical integration is one of the common problems in scientific 
calculations and engineering technology field, such as the PID involving integral 
calculation. So far, people have made a lot of researches to solve numerical 
integration using theoretical and computational methods. There are some traditional 
methods such as Newton method, Gauss method, Romberg method, and Simpson’s 
method, etc [1]. At present, some scholars calculate the numerical integration with 
evolutionary strategy, particle swarm algorithm and neural network algorithm [3-5], 
[9]. However, if the antiderivative is not easy to obtain or the integrand can not find 
antiderivative, we would not gain integral value with the traditional methods. 

A new method for solving numerical integration based on artificial glowworm 
swarm optimization (GSO) algorithm is presented, and the basic idea of the algorithm 
is that generate some point randomly in the integral interval, regard each point as an 
artificial glowworm, optimize the points according to the moving principle of 
artificial glowworms and get more precise integration values. The method can not 
only compute usual definite integral for any functions, but also compute singular 
integral and oscillatory integral. 

2   Glowworm Swarm Optimization (GSO) Algorithm 

Glowworm swarm optimization (GSO) algorithm is proposed in 2005[4]. The GSO 
algorithm was applied to multimodal optimization, noise issues, theoretical 
foundations, signal source locatisation, addressing the problem of sensing hazards and 
pursuiting of multiple mobile signal sources problems. And the basic principle of the 
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GSO algorithm is as follows: Luciferin induces glowworm to glow to attract mates or 
prey. The brighter the glow more is the attraction, meanwhile the higher of the 
luciferin, then glowworm moves towards the position having hight luciferin. The 
luciferin value is corresponding to the fitness function value, so glowworm looks for 
the position having highest luciferin value to determine the optimal value of the 
fitness function in dynamic decision domains. 

A set of N  glowworms are randomly deployed in a m -dimensional workspace. 
According to the similarity of luciferin value, divide the swarm into nei  neighbors 
and each glowworn i  selects a neighbour j  with a probability ijP  and moves toward 

it within its decision domains range dR ( s
i
d RR <<0 ), where sR  is a circular sensor 

range of glowworm i . The position of glowworm i  is ix ( , 1,2, ,m
ix R i N∈ = ), 

which is a potential solution. Put ix  into the objective function and gain the fitness 

function value )( ixJ and luciferin value il . Estimate the solution with luciferin value. 

The algorithm can gain the optimal value of functions. The equations that modeled 
the luciferin-update, probability distribution used to select a neighbour, movement 
update and local-decision range update are given below: 

)))}((*)1(*)1(,0max{()( txJtltl iii γρ +−−=                     (1) 

∑ ∈

=
)(

)(

)(
)(

tNk k

j
j

i
tl

tl
tP                                              (2) 

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−

−
+=+

)()(

)()(
)()1(

txtx

txtx
stxtx

ij

ij
ii

                         (3) 

)(1
)1(

tD

r
tr

i

si
d ∗+

=+
β

                                     (4) 

Where, )}()();()()(:{)( tltltrtxtxjtN ji
i

diji <<−= is a neighbour 

of glowworm i  consisting of those glowworms that have a relatively higher luciferin 
value and that are located within a dynamic decision domain. If the luciferin value of 
glowworm i  is greater than j ’s and the distance between the glowworm i  and j  is 

less than the dynamic decision domain, divide glowworm j  into the neighbours of 

glowworm i . 
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is the neighbour-density of glowworm i at iteration t and β  is a constant parameter. 

The constant parameter β  affects the rate of change of the neighbourhood range. The 

constant parameter ρ  decides whether algorithm has memory. A value 0=ρ  
renders the algorithm memory less where the luciferin value of each glowworm 
depends only on the fitness value of its current position. However, 1),0(∈ρ  leads to 



 Glowworm Swarm Optimization Algorithm for Solving Numerical Integral 391 

the reflection of the cumulative goodness of the path followed by the glowworms in 
their current luciferin values. The constant parameterγ can scale the function fitness 

values. The value of step-size S influences the range of objective function. 

3   GSO Algorithms for Solving Numerical Integral 

Set objective function ( )f i  as fitness function in the GSO algorithm, the processes 

of artificial GSO algorithm for solving numerical integral are as follows: 

Step 1. Determine the individual expression. The individual in expressions is 
consisted of position X and luciferin value L  of glowworm, each part has D  
components as follows:

1 2( , , , )i i i idX x x x= ,
1 2( , , , )i i i idL l l l= . Where D  is 

the node number of the integral interval. 
1 2( , , , )i i idx x x  is the node of the integral 

interval. 
1 2( , , , )i i idl l l  is the luciferin value related to the node and it is used to 

adjust the change of each node. 

Step 2. Initialize a population. Randomly generate a group containing N  glowworm 

individuals in the search space. Each glowworm individual ( , )i iX L  contains D  
components. 

Step 3. Determine the fitness function. Place the each glowworm individual between 
the left and right endpoints of integral interval. Each glowworm divides the integral 
interval into 1D +  sections and 2D +  nodes. Separately calculate the distance 

jd ( 1, 2, , 1j D= + ) between two adjacent nodes of the 2D +  nodes. Then 

calculate the corresponding function values of the 2D +  nodes and the function 
value of intermediate nodes of the 1D +  sections. Finally, find the corresponding 
function values of left endpoint, middle node and right endpoint of each section. The 

minimum of function is jw  and the maximum is 
jW , where 1,2, , 1j D= + . So 

the fitness of each glowworm individual i  is defined as follows: 
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1
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=

= −∑ , 

The more approximate zero the individual fitness value is, the more excellent the 
individual is. 

Step 4. Judge termination condition. If the condition meets the termination condition, 
the algorithm ends and outputs optimal solutions. Otherwise, turns to step5. 

Step 5. According to the artificial GSO algorithm, update the population and calculate 
the fitness value of new individual. For glowworm i , the update formulas of luciferin 
value and position are below: 
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( ) max{(0, (1 ) * ( 1) * ( ( )))}id id idl t l t J x tρ γ= − − +  
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( ) ( )
jd id

id id

jd id

x t x t
x t x t s

x t x t
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where, 1, 2, , 1d D= + , s  and γ  are nonnegative, (0.2, 0.7)ρ ∈  . 

Step 6. Repeat Step5 until it reaches the termination condition and choose the best 
individual as the result. 

Step 7. End the algorithm. Obtain the integration value by expression 
1

1

D

j j
j

m d
+

=
∑ , and 

1 2 1( , , , )Dm m m +  is the function values related to midpoints of 1D +  sections 

which are divided by left endpoints, optimal individuals and right endpoints of 
integral intervals. 

4   Numerical Experiment Results 

In order to verify the feasibility and validity of the algorithm, code the algorithm in 
Matlab7.0 and calculate examples in references [5], [6]. The swarm size N is fixed to 
15. Set the initial luciferin 50 =l , moving step-length 01.0=step , initial decision 

domains range 30 =R  , circular sensor range 3=sR  and neighbour number is 5=nei , 

)7.0,2.0(∈ρ , )09.0,05.0(∈β  and maximum iterations _max 100iter = . The 

breakpoint 100D = . 
 

Example 1. The reference [8] has calculated the integral values of functions 
12 2(1 )x+ , 2x , 4x , 1 (1 )x+ , sin x  and xe  with trapezoid method and Simpson 

method in the integral interval from 0 to 2. The results of this paper and reference [8] 
are shown in Table 1. 

Table 1. Integral values of corresponding numerical functions 

( )f x 12 2(1 )x+
2x 4x 1 (1 )x+ s in x xe

Accurate
value

2.958 2.667 6.400 1.099 1.416 6.389

Trapezoid
method

3. 326 4. 000 16. 000 1. 333 0. 909 8. 389 

Simpon
method

2. 964 2. 667 6. 667 1. 111 1. 425 6. 421 

GSO 2.8217860
18863031

2.3372386
39056741

5.0798205
10899253

0.991418
31579456

1.41534
921610
7424

5.405118
93671873
1  
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Example 2. Calculate the integral
48 2

0
1 cos xdx+∫ . 

There was some difficulties to calculate the above integral function with Romberg 
method [7], and obtained the result 58.47082 with Composite Simpson’s rule. The 
result is 58.5205 calculated with neural network in reference [5]. The accurate value 
is 58.4704691. Due to the integrand is a periodic function and the cycle is π , 
also 48 1 5 0 .87 61π= + , we can calculate the above integral as follows: 

   

48 0.87612 2 2

0 0 0
1 cos 15 1 cos 1 cosxdx xdx xdx

π
+ = + + +∫ ∫ ∫  

Table 2 shows the results of this paper and references [8], [9]. 

Table 2. Integral values of corresponding numerical functions 

( )f x  Simpson’s Neural 
network 

ES   GSO Accurate 
value 

21 co s x+ 58. 47082 58. 5205 58. 47065 58.460228
087204669 

58.4704691 

 

Example 3. Calculate the singular integral 

2

3

, 0 1

( ) ,1 2

, 2 3
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e x

f x e x

e x

−

−

−

⎧ ≤ <
⎪⎪= ≤ <⎨
⎪

≤ ≤⎪⎩

. 

The best results are 1.5459805 and 1.5467 calculated respectively with ES [9] and 
neural network [3-5]. The accurate value is 1.546036 and the result calculated with 
artificial GSO is 1.532449804351269. Table 3 shows the results of this paper and 
references [8], [9]. 

Table 3. Integral values of corresponding numerical functions 

( )f x  Neural 
network 

ES      GSO Accurate 
value 

, 1,2,3
x

ie i
−

=  
1.5467 1.5459805 1.540285006836290 1.546036 

 

Example 4. Calculate the integral
21

0

xI e dx−= ∫ . 

The antiderivative of the integrand is not elementary function, so we can not calculate 
the integral value with Newton-Leibniz formula. References [7-9] calculated the 
integral values respectively with Rectangle method, Trapezoid method and the 
Simpson method. Table 4 shows the results of this paper and references [8], [9]. 
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Table 4. Integral values of corresponding numerical functions 

( )f x  Rectangle 
method 

Trapezoid 
method 

Simpson 
method 

ES  GSO Accurate 
value 

2xe−
 

0.77782 0.74621 0.74683 0.74683 0.7478901 
03019663 

0.746824 

5   Conclusions 

In this paper, we put forward a new method for solving numerical integration based 
on artificial glowworm swarm optimization algorithm. The simulation examples of 
numerical integration validated the algorithm was effective and enforceable. 
Meanwhile, the algorithm need low requirements for integrand and it can not only 
compute usual definite integral for any functions, but also compute singular integral 
and oscillatory integral.  
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Abstract. Based on the characteristics of routing protocol for wireless sensor 
networks, an energy aware ant colony algorithm (EAACA) for the routing of 
wireless sensor networks is proposed in this paper. When EAACA routing 
protocol chooses the next neighbor node, not only the distance of sink node, but 
also the residual energy of the next node and the path of the average energy are 
taken into account. Theoretical analysis and simulation results show that 
compared with the traditional ACA algorithm for the routing of wireless sensor 
network, EAACA routing protocol balances the energy consumption of nodes 
in the network and extends the network lifetime. 

Keywords: Ant colony algorithm, Energy aware, WSN. 

1   Introduction 

The wireless sensor network (WSN) sends information through the sensor nodes by 
the self-organizing network. In order to establish the reliable links between the sensor 
nodes in the wireless network, the routing protocol is vital. Extensive research results 
have shown that the routing protocol has a direct influence on the performance of 
wireless sensor networks [1][2][3]. 

According to the network architecture of WSN, the routing protocol is divided into 
planar routing protocol and hierarchical routing protocol [2][4]. Hierarchical routing 
protocol has better scalability for large networks. However, the sensor nodes can not 
been deployed rapidly because of the complexity of network topology. In addition, 
the cluster head node undertakes communicating with external nodes, cluster 
scheduling and other important work. So, the quick energy consumption of cluster 
head nods can make the network failure. Compared with the hierarchical routing 
protocol, sensor nodes in planar routing protocol have the characteristics of same 
status, high redundancy, high reliability and network robustness. But, due to lack of 
management schemes nodes with planar routing protocol can not optimize routing 
paths and communication resources. 

Based on the above considerations, this paper makes use of ant colony optimization 
to select the shortest path from the source node to sink node for the effective and fast 
transmission of data in the network. For the nodes of WSN, the energy is limited. So 
taking the energy restriction of wireless sensor node into account, an ant colony 
algorithm based on energy aware EAACA (Energy Aware Ant Colony Algorithm) 
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routing protocol is proposed for wireless sensor networks. When EAACA routing 
protocol chooses the next hop neighbor nodes, the distance to the sink node is 
considered, meanwhile the residual energy of the next hop node and the average energy 
of the path are taken into account. Simulation results show that, EAACA routing 
protocol balances the energy consumption of nodes in the network and extends the 
network lifetime.  

2   Wireless Sensor Network Model for Routing Algorithm 

Compared with the wireless sensor networks model with fixed transmitting power, the 
WSN with adaptive transmitting power is more energy-saving, and can further extend 
the network lifetime[2][4]. 

In the wireless sensor networks with adaptive transmitting power, the wireless 
transmission power of node is exponential decay with increasing distance to the other 
node. Two wireless channel transmission models were proposed in reference [5]. 
When the distance d between the sending node and receiving node is less than a value 
of d0 , the free-space model is use, so the transmission power attenuation factor of 
sending node is d2. Otherwise the multi-path fading model is used, and the 
transmission power attenuation factor is d4. 
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                 ( )RX elecE k kE=                                                (2) 

Communication characteristics and energy consumption models affect the advantages 
and performance of protocol. The wireless transmission and energy consumption 
model defined in the reference [7] is used in this paper. The total energy consumption 
of each communications is defined as equation (3). 

      2 22 (2 )T TX RX elec fs elec fsE E E E k k d k E dε ε= + = × + × × = + ×        (3) 

The transmitting power and receiving power are defined as equation (4) and equation 
(5) respectively. 

                       2
t elec fsP E dε= + ×                                        (4) 
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=                                               (5)  

Where λ is the wavelength. When a node receives signal with transmission power Pt 
and received power Pr, the distance between transmit and receive node is 

                            
4

t

r

P
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P

λ
π

=                                                          (6) 

In EAACA routing protocol, the information of each node includes matrix vector of 
the distance to each neighbor node. So, according to these distance, the node can use 
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dynamic transmission power to send the ant packets to the next hop neighbor node 
with the purpose of using less energy to ensure the entire network connectivity. 

3   Design of EAACA Routing Protocol 

The proposed EAACA protocol includes the route discovery and route maintenance 
process. In the route discovery process, the sensor nodes establish all valid paths to 
the destination node by sending a query packet (forward ant), if the ants find the 
destination node, then the destination node generates a response packet (backward 
ant). The backward ant goes back to the sending node along the reverse path, and 
releases pheromone while it returns. The concentration of pheromone is in inverse 
proportion to the distance to the destination node. Therefore, the stronger 
concentration of the pheromone represents the shorter distance to destination node. 
Once all the paths are set up, the source node begins to release the data packets and 
the packets transmit along the path with the highest pheromone concentration. In 
route maintenance process, the sensor nodes send a certain number of probe packets 
to the destination node periodically to monitor the quality of the existed, meanwhile 
probe new route to the destination node. To reduce the control packet overhead, the 
number of probe packets is restricted by the current concentration of pheromone 
[6][8][9][11]. 

3.1   Pheromone Rule 

At a certain time interval, the source nodes release a certain number of ants 
periodically in the network, all forward ants find all valid paths from the source to the 
destination node, and all the visited node are stored in the ant packet field carried by 
ants. Each node maintains a simple pheromone table in the networks. The pheromone 
table is built the path during searching process. 

Pheromone Enhancement. When the query packet or probe packet gets to the 
destination node, the destination node generates a response packet, and sends it back 
along the reverse path. The response packet in each visited node release a certain 
amount of pheromone △τ. In traditional ACA algorithms, pheromone increment as 
equation (7) [9][10]. 

                     max( )countc HOP hopτΔ = × −                                         (7) 

Where c is the variable parameter, HOPmax represents the maximum allowed number 
of hops for query data packets and probe data packets in the network; hopcount 
represents hops of the packet to the destination node. Therefore, when node receives 
the response packet from the destination node by the nth neighbor node, the node will 
update the pheromone concentration τn,d as equation (8). 

                          , ,(1 )n d n dτ ρ τ τ= − × + Δ                                                 (8) 

Where ρ is the pheromone evaporation coefficient; 1-ρ is the pheromone residue 
factor; the range of ρ is [0, 1]. EAACA not only considers the distance of path, but 
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also considers the energy level of path; so, the pheromone concentration is improved 
as follows: 

               max( )count nc HOP hop EavgτΔ = × − ×                                (9) 

Each node updates pheromone table as equation (10): 

                , ,(1 )n d n d
counthop

ττ ρ τ ω
Δ= − × + ⋅                              (10) 

Where ω is the control factor; hopcount is hops of the current node packet to the 
destination node ( the number of nodes visited by backward ants). 

Pheromone Evaporation. In EAACA algorithm, the pheromone evaporation scheme 
is defined as equation (11), and the range of evaporation rate ρ1 is [0, 1].  ρ1 is used to 
set the speed of pheromone evaporation, the greater value represents the faster 
evaporation of pheromone concentration. 

        , 1 , 1 ,
,

, , 1 ,

_

_ _
n d n d n d

n d
n d n d n d

if default

default if default

τ ρ τ ρ τ
τ

τ τ ρ τ
× × >=⎧

= ⎨ × <=⎩
                   (11) 

The concentration of pheromone can not be reduced to 0 or negative value, so 
equation (11) guarantees pheromone concentration no lower than the τn,d_default, and 
the value of τn,d_default represents the lower limit of the pheromone concentration. 
During the process of searching path to destination node, τn, d_default ensures that 
every neighbor could be the next-hop node. 

Routing Selection. In a certain intermediate node, forward ants choose the next-hop 
neighbor based on the probability. Selecting probability in the traditional ACA 
routing algorithm is defined as formula (12). 
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Where Pn, d is the transfer packets probability of one node to the nth neighbor nodes; 
τn,,d  is the value in the pheromone table; τn, d represents the pheromone concentration 
of the neighbor node n to the destination node d. 

In EAACA routing algorithm, for calculating the packet transfer probability to the 
next hop neighbor, the residual energy of node is considered. So, the improved 
transfer probability is defined as formula (13): 
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Where E= 1/（Einitial-Es）, and Einitial is the initial energy of nodes; Es is the actual 
energy of the nodes; β is the expectation heuristic factor; α and β are importance 
parameters to control pheromone concentration, which represent weights of nodes 
with more residual energy and the shorter path. 

4   Simulation Results and Performance Analysis 

4.1   Simulation Parameters 

WSN nodes are arranged in the area of 200 x 200m2, and wireless transmission 
distance is 40m between nodes. The simulation parameters are shown in Table 1. 

Table 1. Experiment simulation parameters 

Parameters Value 
Node initial energy 2[J] 
Sink number 1 
ε fs 10[pJ/bit/m2] 
Eelec 50[nJ/bit/m] 
EDA 5[nJ] 
MAC layer protocol 802.11 

 
According to the proposed routing protocol based on ant colony algorithm, the 

algorithm parameters are defined as follows: α=1.5; β=1.5; ρ=0.5; ρ1=0.8. 

4.2   Analysis of Simulation Results 

The simulation mainly compares EAACA routing algorithm with the traditional ACA 
routing algorithm in the average residual energy and energy loss ratio of the network 
nodes. 

Average residual energy is the basic standards to measure the merits of routing 
protocol. For 10 sets of different network nodes, the average residual energy of nodes 
after running 200s is shown in Figure 1. It can be seen that the average residual 
energy of nodes in the proposed EAACA is higher than that of the traditional ACA. It 
is due to EAACA routing protocols considered the energy factors when the data 
packets select the next hop node, and they transfer packets according to the 
probability of distance and the weight of energy. Thus, a single node is avoided to  
death early because of excessive energy consumption. The energy consumption of the 
network is saved to extend the network lifetime. 

Energy loss ratio is that the total energy consumption of the network divided by all 
the number of successfully received packets. Energy loss ratio not only reflects the 
energy consumption situation of nodes in the network, but also shows the efficiency 
of receiving data packets successfully by the sink node. when there are 200 nodes in 
WSN, the situation of energy loss ratio with the time changing is shown as Figure 2. 
It can be seen from Figure 2, the EAACA protocol saves more energy than traditional 
ACA protocol, makes the network live longer and has higher reliability. 
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Fig. 1. Comparison of average residual energy 
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Fig. 2. Comparison of energy loss ratio 

5   Conclusions 

The ant colony algorithm for wireless sensor networks has the advantage of 
selforganization, stronger local searching ability and so on. However, the wireless 
sensor network is energy-limited, so EAACA routing algorithm based on energy level 
is proposed in this paper. Simulation results show that the proposed EAACA 
algorithm has improved significantly in the part of average remaining energy, the 
energy loss ratio, and greatly extends the network life cycle. 
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Abstract. Based on the research results published in existing relevant 
references, the basic principles of the standard particle swarm optimization 
(PSO) algorithm are elaborated and analyzed. To the shortcomings of the 
standard particle swarm optimization algorithm such as the success rate, 
number of iterations, running time and the local optimum in the optimization 
process, a new kind of decay-curve inertia weight Particle Swarm Optimization 
Algorithm (CPSO) is presented and the astringency analysis is finished. The 
comparison between the CPSO algorithm and the standard PSO algorithm 
through the experiment a analysis show that, the CPSO algorithm is apparently 
better than the standard PSO algorithm both in the convergence speed an 
convergence precision.  

Keywords: decay-curve inertia weigh; PSO; convergence performance. 

1   Introduction 

The PSO idea was originally introduced by J. Kennedy et al. in 1995 as an optimization 
technique inspired by swarm intelligence and theory in general such as bird flocking, 
fish schooling and even human social behavior [4], [7], [8]. Furthermore, the whole idea 
and structure of the algorithm is inspired by evolutionary computation. Later PSO has 
turned out to be a worthy alternative to the standard Genetic Algorithm (GA) and other 
iterative optimization techniques. 

Since the introduction of PSO in 1995 several research articles have been published 
on the subject. Shi and Eberhart investigated the problem of finding good parameter 
setting with the PSO model [11]. Further, the interaction between particles has been 
researched in 1999 regarding the “swarm neighborhood topology” [10]. Even though 
much work has been done in this area during the last eight years, only a small part of 
it has been concerned with testing and comparison with traditional optimization 
techniques like GA and other evolutionary approaches. There has been an empirical 
study concerning the performance of the PSO and an analytical comparison between 
the PSO model and the GA approach [5], [13]. P. J. Angeline compared the 
performance between a standard Evolutionary Algorithm (EA) and a basic PSO and 
concluded that the performance of the two different methods is competitive [1]. 
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Angeline’s main point was that the PSO often converges significantly faster to the 
global optimum than the EA but has difficulties in fine tuning solutions. Hence,  
the performance of the PSO flattens out with a loss of diversity in the search space as 
the overall result. 

In the paper, a new kind of decay-curve inertia weight Particle Swarm 
Optimization Algorithm is presented and the astringency analysis is finished. The 
results of application example proved that practical optimization parameters can be 
obtained in limited time by the method, and it is a kind of effective way to solve the 
problem of dynamic optimization method on electromechanical coupling system. 

2   Elementary Particle Swarm Optimization Algorithm  

Kennedy and Eberhart proposed the PSO algorithm conceptually based on social 
behavior of organisms such as herbs of animals, schools of fish and flocks of birds. 
PSO is a pseudo- optimization method (heuristic) inspired by the collective 
intelligence of swarms of biological populations. PSO is a zero- order, non- calculus- 
based method (no gradients are needed), can solve discontinuous, multimodal, non- 
convex problems [10]. It includes some probabilistic features in the motion of 
particles. The system initially has a population of random solutions. Each potential 
solution, called particle, is given a random velocity and is flown through the problem 
space. The particles have memory and each particle keeps track of previous best 
position and corresponding fitness. The previous best value is called as pbest. Thus, 
pbest is related to a particular particle. It also has another value called gbest, which is 
the best value of all the particles pbest in the swarm. The basic concept of PSO 
technique lies in accelerating the particle towards its pbest and the gbest locations at 
each time step. Acceleration has random weights for both pbest and gbest locations. 
The step-by-step algorithm of PSO is given below [10]. 

Step 1: Initialize a population (array - N) of particles with random positions and 
velocities of d dimensions in theproblem space. 

Step 2: For each particle, evaluate the desired optimization fitness function in d 
variables. 

Step 3: Compare particle’s fitness evaluation with particles pbest. If current value 
is better than pbest, then set pbest value equal to the current value and the pbest 
location equal to the current location in d dimensional space. 

Step 4: Compare fitness evaluation with the population’s overall previous best. If 
the current value is better than gbest, then reset gbest to the to the current particles 
array index and value. 

Step 5: Change the velocity and position of the particle according to (5) and (6) 
respectively. Vid and Xid represent the velocity and position of ith particle with d 
dimensions respectively and ran1 and ran2 are two uniform random functions. 

[ ]1 1 2 2( 1) ( ) ( ) ( ) ( ) ( )id id d id g idv k wv k cr p k x k c r p k x k⎡ ⎤+ = + − + −⎣ ⎦  

( 1) ( ) ( 1)id id idx k x k v k+ = + +  

Step 6: Repeat Step 2 until a criterion is met, usually a sufficiently good fitness or 
a maximum number of iterations/function evaluations. 
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Where, ω  is called the inertia weight controls the exploration and exploitation of the 
search space because it dynamically adjusts velocity. Vmax is the maximum allowable 
velocity for the particles. c1 and c2 termed as cognition and social components 
respectively are the acceleration constants. r1 and r2 are two random between 0 and 1 
number. pid and pgd are particle best ever position and particle best position in swarm 
respectively. The computation time taken by the PSO algorithm is comparatively less 
than the GA. Hence, PSO algorithm is used as an optimization tool to calculate the 
optimized future control sequence in MPC system. 

3   Adaptive Leap Particle Swarm Optimization  

For the CPSO which the population scale is M, 1 2( , ,..., ) ( 1,2,..., )D
i i i iX x x x i M= = , 

is defined as the feasible solution of the particle in D dimension optimization 
problem, 1 2( , ,..., )D

i i i iV v v v= is the flying velocity� the optimum position that the 

particle has passed is marked as 1 2( , ,..., )D
i i i iP p p p= , the optimum solution in feasible 

field is pg. For the objective function G(X), the evolution of the CPSO in k＋1 times 
can be decided by following equation: 

( ) if ( ( 1)) ( ( ))
( 1) ( 1,2,..., )

( 1) if ( ( 1)) ( ( ))

d d
d i i i
i d d

i i i

p k G x k G p k
p k d D

x k G x k G p k

⎧ + ≤⎪+ = =⎨ + + >⎪⎩
 

The renewal evolution expression is: 

(2 1)
1 1 2 2( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )d n d d d d d

i i i i i gv k k v k c r k p k x k c r k p k x kα β − − d
i+ = + + − + −

    (1) 

( 1) ( ) ( 1)d d d
i i ix k x k v k+ = + +                                                (2)  

here: 1 2, ,c cα are the selected positive real number, 1 2( ), ( )d d
i ir k r k is random number 

in the field of [0, 1]. To induce Eq.(2) to Eq. (1), we can deduce the following 

equation: 

(2 1)
1 1 2 2( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )d d n d d d d d d

i i i i i i g ix k x k k v k c r k p k x k c r k p k x kα β − − ⎡ ⎤ ⎡ ⎤+ = + + + − + −⎣ ⎦ ⎣ ⎦        (3) 

From Eq.(2), we get: 

  ( ) ( ) ( 1)d d d
i i iv k x k x k= − −                                                (4) 

To combine Eq.(4) and (3),we get: 

1 1 2 2( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )d d d d d d d
i i i i i g ix k x k c r k p k x k c r k p k x k⎡ ⎤ ⎡ ⎤+ = + − + −⎣ ⎦ ⎣ ⎦       (5)   

With the increase of generation number k， ke α−  is gradually tend to become zero, 

Eq.(5) will become the following form: 
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1 1 2 2( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )d d d d d d d
i i i i i i g ix k x k c r k p k x k c r k p k x k⎡ ⎤ ⎡ ⎤+ = + − + −⎣ ⎦ ⎣ ⎦              (6)             

According to Eq.(6), it is obvious to know that the random vector{ }( )d
ix k is operated 

in iterative way by the vector ( )d
ip k  and ( )gp k , which is acted by random 

disturbance 1 ( )d
ir k and 2 ( )d

ir k . 

4   Analysis of CPSO Algorithm Convergence  

To seek design variable vector F∈X , F is the feasible field, in order that the 
objective function ( )G X  can be optimized. 

Presupposition 1. Feasible region Ω  of problem(P) is bounded closed region. Target 

function )(xf  is continuous on region Ω . 

Definition 1. Suppose that { })(kX  is population series produced by algorithm 

CPSO where )()( kXkx ∈  is optimization individual of k generation population. 

Suppose that ))1(()(( −≤ kxfkxf  exist, and certain point )(Nx  self or one 

limit of series is infinitesimal point of problem P, then algorithm M is called as local 
convergence. 

Lemma 1. If problem P has local minimal point *x , then *lim ( )g
t

p t x
→∞

=  

Proof. Considering that ( )gP t  is particle swarm optimization individual during 

iterative process t times, thus formulation ( ( )) ( ( 1))g gf p t f p t≤ −  is obtained. 

Substitute formulation (1) into formulation (2), the following formulation is obtained 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )(2 1)
1 1 2 21 ( ) n

id id id id id gd idx t x t k v t c r p t x t c r p t x tα β − −+ = + + × + × × − + × × −     (7)    

Because that ( ) ( ) ( 1)iD iD iDv t x t x t= − − , then  

( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )(2 1)
1 1 2 21 ( ) 1n

id id id id id id gd idx t x t k x t x t c r p t x t c r p t x tα β − −+ = + + × − − + × × − + × × −  

For particle swarm optimization individual, ( ) ( )gD iDp t p t= , the above equation (7) 

is updated as follows: 

( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )(2 1)
1 1 2 21 ( ) 1n

id id id id gd idx t x t k x t x t c r c r p t x tα β − −+ = + + × − − + × + × × −          (8) 

Where ( )x t  will be gradually approach particle swarm optimization value ( )gp t , 

and 0iDv > . 
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Suppose that ( )gp t  is not local minimal point, then 0r >  is in existence. This 

makes the following equation ( ) ( ( ))gf x f p t<  establish, where ( )gx p t r− ≤ . 

Because of ( )f x  being continuous, the equation '( ( )) ( ( ))gf x t f p t< required 

from the equation (8), during ( )x t  approach to ( )gp t , 't t< , '( ) ( )gx t p t r− ≤ . 

Obviously, the above result is contradiction to the existed condition, thus the above 

supposition can not come into existence. The conclusion is as follows, ( )gP t  is local 

minimal point. 

Theorem 1. CPSO algorithm is local convergence 

Proof For particle swarm optimization individual, ( ) ( )g ip t p t= , because of 

lim ( ) ( )g
x

x t p t
→∞

= , *lim ( )
x

x t x
→∞

= ,where *x  is local minimal point, and having the 

following sequence ( ( ) ( ( 1) ( (0)g g gf p t f p t f p≤ − ≤ ≤ , CPSO algorithm is 

local convergence from the definition 1. 

Lemma 2. Suppose that iD iDx vΔ = , 1 2, ~ (0,1)r r N , Then, ~ ( , )iD D Dx N μ σΔ  

Proof Obtained from equation (1),  

( ) ( )(2 1)
1 1 2 2( ) n

id id id id gd idx k v c p x r c p x rα β − −Δ = + × + × − × + × − × , 

Suppose that  

( ) ( )(2 1)
1 2 1 3 2( ) , ,n

id id id gd idk v c p x c p xφ α β φ φ− −= + × = × − = × −  

then 1 2 1 3 2iDx r rφ φ φΔ = +  

For CPSO, during the running process of particle swarm, the formulation (7) give 

particle a stronger velocity impulse, this makes 1 2 3, ,φ φ φ  become nonzero variable 

during the searching process. Because of 1 2, ~ (0,1)r r N , obviously 

~ ( , )iD D Dx N μ σΔ  is proper. 

Theorem 2. Suppose that particle swarm sequence { ( )}x k  is produced by CPSO 

algorithm, where *( ) ( )x k X K∈  is optimization individual of k generation particle 

swarm, i.e. *

1
( ) arg min ( ( ))i

i
x k f x k

μ≤ ≤
= . If target function and feasible area of 

problem (P) is satisfied with supposition 1, then * *{lim ( ( ) } 1
k

p f x k f
→∞

= = , i.e. 

particle swarm sequence is convergence to global optimum solution at probability 
being 1. 
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5   Performance Test of Arithmetic  

To test the effect of optimization algorithms, CPSO and PSO are applied to solve the 
optimal value function of the four classical test functions.  

Sphere: 2
1

1

( ) , 100 100, 30
n

i i
i

f x x n
=

= − ≤ ≤ =∑x , 

Schaffer’s f6: 
2 2 2

1 2
2 2 2 2

1 2

sin ( ) 0.5
( ) 0.5 , 100 100, 2

[1 0.001( )] i

x x
f x n

x x

+ −
= + − ≤ ≤ =

+ +
x  

Rastrigrin: 2
3

1

( ) ( 10cos(2 ) 10), 5.12 5.12, 30
n

i i i
i

f x x x nπ
=

= − + − ≤ ≤ =∑x  

Griewank: 2
4

1 1

1001
( ) ( 100) cos( ) 1, 600 600, 30

400

nn
i

i i
i i

x
f x x n

i= =

−
= − − + − ≤ ≤ =∑ ∏x  

Algorithm parameters are set as follows:  

PSO and the CPSO's population size were taken 10m = and 30m = , 
1 2 2c c= =  

were, PSO weight 0.5w = , CPSO adjustment factor 0.03, 1, 1nα β= = = . 
Trial function's target value selects the target value in many literature to use, as 

shown in Table 1. 

Table 1. Goal for test functions 

函数 Sphere Rosenbrock Schaffer’s f6 Rastrigrin Griewank 

目标值 0.01 100 10-5 100 0.1 

 

Table 2. Performance comparison of the two algorithma (m=10) 

function Algorithm Success rate Iterations Run time (t) 

PSO 1 1368.75. 0.206 
Sphere 

CPSO 1 826.74 0.135 

PSO 0.75 1808.33 0.053 
Schaffer’s f6 

CPSO 1 1568.44 0.038 

PSO 0.97 600.76 0.154 
Rastrigrin 

CPSO 1 647.29 0.143 

PSO 0.96 1149.60 0.257 
Griewank 

CPSO 1 993.78 0.188 
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Three algorithms run 100 time and receive the average of optimal rate, the average 
number of iterations and the average running time, As shown in Table 2 and Table 3. 

Table 3. Performance comparison of the two algorithma (m=30) 

function Algorithm 
Success 
rate 

Iterations Run time 
(t) 

PSO 1 316.76 0.148 
Sphere 

CPSO 1 306.65 0.121 

PSO 1 959.46 0.056 Schaffer’s 

f6 CPSO 1 434.25 0.028 

PSO 1 226.89 0.144 
Rastrigrin 

CPSO 1 223.87 0.134 

PSO 0.98 433.08 0.286 
Griewank 

CPSO 1 318.66 0.185 
 

From Table 2 and Table 3 shows, CPSO algorithm in success rate, number of 
iterations and running time is better than PSO algorithm. 

6   Conclusions  

Particle swarm optimization (PSO) algorithm is a new optimization technique 
originating from artificial life and evolutionary computation. PSO is easily 
understood, realized. PSO has few parameters need to be tuned, and has been applied 
widely. To overcome the problem of premature convergence on PSO, proposes an 
improved particle swarm optimization (CPSO), which is guaranteed to keep the 
diversity of the particle swarm and to improve performance of basic PSO algorithm. 
Four benchmark functions are selected as the test functions. The experimental results 
show that the CPSO can not only significantly speed up the convergence, effectively 
solve the premature convergence problem, but also have good stability. 
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Abstract. Indexes such as autonomy, interaction, promptness, cooperation and 
distributed are very important to evaluate the performance of cooperative 
virtual laboratory based on web(CVLW).The characteristics of CVLW are 
analyzed in this paper, and virtual laboratory is regarded as a special network, 
network analysis method is used to analyze the important index of response 
time. The analysis is advantageous to improve the utilization efficiency of 
virtual laboratory and provide useful references for better study the 
interoperability of CVLW. 

Keywords: Virtual laboratory, Cooperation, Responding time, Performance 
analysis. 

1   Introduction 

Collaborative virtual laboratory based on web(CVLW) is a distributed system, which 
integrate the computer supported cooperative work(CSCW) and virtual laboratory 
[1,2]. CVLW can provide users with a virtual network platform and have a more 
flexible form and interaction compared with the traditional virtual laboratory [3]. 
Response time as a time metric of virtual experimental system, emphasizing the 
validity, accuracy, and cooperation of multiple tasks, which is a key problem to be 
solved in CVLW. In CVLW, network delay will lead packet to be lost and 
experimental data inaccurate, thus experimenters will have no interest in the virtual 
laboratory, and lead the working of CVLW become low efficiency. For these reasons, 
in the paper, based on analysis the characteristics of virtual laboratory, we regard 
virtual laboratory as a special network and analysis the important index of response 
time by creating a logical network model. Through the analysis of response time, we 
can improve the efficiency of CVLW and make experimenters in different geographic 
locations complete experiment project more easily, thus improve the interoperability 
of virtual laboratory. 

The remaining sections are organized as follows: In section 2, we study the 
performance analysis model of CVLW. In section 3, we make an empirical 
analysis of CVLW. Section 4 concludes the paper. 

                                                           
* This work is proudly supported by the National Natural Science Foundation of China (No. 

60974082, No.60703118). Team project of Hanshan Normal University (No. LT201001). 
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2   Performance Analysis Model of CVLW 

2.1   Study Objective 

In the communication network of CVLW, the objective of the performance analysis 
is: for a given time 0t , if a node proposes a requirement, how to use the appropriate 

algorithm to calculate other nodes’ probability of response time 0t t≤ . 
The research objectives can be convert to how to create the structure function 

corresponding to the task which to be resolved. Let function ( )xδ  is the response 

time of CVLW, and 0( )x tδ ≤ , so the probability of response time can be expressed 

as: ( , ) { ( )}rR G time P xδ= . Assume the structure function of CVLW is ( )fδ , ( )fδ  

denote the data transmit time between node s  and node t  under the state of f . Since 

the communication of CVLW is duplex, so we have: 

0
( , )

0

2
( , ) { ( ) } { }

2 s t

t
R G time P f P traffic

t
δ= ≤ = ≥  

Since the reciprocal of unit data transmission time is traffic, so the probability of 

response time is to calculate the probability of traffic. Let 0

2

t
M

⎡ ⎤= ⎢ ⎥⎢ ⎥
, assume there 

have 1N +  levels of traffic between node s  and node t , the probability in several 
response time can be shown in Table 1: 

Table 1. Relationship between data delay and probability 

Data delay Probability 
∞  

0p  

1 
1p  

1/2 
2p  

…  
1/N 

np  

Through the above analysis, we can get ( , ) nR G time P= , and calculate the 

probability of responsed time by using related algorithm to find the smallest path of 
all nodes in network. The solution step is list as follows:  

 (1) Convert physical map into logic diagram;  
 (2) Find the minimum path sets of the network;  
 (3) Use "d" grade minimum path algorithm to obtain all of the smallest d-level path;  
 (4) Solve the probability of the given response time.  

2.2   Network Model 

As a distributed system, CVLW can be regard as a communication subnet, the method 
of network analysis can be used to study the performance of the communication 
subnet.  
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Assume the network model of CVLW is ( , , )N V E W , where 1 2{ , ,..., }pV v v v= is 

the set of p  nodes, 1 2{ , ,..., }qE e e e=  is the set of q  edges[4], iv is the element of 

V which is called vertice , ke  is the element of E which is called edge, the weight of 

( , )i jv v  is ijw , ijw W∈ . Let sv  and jv  is the any vertice in network, then the best 

result is to find a way which is the smallest way in all of the roads from sv  to jv , the 

mathematical model is: *( ) min , ( , )ij i jW P W v v P= ∈∑ . 

2.3   Solving Traffic Probability with Minimal Path Set Algorithm 

From the above analysis, we can know that the analysis of response time can be 
transformed into the problem of solve traffic probability among nodes. So minimal 
path set algorithm can be used to solve the problems.  

Assume 1 2,{ | 0}, { | 0}, ( , ..., )f i i i i i ij i i inN a E f Z a E f l δ δ δ= ∈ > = ∈ = = , where 

1

0ij

i j

i j
δ

=⎧
= ⎨ ≠⎩

, let { | ( ) ( )}f i f iS a N f l fδ δ= ∈ − < , define the structure function of 

( , , )N V E W  is δ , f  is the state vector of δ , when ( )f dδ = , i.e., the data flow 

between node s  and node t  is d , and f fN S= , then f  is the smallest d-level path in 

( , , )N V E W . 

Assume data flow expected value between node s  and node t  is d , then  
the communication ability is d , and its probability is { | ( ) }rp f f dδ ≥ , which means 

the probability that at least d  unit data can be transmit between node s  and node t . 
If 1 2, ,..., kp p p  is the smallest path among all paths between node s  and node t ,  

for each ip , the maximum data stream flowing through it is min{ | }j
j i iL c e p= ∈  

and data flow f is the d-level minimum path, t  is the traffic through the k   

minimum path, assume 1 2( , ,..., )kt t t t= , then 
0

1,2,...,
k

i i i
i

t d t l i k
=

= ≤ =∑  and 

{ | } 1, 2,...,j
j j j

j

t e p c j m∈ ≤ =∑ . 

Based on the above analysis, we can calculate the minimum path of CVLW 
through "d" grade minimum path algorithm, the algorithm is list as follows: 

 

 

(1) Calculate the maxium capacity of jp , and min{ | } 1,2,..., ;j
j i iL c e P j k= ∈ =  

(2) Find all of the feasible solutions by the following equations 1 2( , ,..., )kf f f ; 

1

1,2,...,

{ | } 1, 2,..., 1,2,...,

k

i
i

j j

j i
j j

j

f d

f L j m

f a P c i m j k

=

⎧ =⎪
⎪⎪ ≤ =⎨
⎪ ∈ ≤ = =⎪
⎪⎩

∑

∑
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(3) Convert feasible solution to the candidate minimum path 

1 2( , ,..., ) { | }j
m i j j

j

X x x x x f a P= = ∈∑ . 

3   Empirical Analysis 

Figure 1 shows a physical structure of CVLW among Fudan University, Xidian 
University, Northwestern University and Tsinghua University. Assume Northwestern 
University send a request to Fudan University, now we need to calculate the 
probability of response time 2 / 3≤  which Tsinghua University response to 
Northwestern University. 

 
 
 
 
 
 
 
 
 

 
 
 

Fig. 1. Physical structure of CVLW 

According to the previous analysis, function ( )xδ  is the response time of CVLW, 

and ( ) 2 / 3xδ ≤ . Ignore the time of process information, and assume communication 

is full duplex. 

Since 0 2 / 3t = , and ( , )

2
( , ) { ( ) 2 / 3} { }

2 / 3
r r

s tR G time P f P trafficδ= ≤ = ≥
 
thus 

2d = . 
Convert figure 1 into the network topology as figure 2 shows, table 2 shows the 

possible states and probability of each path.  

 

Fig. 2. Network topology of CVLW 
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Table 2. Relationship of network topology between edge state and probability 

Path Possible state Probability 
a1 3 0.15 
 2 0.15 
 1 0.10 
 0 0.15 

a2 2 0.60 
 1 0.20 
 0 0.20 

a3 1 0.80 
 0 0.20 

a4 1 0.90 
 0 0.10 

a5 1 0.90 
 0 0.10 

a6 2 0.60 
 1 0.30 
 0 0.10 

Given 1 2 3 4 5 6{ , , , , , } {3, 2,1,1,1,2}C C C C C C C= = , with join matrix method [5], 

we can get four minimum path, namely 1 2
1 2 1 3 6{ , }, { , , },P a a P a a a= =  

3 4
2 4 5 5 6{ , , }, { , }P a a a P a a= = , and use "d" grade minimum path algorithm to solve 

the probability of response time, the processes are list as follows: 

(1) 1 2 3 4min{3, 2} 2, min{3,1,2} 1, min{2,1,1} 1, min{1,2} 1;L L L L= = = = = = = =  

(2) Find a feasible solution of 1 2 3 4 1 2 3 43 ( , , , ) (2,1,1,1)f f f f f f f f+ + + = ≤ ; 

1 1 2{ | } 3j
i

j

f a p f f∈ = + ≤∑  

2 1 3{ | } 2j
i

j

f a p f f∈ = + ≤∑  

3 2{ | } 1j
i

j

f a p f∈ = ≤∑  

4 3{ | } 1j
i

j

f a p f∈ = ≤∑  

5 3 4{ | } 1j
i

j

f a p f f∈ = + ≤∑  

6 2 4{ | } 2j
i

j

f a p f f∈ = + ≤∑  

1 2 3 4, , ,f f f f  is the non-negative integer solutions of the equations, and there are four 

feasible solutions: 1 2 3 4(2,1,0,0), (1,1,1,0), (2,0,0,1), (1,1,0,1)F F F F= = = = ; 

(3) Convert feasible solution to the candidates minimum path; 

1 2 3 4(3,2,1,0,0,1), (2,2,1,1,1,1), (2,2,0,0,1,1), (2,1,1,0,1,2)X X X X= = = =  

(4) Because the topology shown in figure 2 has a cycle. So one by one check each 
candidate two level minimum path; 
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2 (2, 2,1,1,1,1)X =  is not a three level minimum path, the remaining three are 
minimum path. The reliability of response time can be calculated after all three level 
minimum path have been found.  

Since 1 2, ,..., KP P P is the minimum path of d level, thus 

{ : ( ) } { { : }}K I
d X X IR P X X d P X X Pδ= ≥ = ∪ ≥ . 
Using the method of state decomposition to solve the above equation, we can get 

the probability of communication ability between node s  and node t  as follows: 

0 1{ : ( ) 0} { { : }} 1K I
X X IR P X X P X X Pδ == ≥ = ∪ ≥ =  

1 1{ : ( ) 1} { { : }} 0.99K I
X X IR P X X P X X Pδ == ≥ = ∪ ≥ =  

2 1{ : ( ) 2} { { : }} 0.88K I
X X IR P X X P X X Pδ == ≥ = ∪ ≥ =  

3 1{ : ( ) 3} { { : }} 0.61K I
X X IR P X X P X X Pδ == ≥ = ∪ ≥ =  

4 1{ : ( ) 4} { { : }} 0.20K I
X X IR P X X P X X Pδ == ≥ = ∪ ≥ =  

The above datas show that complete probability calculate of the system function 
under given work conditions and specified time in CVLW can measure system 
reliability, and provide a valuable reference for the selection of a reasonable, 
economical and reliable scheme of CVLW.  

4   Conclusion 

CVLW is a virtual laboratory based on virtual prototype and CSCW, which is 
consisted of virtual device and virtual experimental platform. Autonomous, 
interactive, timely, collaborative and distributed are the key indexes to measure the 
performance of CVLW. In the paper, we make a qualitative analysis of the response 
time, the analysis can help experimenters to achieve better transparency and improve 
interactive operational in the operation of virtual experiments. What is more, the 
study can further improve efficiency in the use of virtual laboratory and provide 
useful references for better study the interoperability of virtual laboratory. 
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Abstract. Over 80 percents of storage tank accidents are caused by gas leaking. 
Since traditional empirical calculation has great errors, present work aims to 
study the gas leaking diffusion under different wind conditions by numerical 
simulation method based on computational fluid dynamics theory. Then gas 
concentration distribution was obtained to determine the scope of the security 
zone. The results showed that gas diffused freely along the axis of leaking point 
without wind, giving rise to large range of hazardous area. However, wind plays 
the role of migrating and diluting the leaking gas. The larger is the wind speed, 
the smaller is the damage and the bigger is the security zone. Calculation 
method and results can provide some reference to establish and implement 
rescue program for accidents. 

Keywords: numerical simulation; computational fluid dynamics; leaking 
diffusion; security zone. 

1   Introduction 

In recent years, explosion is usually presented in oil-gas field surface installations and 
chemical refineries. Most of these incidents are caused by gas leaking. In August 12, 
1989, heaviest explosion accidents occurred in Huangdao oil store, giving rise to 5 oil 
tanks and 36,000 tons of crude oil burned, 19 people killed and 35.4 million RMB 
lost. In October 21, 1993, gas leaked from gasoline tank in Jinling petrochemical 
company refinery, leading to combustion explosion and burning area reached to 
23437.5 m2, 2 people killed and 389,600 RMB lost. And economic losses of 3.25 
million RMB are result from disastrous fire of tank in Banpo oil store in April 24, 
2004. Thus, it is urgently needed to know the diffusion rule of leaking gas, in order to 
establish rescue program and reduce losses. 

Ehsan Nourollahi [1] had studied the characteristics of gas leaking from pipelines. 
Tian G.S. [2] proposed a method to calculate the leakage rate of gas. And diffusion 
rule of smoke in small size was obtained by Jin Y. [3]. With the rapid development of 
computer technology, numerical methods have been used to simulate the leaking gas. 
Peide Sun [4] simulated the deformation of rock and gas leaking flow in parallel.  
Hu X.Q. [5] simulated gas containing hydrogen sulfide leaking from high-pressure 
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pipeline. And Qin Z.X. [6] analyzed the diffusion and explosion of gas from natural 
gas pipelines. 

However, most of the above studies are about gas leaking from pipelines, which 
can not describe the diffusion rule of gas leaking from tank. Therefore, in this paper, 
gas leaking diffusion under different wind conditions was simulated based on 
computational fluid dynamics theory. 

2   Governing Equations and Numerical Method 

2.1   Governing Equations 

The Navier-Stokes equations were solved to obtain the flow field of gas leaking from 
tank, which include continuity equation and momentum equation expressed as 
follows: 

( ) 0v
t

ρ ρ∂ + ∇ =
∂

 (1) 

( ) ( )v
vv p g F

t

ρ
ρ τ ρ

∂
+ ∇ = −∇ + ∇ + +

∂
 (2) 

where ρ is the density of fluid, v is the velocity, τ is the viscous stress, p is the 
pressure, F is the other volume force and g is gravitational acceleration. 

The equations of mass and momentum were solved using version 12.0.16 of the 
general purpose CFD code FLUENT. The discretization of the equations is 
implemented using a power-law differencing scheme in a staggered grid system. 
Velocities are stored at cell surfaces and scalars, such as pressure and volume 
fraction, are stored at the center of the cell. Second-order upwind difference scheme is 
employed in the discretization of momentum equations. PRESTO format is used to 
discretize the pressure terms, and SIMPLE algorithm is applied in the coupling of the 
pressure and velocity. 

2.2   Geometry and Mesh 

For the present study, geometry and mesh have been generated in GAMBIT which is 
a commercial CAD software package. The geometry and mesh distribution used for 
computational model has been shown in Fig.1. The diameter of leaking aperture is 
0.1m and computational domain is a 100m×100m square with two tanks and two 
buildings in it. 

Gas is leaking from the aperture in vertical direction with uniform velocity. Wind 
blows from the left in horizontal direction. If there is no wind, the left boundary is 
also an outlet for leaking gas. 

The nature gas used in the simulation is a mixing gas containing 93.5% CH4 and 
6.5% H2S. The density of CH4 is 0.6679 kg/m3, dynamic viscosity and thermal 
conductivity of which is 1.087×10-5 Pa·s and 0.0332 W/(m·℃), respectively. While 
the density, dynamic viscosity, and thermal conductivity of H2S are 1.46 kg/m3, 
 



418 H. Zhu and J. Jing 

 

Fig. 1. Geometry and mesh of computational domain. (a) shows the geometry model. (b) shows 
the mesh for simulating. 

1.2×10-5 Pa·s and 0.0134 W/(m·℃), respectively. The specific-heat-capacity of CH4 
and H2S are all got according to piecewise-polynomial. 

2.3   Boundary Conditions 

Uniform velocity profile was assumed at the inlet boundary for leaking point 
(u1=200m/s) and wind inlet (u2=0, 3, 5 or 8m/s). And pressure outlet (relative p=0) 
was used for the exit of computational zone. 

3   Results and Discussion 

Wind has an important impact on the diffusion of leaking gas. It is different for 
diffusion in environment with different wind speed. Shown from Fig.2, we can see 
that gas diffused freely along the axis of leaking point without wind. The 
concentration in leaking point is large, which reduced gradually with the diffusion in 
surrounding. When there is wind coming from the left of computational domain, the 
trace of leaking gas would deviate from the vertical direction. And the larger is the 
wind speed, the greater is the deviation. 

Due to the large velocity of gas in leaking point, wind had no significant effect on 
the initial segment, whose influence presented obviously in the region far away the 
point. Wind increased the heat and mass transfer between leaking gas and air, 
promoting the diffusion of gas. And natural gas has a trend of diffusing leeward. The 
larger is the wind speed, the more significant is the trend. So Fig.2 shows that 
concentration contours distributed densely on the windward side. While the 
concentration contours distributed sparsely in the Leeward side. 

wind 

100m 

100m
 

0.1m 

30m

10m
 30m 

leaking point 

45m 

tank building 

(a) (b)
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Fig. 2. Concentration distribution of CH4 and H2S in computational domain with different wind 
speed 

No wind 

Wind speed 
u=3m/s 

Wind speed 
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Wind speed 
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Concentration distribution:             CH4                                                  H2S 



420 H. Zhu and J. Jing 

To ensure safety, the concentration of H2S and CH4 should be below 20mg/m3 and 
0.03585 kg/m3, respectively. Fig.3 shows the Security zone of CH4 and H2S. 

 

 

Fig. 3. Security zone of CH4 and H2S in computational domain with different wind speed 

No wind 

Wind speed 
u=3m/s 

Wind speed 
u=5m/s 

Wind speed 
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Security zone:                                 CH4                                                H2S 
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Large range of hazardous area was formed in the computational domain when there 
is no wind, due to leaking gas diffused freely in the space. The wind is helpful to 
natural gas diffusion. However, the consequence is different for different wind speed. 
The damage is decreasing with the increase of wind speed, leading to the raise of the 
security zone. 

4   Conclusions 

In this work, a numerical study is presented to understand the gas leaking diffusion 
from storage tank. Visual numerical simulation results are obtained as follows: 

♦ Wind plays an important role on the diffusion of leaking gas. Gas diffused freely 
along the axis of leaking point without wind. However, the trace of leaking gas 
would deviate from the vertical direction due to the influence of wind. Natural 
gas has a trend of diffusing leeward. The larger is the wind speed, the more 
significant is the trend. 

♦ Leaking gas diffused freely in the space without wind, giving rise to large range 
of hazardous area. While security zone in the computational domain is 
increasing with the increase of wind speed. 
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Abstract. On the basis of the analyzing the futures of particle swarm 
aglorithm, orthogonal wavelet transform constant modulus blind equalization 
algorithm (WTCMA), and immune clone algorithm, an orthogonal wavelet 
transform constant modulus blind equalization algorithm based on the immune 
clone particle swarm optimization is proposed. In this proposed algorithm, the 
diversity of population in particle swarm algorithm is effectively regulated via 
the immune clone operation after introducing the immune clone algorithm into 
particle swarm optimization. Therefore, the local extreme points and the 
premature convergence caused by the diversity variation of population in the 
evolution late of the particle swarm algorithm are avoided and the global search 
capability of particle swarm optimization algorithm is improved. So, the 
proposed algorithm has fastest convergence rate and smallest mean square 
error. The performance of the proposed algorithm is proved by computer 
simulation in underwater acoustic channels.  

Keywords: particle swarm optimization algorithm; immune clone algorithm; 
wavelet transformation; diversity of populations; blind equalization. 

1   Introduction 

Inter-symbol interference (ISI) must be eliminated by blind equalization techniques 
without training sequence to improve the efficiency of communication system and 
save the bandwidth-limited underwater acoustic channel. As shown in [1], wavelet 
transform(WT) may be used to transform the input signals of blind equalization 
system to reduce the autocorrelation of the input signal and improve the convergence 
rate� but its best weight vector is searched via the stochastic gradient descent 
algorithm and they easily fall into local convergence in the searching process. Particle 
Swarm Optimization(PSO) algorithm is a random global search optimization 
algorithm[2, 3], the population of particle swarm is on behalf of a group of the 
potential solutions of the problem and the speed and position of the population are 
constantly optimized via the current population. The basic idea of the PSO algorithm 
is to find the global optimum via making full use of the mutual cooperation of 
individuals in population and information sharing. It is suitable for solving the 
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complex problem with nonlinear multi-objectives, but easily appears premature 
convergence duo to reductions of species diversities of population with the evolution 
process[4] and it is greatly dependence on the initial population. Immune clone 
algorithm [5 ~7] is a heuristic algorithm with global and local search ability in the 
immune biology system, can adovid getting into local extreme in the search process 
and maintain the species diversity. In particle swarm optimization based on immune 
clone algorithm, when the species diversity becomes poor, the species diversity still 
can be improved via updating the particle groups using the immune clone algorithm. 

In this paper, the immune clone algorithm and particle swarm algorithm are 
applied to wavelet constant modulus blind equalization algorithm, an orthogonal 
wavelet transform constant modulus blind equalization algorithm based on the 
optimization of immune clone particle swarm(IC-PSWTCMA) is proposed and  
outperforms orthogonal wavelet transform constant modulus blind equalization 
algorithm based on the particle swarm optimization(PSO-WTCMA) and orthogonal 
wavelet transform constant modulus blind equalization algorithm(WT-CMA) in 
improving convergence rate and reducing mean square error.  

2   Orthogonal Wavelet Transform Blind Equalization Algorithm 

In orthogonal wavelet transform constant modulus blind equalization algorithm 
(WTCMA), ( )na is the transmitted signal sequence, ( )ny  is the equalizer input 

sequence, ( )nR  is  orthogonal wavelet transform of ( )ny , ( )nw  is the weight vector; 

( )ψ ⋅ is a memoryless nonlinear function and used to generate error function; ( )ne is 

the error of the equalizer; ( )z n is the output sequence of the equalizer.  

Let 2J
wL M= = , L  denotes the length of equalizer, V is the orthogonal 

wavelet transform matrix, ( )nR , which is  orthogonal wavelet transform maxtrix of 

( )ny , is given by 

( ) ( )n n=R y V . 
(1) 

( ) ( ) ( )Tz n n n= W R . (2) 

The equalizer error function is written as 
2 2( ) | ( ) |CMe n R z n= −  . (3) 

where, 2 4 2E{| ( ) | } E{| ( ) | }CMR a n a n= , According to least mean square criterion, the 
weight vector ( )W n  of  the equalizer is written as  

1 *ˆ( 1) ( ) ( ) ( ) ( )n n n e n nμ −+ = −W W R R  . (4) 

where, μ is defined as the iterative step-size, 2
1,0

ˆ ( ) diag[ ( ),n nσ=R-1 2
1,1 ( ), ,nσ  2

, 1( ),
JJ k nσ −  

2 2
1,0 1, 1( ), , ( )]

JJ J kn nσ σ+ + − , 2
, ( )j k nσ  and 2

1, ( )J k nσ +  are the average power estimation of the 

wavelet transform coefficient and the scale transform coefficient, respectively. We 
call Eq.(1)~Eq.(4) as the orthogonal wavelet transform constant modulus blind 
equalization algorithm (WT-CMA). 
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3  Orthogonal Wavelet Transform Blind Equalization Algorithm 
Based on Immune Clone Particle Swarm Optimization 

The PSO algorithm based on immune clone algorithm can make up for the defect of 
falling into local extreme in particle swarm algorithm. 

A. Algorithm theory 

The specific ideas of the IC-PSO are as follows: In D dimension search space, let M  
denote the number of particles. The particle position vector is regarded as the weight 
vector of blind equalizer. Firstly, the particles are randomly initialized, i.e., the speed 
and location of the antibody are initialized. The number of the randomly initialization 
particles are equal to the number of weight vectors. Assume that the number of the 
initial population is N and given by 1 2[ , , , ]MN N N N= . 

iN  denotes the i th 

individual and corresponds to a weight vector of the equalizer. The optimal solution 
of weight vector will be used as antigen and particle as antibody, the affinity 
expresses the proximity degree between antibody and antigen, and the PS’s fitness 
function is used as the antibody affinity(i.e., the objective function will be optimized). 
After one iteration of algorithm, the antibody (particle) with higher affinity (fitness) 
will be selected to carry out immune clone operation in order to produce a new 
generation of antibody groups(particle swarm). In fact, the immune clone operation 
includes selection, cloning, high-frequency variation and then selection. Then, the 
optimal solution obtained by the immune clone is further optimized by particle swarm 
algorithm. The optimal solution in each iteration will continues to immunization 
cloning, after the iteration ends, the optimal position vector is selected and regarded 
as the initialization vector of the equalizer weight vector. 

B. Determination of Fitness Function  

It is necessary to construct an appropriate cost function to apply the optimization 
algorithm to blind equalization algorithms. The weight vector of equalizer is updated 
via minimizing the cost function. However, in PSO algorithm, the best fitness is 
obtained by iteration process, whereas in the immune clone algorithm, the evolution 
process is carried out by selecting the highest affinity antibody, so the fitness function 
of the PSO is defined as the affinity function of antibody to carry out optimization. 
Therefore, the fitness function of the IC-PSO algorithm is defined as 

( ) 1/ ( )i if W J W=  . (5) 

where, ( )iJ W  is the cost function of equalizer, iW  is the position vector of the i th 
particle and corresponds to the weight vector individual of the equalizer. 

C. Algorithm Design 

On the basis of making full use of the advantages of IC-PSO algorithm, orthogonal 
wavelet transform blind equalization algorithm based on IC-PSO algorithm can 
optimize the wavelet equalizer weight vector, greatly improve the convergence 
accuracy and reduce the steady state error. Theoretical analyses show that IC-PSO 
algorithm has the following characteristics: 
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  (1) The IC-PSO algorithm maintains the fast convergence rate of particle swarm 
optimization algorithm and the information-sharing. 

(2) In immune clone operation, cloning operation expands the search space, the 
immune gene operation including the crossover and mutation operation improves the 
diversity of population via the high-frequency variation. The best individual genes 
can be inherited via selection operation to improve the optimization ability of the 
algorithm and to avoid algorithm degradation. 

The steps of the IC-PSO algorithm are as follows: 

Step 1: In D dimensional space, M  particles are randomly generated and regarded 
as antibodies. The position vector and velocity vector of the particle are randomly 
initialized and the various initial parameters of the system are given. 

Step 2: Calculate the fitness value or the affinity of the current each particle or 
antibody. The fitness function of the particle is used as the antibody affinity. 

Step 3: Cloning operation carries out the cloning of each individual of the 
population separately according to the size of individual affinity(fitness) and the 
cloning copy proportion. Let Y denote the number of particles with larger fitness 
value and X  be the sizes of the cloned population in Y .  

Step 4: For population X , after the immunization genetic operation including the 
crossover and high frequency mutation are done, a new population 'X  of particles is 
generated, and the fitness of population 'X  is recalculated. 

Step 5: According to the fitness value, a new population 'Y of particles is selected 
from the population 'X  and assume that 'Y Y= . If the number of the selected 
particles with maximum fitness via updating the particle population from the current 
population is less than the number of the selected particles with maximum fitness via 
the immune cloning algorithm, the immune clone particles are used to replace the 
particles of the initial population. Accordingly, the good genes are inherited to 
maintain the population diversity and the extreme individuals. The individual extreme 
pbest  in the current population and the global extreme gbest  are calculated. 

Step 6: According to the iterations of the population groups, the particle velocity 
and position are further updated and the fitness of particles recalculated to carry out 
the immune clone operation. The individual extreme pbest  and global extreme 

gbest  are compared and updated. The particle velocity and position are updated by as 
follows[4]: 

1 1 2 2( 1) ( ) ( ( ) ( )) ( ( ) ( ))id id id id gd idv k wv k c r p k x k c r p k x k+ = + ∗ ∗ − + ∗ ∗ −  . (6) 

( ) ( ) ( 1)id id idx k x k v k= + +  (7) 

( ) ( ) ( 1)id id idx k x k v k= + +  (8) 

where, 1, ,i M= , 1, ,d D= , 1c and 2c  are the learning factor, 1r  and 2r  are random 
number within [0,1]. N is the maximum iterations of the particle swarm optimization 
algorithm. w is the inertia weight, maxw and minw are the largest and smallest of the 

inertia weight. ix  represents the location of the i th particle and 1 2( , , , )i i i iDx x x x= , iv  
represents the velocity of the i th particle and 1( ,i iv v=  2 , , )i iDv v . The individual 
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extreme value 1 2( , , , )i i i iDp p p p= and the global extreme value 

1 2( , , , )g g g gDp p p p= . 

Step 7: Termination operations. If the number of iterations has reached to the 
maximum, the global optimal location vector gbestp is selected and gbestp =  

1 2( , , , )g g gDp p p . In this case, the weight vector of the equalizer is completely 

initialized; otherwise, return to Step 2. 

D.  The choice of the optimal weight vector 

In selecting the best individual, we take into account of the algorithm’s real-time, 
randomness, and the zero-forcing condition of the blind equalization algorithm, the 
optimal location vector of the finally output particle is regarded as the initial weight 
vector of blind equalizer. 

4   Simulation Results 

To present the effectiveness of the proposed algorithm, the simulation tests with 
underwater acoustic channel were carried out and compared with the WTCMA and 
the PSO-WTCMA. 16QAM signals were transmitted to the underwater acoustic 
channel, whose impulse response is given by [0.9656  -0.0906=h  0.0578  0.2368] [13], 

the weight length of equalizer was set to 16, the SNR was set to 20dB, the population 
size was 100, the clone copy factor was 0.8, the optimal crossover probability was 
0.2, the mutation probability was 0.1, the maximum evolution generation was 500, 
the 8th tap of the weight vector for the WTCMA was initialized to one; other 
parameters were shown in Table 1. Simulation results were shown in Fig.1. 

Table 1. Simulation parameters 

Algorithms 
Simulation 
Step-size 

Wavelet 
Decomposition 

level 
Power 

initialization 
β value 

WTCMA 0.0006 DB4 2 6 0.999 
PSO-WTCMA 0.000015 DB4 2 6 0.999 
IC-PS-WTCMA 0.000028 DB4 2 10 0.99 
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Fig. 1. Simulation Results 
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From the Fig.1(a), we can know that the convergence rate of IC-PSCMA has an 
improvement of about 200 steps and 1400 steps comparison with that of the  
PSO-WTCMA and WTCMA, respectively. The IC-PSWTCMA has a drop of about 
1.5dB and 3.5dB for MSE(mean square error) comparison with the PSO-WTCMA 
and WTCMA. 

5   Conclusions 

On the basis of analyzing wavelet transform and the IC-PSO algorithm, an orthogonal 
wavelet transform constant modulus blind equalization algorithm based on the 
optimization of Immune Clone Particle Swarm(IC-PS-WTCMA) is proposed. This 
proposed algorithm not only maintains the simplicity and the easy realization of the 
particle swarm optimization process, but also improves the performance of the global 
optimization of PSO algorithm. Theoretical analyses and simulation results with 
underwater acoustic channels show that the proposed algorithm has faster 
convergence speed and smaller residual mean square error comparison with WTCMA 
and PSO-WTCMA. Thus, the proposed algorithm has practical value in engineering. 
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Abstract. Aiming at affecting of the parameter selection method of support 
vector machine(SVM) on its application in blind equalization algorithm, a SVM 
constant modulus blind equalization algorithm based on immune clone selection 
algorithm(CSA-SVM-CMA) is proposed. In this proposed algorithm, the 
immune clone algorithm is used to optimize the parameters of the SVM on the 
basis advantages of its preventing evolutionary precocious, avoiding local 
optimum, and fast convergence. The proposed algorithm can improve the 
parameter selection efficiency of SVM constant modulus blind equalization 
algorithm(SVM-CMA) and overcome the defect of the artificial setting 
parameters. Accordingly, the CSA-SVM-CMA has faster convergence rate and 
smaller mean square error than the SVM-CMA. Computer simulations in 
underwater acoustic channels have proved the validity of the algorithm. 

Keywords: immune clone algorithm, support vector machine, blind 
equalization algorithm, parameter selection. 

1   Introduction 

In underwater acoustic communication, constant modulus blind equalizer can greatly 
eliminate inter-symbol interference(ISI) at the receiver and improve the bandwidth 
utilization and may be described as a classifier, but its convergence rate is slow and 
its steady-state mean square error(MSE) is large[1]. SVM based on the principle of 
structural risk minimization may be regarded as a classifier and a machine learning 
method in a small sample of circumstances[2]. SVM constant modulus equalization 
algorithm(SVM-CMA) can overcome the lose efficacy of the traditional CMA in a 
small sample of learning situations and its local convergence and has fast conver-
gence rate and small mean square error, but in the construction process of the support 
vector machine, the parameter settings has a greater influence on the final 
classification accuracy[3~5]. The appropriate parameters can improve the precision 
and the generalization ability of SVM, whereas parameter selection methods, such as 
the repeated experiments, the artificial selection, etc., are based on the subjective 
experience of the researchers and it is necessary to spend more time to select these 
parameters. 

In this paper, on the basis of making full use of the global search capability of the 
immune clone selection algorithm, support vector machine constant modulus blind 



 A SVM Blind Equalization Algorithm Based on Immune Clone Algorithm 429 

equalization algorithm based on immune clone algorithm is proposed. The parameters 
in the proposed algorithm are automatically determined instead of the artificial 
selection method, so the proposed algorithm has faster convergence speed and smaller 
mean square error, and its learning time can be greatly reduced at the same time. 

2   SVM Blind Equalization Algorithm 

In basic structure of SVM constant modulus blind equalization algorithm, ( )na  is the 
transmitted signal, ( )nh is the impulse response vector of the channel, ( )nv denotes 

white Gaussian noise vector, ( )ny is called as the 
input signal of equalizer, ( )nw is weight vector of 
equalizer, ( )z n is the output signal of equalizer. 
According to ISI space geometrical theory, the 
blind equalization problem may be regarded as the 
function regression problems constructed by SVM 
and the parameters of the function is used to 
determine the equalizer weight vector. The partial 
structure of SVM blind equalization structure is 
shown in Fig.1.In Fig.1, the input signal vector of  

Fig. 1. SVM blind equalizer      the equalizer  is ( )i nx , 1, 2, ,i N= ,and ( )k n =x  

{ ( ), ,x n  (x n M−   1)}+ . M  is the length of equalizer. The output of channel is 

given by 
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The output of SVM blind equalizer is given by 
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where T  is transpose operation of matrix. According to the principle of structural risk 
minimization and the constant modulus feature of the transmitted signals, the weight 
vector of the equalizer can be estimated in precision ε .  The minimum cost function 
is defined as 
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Where C  is a Penalty coefficient, ( )iξ and ( )iξ  denote the positive slack variables. 

In order to minimizing equation (3), the constraint conditions are given as follows 
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where. 4 2
2 [| ( ) | ] / [| ( ) | ]R E a n E a n=  In this constraint conditions, the weight vector ( )nw  of 

the equalizer is quadratic, accordingly, it is impossible to find the optimization weight 
vector in equation (3) via SVM’s linear programming method. According to the 
Iterative Reweighted Quadratic Programming algorithm for the right (IRWQP) [6], the 
quadratic constraint conditions in equation (4) may be rewritten into the linear 
constraint conditions,i.e., 

2

2

( ( ) ) ( ) ( )

( ( ) ) ( ) ( )

k

k

T

T

n Z k R k

R n Z k k

ε ξ
ε ξ

⎧⎪ − ≤ +⎪⎨⎪ − ≤ +⎪⎩

w x

w x
. (5) 

In order that the original minimization problem can be turn into convex quadratic 
programming problem or dual problem, i.e., the maximization problem of the 
following function. 
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Where, ,j kK x x< >  denotes the Inner product function of support vector machine. 
After comparing the original problem with the dual problem, the weight vector of 

the equalizer can be expressed as 

1

( ) ( ( ) ( )) ( ) k

N

k

n k k Z k xα α
=

= −∑w . (8) 

In equation (8), Lagrange multipliers ( )kα and ( )kα can be solved through equatipn 

(6) and equation (7). 
The recursively formula of weight vector ( )nw  is written as  

          ( ) ( 1) (1 ) ( )n n nλ λ= − + −w w w . (9) 

where n  is the number of iterations, λ  is step-size. 

3   Immune Clone Algorithm Blind Equalization Algorithm Based 
on SVM 

In support vector machine blind equalization algorithm, some parameters such as the 
kernel function, the C  Penalty coefficient, ε -insensitive loss function, etc. , have to 
be determined. Suddenly, the different parameter settings can seriously affect the 
learning performance of SVM. In this paper, we will introduce the immune clone 
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selection algorithm into support vector machines blind equalization algorithm to 
determine parameters C  and ε .When the immune clone selection algorithm is 
applied to the parameter optimization of the SVM-CMA, the specific steps of the 
implementation are as follows: 

Step 1: Initialization of population 
The initial population is generated by stochastic method and each antibody 

corresponds to a set of parameters C and ε . 

Step 2: Determination of affinity 
The affinity between the antibody and antigen is computed. 

Step 3: Clone selection 
The antibodies of the initial population are ranked from small to large order 

according to the size of affinity. After the clone expansion operation to the best 
antibody is carried out according to the following equation to get the expansion 
antibody group. 

1

n

i

n
N

i

β

=

⎢ ⎥
⎢ ⎥=
⎢ ⎥⎣ ⎦

∑ . (10) 

Where, N denotes the size of clones, β  is a clone controlling factor, and ⎢ ⎥⎣ ⎦  
represents round numbers. The number of clone antibodies is proportional with the 
affinity. 

Step 4: Elite crossover strategies [7,8] 
Elite Crossover Principle are as follows: In the implementation of the immune 

algorithm, for the given elite crossover probability kcP , each individual ( )a t  in the 

antibodies produces a random number R  within [0,1]. If the random number R  is 
less than the elite crossover probability kcP , ( )a t  is selected and intersected with the 

current elite individual ( )b t . In crossover process, ( )a t and ( )b t are put into a small 

mating pool and intersected according to the selected strategies, such as single point 
crossover, two points crossover, multi-point crossover and consistent crossover, etc., 
to get a pair of progeny individuals '( )a t and '( )b t . Then, ( )a t in the population is 

replaced with '( )a t , whereas '( )b t  is abandoned. By elite crossover operation, 

antibodies inherit the fine mode of the elite individuals, and will not disrupt the fine 
mode. This operation outperforms the traditional crossover operation in the 
advantages[7,8]. 

Step 5: High frequency mutation 
Each cloning antibody of the antibody population carries out high frequency 

mutation to produce the mutation population *A . High frequency mutation, as the 
clone selection operator of a major operation, can prevent the evolutionary precocious 
and increase the diversity of antibodies. 

Step 6: Computation of affinity values 
Recalculating the antibody affinity after mutating at high frequency. 

Step 7: Selection 
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The n  high affinity antibodies is selected from the mutation population *A  to 
replace n  low affinity antibodies in the initial antibody population,  n  is inversely 
proportional to the average affinity value of the antibodies. 

Step 8: Termination operations 
According to the number of the evolution generation, whether the evolutionary 

process ends. When the number of the evolution generation doesn’t exceed the 
maximum evolution generation, the operation returns to the step 2 to sequentially 
execute the step 2 to step 7. When the number of the evolution generation exceeds the 
maximum evolution generation, the operation ends and the optimal solution of the 
global parameters is obtained.  

Based on the above process, the parameters of SVM can be optimized to improve 
the performance of  SVM blind equalization algorithm. 

4   Simulation Results  

To present the effectiveness of the proposed algorithm, the simulation tests were 
carried out and its performance is compared with CMA and SVM algorithm. In tests, 
The size of antibody was set to 100, the clonal controlling factor was set to 0.6, the 
elite crossover probability was equal to 0.2, the mutation probability was 0.1, the 
maximum number of iterations was set to 200. The ranges of the parameters C and ε  
are within [1,30]  and [0.00001,0.1] , respectively. The weight length of equalizer was 

set to 32; the SNR was set to 20dB. The impulse response of channel was given by 
=[0.9656 -0.0906 h 0.0578 0.2368] , 16QAM signals were transmitted. For the CMA, the 

sixth tap coefficient of the equalizer was set to one, the step-size 
CMAμ  was set to 

0.00003. For the SVM blind equalization algorithm, the step size 
SVMλ  was set to 0.9, 

and 
SVM 1000N = , SVM 28C = , SVM 0.4ε = . For the CSA-SVM, the step-size 

WT SVMλ −
 was 

set to 0.9, 
CSA-SVM 2.7813C = , 

CSA-SVM 0.0737ε = , and 
CSA-SVMN 1000= . The simulation results 

were shown in Fig.2. 
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             (a) Error curves                               (b) Output of CSA-SVM 

Fig. 2. Simulation Results 

From the Fig.2 it is seen that the mean square error(MSE) of CSA-SVM-CMA has 
drop of about 1dB comparison with the SVM-CMA and that the output constellations 
of the CSA-SVM-CMA are the clearest in all algorithms. 
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5   Conclusions 

A support vector machine constant modulus blind equalization algorithm based on 
immune clone algorithm is proposed. In this proposed algorithm, the optimal 
parameters of the support vector machine can be determined via making full use of 
the global search ability of the immune clone algorithm and its avoiding local 
optimum. Accordingly, the proposed algorithm has fast convergence rate and small 
mean square error. Simulation results in underwater acoustic channels have proved 
the advantages of the proposed algorithm. 

Acknowledgment 

This paper is supported by Specialized Fund for the Author of National Excellent 
Doctoral Dissertation of China (200753), Natural Science Foundation of Higher 
Education Institution of Jiangsu Province (08KJB510010) and "the peak of six major 
talent" cultivate projects of Jiangsu Province(2008026), Natural Science Foundation 
of Higher Education Institution of Anhui Province (KJ2010A096), Natural Science 
Foundation of Jiangsu Province(BK2009410). 

References 

1. Guo, Y.: Blind Equalization Technology. Press of Hefei University of Technology (2007) 
2. Santamria, I., Ibanez, J., Vielva, L., et al.: Bind Equalization of Constant Modulus Signals 

Via Support Vector Regression. In: Proceedings of IEEE International Conference on 
Acoustics, Speech, and Signal Processing, vol. 4, pp. 737–740. IEEE publication, Hong 
Kong (2003) 

3. Song, H., Wang, C.: Decision feedback equalizer based on non-singleton fuzzy support 
vector machine.  30(1), 117–120 (2008) 

4. Liu, F., An, H., Li, J., Ge, L.: Build Equalization Using Support Vector Regressor for 
Constant Modulus Signals. In: 2008 International Joint Conference on Neural Networks 
(IJCNN 2008), pp. 161–164. IEEE, Los Alamitos (2008) 

5. Li, J., Zhao, J., Lu, J.: Underwater Acoustic Channel Blind Equalization Algorithm Based 
on Support Vector Machines. Elementary Electroacoustics, 4–6 (2006) 

6. Kisialiou, M., Luo, Z.: Performance Analysis of Quasi-Maximum Likelihood Detector 
Based on Semi-Definite Programming 

7. Cooklev, T.: An Efficient Architecture for Orthogonal Wavelet Transforms. IEEE Signal 
Processing Letters 13(2), 77–79 (2006) 

8. Yao, Q., Tian, Y.: Model Selection Algorithm of SVM Based on Artificial Immune. 
Computer Engineering 15(34), 223–225 (2008) 



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 434–439, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Service Access Security Control Model in Cyberspace 

Li Qianmu1,*, Yin Jie2, Hou Jun1, Xu Jian1, Zhang Hong1, and Qi Yong1 

1 School of Computer Science & Technology, Nanjing University of Science & Technology, 
210094 Nanjing, China 

2 School of Computer Science & Technology, Jiangsu Police Institute, 210094 Nanjing, China 
{liqianmu,yinjie,houxiaozhu,dolphine.xu,njust,njqiyong}@126.com 

Abstract. A service access control model in cyberspace is proposed, which 
provides a generalized and effective mechanism of security management with 
some items constraint specifications. These constraint specifications are 
organized to form a construction, and an enact process is proposed to make it 
scalable and flexible to meet the need of diversified service application systems 
in cyberspace. The model of this paper erases the downward information flow 
by extended rules of read/write, which is the breakthrough of the limitations 
when applying the standard role-based access control in cyberspace.  

Keywords: Cyberspace; Service Access; Security Control Model. 

1   Introduction 

Large-scale information management and a large number of service requests exist in 
cyberspace. There is an urgent need to use an easy-to-manage, service-oriented access 
control mechanism to reduce management complexity.  

This paper designs a Service-Orient Access Control Model (SOACM) of 
cyberspace, including the user, the service space and operation these three orthogonal 
concepts. User, service and operation are limited sets. User is the caller of service 
computing, subject of access control, service space is all original and dynamic 
increasing services, operation is the basic unit of user behavior. The coordinate 
system of the user, the service space and operation these three concepts show in fig.1, 
Denote mapping as }10{ ，： →×× OPWSUF  which nodes in space ),,( OPWSU  

maps }1,0{  sets. If node )( iii opwsu ，，  maps 1, indicate that user iu  has 

authorization to execute operation iop  on service space node iws .If node 

)( iii opwsu ，，  map 0, indicate that user iu  do not have authorization to execute 

operation iop  on service space node iws . So service-oriented application access 

control can be expressed as space node sets which mapping "1" in the space 
),,( OPWSU , namely subset D generate from space ),,( OPWSU : 

}1),,(,,,|),,{( =∈∈∈= iiiiiiiii opwsuandFOPopWSwsUuopwsuD  

                                                           
* Corresponding author. 



 A Service Access Security Control Model in Cyberspace 435 

WS

U

OP

)0,0,0(

 

Fig. 1. Space ),,( OPWSU  , which U axis, WS axis, OP  axis are respectively express 
elements of the user, the service space and the operation sets, this coordinate origin is not in the 

three sets, denoted as )0,0,0( . )( iii opwsu  in space ),,( OPWSU   represent user iu  

execute operation iop  on iws  in service space. 

2   Access Control Model SOACM 

Definitions (predefined sets standards) USERS, ROLES, OPS, OBS and SESSIONS 
are respectively user set, role set, operation set, object set and session set of the 
system. Their meanings are defined by RBAC standard. 

Definitions (classified grades set, CLASSES). classified grades index is the 
sensitivity of the data. if we use integer to indicate classified grades index, LOW 
indicates that the minimum classified grades, the highest classified grades is HIGH 
and LOW ≤ HIGH, then ∀l∈CLASSES ⇒ l∈ [LOW..HIGH]. CLASSES is all 
classified grades sets. 

Definitions (scope, CATEGORIES). the I={CAT1, CAT2, …, CATn } is the system 
divides category sets, according to a characteristic. CATi (1 ≤ i ≤ n) is a category 
name. Scope CATEGORIES={C1, C2, …， Ck}(k≥1) is a subset of I .That is 
CATEGORIES ⊆ I. 

Definitions (user roles distribution, UA). Ｕ A ⊆ USERS×ROLES, It is the 
distribution relations of many-to-many mapping the user to the role. 
Assigned_users(r)={u∈USERS|(u,r)∈UA}will map the role r (excluding succession 
role) to the user set, assigned_users(r:ROLES)→2USERS. 

Definitions (user authority set, PRMS). PRMS=2(OPS×OBS), is a user's authority set. 
Definitions (the role of authority arrangement, PA). PA ⊆ PRMS×ROLES is 

arrangements relations of many-to-many mapping the authority to the role. 
Assigned_permissions(r)={p∈PRMS | (p,r)∈PA} will map the role r (excluding 
succession role) to the authority set, assigned_permissions(r:ROLES) →2PRMS. 

Definitions (authority mapping, Op and Ob). Op(p:PRMS) →{op ⊆ OPS} maps the 
operation set of authority p. Ob(p:PRMS)→{ob ⊆ OBS} maps the object set of p. 

Definitions (role inheritance relationship, RH). RH ⊆ ROLES×ROLES is ROLES 
the partially ordered set structure, which is known as the inheritance relationship and 
is expressed as →. r1→r2⇒ authorized_permissions(r2) ⊆ authorized_ permissions 

(r1). Authorized_users(r)={u∈USERS| r＇→r, (u, r)∈UA} maps the role r and all 
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roles’ users of inheriting the role r, authorized_users(r:ROLES)→2USERS. 
Authorized_permissions(r)={p∈PRMS| r＇→r, (p, r＇)∈PA} maps the role r and all 
roles’ authorities of inheriting the role r, authorized_permissions(r:ROLES) →2PRMS. 

Definitions (session mapping). Session_users(s: SESSIONS)→USERS maps the 
session s to the corresponding user. Session_roles(s) ⊆ {r∈ ROLES|(∃r＇→r)  

(session_user(s), r＇ )∈UA } maps the session to the corresponding role sets, 
session_roles(s:SESSIONS)→2ROLES. 

Session_roles (s) maps all roles than can be used in session s (including the role of 
inheritance). 

Definitions (security level, LABELS). Security level LABELS ⊆  
CLASSES×2CATEGORIES is classified grades and the range combination. 
Class(l:LABELS)→｛class ⊆ CLASSES｝maps the classified grades of security level 

l. Category(l:LABEL)→｛category ⊆  CATEGORIES｝ maps the range of security 
level. 

Such as the security level l = {confidential, (Ministry of Personnel, Ministry of 
Finance)}, Class (l) = secret, Category (l) = (Ministry of Personnel, Ministry of 
Finance). It should be noted that the security level can be across multiple ranges. 

Users can arrange multiplicate security level in SOACM model. 
Definitions (role security level arrangements, RSA). Role security level 

arrangements RSA ⊆ ROLES×LABELS is the many to one mapping relation between 

roles and the security level. Role_label (r:ROLES)={l∈LABELS|(r, l)∈RSA} maps 
the security level of r, role_label(r:ROLES)→{l ∈ LABELS}. Role_ 
label_RH(r:ROLES) ={l∈LABELS|∃r＇，r→r＇∧(r＇, l)∈RSA} maps r and the 
security level of the role that r inherits, role_label_RH(r:ROLES)→2LABELS. 

Although the role and security level is the many to one mapping relation (a role 
only is arranged a security level), role_label_RH can be mapped multiple security 
levels by inheritance. 

SOACM establish access control strategy according to a service hierarchical 
structure, thus the access control strategy is more direct-viewing. 

Definition Class Privilege_Authorize(PA) is a connection class between role and 
service, an instance is a two tuples (r, s), represent the authorization relationship that 
role r to service s. denote as pa(r, s). each two tuple (r, s) in class is not redundant. 

Definition Class Satus_Authorize(SA) is a connection class between actor and role, 
an instance is a two tuples (a,r), denote that actor a is authorized some role r. each two 
tuple (a,r) in class is not redundant. 

The definition of responsibility separation class is a self association class in role 
class, an instance is a two tuples (role1, role2), represent conflicts of interest relations 
between the two roles. responsibility separation has two type : static responsibility 
separation(SSD) and dynamic responsibility separation(DSD). The former stipulate 
that an actor cannot simultaneously be authorized two kind of roles, the latter stipulate 
that an actor can authorize this two roles. But SSD and DSD are mutual, namely a SD 
relation can not be static and dynamic at the same time, obviously, SD relation non-
reflexive, symmetry, not transitivity. 



 A Service Access Security Control Model in Cyberspace 437 

SSD
(Static Separation of

Duties)

DSD
(Dynamic Separation of

Duties)

String roleName;

Role
SD

(Separation of Duties)

role1 *

role2 *

1

1

{mutual exclusive}

 

Fig. 2. separation relation of duties between two roles can be divided into static and dynamic. 
Inheritance role for the organization and management of large role in regulating the service 
authority (PA to the Service) and the authorized user specification (from SA to the Actor). For 
the two roles, the role of inheritance and separation of duties are mutually exclusive; and 
separation of duties can be derived from the role of super-role. To simplify the calculation of 
service as the role of authority and the management authority, in accordance with the 
succession of semantic roles may determine a set of rules so that the role can automatically 
inherit the role of the super-powers norms, but also allows users to automatically grant super 
role, and automatically activated. Each PA SA or an object that contains all the powers of 
constraint conditions. We first definition of similar size and power of the same concept. Similar 
is the meaning of power, the two power p1 and p2, if the PA category, for the same services; If 
the SA category for the same role. 

C1. PA a target that exists in the context of a specific role have access to a service: 
)))_).,(((),((, srcondcontextsrpaCCPAsrpaServicesRoler cc⎯→⎯→↔∈∃∈∈∀  

C2. Role if a right to access a certain operation, the necessary conditions for the 
right to visit the operation of the interface: 

)_).,(_).,(',),('

),((,,

condcontextsrpacondcontextirpaPAirpa

isPAsrpaInterfaceiOperationsRoler

=∈∃→
∧∈∃∈∀∈∀∈∀

 
C3. Role if a right to access a certain interface, its role is the necessary condition 

for the right to visit the ultra-Interface Interface: 

)_).,(_).',(',)',('

),'(),((',,

condcontextsrpacondcontextsrpaPAsrpa

tionGeneralizassgPAsrpaInterfacessRoler

=∈∃→
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C4. Role if a right to access a certain operation, and the implied operation of 

another operation, then the role in the conversion of Context conditions also have the 
right to visit the implied operation: 

))_).,((_).,(,),(

),()((,,

112222

112121

condcontextsrpacfcondcontextsrpaPAsrpa

PAsrpassOperationssRoler cf

=∈∃→
∈∃∧⎯→⎯∈∀∈∀

Theorem: Role as a service and r s, if the C2, C3, C4 from a number of objects pa  
(r, s), then the final target only one PA, on condition that these pa Context (r, s) 
Context object and set conditions: 

)_).,(_).,(_).,(

,),(),(),,((,

21

21

condcontextsrpacondcontextsrpacondcontextsrpa

PAsrpaPAsrpasrpaServicesRoler

∨=
∈∃→∈∃∈∀∈∀

 
Prove. PAsrpasrpa ∈∃ ),(),,( 21  
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))()_).,((())()_).,((( 21 srcondcontextsrpaCCsrcondcontextsrpaCC cccc ⎯→⎯→∧⎯→⎯→⇒   

)())_).,(()_).,((( 21 srcondcontextsrpaCCcondcontextsrpaCC cc⎯→⎯→∨⇒  

)()_).,(_).,(( 21 srcondcontextsrpacondcontextsrpaCC cc⎯→⎯→∨⇒  
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3   The Model Analysis 

Theorem: Arbitrary subset in the ),,( OPWSU  space can be expressed by a union of a 

group of roles. 

Prove: Make 
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Obviously, 
nDDDD ∪∪∪= 21

, namely D can use a collection of a group of 

roles to indicate, therefore, a group of roles can express an arbitrary subset in the 
),,( OPWSU  space, that is to say using role-based access control model can 

implement arbitrary Access Control Strategy, which proves SOACM model is 
universal. 

4   Conclusions 

The SOACM model has the following characteristic: (1) generality. May realize many 
kinds of access control strategy which define by user based on different service 
demand, namely the model may realize authorization rule identified by access control 
strategy. (2) Autonomous control. Domain access control strategy of each 
management domain can be developed independently by the user, namely the 
establishment of access control strategy in a management domain do not interfere by 
other access control strategy and distribution structure of service computing. At the 
same time, when some entity joins or the withdrawal visit, At the same time, when 
some entity joins or the withdrawal visit, there is no impact on access control strategy 
of other organizations, and its own access control strategy never change due to join or 
withdraw from the service. (3) Mutual operation of access control between multiple 
management domain. Provide a single system image of the cross-organizational 
authorization mechanism, realize mutual operation of access control in each 
management domain, namely cross-domain management authority.  
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Abstract. The working principles of Hall sensor has been introduced in this 
paper. To the defects of traditional methods, it proposed the designing strategy 
of motor speed measurement system based on single chip microcontroller with 
integrated chip. The hardware circuits including power module, data processing 
module and data display module have been described and it focuses on the 
analysis speed measurement module. The speed data can be obtained through 
counting impulse signals and displayed on LED. Experience shows that the 
system have high stability, it can meet the needs of DC motor speed 
measurement. 

Keywords: Hall sensor; DC motor; speed measurement; control system. 

1   Introduction 

DC motor has been widely used in machinery manufacturing, electric power, metallurgy 
and other fields because of its good start, braking and speed performance. In the 
industrial measurement and control system, in order to control the motor rotation better, 
it is often needed to continuously measure its speed. Higher the motor speed resolution, 
the better control of the motor. Now, the commonly used speed measurement methods 
include centrifugal tachometer method, tachogenerator method, gleaming method, 
photoelectric encoder method and Hall element method, et al.. Since the Hall element 
has the performances of small size, simple external circuit, dynamic, long life, 
debugging and convenient, it can be made with a variety of sensors and widely used in 
displacement measurement, angle measurement, speed measurement and counting, and 
so on [1-3].  

So, after analyzing the characteristics of Hall element, a design method of speed 
measurement system is proposed. The hardware circuits and software are introduced. 
It adopt Hall sensor to gather pulse signals from motor, and the pulses are send to 
single chip machine after procession. In order to accurately measure speed, the system 
was designed to obtain instantaneous speed and ensure the measurement in real time. 

The rest of this paper is organized as follows. Section 2 introduces the principle of 
Hall sensor. Section 3 described the framework of hardware and unit circuits in 
details. After that, the flow chart of software is presented in section4. In section 5, 
some experimental results are analyzed with some real examples. Finally, the last 
section gives some concluding remarks. 
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2   Principle of Hall Element 

As a speed sensor of measurement system, the Hall element has many advantages 
such as small size, light weight and easy installation, et al.. Its working principle is 
Hall-effect: A metal or semiconductor chips are placed in a magnetic field, when the 
sheet is connected to current I , on both sides of the sheet surface will produce a trace 

of the Hall voltage HU , if it changes the strength of magnetic field, the size of the 

Hall voltage will changes accordingly. With the formula expressed as: 

BIKU HH ××= . (1) 

Where HK is the sensitivity coefficient of Hall device, I  is the electric current and 

B  is the magnetic induction intensity. 
If a Hall element is installed nearly to the turntable, when turntable rotates with the 

shaft, the Hall element is affected by magnetic field generated by the magnet, so it 
outputs pulse signal whose frequency is proportional to speed, then speed can be 
calculated by measuring the pulse period or frequency[4,5]. The connection circuit of 
device and electronic properties are shown in Fig.1. 

Vout

Z

Vcc

Hall elementMagnetic
steel 

GND

 

Fig. 1. The connection circuit of device 

The relationship of pulse period and motor speed is 
)/(60 TPn ×=  (2) 

Where n  is the motor speed, P is the pulse number of a round for the motor, and T  
is the period of square wave signal. 

3   Hardware Design 

According to the requirements of actual control, this paper has designed the hardware 
connection diagram of DC motor speed measurement based on microcontroller 
AT89S51. The system mainly includes four parts: keyboard circuit, power circuit, 
speed measurement circuit and displaying circuit [6]. The overall structure of the 
system is shown in figure 2. 

The working process is as follows. Firstly, the control commands are inputted to 
single chip microcontroller by the keyboard, the pulse signals corresponding to motor 
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Fig. 2. The overall structure of system 

speeds are collected through the Hall sensor. Then, the operational status is displayed 
on the LED. 

3.1   Microcontroller 

This system uses AT89S51 as CPU, it is an 8-bit CMOS microcontroller with the 
characters of 4KB Flash, low-power and high performance. It is compatible with 
standard 80C51 instruction set and 80C51 guidelines foot structure, which can be 
applied to many embedded control system to provide high cost-effective solutions. 

3.2   Power Circuit 

The operating voltage of AT89S51 is +5V while the lighting voltage is 220V, 50Hz 
AC. So, it is needed to convert to DC voltage through the rectifier bridge. Because the 
obtained DC voltage through transformer may contain AC component, so it is needed 
the filter circuit composed of C1 and C3 for filtering. Then, the 5V voltage can get by 
7805. The circuit is shown in Fig.3.  
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++

1 2

3

C1 C2 C3

VoVi

 

Fig. 3. Circuit of system power 

3.3   Keyboard 

Two switches SW1, SW2 of the system connect to P2.0, P2.1, respectively. Where 
SW1 is used for system restarting, SW2 is used for system setting. The method to 
judge whether the key is pressed down is as follows. Setting port P2 for high level 
firstly, then testing pin level start from P2.0 to P2.1 one by one. If a pin is low-level, it 
means the key is pressed down, then corresponding treatment is needed to be done to 
achieve key function. If the pin is high level, then it is not treated. 

3.4   Display Circuit 

The System uses LEDs to display the data. It is composed with four LEDs with a total 
positive, and the bit-choice side is driven with a transistor S8550. The display mode 
of system is dynamic scanning.  
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3.5   Speed Measurement Circuit 

Motor speed circuit is designed mainly based on Hall sensor UGN-3501T, which is an 
integrated sensitive device produced by the United States SPRAGUE Company. Hall 
sensor measures speed signal from permanent magnet DC motor. When the shaft has 
a turn, a certain amount of pulses are produced, they are outputted by the Hall device 
circuit and become the counting pulses of rotation counter. By controlling counting 
time, it can achieve that counting values of counter is corresponding to shaft speed. 
The speed measurement circuit is showed in Fig.4. 

uA741
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3501T C1

 

Fig. 4. The speed measurement circuit 

4   Software Design 

In this paper, the program is compiled with Keil C51. This system uses INT0 interrupt 
of microcontroller to count on speed pulses. When single chip microcontroller is 
powered on, the system enters a state of readiness. The first step is initialization, the 
timer T1 works on the external event count mode to count the speed pulse, T0 works on 
mode 1. The pulse number is read one time per seconds, this value is the pulse signal 
 

Initialization

Open 

Starting

Displaying 

Keyboard 

 

Fig. 5. The flowchart of main program 
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frequency; according to equation (1) the speed of the motor is calculated. The software 
of Speed detection device mainly includes: speed measurement subroutine, data 
processing subroutine and display routines, et al.. The main flowchart is shown in Fig.5. 

5   Experiment 

In order to verify the accuracy of measurements, the comparison test has been 

conducted. The true value 0n  is measured with high precision instrument and the 

measurement value xn is the value from the display of system. The measurement 

errorε  can be calculated with this formula: 

   00 / nnnx −=ε . (3) 

The graphical representation of test data is shown in figure 6. The measurement 
results show that the errors are all within ± 4%, and with the increase of the speed, the 
relative errors become smaller and smaller. Thus, the experiment shows that the 
system has high measurement accuracy, and can meet the needs of speed 
measurement of DC motor. 
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Fig. 6. Data curve of experimental results 

6   Conclusion 

In this paper, a speed measurement system is designed based on SCM technology and 
Hall sensor. The microcontroller obtained the signals from Hall sensor to achieve the 
continuous speed monitoring and control. Experiments show that the hardware 
interface circuit is simple, reliable, and robust, with some theoretical and practical 
values and can meet the functional requirements of speed regulation. Especially when 
the measurement space is limited, or sensors installed under the conditions of the 
inconvenience, this method has obvious advantages.   
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Abstract. For the Fault identification on Non-Control Area of Distribution 
network, a new method of distribution network fault is locating. Distribution 
network model based on GIS is introduced, mixed by Model of power system 
distribution network and Model of Geographic Information System (GIS) data. 
Distribution network fault locating algorithm based on rough set theory is 
constructed, as well as implementation process of fault locating. 

Keywords: Geographic Information System (GIS); Distribution Network; Fault 
locating System. 

1   Introduction 

Nowadays, the fault location of distribution network framework’s large area of the 
branch line is mainly depended on the fault reporting information from users, and then 
users called to complaint power fault address and time and so on. Then the electric 
workers answered the messages, including the regions planning to power cut or when 
the maintenance workers would arrive. However, several problems are not correctly 
settled. These problems would be decided by the fault reporting based on geographic 
information of distribution network fault locating system, which avoided the huge 
investment on communication equipment, shortened the power cut time. 

2   Distribution Network Analysis Based on GIS Application 

GIS is applied here and there on the device and operation management of distribution 
network, because of its formidable features such as display, inquiry, count. What’s 
more, other professional analysis of power based on the spatial analysis, the network 
analysis is only on the initial stage [1]. Network analysis functions of GIS could 
achieve these points, as network upstream analysis, network downstream analysis, 
tracking of common ancestor, and network connectivity analysis, etc. They all would 
be the basis of fault location. 
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2.1   Distribution Network Model 

Distribution network included distribution substations, distribution lines, breakers, 
isolating switch, and distribution transformers [2]. The breakers, RMU, isolating 
switch, and switching stations are always used as switches, so they could be replaced by 
switches [3]. Figure 1 shows distribution network structure of Gong One Line. 

 

Fig. 1. Gong One Line Distribution network structure 

This Tree-lined distribution network is expressed as: 

        A S, , , i 1,2, … ; j 1,2, … ; k 1,2, …                                           1   
On the formula, n1 n2 n3means the numbers of line or equipment; S means power source 
(distribution substations); L means Power Supplying line; K means switch; T means 
transformers. 

To describe the distribution network deeply, let all the equipment showed as Device 
Names, including coding; category; graphic properties; related properties; management 
properties. Distribution network model involves three information data: spatial 
information; attribute information; relationships. 

2.2   Distribution Network Model Based on GIS 

GIS treats the breaker, isolating switch, fuse as point features; distribution lines as line 
features; rivers and buildings as surface elements. For the every element, GIS describe 
and store three corresponding information data: spatial information; attribute 
information; relationships. All the distribution network GIS data are stored in the 
Geospatial Database (‘Geodatabase’ for short). For the power users, Geodatabase could 
reflect several benefits: first, users could have a choice to create the custom elements, 
which may be used to describe transformers, lines, cables, instead of point elements or 
line elements; second, data entry and editing could be more precise; third, data model is 
more intuitive handling; fourth, elements have rich related environmental; fifth, the 
idea multi-user concurrency editing Geography data comes true. 

To establish distribution network model based on GIS, power source(S), switch (Kj), 
transformer (Tk) are treated as the vertex of distribution network topology, distribution 
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ig. 4. Decision Table Reduction Chart 

B C D E F G H I J Fault element
1 1 1 1 1 1 1 1 1 K1
0 0 0 0 0 0 0 0 0 K1 or T1
1 0 0 0 0 0 0 0 0 K3 or T2
0 1 1 1 1 1 1 1 1 K4
0 1 0 0 0 0 0 0 0 K5 or T3
0 0 1 0 0 0 0 0 0 K6 or T4
0 0 0 1 1 0 0 0 0 K7
0 0 0 1 0 0 0 0 0 T5
0 0 0 0 1 0 0 0 0 T6
0 0 0 0 0 1 1 1 1 K8
0 0 0 0 0 1 0 0 0 K9 or T7
0 0 0 0 0 0 1 1 0 K10
0 0 0 0 0 0 1 0 0 T8
0 0 0 0 0 0 0 1 0 T9
0 0 0 0 0 0 0 0 1 K10 or T11
0 0 0 0 0 0 0 0 0 No fault
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Table 2. Decision Table Reduction 

 

In Table 2, ’*’ means whether the user called for failure, no effect on the correct 
failure positioning of the distribution network. As well as every important 
characteristics of the region fault information, this has the same positioning capability 
with original decision table. This rough set theory-based fault location method uses the 
regional information set redundancy complaints, avoiding errors and uncertainty 
information caused by human factors, to achieve the aim of correct positioning. 

4   Implementation Process of Fault Location 

Fault location of the implementation process includes the following three steps: 

1) Generate a power supply circuit wiring diagram. There are all communications 
(house numbers, phone numbers, and addresses) about power users in system database. 
When customer service hotlines (95598) are called, user’s house number and address 
are recorded. So the transformer supplies for him could be found. It would do benefit to 
reduce complaints in the actual failure occurred during the user because of the 
distribution network systems are not familiar with the possibility of false positives. 
Then Search investment reported the transformer power supply failure point S with the 
fault location system in the network analysis tools Arc Engine. According to this point, 
power supply circuit diagram could be drawn. User who votes fault is not always the 
one in the new failure zone, because some users do not know where the area is planned 
power outage or equipment maintenance. So this information must be filtered out first. 
If the transformer could find the source supplying power, the line it in fails. Then ID of 
outlet switches and transformers should be output to an array file, because scheduling 
departments cannot monitor this failure. 

Sample number A B C D E F G H I J Fault element
1 * 1 * * * 1 * * 1 1 K1
2 1 0 0 0 0 0 0 0 0 0 K1 or T1
3 * 1 0 0 0 0 0 0 0 0 K3 or T2
4 * 0 * * * 1 * * 1 1 K4
5 0 0 1 0 0 0 0 0 0 0 K5 or T3
6 * * * 1 0 0 0 0 0 0 K6 or T4
7 * * * * 1 1 0 0 0 0 K7
8 * * * * 1 0 0 0 0 0 T5
9 * * * * 0 1 0 0 0 0 T6

10 * * * * * 0 * * 1 1 K8
11 * * * * * * 1 0 0 0 K9 or T7
12 * * * * * * * 1 1 0 K10
13 * * * * * * * 1 0 0 T8
14 * * * * * * * 0 1 0 T9
15 * * * * * * * * 0 1 K10 or T11
16 0 0 0 0 0 0 0 0 0 0 No fault
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2) Based on power supply circuit logic diagram (Figure 2), dynamic coding all the 
geometric network device nodes on the failure of power supply circuit, such as 
breakers, isolating switches, fuses, transformers. The decision table is based on codes, 
simplify decision table, and output fault sections in the decision table. 

3) Mark fault sections on the GIS map with highlight, and show the cause of the 
malfunction and details about fault equipment [5]. 

5   Conclusion 

In low voltage distribution network, there are many non-control areas, with much fault, 
ineffective positioning, and not intuitively. To avoid these abuses, this system use GIS 
and the rough set theory, according to the information on user’s fault complaints, 
finding the location of the point of failure quickly. In the practical application, more 
methods could be used to efficiently shut the time of repairing distribution network 
fault, like GIS fault recovery vehicle system, to improve the level of power customer 
service. 
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1   Introduction 

Numerical Analysis is a course which studies various numerical computation methods 
and the theory for solving different mathematical and applied problems. Its research 
content is broad, rich and practical. It not only has high abstraction and rigorousness 
characteristics of pure mathematics, but also has highly technical and practical 
features for extensive applications. That means numerical analysis is a combination 
field of mathematics and computer science. Therefore it becomes a core course of 
mathematics and information science major in colleges and universities [1,2]. 

In the current domestic and overseas teaching and research on numerical analysis 
course, they normally focus on its theoretical content and ignore its practice and 
application guidance, which makes it as a relatively abstract mathematics course. For 
many undergraduates, because it's difficult to understand and master its main content, 
they are easy to be boring for learning this course, which is hard to achieve the 
expected teaching effectiveness [3,4]. In view of this reason, many domestic and 
foreign universities have done the teaching reform on numerical analysis curriculum. 
During the teaching process, they arrange some numerical computation method tests 
and large-scale integrated experiments and so on. However, we find these reforms are 
not enough to achieve the expected effectiveness, one reason is that even the students 
are able to make some experiments, they do not know why these methods should be 
done like this and where these methods can be applied for, i.e., they do not fully grasp 
the main content of computational methods. On the other hand, with the rapid 
development of computers and other related technologies, the content of numerical 
analysis and corresponding central issue has also changed, which is inconsistent with 
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the traditional teaching content. We need to combine some new contents of numerical 
analysis in time to take some proper teaching adjustment on numerical analysis course 
[5,6]. 

This paper does the research based on the existing problems in teaching numerical 
analysis course. Through the reform and construction of its teaching content, method 
and other aspects, we mobilize the student’s enthusiasm for learning this course; 
broaden student's learning knowledge; let them know the practical application when 
understanding the relevant theory. 

2   Numerical Analysis Key Course Teaching Reform 

2.1   Current Numerical Analysis Teaching Situation 

Numerical Analysis is a fundamental course in mathematics and information science 
major of Zhejiang Sci-Tech University. By learning the course, students can 
understand the characteristics of various numerical computational methods, and use 
these numerical methods to solve some mathematical problems, build a solid 
foundation for solving practical application problems combining with the computer 
technology. The main content of this course includes polynomial interpolation, 
function approximation and computation, numerical integration and numerical 
differentiation, numerical solution of ordinary differential equations, numerical 
solution for nonlinear equation and linear equations, etc. When teaching this course, 
students can proficiently use the numerical computation software and do some 
numerical computations experiments by the programming language, which achieve 
the harmonious teaching effect of its theory and practice. Based on the teaching 
syllabus and the student’s actual condition, the course is mainly on the way of the 
classroom teaching and is supplemented by the computer experiment. There is 48 
hours of the classroom teaching, which is to introduce the basic principles and 
concepts of main numerical computation methods. The teaching content hour is 
compact, we need to arrange the reasonable content for the classroom teaching so that 
students can understand and master the modern scientific computing and numerical 
methods in principle, and they are also able to apply relating knowledge to solve real 
application problems. The specific teaching content hour arrangement is shown in 
table 1.  

The main problem of current course teaching is that when introducing the specific 
numerical computation method and related mathematical knowledge, some students, 
especially in information sciences major, feel boring and difficult to understand 
relevant content. This course also requires better hands-on computer programming 
capabilities, but some students in mathematics major have not the appropriate 
preparation and training, which cause the weak practical programming ability. What's 
more, the development of research on numerical analysis is rapid and the related hot 
research field is also changed, we should adjust and update the teaching content [7,8]. 
Therefore, in order to effectively serve for its teaching process, we urgently need to 
do the teaching reform on numerical analysis course to explore new teaching ideas 
and teaching methods for students.  
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Table 1. Schedule of teaching content hour arrangement of Numerical Analysis 

Teaching 
Mode 

 
Teaching  

hours 
 

Course content 
(Knowledge unit) 

Theory 
teaching 

Exercise 
class 

Discussion 
class 

Total 

unit 1: Introduction 2   2 class hours 

unit 2: Interpolation method 7 1  8 class hours 

unit3: Function approximation 
and computation 

7 1  8 class hours 

unit4: Numerical integration 
and numerical differentiation 

6 1 1 8 class hours 

unit 5: Numerical solution of 
differential equations 

6 1 1 8 class hours 

unit 6: Numerical method for 
solving nonlinear equation 

6   6 class hours 

unit7: Direct numerical method 
for solving linear equations 

4   4 class hours 

unit8: Iteration method for 
solving nonlinear equations 

3 1  4 class hours 

Total  41 5 2 48 class hours 

 

2.2   Numerical Analysis Teaching Reform Implementation  

The basic teaching reform of numerical analysis course in mathematics department is 
mainly to adjust the course content according to the actual situation; perform 
appropriate reforms based on the existing teaching problems; try some new teaching 
methods and train the professional teaching faculty; improve undergraduate’s interest 
in learning this course, so that they can truly understand the main content of the 
course. Detailed implementation plans are  

(1). Reform of teaching content and curriculum system 
While teaching numerical analysis course, we regularly communicate with students, 
know the student’s learning state of math or information science major in time, adjust 
and modify the traditional numerical analysis syllabus, reduce or remove some 
relatively difficult sections appropriately, such as function approximation, numerical 
eigenvalue calculation, etc. We also increase some new contents related to numerical 
analysis, such as parallel computing, genetic algorithms and neural network 
computing, etc. In the course system, we appropriately change the simple mode 
teaching by the lecturer, increase answering time for solving student’s question and 
stimulate the learning interest of students. 
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(2). Teaching reform of theoretical knowledge 
For the students in information science major, they are relatively lack of mathematical 
theory knowledge. For mathematics students, their computer hands-on programming 
ability is relatively weak. The teacher should let the students prepare to learn 
corresponding weak knowledge first, so that when introducing the basic theory of 
computation methods and do the large-scale experiment, the difficulty of teaching 
numerical algorithms can be reduced. In addition, when introducing the specific 
numerical method, the teacher can use the heuristic teaching, for example, give 
questions before the class teaching, guide the students to preview and self-learn the 
relating content which can also reduce the classroom teaching burden and simplify  
the task of classroom teaching. When explaining various computational methods, the 
lecturer can teach them by comparing different algorithms and find their relationship 
between them, emphasis on the comparability and relevance of algorithms so that 
students are no longer isolated to learn these numerical methods, which help them 
deepen the understanding of various algorithms. In addition, the teacher can introduce 
some new research progress in the relating numerical computation field so that the 
students will not feel boring to learn this course. The teacher can also recommend 
some important journals and conferences of numerical analysis, help student 
download the relevant papers from the website, so that students obtain the newest 
research knowledge in the related field. 

(3). Experiment (practice) reform and development 
We modify previous large-scale experiment content, increase some numerical method 
description for solving meaningful application problems, and combine the experiment 
content with other courses such as mathematical modeling course, and so on. Through 
the experimental training, we hope to improve the student’s learning interest and the 
ability to solve practical problems. In addition, students need to develop the hands-on 
ability, pay attention to the relationships between the programming for realizing the 
computational algorithm and the existing computational application software. If some 
students are not familiar with the programming language and the related software 
before doing the experiment, the teacher should increase some class hours to 
introduce the programming language and application software such as VC, Matlab, 
etc. After the experimental time, the teacher can ask students to learn these relating 
contents by themselves to strengthen the practice ability. 

(4). Combination of traditional teaching and multimedia teaching  
In our course reform, we take the reform on the past teaching method which is mainly 
based on the blackboard teaching. We add the multimedia teaching methods, such as 
using PPT to explain some parts of the course content. We make use of the network, 
audio, video and other information resource, give the full influence of graphics, 
image, animation and other tools to enhance the teaching effect. These measures are 
not only consistent with the characteristics of the course, but also increase the 
diversity of teaching content which makes the classroom teaching lively and 
interesting. In addition, we can recommend the original foreign materials and use the 
bilingual teaching mode for teaching some parts of them. 

(5). Exercise assignment and examination arrangement 
Certain arrangement of after-school exercises can help students review and 
understand the content of the class. According to the student’s actual state, the teacher 
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should arrange a number of exercises with moderate difficulty and give some 
different kinds of exercises associated with theoretical knowledge and practical 
application problems, so that the students can be trained to develop the independent 
thinking capacity. For the experiment section, the teacher should provide the large-
scale experimental homework, the students choose relevant programming language to 
realize the algorithm and solve the problem. The experimental score can be referred 
as a proportion recorded in the final performance of this course. Finally, we need to 
establish a certain number of the exercise base for each chapter of numerical analysis 
course. Final exam can be randomly selected from the exercise base. The final score 
can be determined by the final written test, the experimental score and the usual 
performance, which increases the objectivity and impartiality of learning this course. 

2.3   Specific Reform Schedule Plan 

The course reform schedule can mainly be divided into two phases:  

(1). We do the appropriate modification on the teaching syllabus of numerical 
analysis. Through the questionnaires, the communication between teachers and 
students, attending the teaching conference or other styles, we know what theoretical 
knowledge students don't understand clearly, which section students are more 
interested in, and what experiments students are difficult to do, etc. We improve the 
corresponding teaching contents in time. We also analyze and summarize relevant 
information to complete the mid-term research report. 

(2). According to the mid-term report, we adjust and update the contents of numerical 
analysis in the next year’s teaching. We complete the teaching reform of this course’s 
content and system, improve the teaching method and the experimental teaching, 
reorganize the teaching note and construct the exercise library; complete the reform 
research summary report, publish one related reform research paper. 

2.4   Goal of Course Reform 

Through the teaching reform research of numerical analysis course, we will develop 
the teaching note in the past few years, summary the relevant teaching material, 
improve the existing curricula syllabus, the teaching calendar, modify the after-school 
exercise set and the examination paper, arrange the multimedia teaching material and 
tool. The students learning this course can benefit from them. The goal of this course 
reform is to form our teaching characteristics of numerical analysis in mathematics 
and information science major of Zhejiang Sci-Tech University. In addition, through 
this teaching reform, we will practice the teaching ability of our young teachers, 
establish the reasonable team for teaching numerical analysis course.  

3   Summary 

We compare the teaching effect for recent students learning numerical analysis 
course. After the teaching reform, we find that the student’s fear of difficulty related 
to this course has been reduced, while the student’s interest, confidence and 
enthusiasm in learning this course is increased, and the computer programming ability 
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has also been promoted. Furthermore, the final exam score of this course has greatly 
been improved. Current numerical analysis educational reform has gotten some 
progress. 
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Abstract. The purpose of this study was to propose a multi-layer topic map 
analysis of palliative care research using co-word analysis of informetrics with 
Growing Hierarchical Self-Organizing Map (GHSOM). The topic map 
illustrated the delicate intertwining of subject areas and provided a more 
explicit illustration of the concepts within each subject area. We applied 
GHSOM, a text-mining Neural Networks tool, to obtain a hierarchical topic 
map. The result of the topic map may indicate that the subject area of health 
care science and service played an importance role in multidiscipline within the 
research related to palliative care. 

Keywords: topic-map, co-word, GHSOM, hospice care, palliative care, 
terminal care. 

1   Introduction 

Since the first scholarly paper in terminal care appeared in 1952 [1] according to 
SCIE (Science Citation Index Expanded) and SSCI (Social Science Citation Index) 
databases, explorations of the possibilities of hospice care or palliative care have seen 
a vigorous development, especially in the last fifteen years. Recently, bibliometric or 
informetric method was used to analyze a good deal of research relevant to palliative 
care. Payne and Turner offered a conceptual mapping of fields of research concerned 
with death and dying, which they suggested that there is a greater acknowledgement 
of the differing epistemological and theoretical frameworks used by researchers [2]. 
However, their results were based on their professional judgments, not by systemic 
methods. In this study, we proposed a hierarchical mapping model using co-word 
analysis and Growing Hierarchical Self-Organizing Map (GHSOM) [3-4] in order 
provide a hierarchical topic map of palliative care research. 

The objectives of this study were to reveal the major topics or conceptual 
interrelations of research related to hospice care as an example, in order to gain a 
better understanding of the quantitative aspects of recorded data and discover features 
of research relevant to hospice care embedded in the SCIE and SSCI databases. Thus, 
we adopted GHSOM in co-word analysis to cluster the conceptual topics into a 
representation of dynamic 2-dimentional interrelated structures within the data. 
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2   Dataset and Method 

The dataset used in this study was derived from the SCIE and SSCI Databases of the 
Web of Science, created by the Institute for Scientific Information. It 
comprehensively indexes over 1,950 journals across 50 social sciences disciplines. It 
also indexes individually selected, relevant items from over 3,300 of the world's 
leading scientific and technical journals. 

An empirical search command was used by “Topic= ("palliative care*") OR 
Topic= ("hospice care*") OR Topic= ("terminal care*") refined by Document Type= 
(Article or Review) “to retrieve data related to hospice care. The documents 
specifically included articles or reviews in the study. Book reviews, papers of 
proceeding, letters, notes, meeting abstracts were not taken into consideration. A total 
of 6,828 papers published between 1952 and 2009 were found. 

The study applied co-word analysis with GHSOM to cluster the major topics of a 
large collection of documents based on research related to hospice care, and provide a 
topical landscape of the field. Self-Organizing Map (SOM) was designed according to 
the concept of unsupervised artificial neural networks to process high-dimensional 
data and provided visual results [5-8]. However, SOM requires a predefined number 
of nodes (neural processing units) and implements a static architecture. These nodes 
result in a representation of hierarchical relations with limited capability. GHSOM 
approach was developed to overcome these limitations, and is often applied in field 
the information extraction [3, 9-11]. GHSOM is based on the characteristic of SOM, 
but it can automatically grow its own multi-layer hierarchical structure, in which each 
layer encompasses a number of SOMs, as shown in Figure 1. 

The process of applying GHSOM to topic analysis is illustrated in Figure 2. The 
three phases are: the data preprocessing phase; the clustering phase; and the 
interpreting phase. 

 
Fig. 1. Structures of GHSOM [9] 

 

Fig. 2. The three phases of the topic analysis process 

In the data preprocessing phase, key-terms such as titles, keywords, and subject 
categories are used to represent the contents of the documents. Meaningful key-terms 
describing the articles are extracted directly from the documents without any manual 
intervention. These key-terms are weighted according to a tf x idf the state-of-the-art 
weighting scheme shown in equation (1) [9-10, 12-13].  

Data 
preprocessing:  

Determine key-
terms 

Clustering:  
Obtain an 

acceptable GHSOM 
result 

Interpreting:  
Identify the topic 

categories represented 
in GHSOM 
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                           wi(d) = tfi (d) × log ( N / dfi )  (1) 

In equation (1), wi(d) represents the weight of the ith term in document (d), tfi(d) 
represents the number of times the ith term appears in document (d), N represents the 
total number of documents, and dfi represents how many documents contain the ith 
term. The resulting key-term vectors were used for GHSOM training. 

In the clustering phase, the GHSOM experiment1 was conducted through the trial 
and error method, using various values for breadth and depth and different 
normalizations to gain an acceptable GHSOM model for the analysis. The results of 
GHSOM are shown as Figure 2. 

In the interpreting phase, for each node of GHSOM of the first-layer and some nodes 
of the second-layer which will be re-grouped into the layer 3, we counted the dfi value 
of each key-term in all articles cluster them into a particular node and assigned a key-
term with the highest dfi value (or several key-terms if their dfi values were very close) 
as the topic category. If there were more than five topics, we would denote it as 
multidisciplinary. For the remaining nodes, the utmost five important key-terms would 
be automatically assigned by the GHSOM using the tf x idf weighting scheme.  

3   Results 

Through the process of applying GHSOM to topic analysis as showed in Figure 2, we 
obtained the result as showed in Figure 3 in the clustering phase. The model 
comprised four layers and 58 nodes. All 6,828 articles were clustered into a SOM of 2 
x 3 nodes in layer 1, where all articles that had been clustered into the six nodes were 
further re-grouped into a SOM of 2 x 2 (i.e. node 1, 2, 3, 5, 5, and 6) respectively. The 
articles clustered into nodes 1.4, 3.3, 3.4, 4.1, 5.2 and 6.3 were further re-grouped into 
a SOM of 2 x 2 nodes in layer 3. The articles clustered into node 3.4.2 were further 
re-grouped into a SOM of 2 x 2 nodes in layer 4. 

 

Fig. 3. The GHSOM result 

                                                           
1  We used GHSOM toolbox in the Matlab R2007a® package to conduct the GHSOM 

experiment. 
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In the interpreting phase, for each node of GHSOM, we count the dfi value of each 
key-term in all articles cluster them into a particular node and assigned a key-term with 
the highest dfi value (or several key-terms if their dfi values were very close), as the 
topic category. If there were more than five topics, we would denote it as 
multidisciplinary. The results are presented in Figures 4, 5, 6 and 7, in which the 
number in the parenthesis refers to the number of clustered articles. For instance, there 
were 1002 articles clustered into node 1, and based upon the interpretation, it was 
named the “end, death and life”, articles in node 2 as “health care science and service” 
category, and so on. 

 

Fig. 4. First-layer interpretation results of GHSOM. MED, GEN&INTL is the abbreviation for 
medicine, general & internal; SRV is services; SCI is science; PEOH is public, environmental, 
and occupational health. 

 

Fig. 5. Second-layer interpretation result of GHSOM. GAST is gastroenterology; GERI&GERO 
is geriatrics & gerontology; SOC is social; SCI is science; PSY is psychology; MULTID is 
multidisciplinary; INTERD is interdisciplinary. 
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Fig. 6. Third-layer interpretation result of GHSOM. MED, GEN&INTL is the abbreviation for 
medicine, general & internal; GERI&GERO is geriatrics & gerontology; RNAD refers to 
random; CTRL is control; FUNC is functional; SRV is services; EDU is education; PEOH is 
public, environmental, and occupational health; SOC is social; SCI is science; PSY is 
psychology; MULTID is multidisciplinary; INTERD is interdisciplinary. 

 

Fig. 7. Fourth-layer interpretation result of GHSOM. MED, GEN&INTL is the abbreviation for 
medicine, general & internal. 



464 Y.-H. Yang, H. Bhikshu, and R.-H. Tsaih 

Based on these dominant topical clusters in the collection of articles, further 
specific topics were obtained in layer 2, (Figure 5). For instance, articles in the “end, 
death and life” category were further re-grouped into sub-category topics including 
“death”, “end”, “quality”, “ethics” and “communication” in node 1.1. Articles in a 
number of nodes of layer 2 (that is, nodes 1.4, 3.3, 3.4, 4.1, 5.2, and 6.3) were further 
re-grouped into more specific subcategories in layer 3, as shown in Figure 6. And 
articles in node 3.4.2 of layer 3 was further re-grouped into more specific 
subcategories in layer 4, as shown in Figure 7. 

4   Conclusions 

To sum up, the study shows that the variety of research appeared to be scattered 
across a wide range of subject areas. However, the GHSOM tool had all of the benefit 
of SOM, in providing a map from a higher dimensional input space to a lower 
dimensional map space, as well as providing a global orientation of independently 
growing maps in the individual layers of the hierarchy, which facilitated navigation 
across branches. The topic map using GHSOM in co-word analysis illustrated  
the delicate intertwining of subject areas and provided a more explicit illustration of 
the concepts within each subject area. The result of the topic map may indicate that 
the subject area of health care science and service played an importance role in 
multidiscipline within the research related to palliative care. 
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Abstract. Feature selection plays an important role in many fields. This paper 
proposes a method for feature selection which combined the rough set method 
and ant colony optimization algorithm. The algorithm used the attribute 
dependence and the attribute importance as the inspiration factor which applied 
to the transfer rules. For further, the quality of classification based on rough set 
method and the length of the feature subset were used to build the pheromone 
update strategy. Through the test of data set, results show that the proposed 
method is feasible.  
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1   Introduction 

Feature selection is extensive and it spreads throughout many fields, including data 
mining, pattern recognition, machine learning and signal processing .As a result of the 
data sets with a high dimensional space, feature selection is particularly 
necessary[1,2]. Currently, many researchers have studied a number of feature 
selection methods. These feature selection methods can be divided into global search 
strategy, random search strategy and heuristic search strategies[3-6]. The "branch and 
bound" [7] approach used global search strategy can be get the relatively optimal 
feature subset. However, with the data set increases, the algorithm efficiency will 
decrease. The random search strategy combined feature selection with simulated 
annealing algorithm, tabu search algorithm and genetic algorithm[8] while basis with 
probabilistic reasoning and sampling. In the random search strategy, the evaluation of 
the characteristics importance can be statistical scores of the characteristics or the 
contribution to the classifier[9]. Heuristic search strategy of feature selection methods 
commonly include forward selection and backward selection. Forward selection 
method can be called greedy method[10]. 

Ant colony algorithm is a heuristic optimization algorithm[11]. It has advantages 
such as strong robustness, good distributed compute system, easy to combine with 
other methods. This paper proposed a method for feature selection which combined 
the rough set method and ant colony optimization algorithm. The algorithm used the 
attribute dependence and the attribute importance as the inspiration factor which 
applied to the transfer rules. For further, the quality of classification based on rough 
set method and the length of the feature subset are used to build the pheromone 
update strategy. 
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2   Feature Selection Algorithm Based on Ant Colony Optimization 
Method and Rough Set 

2.1   Algorithm Description 

The main steps of proposed feature selection algorithm are as follows: 

Input: dataset ）fV,A,(U,T = and the parameters of the algorithm. 

Output: feature subset CS(Characters-Set). 

(1) Initialization 

• Determine the maximum of allowed iterations Wmax; let candidate feature subset 
H=C; 
• Calculate the relative core (condition attribute to the decision attribute) and add the 
core attributes into the current feature subset; 
• The concentration of pheromone on each feature node at the initial moment is 

denoted by 0)0( ττ =i . In the feature selection problem, the concentration of 

pheromone on node i is attribute significance )i(CDσ . 

(2) Solution generation and evaluation 

• Assign any ant randomly to one feature and visiting features, each ant builds 
solutions completely. For the nuclear property, ants put them into the feature subset 
automatically. 
• Sort selected subsets according to the evaluation function. Then, select the best 
subset. 

(3) Check the stop criterion 

Exit, if the number of iterations is more than the maximum allowed iteration and the 
feature subset have been found out, otherwise continue. 

(4) Pheromone updating 

Update the pheromone concentration on each node. Here the attribute dependency 
based on rough set method and the length of the feature subset are used to construct 
the pheromone update strategy. 

(5) Generation of new ants 

In this step previous ants are removed and new ants are generated. Go to (2). 

(6) Output feature subset CS(Characters-Set). 

2.2   State Transition Rule 

Here the algorithm uses rough set dependency and attributes significance to construct 
the transition rule. That is, the probability that ant k will move from feature i to 
feature j in its solution at time step t: 
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Where H is the current feature subset; )(j tτ  and )(tijγ  are respectively the 

pheromone value on node j and the dependency between i and j;α is a parameter that 
determine the relative importance of the pheromone value and the dependency.  

2.3   Pheromone Update Rule 

After all ants have completed their solutions, the addition of new pheromone by ants 
and pheromone evaporation are implemented by the following rule applied to all the 
nodes: 
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where ）（0,1∈ξ is the pheromone trail decay coefficient. The main role of pheromone 

evaporation is to avoid stagnation. Therefore, the presence of ξ , not only can 

improve the iterative process of searching the optimal solution, but also effectively 
expand the search space. 

When the colony complete one iteration, each ant k deposits a quantity of 
pheromone, on each node that it has used according to Eq.(3): 
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Where kL(S)t  represent the length of feature subset searched by ant k at t moment; 
k
tS）（γ  represent the dependency between the feature subset and decision attribute 

set. θ and η are two parameters that control the relative weight of length and 

dependency of feature subset. 

From Eq.(3) we can see that in the case ofθ andη value determined, kL(S)t  smaller 

and k
tS）（γ  greater, the increment of pheromone is also greater. The probability of 

choice for these nodes is greater. This formula can not only get a shorter feature 
subset, but also a greater dependence. On the other hand, this formula means that the 
dependence and feature subset length have different significance for feature selection 
task. 

2.4   Evaluation Criteria Based on the Dependency and the Length of the Feature 
Subset 

The evaluation criteria plays an important role in the algorithm based on ACO and 
RS. It is denoted as follows: 
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)* + (S))(*L(S)/S) -1= n                               (4) 
 

where n is the number of condition attributes in the data set; L(S) is the length of the 
feature subset and ）（Sγ is the dependency between the feature subset and decision 

attribute set.θ andη are two parameters that control the relative weight of length and 

dependency of feature subset, can be called weight parameters. From the definition of 
the function, when θ andη value determined, with L(S) smaller and ）（Sγ  greater, 

the function value is greater. Therefore, the shorter and greater dependency subset can 
be searched by ants. 

3   Experimental Design and Results Analysis 

3.1   Dataset 

7 data sets form UCI and Internet have been selected to validate the effectiveness of 
the algorithm. Table 1 shows the description of data sets. 

Table 1. Description of data sets 

NO. Name Dimensional 
number  

Sample 
number 

Source 

1 Weather 4 14 Internet 
2 Car1 7 20 Internet 
3 Car2 9 21 Internet 
4 Vote 16 83 UCI 
5 Zoo 16 72 UCI 
6 Soybean 35 114 UCI 
7 Splice 60 83 UCI 

3.2   Experimental Methods 

Experimental conditions for hardware is Intel(R) Core(TM)2 Duo CPU 

1.80GHz,160G hard disk, 1G memory. The experiment has been executed on 
WindowsXP，VC6.0 experimental platform. The three feature selection algorithm 
including feature selection algorithm based on ACO[14-17], feature selection 
algorithm based on RS[10,18] and the proposed algorithm in this paper have been 
applied to test and compare on the 7 data sets. The experimental results or comparison 
includes two indexes: one is the length of feature subset and the other is the precision 
of feature subset which is according to the evaluation function. 

In the feature selection algorithm based on ACO, the optimal combination 
parameter has been applied, they were set as 0.5=ρ , 13 == βα ，  and the ant 

population is 1.5 times of the number of attributes. In this paper, the parameters were 
set as 0.80.2 == ηθ ， , 0.5=ρ and  the ant population is 1.5 times of the 

number of attributes. 
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3.3   Experimental Results 

In order to express clearly, the feature selection algorithm based on ACO, the feature 
selection algorithm based on RS and the proposed algorithm in this paper were 
respectively called algorithm1,algorithm2 and algorithm3.The experimental results 
are the average of algorithm iteration for ten times. Test results shown in table 2: 

Table 2. Test results for three methods in different data sets 

Algorithm1 Algorithm2 Algorithm3  
NO. L(S) ε(S) L(S) ε(S) L(S) ε(S) 

1 4 2.5 3 2.85714 3 2.85714 
2 6 3.18182 3 2.16867 2 5.0 
3 4 4.39024 7 3.75 4 4.6875 
4 8 6.3755 6 8.0 3 9.16996 
5 6 8.0 9 6.15385 1 8.4472 
6 7 17.3759 10 12.4365 6 16.16745 
7 6 30.0 6 30.0 5 35.428 

 
According to the results of the experiment can be further analyzed. For dataset1, 

algorithm1 and algorithm3 get a same feature subset on length and accuracy. The 
reason is the core computing in the two kinds of methods. That is feature subset must 
include the core attribute set. For dataset2, algorithm2 and algorithm3 get a subsets 
which have the same length, but the accuracy of the subsets different. This is because 
algorithm3 considered the influence of attribute dependence on feature subsets 
quality. Besides, in pheromone updating strategy, the ants were guided by the quality 
of feature subsets. In a word, through the experiment test, we can conclude that 
whether the ants can obtain the optimal and shorter subset depends on the 
characteristics of the data sets. For example, since dataSet5, dataSet6, dataSet7 are 
core-less, so the difference of  feature subset length and accuracy between algorithm1 
and algorithm3 is not obvious. In view of this, the core computing is very important in 
the task of feature selection. 

4   Conclusion 

A new feature selection algorithm based on ACO and RS have been proposed in this 
paper. The method combined attribute significance and dependency effectively to 
construct state transition rules, which improved the efficiency of ant colony searching. 
In addition, in order to get the optimal feature subset, attribute dependency based on 
rough set method and the length of the feature subset are used to construct the 
pheromone update strategy. The results based on the test show that the proposed 
method is feasible. However the algorithm will decrease the efficiency with the data 
set size increases. Therefore, searching the optimal minimum feature set in large data 
sets and incomplete data sets is the main contents of the future work. 
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A New Adaptive Deformable Model Using Gradient 
Vector Flow 

Bin Zhao*
1, Siyuan Cheng, and Xiangwei Zhang 

Guangdong University of Technology, Guangzhou, China 

Abstract. In this paper we proposed and demonstrated a new approach to 
adaptive estimate of gradient vector flow (GVF) deformable contour based on 
B-spline representation. An extension of the GVF deformable model is 
presented, and the method is based on the improved dynamic GVF force field 
which can increase the external force’s capture range and convergence speed. 
Then, a specific strategy of adaptive deformable contour knots insertion 
process, based on fitting accuracy, are proposed, and this approach can 
automatically add knots in the contour curve according to the reconstruction 
error analysis. The improved iterative algorithm can reduce the iterative 
number, and increase fitting accuracy and efficiency. Finally, using computer 
simulation, the experiments reported in this paper demonstrate an efficient 
procedure and fine performance of the approach.  

Keywords: Deformable model; Gradient Vector Flow; B-spline; finite element. 

1   Introduction 

This Deformable model, known as snakes, which have been researched and applied 
extensively in the areas of edge detection, image segmentation, shape modeling, and 
visual tracking. Snakes were first introduced by Kass [1] in 1987. Deformable model 
is curve or surface that deform under the influence of internal smoothness and 
external image forces to delineate object boundary. Compared to local edge based 
methods, deformable models have the advantage of estimating boundary with smooth 
curves that bridge over boundary map. The reconstruction object boundary is 
represented as a parameter curve or surface, and an energy function is associated with 
the curve. The curve deforms by the internal and external forces, so the problem of 
reconstruct transform as the energy minimization process. When initialized far away 
from the object boundary, however, the models may be trapped by spurious edges or 
high noise. A number of methods have been proposed to improve the snake’s 
performance. The balloon model was introduced by Cohen [2] to enlarge the capture 
range of the model. Among a variety of deformable model method, the gradient 
vector flow technique by Xu [3] recently gains a wide attention due to its ability to 
                                                           
* This work is supported by the National Natural Science Foundation, China (No. 50775044, 

50805025), Provincial Natural Science Foundation of Guangdong (No. 8151009001000040), 
and the Production, Teaching and Research Integration Project of Guangdong Province (No. 
2009B090300044). 
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deal with concave regions. GVF deformable model presented a new external force 
field, which computed as a diffusion of the gradient of an edge map derived from the 
image as the external force, instead of image gradients. 

From the original philosophy of snake, an alternative approach is using a 
parametric B-spline representation of the deformable contour. Such a formulation of 
the deformable model allows for the local control and a compact representation. 
Moreover, this formulation has less number of control parameters and the smoothness 
requirement has implicitly built into the model. Razdan [4] presented an adaptive 
interpolation to choose the knot to the B-spline curve fitting, in order to obtain 
reasonable knot he considered the original data points that reflect the shape 
information, including arc length and curvature distribution of the known 
parameterization curve. The data set with noise is more insensitive to the method, but 
it did not consider the curve approximation error. Li [5] and others proposed the 
arrangement guideline of knots, and can gain more knots than expected with curvature 
filtering. Park [6] presented a B-spline approximation method of regular points, which 
need pre-estimate the number of control points to calculate the curvature of the rough 
approximation curve of original data points. Finite element solvers are a basic 
component of simulation applications, they are common in computer graphics and 
simulations.  

In this paper, we proposed a new adaptive approach to enhance the GVF model 
performance, which consists of the improved dynamic GVF force field and a strategy 
of automatic deformable contour knots insertion. The structure of this paper is 
arranged as follows. In section 2, a review of the snake and GVF deformable model 
are presented, and section 3 introduces the B-snake model. In section 4, an improved 
adaptive GVF model is proposed. The experimental results are shown in section 5, 
and this paper concludes in section 6. 

2   GVF Deformable Model 

In this section, we review the mathematic formulation of classical snakes and GVF 
deformable model, and the advantages and weakness of each method is described, 
too. 

2.1   Snakes 

The deformable models also called snakes, first proposed by Kass [1]. The snakes are 
elastic curves or surfaces defined within an image that can move through the image 
domain to minimize a specified energy function. A classical 2D snake is a 
curve ( ) ( ( ), ( ))v s x s y s= , where (0,1)s ∈ is the independent variable of Fourier 

transform formal which describe the model boundary, and ( )x s and ( )y s are 

coordinates of control points. The energy function is usually formed by internal and 
external forces as: 

int ( ( )) ( ( ))energy er extE E v s E v s= +  (1) 
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The internal energy function int erE deals with intrinsic properties of the deformable 

model, and tends to elastically hold the curve together and to keep it from bending too 
much. Kass gave a parametric representation of the internal energy function that 
defined as: 

( ) ( )( )1 2 2

int 0

1
'( ) ''( )

2
E s v s s v s dsα β= +∫  (2) 

where ( )sα and ( )sβ are weighting parameters that control the tension and rigidity of 

the contour, respectively. The first order derivative '( )v s  discourages stretching and 

makes the model behave like an elastic string. While the second order derivative 
''( )v s  discourages bending and makes the model behave like a rigid rod. We can 

control the deformable contour’s tension and rigidity by the coefficients ( )sα  

and ( )sβ .  

The external energy function extE  intends to guide the contour towards the image 

edge. Typically, the external forces is derived from the image so that it takes on 
smaller values at the feature of interest such as boundaries. The external energy is 
defined by: 

2
[ ( , ) ( , )]extE G x y I x yσ= − ∇ ∗  (3) 

where ( , )G x yσ is a two-dimensional Gaussian function which standard deviation σ , 

( , )I x y  represents the image.  

Using variation calculus and Euler-Lagrange differential equation, (1) can be 
solved and the solution defined as the force balance (4). 

'' '''' ( ) 0extX X E Xα β− − ∇ =  (4) 

where '' ''''
intF X Xα β= − and ( )ext extF E X= −∇ comprise the component of a force 

balance equation such that 

int 0extF F+ =  (5) 

The internal force intF discourages stretching bending while the external potential 

force extF drives the deformable contour towards the desired image boundary. (4) is 

solved by making the deformable contour dynamic by treating X as a function of 
time t as follows: 

'' ''''( , ) ( , ) ( , )t extX s t X s t X s t Eα β= − − ∇  (6) 

By discretizing the equation and solving the discrete system iteratively, the solution to 
(6) can be obtained [7]. When ( , )X s t stabilizes, the solution of (4) is achieved. 

Classical snakes suffer from three intrinsic drawbacks. The original contour is very 
sensitive to parameters and the algorithm is mostly dependent of the initial position; 
capture range is also limited. Finally, boundary concavities always leave the contour 
split across the boundary.   
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2.2   GVF Deformable Model 

Xu and Prince [3] and [8] present a new theory of external forces for deformable 
contour models that called gradient vector flow (GVF). The gradient vector flow is an 
external force field, which obtained by solving a vector diffusion equation that 
diffuses the gradient vector of a gray-level edge map computed from the image 
without blurring the edges. The idea of the diffusion equation is taken from physics. 
This model produces a field with strong forces near the edges, but also extending the 
gradient map farther into homogeneous regions using a computational diffusion 
process, which is also responsible for creating vectors that point into boundary 
concavities.  

The gradient vector flow field is defined as the vector field 
( , ) [ ( , ), ( , )]V x y u x y v x y= that minimizes the energy function 

2 22 2 2 2( ( ) )x y x yu u v v f f dxdyε μ= + + + + ∇ − ∇∫∫ V  (7) 

where | ( , ) ( , ) |f G x y I x yσ= ∇ ∗ is the edge map function which is derived by using an 

edge detector on the original image convoluted with a Gaussian kernel, u and v are 
two functions corresponding to s , μ is a regularization parameter governing the 

trade-off between the first term and the second term in the integrand. Adjusting the 
parameter μ can makeV  approximately equal to the greater gradient of the edge map 

by minimizing energy functional, and the greater the noise, the greater μ . 

Using the calculus of variations, the GVF field can be obtained by solving the 
corresponding Euler-Lagrange equations. Since the GVF is not a deterministic 
expression, it cannot be solved from the energy function. But the deformable contour 
can be optimized by the condition of balance of the force instead. Similar to (4), the 
force balance equation of GVF model can be expressed as 

'' '''' 0X X Vα β χ− + =  (8) 

where χ is a proportional coefficient. This variational formulation follows a standard 

principle, in particular, when the gradient of edge map is large, the second term 
dominates the integral and it keeps the external force field nearly equal to the 
gradient. However, it keeps the field to be slowly varying in homogeneous regions 
where the gradient of the edge map is very small. In addition, when the gradient of the 
edge map f∇  is small, the energy is dominated by the sum of the squares of the 

partial derivatives of the vector field, resulting a large coverage field. The effect of 
this variational formulation is that the result is made smooth when there is no data, 
and the total energy is minimized whenV f= ∇ . 

The larger capture range and concavity tracking ability of GVF model are 
attributed to the diffusion equation which can diffuse the region of influence of edge 
gradient. The GVF deformable contour is appropriated for the complex convex-
concave boundary approximation, and the force field is more regular than the 
conservative force. Furthermore, the GVF deformable contour is insensitive to the 
initialization of the contour, and has better robustness of the absolute value of 
gradient, even the noise.  
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3   The Finite Element Equation of GVF Model 

Cohen firstly implemented the finite element method for deformable model [9]. Finite 
element analysis is a numerical method for solving partial differential equations, with 
better numerical stability and less computational complexity, there-fore, FEM is 
widely used in science and engineering. In this paper, we restrict our attention to the 
common case of cubic uniform B-spine curves, and propose a finite element method 
to solve the energy function problems of GVF deformable contour presented by  
B-spline curves.  

3.1   Cubic B-Spline Contour 

Spline curve is a widely used function approximation tool, and the spline 
representations of deformable contour were addressed in [10] and [11]. The B-spline 
deformable contour is described as the linear combination of the B-spline basis 
functions and control points, and each segment of B-spline curve is one unit of finite 
element mesh, which is called line unit. For the cubic uniform B-spline curve, every 
unit can be approximated by four control points in sequence as shown in Fig. 1.  

1d

2d

1id −

id

1id +

2id +

1nd −

nd

1S

iS
1iS +

2S

1iS −

2iS +

1nS −

nS

 

Fig. 1. Close cubic B-spline curve 

Each curve segment is a linear combination of four polynomials. The cubic B-
spline curve segment ( )ie s  is defined as follows:  

( )i s ss d= ⋅e N  (9) 

where the parameter s is normalized between 0 and 1 , and 

1 2 3[ ]T
s i i i id d d d d+ + += ( 0, )i n= are control points of contour, 

0,3 1,3 2,3 3,3[ ( ) ( ) ( ) ( )]sN B s B s B s B s= are function matrixes of the B-spline 

deformable contour sequence. Then the B-spline deformable contour (B-snake) can be 
presented by 

( ) ( )i
i

X s e s=∑  (10) 
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where ,3 ( )iB s are 3th degree B-spline basis functions as follow: 

3
0,3

3 2
1,3

3 2
2,3

3
3,3

1
( ) (1 ) ,

6
1

( ) (3 6 4) ,
6
1

( ) ( 3 3 3 1) ,
6
1

( ) ,
6

B s s

B s s s

B s s s s

B s s

⎧ = −⎪
⎪
⎪ = − +⎪
⎨
⎪ = − + + +
⎪
⎪
⎪ =
⎩

 (11) 

Gradient vector flow force is selected as the external force of B-spline deformable 
model, and GVF force fieldV is defines as:  

0 0 0 0 1 1 1 1( ( , ), ( , )), , ( ( , ), ( , ))n n n nV u x y v x y u x y v x y− − − −=  (12) 

where 0 0 1 1( , ), , ( , )n nx y x y− − are the knot points in the deformable contour.  

3.2   Finite Element Equation 

In order to obtain the finite element equation of the deformable curve we calculate the 
energy deformation of each element, the element stiffness matrix sK is given as 

follows:  

T 2 T 2
1

2 20
( )s s s

s ds
s s s s

α β∂ ∂ ∂∂= +
∂ ∂ ∂ ∂∫
N N NN

K  (13) 

And the element load vector sF  is given by:  

1 T

0
( )s s ext iE ds= ∫F N e  (14) 

The finite element equation of the deformable curve can be formulated by assembling 
the sequences of B-spline curve that defined as: 

KP = V  (15) 

where K is global stiffness matrix, P  is global node vector, V is the external force 
vector. The iterative function can be obtained by the method of [9] and [12], using 
finite difference to discretize the equation with time t as follows: 

1
t

t t

x
x x tF+ = + Δ  (16) 

where tΔ is the time step. For solving the equation don’t need matrix inversion as well 
as the linear system becomes an iterative step for vector, therefore the convergence 
speed can be improved greatly. When the difference between two successive 
iterations is sufficiently small the iterative process terminates. 
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4   Adaptive Deformable Model 

Processing the gradient mapping using the diffusion equation as the external energy is 
to use the diffusion effect of GVF field in homogeneous region. But the smoothness 
of the boundary is not the feature what we expected. In the image boundary, we hoped 
that make full use of gradient itself characteristic. To deal with these problems we 
developed an adaptive GVF deformable model. This improved method is presented in 
detail as follows. 

4.1   Improved GVF 

Classical edge map has three basic properties: The gradient of an edge map f∇ has 

vectors point toward the image contour which extend perpendicular to the edges; the 
gradient vectors have magnitudes only in the immediate vicinity of edges and in 
homogeneous regions f∇ is nearly equal to zero. By calculating the diffusion 

equation, the gradient mapping can be extend to the region far away from the 
boundary and homogeneous region, and obtain the vectors which point toward the 
concavity bottom inside the boundary, too. However, the smoothness of the boundary 
is not what we expected features. Near the edge contour, we hope to have full use of 
the characteristic of gradient itself. Based on the above analysis, a dynamic GVF 
force is introduced to provide an evolution mechanism as well as all the 
characteristics owned by the original GVF force field. The improved GVF force is 
inspired by the property of the GVF field, combining the model force field with the 
feature of the image region, and the proposed of external force can be expressed as: 

( ( ))extF V kn s fϕ γ= + + ∇  (17) 

where | |eϕ γ= − , and || ||
f
feγ

∇
∇= . The control coefficients of external force is defined as 

dynamically change according to the characteristic of target image, γ can enhance the 

effort of edge map gradient near the image boundary; and ϕ ensures that the diffusion 

gradient vector flowV could be more effective in the region far away from the edge. 
In addition, the pressure force ( )kn s is added to the external force of model to reduce 

the fitting time in homogeneous region. The Fig.2 shows the corresponding gradient 
vector flow field. 
 

 

Fig. 2. A ellipse corresponding GVF field 

(b) Improved GVF(a) Classical GVF
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Fig. 3. Comparison of the GVF and the improved GVF 

To some extent the improved GVF is similar to the classical GVF. When the initial 
contour is far away from the image boundary, the GVF diffusion force field 
dominates the external force of model, with the performance of smooth diffusion. 
While the deformable contour moves to image boundary nearby, the external force 
switches to be dominated by the edge gradient. Fig. 3 demonstrates the performance 
of the improved GVF scheme compared to the classical GVF method. Fig. 3 (a) 
illustrates the iteration 150 with GVF, and Fig. 3 (b) is iteration 25 with improved 
GVF. It can be easily observed that the capture range of external force is increased, as 
well as the convergence speed.   

4.2   Adaptive B-Spline Approach 

Using the B-spline deformable model method to reconstruct the image contours or 
discrete scan data, one of the key factors to obtain accurate reconstruction contour is 
to control the B-spline curve fitting error. Based on the improved GVF deformable 
model, this paper presents a B-spline deformable contour fitting method with adaptive 
error control.  

Firstly, the control points of deformable contour are deter-mined appropriately 
around the target boundary manually in the image, and the number and location of 
control points are in accordance with the external GVF force field and the general 

trend of image boundary. Supposes ( 1, )id i n=  are control points determined, and 

the initial deformable contour is the cubic B-spline curve constituted by 
these n control points. Then compute the deformation process of the model which 
approximating with the effort of internal energy and external energy, and the 
deformable contour moves to the target boundary gradually. After the iterative 
calculation of GVF deformable has ended, carries on the fitting accuracy analysis.  If 
the fitting error can not satisfy the permitted range, the deformable model will 
automatically insert a new knot in the curve segment to refine the knots vector, and 
calculate the new control point strategy.  

Suppose that the knot jS is expected to insert between iS and 1iS + . The new control 

points sequence are 0 1( , , , , , , )i j i nd d d d d d+= , and the control point jd is 

determined by: 

(a) Iteration 150 (GVF) (b) Iteration 25(improved GVF) 



480 B. Zhao, S. Cheng, and X. Zhang 

1(1 )j j i j id d dα α += − +  (18) 

where 

1 1

2 ( )
2

3
0 3

t
j

j i

S j i
i j i

j i

α

≤ −⎧
⎪ + + −⎪= ≤ ≤ +⎨
⎪

≥ +⎪⎩

 (19) 

Then continue the deformable contour curve fitting again, and the iterative calculation 
is repeated until the whole contour curve can satisfy the required precision.  

5   Experiments and Results 

In validating the performance of the proposed method, we applied it on the 
reconstruction of aircraft model image. In the experiment, the model parameters were 
chosen as: 0.5α = , 0.4β = , 0.6χ = , 0.2k = and iteration number is 150. Fig. 4(a) 

shows the initial location and the primary deformation result, and (b) is the local 
contour with the larger fitting error. Fig. 5(a) demonstrates how to insert knots in 
local contour curves with larger fitting error, and to continue the fitting iteration again 
with new knots strategy. Repeating the iteration progress until the whole deformable 
contour satisfies the fitting accuracy. Fig. 5(b) shows the final result. 
 

 

Fig. 4. The initial contour fitting result 

From the figures it can be seen that the new algorithm enhance the GVF model 
performance. The model defines some control points to obtain the primary 
deformable contour, then according to the error analysis, the new knots are 
automatically inserted only in the larger error section of contour curve. The adaptive 
solver reduces the often high computational cost of simulations, and the fitting 
precision is also improved by the adaptive knots insertion. 

 

(a)  (b)  
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Fig. 5. Adaptive refinement of deformable contour 

6   Conclusions 

In this paper, we have presented a new method using gradient vector flow for image 
approximation. An improved dynamic GVF force field and a strategy of adaptive 
deformable contour knots insertion have been introduced. Solving the extremum of 
energy functional of the B-spline GVF model with finite element method by iteration, 
and calculating the functional equation by iterative method until the approximation of 
initial contour satisfies the given precision. The experiment has shown that the 
proposed method can achieve accurate and efficient approximation, and also be of 
great value in reducing the often high computational cost of simulations. 

In future work we intend to test this method comprehensively, the use of Non-
uniform rational B-spline could be an interesting area, and we hope that the proposed 
strategy will be more powerful and robust in real applications.  
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Abstract. Distance metric is widely used in similarity estimation. The smaller 
the distance is, the greater the similarity is. The Minkowski distance metric are 
usually chosen as the similarity measure in the conventional similarity metrics. 
In this paper, the most popular Euclidean and Manhattan distance, and the 
morphology similarity distance we have proposed are compared as similarity 
estimation measure distance. We cluster thirty random datasets using the fuzzy 
c-mean algorithm, recognize the Iris data from the UCI repository, and the 
experiment results are compared and analyzed. 

Keywords: Similarity Estimation, Distance, Shape Similarity. 

1   Introduction 

Similarity has been a research topic in the field of psychology for decades. Tversky 
describes the similarity concept as “an organizing principle by which individuals 
classify objects, form concepts, and make generalizations”[1]. Similarity is 
fundamental to the definition of many science areas, and a measure of the similarity 
between two vectors drawn from the same feature space is essential to most research 
works.  

Usually, the word "similarity" means that the value of s(x, x′) is large when x and 
x′ are two similar vectors (or samples, or patterns, or instances), the value of s(x, x′) is 
small when x and x′ are not similar. Very often a certain measure of dissimilarity is 
used instead of a similarity measure. A dissimilarity measure is denoted by d(x, x′), 
∀x, x′∈X. Dissimilarity is frequently called a distance, and the smaller the distance 
is, the greater the similarity is. The popular similarity measures maybe the Manhattan 
and Euclidean distances. 

Traditionally, a multidimensional vector is treated as a point of the feature space, 
we calculate the distance between the points to measure the similarity. In our previous 
works[2], vectors were treated as polygons, and based on the characteristic of the 
difference between vectors, the morphology similarity distance(MSD) was proposed 
for similarity estimation. In this paper, we shall first illustrate the most used distance 
measures for similarity estimation and the MSD, then test and analyze these distance 
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measures on thirty random datasets, and the Iris data from the UCI(University of 
California Irvine) Machine Learning Repository. 

2   Distance Measure for Similarity Estimation 

For different applications, a number of pertinent distance measures have been 
proposed and discussed. The most common similarity index is the Minkowski 

metric[3]. Given N patterns, ( )1 , ...,
T

i i inx x x= , i=1,2,…,N, the Minkowski metric 

for measuring the dissimilarity between the jth and the kth patterns is defined by 

1

1

( , ) .
rn r

ji k i
i

d j k x x
=

⎛ ⎞= −⎜ ⎟
⎝ ⎠
∑  (1) 

Where r≥1. The well known widely used Manhattan distance(r=1) and the Euclidean 
distance(r=2) can be seen as special cases of Minkowski distance. The Manhattan and 
Euclidean distances have been suggested that it is not appropriate for many 
problems[4], and finding a suitable distance measure becomes a challenging problem 
when the underlying distribution is unknown and could be neither Gaussian nor 
Exponential[5]. 

The Manhattan and Euclidean distances are computed by the absolute difference of 
vectors, the characteristic of the differences between the vectors is ignored. We had 
used polygons but not points to respect the vector[2], explained the relationship of 
polygons shape similarity and characteristic of the differences between vectors, and 
proposed the MSD for similarity estimation, and it was defined as  

( ) ( )2 1, 2 /MSD ASDd j k L d L= × −  . (2) 

Where L2 is the Euclidean distance, L1 is the Manhattan distance, and dASD is the 
absolute sum of the difference, it is defined by 

( ) ( )
1

,
n

ASD ji ki
i

d j k x x
=

= −∑  . (3) 

3   Random Data FCM Clustering 

Fuzzy c-mean algorithm(FCM) is a data clustering technique wherein each data point 
belongs to a cluster to some degree that is specified by a membership grade. It was 
originally introduced by Jim Bezdek in 1981[6]. In order to compare and analyze the 
similarity estimation character of the classical Manhattan distance, the Euclidean 
distance and the MSD, we do cluster analysis on thirty random datasets using the 
FCM clustering algorithm with these three different distances separately.  
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3.1   Test Data 

We have thirty random test datasets totally, each dataset has 200 samples and it is 
produced by a rand function, this rand function generates arrays of random numbers 
whose elements are uniformly distributed in the interval (0,1). We get each test 
dataset from the rand function as follows: Dataset = rand (200, 2). 

3.2   Test Method 

The test parameters of the FCM were set as follows: the stop criterion for the iteration 
wasε =0.0001, m=2, c=2 and 4 separately, and all began with a randomly initialized 

ijμ , the norm 2
ijd were the Euclidean distance, the Manhattan distance and the MSD 

separately. So we cluster each test dataset three times and get 180 test results totally. 
The clustering result pictures of one test dataset are shown in figure 1(c=2) and figure 
2(c=4). 

 

 

Fig. 1. The clustering results by FCM (c=2) of a test dataset with different distance 
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Fig. 2. The clustering results by FCM (c=4) of a test dataset with different distance 

3.3   Experiment Results Analysis 

According to the shape of the points formed by the two or four clusters, we can classify 
all the experiment results by the shape of the points formed. All graphs can be 
classified to eight types appreciatively, and named as Type A, Type B, Type C  
and Type D for the FCM(c=2), Type E to Type H for the FCM(c=4), shown as in 
figure 3.  

Look at these graphs, and treat two-dimensional vectors as polygons, it is easy to 
understand that each point in these graphs respects a rectangle. By the shape 
similarity, we can classify rectangle into three types: length-bigger rectangle, width-
bigger rectangle and square. A closer look at these eight type graphs, it is found that 
all rectangles in Type D and Type H are divided as these three types appreciatively. It 
seems that we may get the conclusion: classification result Type D and Type H, the 
rectangle shape similarity is taken into account.  

According the classification method above, we classify all the 180 test results, and 
list the results in table 1. From table 1, we find that results of the FCM with the 
Manhattan or Euclidean distance are separated into almost all these types, but for the 
FCM with the MSD, all the results are only belong to Type D and Type H. Therefore, 
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Fig. 3. Eight types of clustering results of FCM (c=2,4) 

Table 1. The distribution of the FCM (c=2,4) results  

Distance Type A Type B Type C Type D Type E Type F Type G Type H 
Manhattan  13 10 4 3 11 9 10 0 
Euclidean  5 6 9 10 12 7 11 0 
MSD 0 0 0 30 0 0 0 30 

these statistical clustering results show that: using the MSD as similarity estimation 
measurement, the shape similarity is taken into counted. 

4   Recognition Test 

The recognition experiments on the Iris data set include two steps. First, we calculate 
the arithmetic mean as the centroid of each type data, then compute the Manhattan 
distance, the Euclidean distance and the MCD from each sample to these centroids 
separately, and classify all the Iris data.  

The well known Iris dataset contains 3 classes (Setosa, Versicolor and Virginica) 
of 50 samples each, where each class refers to a type of iris plant. The data have four 
attributes information: sepal length, sepal width, and petal length, petal width[7]. 
Clearly, the Iris data respect the size and shape message of three type of iris plant. It 
has been confirmed that Setosa is linearly separable from the other two, and due to the 
close similarities between Versicolor and Virginica, they are not linearly separable 
from each other[8]. We calculate the centroids of the three kinds of iris plants and list 
it in table 2. 

The result of recognition by the different distance to their centroids is recorded in 
table 3, it illustrates the Setosa can be classified correctly by all the three distances, 
but the other two kinds iris plant can not classified correctly. For all the Iris data, 
using the Manhattan distance, the Euclidean and the MCD, the incorrectly recognition 
number are 11, 11 and 7, error rates are 7.333%, 7.333%, and 4.667% separately.  
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Table 2. The centroids of the three kinds of plant of the Iris database 

Plant type Sepal length Sepal width Petal length Petal width 
Setosa 5.006 3.248 1.462 0.246 
Versicolor 5.936 2.77 4.26 1.326 
Virginica 6.588 2.974 5.552 2.026 

Table 3. The result of recognition by the different distance to their centroids 

Incorrectly recognition number Distance type 
Setosa Versicolor Virginica Total 

Error rate 

Manhattan 0 3 8 11 7.333% 
Euclidean 0 4 7 11 7.333% 

MSD 0 2 5 7 4.667% 

5   Conclusions 

Homogeneity has same or similar shape is so common in the abstract and in nature, 
and shape similarity is a very important factor for classification and object 
recognition. This paper compares the classical Manhattan distance, the Euclidean 
distance, and the morphology similarity distance by FCM clustering on random 
datasets and recognition test on the wellknown Iris data. Experiment results indicate 
that the morphology similarity distance maybe a better shape similarity measurement. 
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Abstract. CNC machine tool is a kind of typical complex system with complicated 
structure and failure styles. The failure rate of one component in such a complex 
system is not only influenced by its natural failure，but also by interactive failure 
of the other components. However, the assumption that all of the components are 
failure independent was essential of a traditional reliability analysis, which may 
lead to unacceptable analysis errors. In this paper, a non-fatal shocked reliability 
model is proposed based on failure interaction. Weibull distribution is commonly 
used in reliability analysis, so a special case of the reliability model for this is given 
subsequently, and then applied to analyze the failure data of a certain type of CNC 
machine tool. The analysis result can illustrate the natural failure rates of 
mechanical and electrical subsystems, and even show the failure interactions 
between them. 

Keywords: Failure interaction, CNC machine tools, Non-fatal shock, Reliability 
analysis. 

1   Introduction 

CNC machine tool is a kind of typical complex system. The complication of its 
structure and functions make it difficult to find out the failure laws of components. The 
traditional reliability analysis for the CNC machine tool is mainly based on the 
assumption that all of its components are failure independent. However, numerous 
industrial experiences have shown that the assumption of independent failures has been 
unrealistic and has led to unacceptable analysis errors [1]. Therefore, the dependent 
failure should be considered when analyzing the reliability of the CNC machine tool.  

Cho and Parlar [2] classified the dependencies between components into economic, 
structural and stochastic ones:  

Economic dependence between components implies that performing maintenance 
on several components jointly costs less money and/or time than the sum of all 
components separately.  

Structural dependence refers to some systems where several components form an 
integral part. Then maintenance of a failed component implies to maintain the other 
components in this integral part.  

Stochastic dependence implies that the states of some component (e.g., the age, the 
failure rate or the state of failure) can affect the states of the others.  
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In these three categories of independencies, stochastic dependence is the chief one 
that applied in reliability analysis. Meanwhile, among different cases of stochastic 
dependence, the failure interaction is the most high-frequency one. The failure 
interaction means that the failure of one component can affect or modify one or more of 
the remaining components of the system [3]. The failure interaction can be divided into 
three kinds:  

[1] Type I failure interaction: the failure of a component can induce a failure of other 
component with probability p, and has no effect on the other component with 
probability 1-p. Then, one component has two types of failure. One is natural, and the 
other is induced. Murthy and Nguyen [4] first proposed such a type of failure 
interaction for a two-component system. Murthy and Nguyen [5] extends Type I failure 
interaction to multi-component system. Murthy and Wilson [6] discussed the 
estimation for Type I failure interaction model under different data structures. Jhang 
and Sheu [7] extended the fixed probability in Murthy and Nguyen [5] to be a 
probability function of time.  

[2] Failure rate interaction: The failure of one component in multi-component will 
act an interior shock to affect or modify the failure rates of the other components. 
Murthy and Nguyen [4] proposed a special type of failure rate interaction which is 
named as Type II failure interaction. Yong Sun and Lin Ma [8] developed an analytical 
model based on failure rate interaction.  

[3] Shock damage interaction: When component 1 fails, it causes a random amount 
of damage to component 2. Component 2 will fail when its accumulated damage 
exceeds a special level.  

Here, we propose a non-fatal shocked reliability model for a two-component system 
subject to Type I failure interaction. The rest of this paper is organized as follows. We 
will give the non-fatal shocked reliability model in section 2, and non-fatal shocked 
Weibull model will be given subsequently as a special case. In Section 3, non-fatal 
shocked Weibull model will be applied to analyze the failure data of a certain type of 
CNC machine tools, and the analysis result can illustrate us the internal failure law of 
mechanical and electrical subsystems. Finally, section 5 concludes this paper.  

2   Non-fatal Shocked Reliability Model 

According to Type I failure interaction, the failure causes of one component, which are 
named shocks in this paper, can be divided into two types. One is from interior (e.g., 
abrasion, aging and corrosion) of the component and causes its natural failure, while 
the other brings the induced failure and comes from the effect of the other components. 
Non-fatal shock is defined as that the occurrence of this shock only causes the 
component to fail with some certain probability.  

We firstly state assumptions before giving the model:  
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The research objects of the model are two components (denoted as component 1 and 
component 2) in the same system. The term ’component’ usually includes subsystem 
unless specified.  

[1] Shock 1( )Z t ( 2 ( )Z t ), whose intensity function is 1 ( )tλ ( 2 ( )tλ ), is derived from 

component 1 (component 2). It can cause component 1 (component 2) to fail 

immediately with probability 1p ( 2p ), and keep component 1 (component 2) not failed 

with probability 11 p− ( 21 p− ). Shock 1( )Z t ( 2 ( )Z t ) has no effect on the failure state of 

component 2 (component 1).  

[2] Shock 3 ( )Z t  comes from the dependence between component 1 and component 

2 with the intensity function 3 ( )tλ . The occurrence of shock 3 ( )Z t  can induce both the 

components to fail with probability 00p , make only component 1 (component 2) fail 

with probability 01p ( 10p ), and has no effect on the states of both component 1 and 

component 2 with probability 11p .  

[3] All the three shocks occur independently and accord to non-homogeneous 

Poisson process.  

Let ( )iN t  denote the number of shock ( )iZ t  over the interval (0 1) , and the 

cumulate intensity function is given by  

0
( ) ( ) 1 2 3

t

i it t dt iλΛ = , = , ,∫  

[4] Let ( ) 1 2jM t j, = ,  be the failure numbers of component j  over the interval 
t0 )( .  
Then the probability that component 1 suffers from k-times shock 1( )Z t  but never 

fails over the interval t(0 )  is given by  

{ } 1
1 1 1 1

[ ( ) ]
( ) ( ) 0 ( ( ))(1 )

k
kt

P N t k M t exp t p
k

Λ
= , = = −Λ −

!
 

The reliability function of component 1suffering merely shock is given by  

 1
11 1 1

0

[ ( )]
( ) ( ( ))(1 )

k
k

k

t
R t exp t p

k

∞

=

Λ
= −Λ −

!∑                                         (1) 

The occurrence of shock 2 ( )Z t  has no effect on component 1, so the reliability function 

of component 1 after merely shock 2 ( )Z t  equals to 1. That is 12 ( ) 1R t = . The 

probability that component 1 suffers from k-times shock 3 ( )Z t  but never fails over the 

interval t(0 )  is given by  
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{ } 3
3 3 3 10 11

[ ( ) ]
( ) ( ) 0 ( ( ))( )
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P N t k M t exp t P p
k

Λ
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!
 

and the reliability function 13 ( )R t  is given by  

             ( )( )3
13 3 10 11

0

[ ( )]
( ) ( )

k
k

k

t
R t exp t P p

k

∞

=

Λ
= −Λ +

!∑                         (2)  

Therefore, the reliability function of component 1 can be expressed as  
 

31
1 11 12 13 1 1 3 1 1

0 0

[ ( )][ ( )]
( ) ( ) ( ) ( ) ( ( ( ))(1 ) ) ( ( ( ))( 0 1) )

kk
k k

k k

tt
R t R t R t R t exp t p exp t p p

k k

∞ ∞

= =

ΛΛ
= ⋅ ⋅ = −Λ − ⋅ −Λ +

! !∑ ∑  

(3) 
Eq. 3 can be rewritten as  

 1 11 13 1 1 01 00 3( ) ( ) ( ) ( ( )) ( ( ) ( ))R t R t R t exp p t exp p p t= ⋅ ⋅ = − Λ ⋅ − + Λ            (4) 

After the similar process, we can achieve the reliability function of component 2, then  

 2 22 23 2 2 10 00 3( ) ( ) ( ) ( ( )) ( ( ) ( ))R t R t R t exp p t exp p p t= ⋅ ⋅ = − Λ ⋅ − + Λ          (5) 

In Eq. 4 and Eq. 5, 11( )R t  and 22 ( )R t  are the natural reliability functions of component 

1 and component 2 respectively. Meanwhile, 13 ( )R t  and 23 ( )R t  denote the reliability 

of component 1 and component 2 respectively when they are effected by failure 
interaction.  

Particularly, when the intensity functions of the three shocks are all according to 

exponential distribution, i.e., 1
( )

i
t ti i i

βλ γ β −= , the reliability functions of component 1 

and component 2 can be expressed by  

 31
1 1 1 01 00 3( ) ( ( ) )R t exp p t p p tββλ γ= − − +                                (6) 

 32
2 2 2 10 00 3( ) ( ( ) )R t exp p t p p tββλ γ= − − +                                  (7) 

Let (1 ) 1 2i
i i ip iβη γ/ = , = , , 3

3 01 00 3(1 1) ( )P pβη γ/ = +  and 3
3 11 00 3(1 2) ( )P pβη γ/ = + , Eq. 

6 and Eq. 7 can be rewritten as  

 31
1 11 13 1 31( ) ( ) ( ) ( ( ) ) ( ( ) )R t R t R t exp t exp t ββη η= = − / − /             (8) 

and  

 32
2 22 23 2 32( ) ( ) ( ) ( ( ) ) ( ( ) )R t R t R t exp t exp t ββη η= = − / − /                (9) 

Eq. 8 and Eq. 9 have the form of Weibull distribution, so they can be named as 
non-fatal shocked Weibull model. Non-fatal shocked Weibull model is more adaptable 
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in reliability analysis, and it is applied in the following section to analyze the failure 
data of a certain type of CNC machine tool.  

3   Reliability Analysis of CNC Machine Tools 

3.1   Preliminary Analysis to Failure Data 

Mechanical subsystem and electrical subsystem are two main subsystems in CNC 
machine tools. It is commonly considered that the times to failure of the both 
subsystems are according to Weibull function. The data relates to the testing of 20 CNC 
machine tools of the same type during one year’s time. We use the WPP plot（for more 
information, please refer to Nelson W[8]） to select an appropriate model formulation 
to model the failure times. The WPP plot of the failure data is shown in Fig. 1.  

As can be seen from Fig. 1, the plotted points of both the subsystems are not 
scattered along a straight line, implying that the two-parameter Weibull is not 
appropriate to model the failure time. Considering that there are failure interactions 
between mechanical and electrical subsystems, Eq. 8 and Eq. 9 are used to model the 
time to failure of mechanical subsystem and electrical subsystem.  

 

Fig. 1. WPP Plots for Mechanical Subsystem and Electrical Subsystems 

3.2   Reliability Functions of CNC Machine Tools 

There are 7 parameters in Eq. 8 and Eq. 9, which brings many difficulties to estimate 
their value. Maximum Likelihood Estimate (MLE) can be used to estimate the 
parameters. Furthermore, we can also use ReliaSoft Weibull++ for a simple and quick 
estimation. Noticing that there is the same parameter in Eq. 8 and Eq. 9, it is necessary 
to combine the two formulas to estimate the parameters. We should adjust the 
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parameter 3β  in the two formulas to make them equal. The values of parameters after 

estimation are given in Table 3, where nD  and nD α,  are two parameters of 

Kolmogorov-Smirnov test. When n nD D α,< , the parameter estimates then can be 

accepted. As can be seen in Table 1, the parameters have a good match to model the 
failure times of mechanical and electrical subsystems. Then we can achieve the 
reliability functions of mechanical and electrical subsystems which are shown in Eq. 10 
and Eq. 11 respectively.  

1 ( )MR t  and 2 ( )ER t  are the respective natural reliability of the mechanical and 

electrical subsystems. 3 ( )MR t  and 3 ( )ER t  denote the interactive failures of the two 

subsystems.  
Then the failure rate charts of the two subsystems, which are shown in Fig. 2 and 

Fig. 3, can be achieved.  

Table 1. Model Parameter Estimates 

1β  1η  3β  01η  nD  nD α,  

1.6162 1671.5 0.6500 2546.9 0.1261 0.1660 

2β  2η  3β  02η  nD  nD α,  

1.4511 1294.0 0.6500 1838.4 0.0821 0.1692 

1 6162 0 6500
1 3( ) ( ) ( ) ( ( 1671 5) ) ( ( 2546 9) )M M MR t R t R t exp t exp t. .= = − / . − / .         (10) 

1 4511 0 6500
2 3( ) ( ) ( ) ( ( 1294 0) ) ( ( 1838 4) )E E ER t R t R t exp t exp t. .= = − / . − / .         (11) 

 

Fig. 2. Failure Rate Chart of Mechanical Subsystem 
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.  

Fig. 3. Failure Rate Chart of Electrical Subsystem 

3.3   Conclusions of Reliability Analysis 

From the two charts, several conclusions then can be drawn as below:  

[1] The integrated failure rates of mechanical and electrical subsystems are both 
descended sharply in the beginning, which are dominated by their failure interactions. 
When their integrated failure rates drop to some certain degree, they ascend slowly with 
the effect of their natural failure rate.  

[2] The natural failure rates of mechanical and electrical subsystems are both 
ascended with time, with the reason that the fatigue and aging of subsystems are 
aggravated along the time.  

[3] In the before 500 hours, the failure interactions of the two subsystems effect 
more than their natural failure. After then, the natural failure dominates the subsystem’s 
failure.  

4   Conclusion 

In this paper, we had presented a non-fatal reliability model for a two-component 
system subject to failure interaction between components. The model was then applied 
to analysis the interactive failure of CNC machine tools to illustrate the internal law of 
failure. The extension of this work to considering multi-component system is also a 
possibility.  
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1   Introduction 

Power GIS is an integrated information system of power information in the production 
and management, which is connected by electrical equipment, substations, 
transmission and distribution networks, power users and power load, and other core 
business[1]. This system provides such information, like electrical equipment and 
facilities, status of power network, production and management, the power market, as 
well as other natural environment information as mountains, rivers, topography, towns, 
roads streets, buildings, meteorology, hydrology, geology and resources. Power GIS 
platform based on a common GIS, which could be used to seek data, pictures, images, 
maps, technical information and management knowledge. Besides the basic 
characteristics of GIS, power GIS also has the following characteristics: 

1) Because the parameters of power system are real-time and dynamic changes, the 
real-time information should be timely collected, processed, and analyzed. Power 
GIS has high requirements of data processing, storage capacity and transmission 
speed. 

2) Multi-attribute data of distribution network requires GIS sufficiently stable and 
reliable. According to power technical standards and power industry business 
needs, the system has good maintainability. Power GIS should achieve the data one 
input and multiple outputs, in order to ensure consistency of data operations the 
unified data management and multi-layer protection, high reliability and accuracy 
of building business systems. 

3) Power system is a large and complex system, distribution network and wide area 
dispersion of power facilities and equipment, the diversity of large real-time 
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information, system interface complex, covering a wide range of information, the 
various voltage levels and network multi-user connection. So GIS should has the 
capabilities with topology analysis and conversion. 

4) Stand-alone GIS-way power station has lagged behind, and does not fit the 
practical needs of electric power enterprise information systems. Power industry is 
the application of GIS platforms installed in the LAN environment, the network 
application and development on the integration of information, sharing of 
resources. 

5) GIS in the electric power network connectivity based on geometric analysis, 
advanced applications is the key to power GIS technology and a variety of 
advanced applications can be combined. 

2   System Analysis and Development 

2.1   System Requirements 

The Jiaozuo distribution network information system is divided into three large pieces 
of information: basic GIS capabilities, distribution network analysis and management 
capabilities and WebGIS. Some of the basic GIS functionality including map display, 
query, statistics, this part roughly has the same functions as any common GIS platform, 
which could be applied independently from the distribution system. Distribution 
Network Analysis and Management section includes switch analog operation, listing 
operation of power supply, power supply range analysis, power optimization program 
analysis, outage management, load density analysis, the best path, fault repair, the user 
equipment reports, which functional modules based on the basic GIS functions, with 
strong professional and targeted. WebGIS functions including map display, query, 
customer feedback, is a simple Web platform. 

2.2   Development Platform 

This project uses ESRI's ArcObject as a secondary development platform, which 
belongs to ESRI's ArcGIS software family. Using ArcObject secondary development, 
there are two common mode: 

1) VBA customization: 

In the ArcCatalog and ArcMap applications to bind a VBA (Visual Basic for 
Application) compiler, it is easy to use VBA, simple to customize the program interface 
personalization, personalized toolbar and extend part of the geographic features. Use 
VBA development is simple, but the independence of poor, biased towards a single 
function. 

2) COM component development: 

Another development model of ArcObject is the application of COM technology. COM 
is Microsoft's Component Object Model (Component Object Model) of the acronym, 
ArcObject to provide a framework for component development using the popular 
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programming language, developers can implement all the features of commercial GIS 
software. 

With the appearance of COM, software development and organization reached a new 
height. It is a powerful integration technology, so you can run the program in the 
various decentralized organization of software modules together to make the 
application at a higher degree of be customized to make the software more flexible, 
more dynamic. 

This system is used in the VB COM component in the development of technologies 
used to achieve all the features of the system. In ArcObject, there are two important 
high-level COM components: MapControl and PageLayoutControl. They package 
many low-end, scattered components together, to form a powerful high-level 
application components. Using MapControl and PageLayout-Control, such functions 
can be achieved: Show map layers; zoom in, zoom, roam; generate graphical elements 
(such as points, lines, circles, polygons); that NOTE; identify the elements of the map is 
selected, the space or attribute query; marked map elements; management control 
settings; management control of the display properties; management page attributes; 
increase in the control and find elements; load the map document to the control; 
available directly from Explorer and drag and drop ArcCatalog data to the control; print 
page design and other functions. Most functions of ArcGIS are realized by these two 
controls. 

2.3   Development Plan 

The Jiaozuo distribution network information system using client / server model, data 
is divided into two parts: spatial data and attribute data. Spatial data is the basic 
geographic data, such as: roads, rivers, housing and so on, which is stored as 
GeoDataBase structure; attribute data includes distribution network parameters, such 
as: equipment, accounting information, history, graphic data distribution network, 
customer information, but also the data from the customer service system and 
distribution automation system, which stored in ordinary relational database. In the 
management of these data, the use of a database engine --- ArcSDE provided by 
ArcGIS --- can unify the two kinds of data into together. 

The client is installed in the Electric Power Bureau of certain computer terminals 
within the LAN, suitable for middle and upper management personnel to use, such as 
scheduling classes and repair classes. Such managers can simply use existing data for 
analysis, decision-making in the management of basic data without editing a large 
number of updates. Windows2000 and the main module based on ArcObject should be 
installed in the GIS client, which should connect to the server by ArcSDE, to call the 
data. The working end can configure the printers. 

WebGIS servers communicate with remote client, to receive and respond to requests 
for Web browsers and interact with the services provided by Web application server. 
Web application server, in this system, provides a key to view the network information, 
instead of all of the network management operations. Some functions, Such as security 
access control, simple query statistics, could be achieved by direct accessing to the  
 



500 W. Chunsheng, S. Quande, and L. Kaiyang 

database. Some features of the development use B / S model, which applies to online 
information dissemination, to meet the user's large number of query and browse. By the 
way, Web server install software, like Windows2000, ARCIMS etc. 

Most of the development of the system are focused on the client, briefly described  
as below: 

1) ArcObject classes used by the library are included in the esriCore.olb. There are 
three kinds: Abstract Class, Component Class and General Class. Abstract Class cannot 
be created, and it can only be used for the parent of other classes. General Class cannot 
be created, but such objects can be created other classes, as an attribute, or instantiated 
by object of other classes. Component Class can be created, or be created explicitly. For 
all of the class of ArcObject supported by VB, Esri Object Library must be added as a 
reference to the VB compiler. 

2) The realization of the basic GIS functionality is relatively easy, because they do not 
involve professional models. It can be achieved directly by ArcObject. To display the 
map in the form file, the MapControl form must be added into the control to the 
program. MapControl support such map files, as mxd, shp, lyr format, even can display 
the data in GeoDataBase as the map. There are two ways adding a map file to the 
MapControl. One is pre-specified map files, that map is loaded up when first run the 
program. This approach is relatively simple, but poorly inflexible and cannot be 
changed after loading the map. The other way is by a loader to add the map when the 
program is running. Here is the map file loading subroutines: 

3) Distribution network analysis and management functions expand from the basic GIS 
functions, which is upgraded from common GIS platform to a professional power GIS. 

Take the connectivity analysis as an example. In the distribution network, connectivity 
analysis is mainly used to determine whether there is electricity at some point, same as 
whether the point connect with a known power supply source (substation or 
transformer). To achieve connectivity analysis in ArcObject, first create the geometric 
network. Geometric network is the network model, containing only two elements 
points and lines, abstracted from a variety of networks in reality, such as electric power 
network, computer network, road network, rail network and other. It is the basis of 
network analysis in the ArcObject. Generally, pre-generated geometric network should 
be done by ArcMap before the analysis.  

The connectivity analysis to go through the following steps: 

1) Connect the GeoDataBase, read the geometric network data, then achieve the piont 
by calling the method of OpenFeatureDatasetNetwork. 

2) Set the source node by clicking the left mouse button on the map to set. The program 
should be added into the mouse response function of MapControl-OnMouseDown. 
Then use the m-ipPoints. AddPoint function method, to record the every point you click 
by the left mouse button. 

3) Set the sink nodes. When double-click the left mouse button on the map, the program 
could add the response function of Map-ControlOnDoubleClick. Once the sink nodes 
set, the program will perform connectivity analysis algorithm, to judge whether the 
similarities between two points. 
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4) When the operation is finished, if the two points linked, the module generates a fold 
line between two points, and displayed on the map: 

The result of connectivity analysis is shown in Figure, a line between two points: 

 

3   Conclusion 

ArcObject, as a GIS development platform, is a product leader in its class. It provides 
functionality far beyond similar products. Not only that, it support large development 
environment through the COM component technology, and a large free help system, so 
that developers can put more energy into the software architecture analysis, and 
database design. So it can be predicted that ArcObject will certainly become the 
mainstream of secondary development platform for GIS. 
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1   Introduction 

With the development of Internet and broadband network technology, networked 
digital video based on embedded video server occupies market gradually. Compared 
with traditional simulation video surveillance and multimedia computer platform 
(embedded system) digital video surveillance, the advantages of networked digital 
video system are mainly reflected in: system strong expansion capability, low 
maintenance costs, monitoring easily and so on[1][2]. 

However, most network video surveillance systems can’t work effectively when 
ensuring the security of surveillance sites under the condition of no person on duty[3], 
such as midnight. Some network surveillance systems provide a full video recording 
capability, which just videoing mechanically. Its shortcomings mainly include: the 
saved video files take up too much system space; most video files do not have any 
values and have to clean up regularly. Therefore, this paper presents a new 
surveillance scheme, which reads infrared sensor signal continuously to determine 
whether there are illegal objects in surveillance sites. Once detected invasion, it will 
take pictures of surveillance sites continuously and save all these photos. 

2   System Architecture 

Fig. 1 shows the architecture of surveillance system, the CPU of front-end machine 
uses ARM9 S3C2410, on which running Linux operating system. The mainly 
principles of Fig. 1 are: front-end computer connects a series of digital cameras based 
on ZC301 chip via USB interface and collects video data by video capture module. 
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Through serial port, front-end machine connects a sensor expansion board, on which 
connects an infrared sensor and collects infrared sensor signal by infrared sensor 
signal acquisition module. After finishing the collection of video data and infrared 
sensor signal, front-end machine will have data communications with control center 
via socket. Then, control center displays the video data on Java Applet GUI. Users 
can use terminals to access control center and obtain image data via Internet.  

 

Fig. 1. System architecture 

3   Video Surveillance Module Design 

3.1   Video Data Capture Module 

The embedded linux operation system used in this system has already contained 
video4linux video device driver, which provides video devices with a range of 
application programming interface function. Since the SMIC micro-ZC301 series 
cameras have an approximately 71% coverage in camera market, so most of the 
current linux versions have loaded video4linux driver by default. This paper is mainly 
about the aspects of program design to capture video images for USB camera device 
files /dev/video0 after loading the video4linux driver successfully. Fig. 2 shows the 
process of capturing video data. 

There are two ways for video capturing: one is mmap() memory mapping method; 
the other is read() reading device directly method. The read() method reads data 
through kernel buffer, while the mmap() method maps the device file into memory, 
bypassing the kernel buffer. The fastest disk access is usually slower than the slowest 
memory access, so mmap() method accelerates I / O access. In addition, mmap() 
system call allows processes to share memory by mapping the same file. The process 
can access to files just as the way as accessing memory. While accessing, it only 
needs to use pointers rather than call the file manipulation functions. Because of the 
above advantages of mmap(), the program implementation uses memory mapping 
method, that is mmap() mode. 
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Fig. 2. Flow diagram of capturing video data 

3.2   Image Processing Module  

This system uses a SMIC micro-ZC301 camera and its image compression and coding 
is implemented by DSP hardware of itself. The ZC301 is JPEG-encoded bit-stream, 
so, in order to display images in a terminal, it only needs to have a JPEG decoding for 
the collected image data. 

Libjpeg is a widely used JPEG compression / decompression library. It can read 
and write JPEG image files in JFIF format. Through libjpeg library, each application 
can read from JPEG compressed image for one or more scan lines (the so-called scan 
line is an image line consisted by a line of pixel spots), and other jobs, such as color 
space conversion, down-sampling/up sampling, color quantization are completed by 
libjpeg. The specific decoding process is shown in Fig.3. 

3.3   Video Data Receiver Module 

Control center collects decoded image data from front-end machine through Java 
socket programming and then displays the collected image data on Java Applet GUI. 
In order to achieve B / S architecture video surveillance mode, it needs to pack Java 
Applet image display program into jar package and embedded it into web page in the 
form of GUI through <applet> tags of HTML. As long as the web page is published to 
web server (e.g. Apache, etc.) of control center, terminals can monitor the target 
surveillance sites through Internet. 
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Fig. 3. Flow diagram of libjpeg decoding 

This system receives the image data through Java Applet and it is completed by the 
following core steps: 

(1) Create a socket. Socket connection = new Socket (m_strServer, port); 

(2) Obtain input stream object: InputStream in = connection.getInputStream ( ); 
The reason for obtaining input stream object in is that it can obtain image data by 

calling the read function of the object in. 

(3) Obtain image data: n = in.read(buffer, 0, HDRLEN); 
What read function return is the current byte number read into buffer. The return 

value will be -1 if there is an exception occurs during read operation. The initial value 
of HDRLEN is 50, which means at most 50 bytes data is allowed to read into the 
buffer at one time. 

(4) Image Display: BufferedImage image = ImageIO.read(new ByteArrayInput 
Stream(buffer2)); ImageIcon icon = new ImageIcon(image); m_label.setIcon(icon); 

Through the above mention steps, the image data is encapsulated into java applet 
panel m_label in the form of picture. 
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3.4   Image Auto-Save Module 

In order to overcome weaknesses of traditional video surveillance system, such as 
over-reliance on human control, this system realizes infrared sensor-based image 
auto-save feature. By treating the infrared signal as a trigger to save video image, it 
can avoid sending useless image information and ensure no missing any suspicion 
information at the same time. 

After front-end machine establishes a connection with control center, open sensor 
module and capture infrared sensor signals through write() and read() function, then 
send the collected infrared sensor signals to control center through socket. If the 
signal value is 1, that is, there is an invasion incident occurring in the surveillance 
site, the system will save the current image to saveFile directory through write() 
function of ImageIo. The specific process is shown in Fig. 4. 

 

Fig. 4. Flow diagram of image auto-saved 

4   Optimization of Sending Data 

With the number of external cameras increasing, the amount of data sent concurrently 
per second increases continually, which makes the network load heavier and heavier 
and increases the packet loss rate. Shown as Fig. 5, red line represents the network 
traffic of sending infrared sensor signal at a certain time, while blue line represents 
the network traffic of sending image data concurrently in multi-camera mode. In such 
a high network load conditions, infrared sensor signal is likely to lose. However, 
under no person on duty circumstance, the stable transmission of infrared sensor 
signal is extremely important and the security risk brought by losing such signal 
should not be overlooked. 
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Fig. 5. Network traffic of sending data concurrently in multi-camera mode 

To solve this problem, this system designs two modes of sending data: infrared 
trigger mode and non-infrared trigger mode. In non-infrared trigger mode (suitable for 
having person on duty condition), system only transmits image data. While in infrared 
trigger mode (suitable for no person on duty), system will send infrared sensor signal 
first, if there is no invasion, control center will return a refusal signal (default value is 
true) to front-end machine to refuse image data transmission; if there is an invasion, 
control center will set the refusal signal to false and ask for sending image data. 

 

Fig. 6. Network traffic of non-infrared trigger mode 

 

Fig. 7. Network traffic of infrared trigger, no invasion mode 

By contrasting Fig.6 with Fig.7, it is clearly that, in non-infrared trigger mode, if 
front-end machine connects only one camera, the network traffic of sending image 
data per second is about 150KB; in infrared trigger mode, if there is no invasion 
incident, control center only sends infrared sensor signal and its network traffic is 
only a few dozen KB. By taking infrared sensor signal as a trigger to determine 
whether to send image data or not, it reduces the infrared sensor signal loss rate and 
saves the network traffic greatly. 

5   Conclusion 

As people’s awareness of security increasing, intelligent network video surveillance 
system will become more and more popular. It can also develop into a series of more 
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intelligent monitoring systems, such as automatic alarm, automatic recording, etc 
based on this system. Security issue will always be the focus of people’s attention and 
this system presents a new solution to this issue and has broad market space[4]. 
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Abstract. In the era of knowledge economy, in order to maintain sustainable 
development, the key is by management to find the best way to continuously 
discover new knowledge and make it form core competency. IT industry 
especially which favors new technology and new products, knowledge creation 
competition is a strategic issue concerning the survival of enterprises. 
Therefore, on the basis of analyzing the characteristics of knowledge workers of 
IT enterprises, this paper proposes contract incentive mechanism. we found 
through designing a reasonable incentive mechanism the Pareto dominance 
risk-sharing and Pareto dominance effort level can be achieved simultaneously. 
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1   Introduction 

This instruction file for Word users (there is a separate instruction file for LaTeX 
users) may be used as a template. Kindly send the final and checked Word and PDF 
files of your paper to the Contact Volume Editor. This is usually one of the organizers 
of the conference. You should make sure that the Word and the PDF files are identical 
and correct and that only one version of your paper is sent. It is not possible to update 
files at a later stage. Please note that we do not need the printed paper. 

In the era of knowledge economy, knowledge is the first resource of organization 
and becomes the key strategic factor of economic growth. German scholars Mertins 
Kai, Peter Heisig etc consider that knowledge has the same features with currency, 
that is its value appears only when it is used — knowledge can be useful only when it 
is shared.[1]. In other words, knowledge develops in exchange and appreciate in use. 
Knowledge creation is the activity which applies new elements and concepts to 
production, management and other economic or social activities so as to bring value 
to business or society. Through knowledge management, on the basis of knowledge 
acquisition, diffusion, and sharing we constantly pursue new developments and apply 
knowledge to new areas to therefore stimulate the continuously enhancement of the 
core competency of enterprises. TAO(2006) proposes knowledge and the ability to 
create and apply knowledge is the most important source of an organization to keep 
sustainable competitive advantage[2]. The importance of knowledge creation arouses 
great research interest of academia. The focus of research of knowledge creation has 
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transferred from early definition of concepts and significance to the process of 
knowledge creation. At present there are many scholars who have propose the theory 
of knowledge creation. 

Many Chinese scholars also have made studies on knowledge creation. HE 
Chuanqi(2005) thinks that knowledge creation is the process of discovering and creating 
new knowledge for economic and social interests. Knowledge creation appears in the 
whole process of knowledge production, dissemination and application. He considers that 
broadly knowledge creation has three forms, that is implementing knowledge creation 
through R&D activities, implementing knowledge creation in the process of knowledge 
production, dissemination and application, the proliferation and application of new 
knowledge for economic and social interests. He Chuanqi’s "knowledge creation" view 
to large degree is influenced by the "Technology Innovation Statistical Manual" of 
OECD. In fact he accepted the basic meaning of enterprise innovation and divided 
enterprise innovation into technology innovation, process innovation, product innovation, 
management innovation and institutional innovation[3]. 

IT Enterprises as typical representative of high-tech enterprises have distinctive 
features, possessing the characteristics of knowledge-intensiveness and talent-
clustering. Knowledge competition is the largest features of competition of IT 
companies. It can be said that knowledge is the core of uniting capital and talents of 
IT enterprises while knowledge creation is the driving force to support the growth of 
IT enterprises and is the major source of long-term competitive advantages of IT 
enterprises. Therefore, how to effectively motivate employees to implement 
knowledge creation has significant theoretical and practical meaning. The focus of 
studies is mainly on the incentive mechanism of knowledge employees[4-15]. The 
literature of motivating knowledge worker is still few. 

This paper will follow the below steps: the second part we propose the hypotheses; 
the third part puts forward the model; On the basis of analyzing the model, the forth 
part summarizes incentive mechanism; the fifth part is acknowledge. 

2   Hypothesis 

Human is the carrier of knowledge and is also the subject of knowledge creation. 
Therefore, the essence of motivating knowledge creation is the motivation of the 
knowledge employees who participate in knowledge creation. In the following parts, 
we name enterprises as principal, employees participating in knowledge creation as 
agent. Before putting forward the model, we propose the following hypotheses. 

Hypothesis 1: there exists non-symmetric information between principal and agent. 
Principal does not have private information while agent has the private information 
which principal can hardly observe. Because the information principal has is different 
from the one agent has and principal can not directly observe the true information of 
agent, it is necessary for principal to design a incentive mechanism. 

Hypothesis 2: principal’s action goal is different from agent’s. If their action goals 
are the same, agent will consciously choose the action beneficial to principal and 
there is no need for principal to design a incentive mechanism. 

Hypothesis 3: Both principal and agent meet the hypothesis of bounded rationality. 
Principal hopes to get the maximum expected utility from the incentive mechanism he 
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designs and therefore the objective function of which principal designs incentive 
mechanism is the maximization of expectation. Similarly agent hopes to be able to 
choose the behaviors which can maximize his expected utility, meet participation 
constraint and incentive compatibility constraint. 

Hypothesis 4: principal has the initiative in the design of mechanism and has the 
capability to realize promise. That is as long as the mechanism does not discontinue 
and does not change he can perform it. The hypothesis means the incentive 
mechanism principal designs is comparatively stable. It runs through the whole time 
of agent’s activities until the completion of payment. 

Hypothesis 5: agent has the right to choose different levels of efforts. 

3   Model 

Parameter description： 
A:  action space of agent; a : action of agent , a∈A; Θ:nature space. 

θ : nature, the exogenous random variable. When agent chooses action a, the 

exogenous variable θ  is determined, θ ∈Θ. 

( , )x a θ : an observable outcome determined by both a andθ . 

( , )aπ θ : the utility determined by both a and θ . The direct ownership of 

π belongs to principal. / 0aπ∂ ∂ > , π  is strictly increasing concave function of a. 

π  is strictly increasing function ofθ . 

( )s x : incentive contract. According to the q observed, based on contract ( )f q , 

principal provide payment for agent. Due to the interest conflict between principal 
and agent, ( )s x contract is very important. Only when principal provide enough 

incentives, agent will behavior according to principal’s wish. 
( )c a : cost of agent, ' 0c > ， '' 0c > . ' 0c >  means agent hopes himself to pay 

less efforts. 
( ( ))v s xπ − : expected utility function of principal. ' 0v > ， '' 0v < . Principal is 

risk-neutral and risk-averse. The marginal disutility of effort is increasing. 
( ( )) ( )u s c aπ − : expected utility function of agent. ' 0u > ， '' 0u < . Agent is 

risk-neutral and risk-averse. The marginal disutility of effort is increasing. This means 
except that principal can provide enough incentives for agent, agent won’t work hard 
as principal wishes. 

( )g θ : density function of θ . 

( , , )f x aπ : joint density function of , ,x aπ . 

We suppose utility is an observable variable and only π is observable. Therefore, 
x π= . Whether it is awards or punishments of principal on agent can only be 
decided by π . According to hypothesis 3, principal hopes to get the maximum 
expected utility from the incentive mechanism he designs. Therefore, the expected 
utility function of principal can be expressed in the following way: 
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max ( ( , ) ( ( , ))) ( )v a s x a g dπ θ θ θ θ−∫  (1) 

Principal’s problem is to choose a and ( )s x  to maximize the above utility function. 

However, according to hypothesis 2, the action goal of agent is different from the one 
of principal. According to hypothesis 3, agent is also pursuing his own maximum 
utility. According to hypothesis 5, agent has the right to choose different actions. 
Therefore, principal faces two constraints from agent. The first constraint is 
participation constraint. That is the expected utility agent gets from accepting contract 
should not be less than the one he gets from not accepting contract. The maximum 
expected utility agent gets from not accepting contract is determined by other market 

opportunities he faced and we use u
−

 on behave of it. 
The second constraint is incentive compatibility constraint. Because principal can 

not observe agent’s action and agent always chooses the action which maximizes his 
own expected utility, principal’s a  can only be realized by the utility maximization 

action of agent. In other words, if a  is action principal wants and 'a A∈  is any 
action agent can choose, then only when the expected utility agent gets from choosing 
a  is larger than the one agent gets from choosing 'a , agent will choose a . 

The mathematical descriptions of participation constraint and incentive 
compatibility are as follows: 

( ( ( , ))) ( ) ( )u s x a g d c a uθ θ θ
−

− ≥∫  (2) 

( ( ( , ))) ( ) ( ) ( ( ( ', ))) ( , ') ( ')u s x a g d c a u s x a f a d c aθ θ θ θ π θ− ≥ −∫ ∫  
(3) 

The above is model description of contract incentive. However, the incentive of 
knowledge creation in IT enterprises is a little bit different. Generally speaking the 
knowledge creation groups in IT enterprises and enterprises can constrain and observe 
the effort level of knowledge employees by designing all kinds of working 
disciplines, rules and regulations. That is to say actions of knowledge employees in IT 
enterprises are observable. What they can choose is whether they participate. If they 
don’t participate, they can choose to leave enterprises. Therefore, in the situation that 
agent’s effort levels can be observed, incentive compatibility constraint is superfluous 
and we only need to unite equation (1)and(2). 

Constructing Lagrangian function: 

( , ( )) ( ( , ) ( ( , ))) ( ) [ ( ( ( , ))) ( ) ( ) ]L a s v a s x a g d u s x a g d c a uπ π θ θ θ θ λ θ θ θ
−

= − + − −∫ ∫  
(4) 

We seek first derivatives of a and ( )s π  and make them equal to 0. They are 

simplified as: 

1
'[ ] 0

'

c
Ev

a u a

π∂ ∂− =
∂ ∂  

(5) 
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E is expectation operator. 'v
a

π∂
∂

can be explained as the marginal utility of effort 

level of a which is measured by utility of principal. 
'

'

v c

u a

∂
∂

 can be explained as the 

marginal cost which is measured by utility of principal. Therefore, (5) is a typical 
condition of pareto dominance: the expected marginal utility of efforts is equal to the 
expected marginal cost. That is to say, when a  can be observed by principal, we can 

reach pareto dominance. Specifically if principal is risk-neutral( '' 0, ' 1v v= = ), then 

1
[ ] 0

'

c
E

a u a

π∂ ∂− =
∂ ∂  

(6) 

Optimal risk-sharing means 'u  is a constant. Therefore, 

1

'

c
E

a u a

π∂ ∂=
∂ ∂

 (7) 

( , ) ( )E a g d
a a

π π θ θ θ∂ ∂=
∂ ∂ ∫  is marginal expected output, 

1

'

c

u a

∂
∂

 is the marginal 

rate of substitution of monetary income and effort of agent.  

4   Conclusion 

From above analysis we get a conclusion: when principal can observe agent’s effort 
level (that is IT enterprises can constrain and observe the effort level of knowledge 
employees in knowledge creation by all kinds of working disciplines, rules and 
regulations), there exists a optimal contract which can realize pareto dominance risk 
sharing and pareto dominance effort level at the same time. The optimal contract can 
be described as followings:   

* * * *

*

( ) ( ( , )),

,

s s a a a
s

s a a

π π θ

−

⎧ = ≥⎪= ⎨ <⎪⎩  

(8) 

Enterprise ask knowledge employees to choose effort level of *a . If knowledge 

employees are observed to choose *a a≥ , principal will pay employees according to 
* *( ( , ))s aπ θ . Otherwise, employees can only get s

−
. As long as s

−
 is small enough, 

employees will not choose *a a< . 
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Abstract. Nowadays, the oil spill models are usually based on the sea surface 
and few of them are for submarine oil spill. Therefore, the simulation for 
submarine pipeline oil spill is discussed by FLUENT in this paper to forecast 
the trajectory of oil. The coupling of pressure and velocity under unsteady-state 
condition is solved by pressure implicit with splitting of operators algorithm, 
and the boundary condition of nonlinear free surface is solved by volume of 
fluid. The simulation of oil particles motion is carried out. Furthermore, the 
quantity and trajectory of spilled oil under different operating pressure and 
current velocity are compared and analyzed. The results show that the 
submarine diffusion scope of spilled oil is smaller with larger operating 
pressure or lower current velocity. 

Keywords: submarine, simulation, oil spill, current. 

1   Introduction 

The increasing oil spill accidents have led to much oil leaking into the sea and badly 
destroyed the balance of ecological environment. At present, the modeling for 
forecasting oil spill behavior and incidence is usually based on sea surface [1, 2] or 
offshore zones [3, 4]. However, the numerical modeling for submarine oil spill is 
relatively lacking. Abascal has forecasted the trajectory of submarine oil spill using 
radar galvanic current [5], but the approach can only supply partial real-time 
information, and may not support emergency behavior for the influence of weather 
and night. Li [6], Johansen [7] and Dasanayaka [8] have also carried out the research 
on submarine oil ejecting, but they all aim at oil gas mixture and can not contribute to 
forecasting oil spill greatly. Reed [9] has established an oil spill estimation computer 
system, which also does not refer to forecasting the trajectory of submarine oil spill. 

In order to forecast the trajectory of submarine oil spill exactly, we discuss the oil 
spill of submarine pipeline orifice using FLUENT [10] in this paper. The coupling of 
pressure and velocity under unsteady-state conditions is solved by pressure implicit 
with splitting of operators (PISO) algorithm, and the boundary conditions of nonlinear 
free surface are solved by volume of fluid (VOF). The initial and boundary conditions 
are defined by UDF of FLUENT. The mathematical model simulates the whole 
                                                           
* Corresponding author. 
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course that oil particles generate from submarine pipelines and rise up to sea surface 
by buoyancy action. We also discuss the interactivity between oil and water particles, 
and analyze the oil particles motion with different conditions. 

2   Mathematics Model and Methods 

The control equations include the continuity equation, the momentum equation and 
the turbulent current mode of unsteady- incompressible-viscous fluid. The calculation 
adopts finite volume method and discrete scheme adopts the first order upwind 
difference scheme. 

Sea surface condition belongs to two-phase flow and submarine pipeline oil spill 
belongs to three-phase flow, which is suitable to use VOF method. The volume 
fraction aq is introduced as the volume of substance q in the cell. aq=0 means null, 
while aq=1 means full. q=1,2,3 represents the gas, water and oil, respectively. At 
nonlinear free surface, aq should satisfy following conditions: 

0q
q

a
a

t

∂
+ ⋅∇ =

∂
v ; 1, 2,3q =                                                    (1) 

1

1
n

q
q

a
=

=∑                                                                      (2) 

Where, equation (2) is the control condition of calculation. The symbol v is the 
average velocity of cell. As the density of each port is different through the whole 
flow field, we adopt following method to calculate the density in the cell where two 
substances mixes together.  

1

n

q q
q

aρ ρ
=

=∑                                                                 (3) 

VOF model can simulate two types of immiscible fluids by solving the separate 
momentum equation and processing the volume ratio of each fluid which cross the 
domain, expressed as equation (4) 

( ) ( ) ( )TP g
t

ρ ρ μ ρ∂ ⎡ ⎤+ ∇ ⋅ = −∇ + ∇ ⋅ ∇ + ∇ + +⎣ ⎦∂
v vv v v F                       (4) 

3   Simulation and Analysis 

3.1   Wave Flume Model 

Based on FLUENT, we use GAMBIT to establish numerical model and generate 
meshes. The flow field is initialized by the pressure-based solver and macro of 
DEFINE_INIT (my_init_phase, mixture_domain). The model of k-ε and PISO are 
adopted to solve turbulent flow problems under unsteady conditions. For the 
boundary conditions, we choose the pressure inlet, symmetry boundary and wall.The 
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parameters are chosen according to the submarine pipelines, oil properties and Bohai 
conditions. The designing parameters of pipelines are referenced [11, 12]. 

The pressure in oil pipeline is different according to different positions of oil spill, 
so we define several operating pressure as oil particles spilling pressure, such as 
100600pa, 100800 pa, 101000pa and 102000pa. And current velocity is defined as 0.1 
m/s. Moreover, the current velocity of each sea area is different, so we define current 
velocity as 0.3m/s, 0.5 m/s and 0.8 m/s, while operating pressure is 101000pa. 

3.2   Oil Spill Analysis 

The oil is spilled and quickly forms the jet current or plume current with low 
operating pressure. When spilled oil reaches a certain horizon plane and the 
dynamical character of jet current or plume current is not important enough, the 
spilled oil current is dispersed by coming water current to form oil particles. This 
process is shown in Fig. 1. 

    
 

  (a) t=24s, u=0.1m/s, P=100800pa             (b) t=80s, u=0.1m/s, P=100800pa 
 

    
 

 (c) t=140s, u=0.1m/s, P=100800pa           (d) t=38s, u=0.1m/s, P=102000pa 
 

    
 

 (e) t=56s, u=0.1m/s, P=101000pa             (f) t=60s, u=0.1m/s, P=100800pa 

Fig. 1. Distribution of oil-water-gas  
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  (g) t=80s, u=0.1m/s, P=100600pa           (h) t=80s, u=0.3m/s, P =101000pa 
 

    
 

 (i) t =80s, u =0.5m/s, P =101000pa          (j) t =80s, u =0.8m/s, P =101000pa 

Fig. 1. (Continued) 

In Figure 1(a), dark blue domain represents gas (air), and light blue domain 
represents water, and orange domain represents spilled oil. Oil particles rise up by 
buoyancy action, and the distances among oil particles are getting larger gradually. 
The interactivity makes oil particles rise up as population form, which is shown in 
Figure 1(b). The spilled oil particles influence the seawater current and cause the 
variation of local current velocity. The current velocity is relatively high near oil spill 
orifice, and then oil spill is suppressed to a certain extent. With sustained spilling of 
oil particles, the ascending velocity of oil reduces continuously. When initial oil 
particles reach sea surface and become oil films, the distribution of current velocity in 
the whole domain becomes to be in balance, the velocity of oil spill is also stable. 
Therefore, the spilled oil particles rise up to sea surface along the previous wake flow 
trace gradually. 

Under the state of dynamic balance mentioned above, the water current near the oil 
spill orifice which flows forward and the water current which flows back on surface 
generate a clockwise spiral vortex and an anticlockwise spiral vortex, respectively. 
With influence of anticlockwise spiral vortex, some oil particles rise up to sea surface 
and generate a type of motion which is anti sea current. With time going by, the rising 
oil particles drift with sea current. Also the position of oil films move along the 
current direction. This process is shown in Figure 1(c). 

When operating pressure is high as 102000pa, oil ejects rapidly. Meanwhile, the 
rising velocity of oil is relatively high and the quantity of spilled oil is increasing. 
While the spilled oil rising up to sea surface, an oil column is formed underwater. By 
the influence of sea current, a clockwise spiral vortex and an anticlockwise spiral 
vortex appear around the oil spill orifice and at the end of oil column, as shown in 
Figure 1(d). 
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The simulation results under different operating pressure as 101000pa, 100800 pa 
and 100600 are shown in Figure 1(e) to Figure 1(g).  

We can see from Figure 4 to Figure 7, if operating pressure is greater than 
102000pa, the spilled oil rise up to sea surface as a continuous oil column; if 
operating pressure is less than 101000pa, the spilled oil rise up to sea surface as oil 
particles. With operating pressure increasing, the spilled oil quantity is getting greater, 
and the ascending velocity is getting higher, and the stretched distance of spilled oil is 
shorter. Moreover, the distribution of current velocity in one vertical plane is more 
non-uniform, and spiral vortex is stronger. The anti direction drift of oil particles near 
sea surface is more obvious. 

According to the analysis above, the conclusion can be drawn that different 
operating pressure can cause different oil spill trajectory, when the other conditions 
are fixed. When operating pressure is high enough, the sea current has little influence 
on oil spill, and we can control and reclaim oil spill more easily. However, when the 
operating pressure is low, the stretched extent underwater and oil films area on 
surface increase, which is difficult for the spilled oil to be controlled. 

As the density of oil and seawater is almost the same, when current velocity rises 
continuously with the same operating pressure, the influence of sea current is 
strengthened. Meanwhile, the influence of buoyancy is relatively weakened. When the 
current velocity is low (u=0.1m/s), as shown in Fig. 5, the influence of buoyancy 
becomes dominant to the rising spilled oil. When the current velocity is u=0.3m/s, 
u=0.5m/s and u=0.8m/s, as shown in Figure 1(h) to Figure 1(j), the influence of sea 
current dominates obviously, and oil particles move with sea current after spilled 
immediately. Therefore, the higher current velocity is, the longer submarine drift 
distance is. 

When the operating pressure is fixed, the influence of sea current is little on the 
spilled oil quantity at unit intervals. So the operating pressure becomes a key 
influencing factor. By the analog analysis, we can obtain that the oil drift extent varies 
with current velocity. If current velocity is high enough, the spilled oil maybe attaches 
to sea floor and increases the problems for oil control and recovery. As the species 
and quantity distribution of benthos is simple and the oil degradation capability of 
benthos is poor, the pollution of the oil may exit for a long time. 

4   Conclusions 

We have discussed the two-dimension and three-phase flow numerical modeling for 
submarine pipeline oil spill by FLUENT and analyzed the motion of oil particles with 
different operating pressure and current velocity. We have not only obtained the 
spilled oil quantity at each time, but also simulated the drifting trajectory meantime, 
which can supply effective information for emergency decision. The simulation 
results indicate that the operating pressure and current velocity are key factors which 
influence oil spill behavior and incidence, and they determine the position and area of 
surface oil films, which are very important for forecasting the oil spill behavior and 
incidence. In this paper, we only discuss two factors above, and other oceanic 
conditions will be discussed in further research. 



520 W. Li, Y. Pang, and H. Li 

References 

1. Zhu, S., Dmitry, S.: A numerical model for the confinement of oil spill with floating 
booms. Spill Science & Technology Bulletin 7(5), 249–255 (2002) 

2. Xie, H., Yapa, P.D., Nakata, K.: Modeling emulsification after an oil spill in the sea. 
Modeling emulsification after an oil spill in the sea 68, 489–506 (2007) 

3. Guo, W.J., Wang, Y.X.: A numerical oil spill model based on a hybrid method. Marine 
Pollution Bulletin 58, 726–734 (2009) 

4. Guo, W.J., Wang, Y.X., Xie, M.X., Cui, Y.J.: Modeling oil spill trajectory in coastal 
waters based on fractional Brownian motion. Marine Pollution Bulletin 58, 1339–1346 
(2009) 

5. Abascal, A.J., Castanedo, S., Medina, R.: Application of HF radar currents to oil spill 
modeling. Marine Pollution Bulletin 58, 238–248 (2009) 

6. Li, Z., Yapa, P.D.: Modeling gas dissolution in deepwater oil/gas spills. Journal of Marine 
Systems 31, 299–309 (2002) 

7. Øistein, J., Rye, H., Cooper, C.: Deepspill-field study of a simulated oil and gas blowout in 
deep water. Spill Science & Technology Bulletin 8(5), 433–443 (2003) 

8. Dasanayaka, L.K., Yapa, P.D.: Role of plume dynamics phase in a deepwater oil and gas 
release model. Journal of Hydro-environment Research 2, 243–253 (2009) 

9. Reed, M., Emilsen, M.H., Hetland, B.: Numerical model for estimation of pipeline oil spill 
volumes. Environmental Modelling & Software 21, 178–189 (2006) 

10. Wang, R., Zhang, K., Wang, G.: Fluent technology basis and application instance. 
Tsinghua University Press, Beijing (2007) 

11. Liu, J., Hu, H.: The design of submarine pipeline in chengdao oil field. China Offshore 
Platform 11(5), 214–217 (1996) 

12. Zhao, S., Liu, J.: Submarine Pipeline Design of Chengdao Oilfield. Oil & Gas Storage and 
Transportation 16(5), 32–36 (1997) 



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 521–528, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Study on Engineering Consciousness and Ability 
Fostering of Applied Talents in Engineering Education 

Wang dong ping 

Department of Modern Science & Technology 
Agricultural University of Hebei 

Baoding, Hebei, China 
qceftgh@126.com 

Abstract. Fostering problem of innovative applied talent in engineering educa-
tion is important problem of modern industry development and innovative na-
tional construction. The paper analyze detailedly Engineering ability connotation 
and engineers quality feature, and point out Status and problems of higher  
engineering education in China, and put forward effective way of constructing 
engineering consciousness and ability fostering environment of innovative en-
gineering science and technology talent in order to improve student’s innovation 
consciousness and engineering ability. 

Keywords: innovation consciousness, engineering consciousness, engineering 
ability, applied talents. 

1   Introduction 

Engineering is an important part of modern civilization, economic operation and social 
development, and impact on all aspects of human life. With the rapid development of 
world science and technology updates, engineering and technology play a more im-
portant role on economic and social development. And training quality of engineering 
qualified scientists and technicians will determine the quality of engineering technol-
ogy’s level and development speed and the country's industrial competitiveness. And 
innovative engineering talent cultivation has become the key issue of industrial de-
velopment and innovative national construction of the 21st century. But for a long time, 
undergraduate talents cultivation are affected by the traditional idea with value theory 
and neglect practice, and trained engineering professionals is not high quality of in-
novation, and engineering practice is not strong. Especially under the context of higher 
education popular but education resource-constrained, the phenomenon with lacking of 
innovative spirit, weak practical ability and disjointing between talent foster and  
economic and social development are becoming more prominent. Therefore, training 
student’s engineering spirit and consciousness and developing student’s innovative 
potential which is converted to innovative indeed are the first problem of engineering 
education. 
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2   Engineering Ability Concept and Engineers Quality 

2.1   Engineering Ability Concept 

Engineering itself is a kind of innovation design work. In economic activities, the 
engineering is defined as intermediate link which the market demand are converted to 
manufacture process, including production design and quality definition, also including 
project management, operation management and related activities. Therefore, essence 
of engineering is innovation, and engineering education is to cultivate innovative  
engineering technology talents. Ability refers to have the stable psychological char-
acteristics of personality which fulfill any activities and is get according repeat training 
during the use of intelligence, knowledge and skills, and it shows mind-body energy 
when knowing and changing the world depending on self-intelligence, knowledge and 
skills. It includes general ability and special ability: general ability is referred to put up 
thinking ability, learning ability, observation ability, memory, etc in general activities. 
Special ability refers to possess analytical ability, innovational ability, organizational 
ability coordinal ability, etc in specific activities. The students’ engineering ability in 
the high engineering education refers to the practical ability and energy about students’ 
comprehensive quality that performed in engineering practical activities, and the goal 
of international engineering is to train the future engineers who have comprehensive 
quality that suit the development of international engineering and the creation of state 
and social need. 

2.2   Engineers Features 

The American National Engineering Academy has put forward the corn quality of the 
future engineers in 《the 2010 Engineer Plans》：there are strong analysis ability, 
flexible practice ability, high creativity and good communication ability, business and 
management skills, a high level of professional ethics, intense professional con-
sciousness and ability of lifelong learning. The American engineering and technology 
of engineering educational training authentication committee have made 11 items of 
professional talents article evaluation standards: (1) ability with applied mathematics, 
science and engineering knowledge;(2) ability with designing experiment analysis and 
date management;(3)ability with designing a component, a system or a process ac-
cording to the needing;(4)a variety of ability with training comprehensive;(5)ability 
with checking, guidance and solving the engineer problems;(6)understanding the pro-
fessional ethics and social responsibility;(7)ability with effective expression and 
communication;(8)knowing the global environment and social influence because of the 
engineering problems;(9) ability with lifelong learning;(10)having the knowledge of 
the present time relevant problems;(11) ability with applying a various skills and 
modern engineering tools to solve practical problems. 

According to the association of Australia’s engineers and quality engineer’s “dou-
ble model of quality”, engineer will be divided into two kinds of basic knowledge and 
basic skills. Basic knowledge include: engineering discipline knowledge, formal and 
informal informational sources knowledge, the latest technology and skill, engineer-
ing tools. Basic skills include: professional technical ability, communication skills, 
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study ability, analysis ability, information’s choices and decisions, interpersonal 
skills, risk and dangerous analysis, synthetic ability, comprehensive ability from mul-
tiple side. From this we can see, these standards are basic same with American stan-
dard, also focus on engineering technology knowledge, mastery of the latest project 
tools and interpersonal skills, problem analysis ability, etc. 

National Academy of Engineering in the UK describe a changeful industrial view 
in the context of globalization and complication for the research of future engineer-
ing graduates. If every company need to successful operation in such a complex and 
capricious environment, it must find professional technical engineering graduates 
with scientific and practice ability, and these graduates must have strong interper-
sonal skills, including the ability to present situation of business as shown Fig 1. As 
can be seen from the figure 1, the engineer has three types: engineer as specialist, 
engineer as integrator, engineer as change agent. Among them, that engineer as spe-
cialist shows that the market have sustained needing for specialist with international 
level, and engineer as integrator reflect engineering is in a complex environment and 
needs the engineer with diversification skills, and in order to promote new industrial 
development in the uncertain future, engineer as change agent must have creative-
ness, innovation and leadership. Intersection part denote , technical skill, social skills 
and quality forming core competence of engineering graduates, at one time skills of 
engineering graduates possessing should be the set of various subjects ability. Obvi-
ously, engineering graduates need to undertake engineer roles of above three kinds. 
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At present, with the rapid development of new subject, more and more engineering 
problems need to be solved in creative thoughts, so it requires that university foster 
engineering science and technology talent that not only grasp broad and deep profes-
sional knowledge, but also possess outstanding professional experience of the field, 
the ability to construct products and system, good teamwork spirit and the ability  
of human communication, the ability to exchange culture, and economical mind.  
Accordingly, the education department have established a “quality” project requiring 
higher education focus on efforts to improve the quality, especially on the spirit of 
innovation and practical ability of the students. For the students, they should have the 
ability of learning and application the knowledge, thinking and analysis ability of 
judgment, engineering design and practice, communication skills and abilities to cre-
ate innovations[1]. The structure of engineering abilities is showed in figure 2. 

3   Necessity of Engineering Consciousness and Ability Fostering of 
Applied Talent in Engineering Education  

Since Beiyang University was found in 1895, the higher engineering education has 
been developing more than a hundred years. Particular in the recent 20 years, The 
higher educational scope and level have great development. The engineering students 
are more than 7,000,000 in 2008(Chinese education net). There are 36 countries and 
religions acknowledge mutually educational background with China. We are not only 
creasing the experience and accumulating the fund, but also strength our national power 
and raising political economy in the internationality, and it is a miracle in the history of 
the people’s economic and society. But facing with current new situation of economy 
and society development, there are still disparity and shortage to train the engineering 
science talent in our country higher engineering education. 

3.1   Applied Talents of Engineering Education Fostering Are Difficult to Adapt 
Economy Development Requirement because of Producting and Learning 
Disjunction 

At present, the process factories which mainly use cheap labor are towards to southeast 
Asia and other areas where the labor is cheaper, and China has huge press facing with 
industrial reforming and updating. However, Overall condition of our country’s engi-
neering science and technology talent development can’t adapt to the requirement of 
industrial structure updating and new industrialization development in which promi-
nent problem is education foster pattern can’t adapt to development requirement be-
cause of producing and learning disjunction. For example, in Tsinghua University, 
perhaps only 25% scientific research can sign contract with the establishment to 
transform in which about 30% can achieve success, namely only 7.5% scientific re-
search can bring economic benefit[2]. China need a great deal high quality talent for 
quick development in industrial chain. Because of educational concept, school-running 
mechanism, teachers, the management and the teaching link etc questions, the quality 
of the engineering education can’t meet the requirement of industry on talent and of 
youth on job. China engineering academy ever has given a research to the 5,000  
engineering science and technology talent, and 21.8% people think that student of 
universities fostering far from or basically not fit country technology development 
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demands; and 52.4% of respondents recognize that quality of engineering major stu-
dent of our country is very common[3]. 

3.2   Because Innovation Consciousness Culture Environment Is Lacked, Practice 
and Innovation Ability of Applied Talent of Engineering Education 
Fostering Are Weak  

Long-term planning system make our country higher education management system 
form very strong commonness restriction, and single culture mode, inculcation type 
teaching way and rote learning examination manner not only cause no innovative 
knowledge base, but also make student form intense seeking same thought and form 
difficult seeking different thought which is  very important for innovation. However, at 
present engineering training in teaching process which still mainly locate classroom 
and laboratory is lacked combination and harmonious development with society , es-
pecial corporation engineering practice. Even though factory practice with a period is 
arranged, students seldom can indeed direct contact actual production process because 
of restriction of practice field and manage condition, or practice training is very dif-
ferent with practical production because practice content is planed to enclose firmly 
teaching project. Investigation show that 60.4% of respondents think current engi-
neering education can not provide abundant engineering training for student, and en-
gineering students commonly are lacked importance understand for engineering design 
and applying integration knowledge to settle problem[4]. Moreover, Quite a lot of 
students in engineering graduate have poor operating ability, low settling practice 
problem ability, narrow specialty knowledge, bad communication ability and low 
engineering interest degree etc problems. According to a investigation of employing 
units involving in IT industry, manufacturing industry, transportation industry, con-
struction industry, posts and telecommunications industry, education and development 
industry etc many industries, in which 44.0% of employing units think that employed 
engineering graduate are lacked of science attitude and spirit(such as attitude of pre-
ciseness and painstaking, spirit of daring to doubt, criticism and being bold in making 
innovations etc), 40.2% think their engineering consciousness(such as economy 
manage consciousness, ethic consciousness and moral consciousness etc) and innova-
tion consciousness are deficiency, 38% think they cannot well recognize and form and 
settle engineering problem. moreover, some employing units still think engineering 
graduate don’t flexible use technology and modern tool which are necessary for engi-
neering practice, and they don’t skillfully operate experiment and analyze and explain 
the data, and their work ability of independence, communication ability of language 
and letter and lifelong learning literacy are low[5]. 

4   The Construction of Engineering Consciousness and Ability 
Fostering Environment of Applied Talent in Engineering 
Education 

Under the new situation of global economic integration and industrial upgrading, 
quantity and quality of engineer is inevitably set a higher request. Although engineer-
ing graduates must go through the project practices trainings for many years before 
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they become a real engineer, but the school of engineering education play a vital role in 
whether they can become qualified engineers in the future. Engineering consciousness 
and ability fostering of innovative engineering science and technology talent is a 
complicated systematic project, so we should adjust the personal training plan, estab-
lish virtual study experiment situation, develop the assistant professor project, establish 
enterprise project training center and conduct technical innovation and so on to found  
an environment which stimulates student’s engineering consciousness and ability cul-
tivation, and explore method and strategy of the innovative engineering science and 
technology fostering. 

4.1   Establishing the "Big Engineering" Concept, and Optimizing Talent 
Training Plan in Engineering Education 

At present, China has entered the great industrial age that the information technology 
stimulate industrialization and the industrialization promote information, whose core is 
to take the road to industrialization which make a full use of high technology content, 
good economic benefit, low resource consumption, litter environmental pollution, 
human resource advantages being fully exerting. So, engineering science and tech-
nology talent of university fostering not only has the foundation of natural science and 
engineering science, but also must have the quality of humanities social science which 
surpasses engineering specialized technology category, such as economy, society, law, 
management, environment and so on. Accordingly, when we make talents training 
program of engineering education, we must establish the "big engineering" concept , 
and put engineering into a large system which include economy, society, science, 
humanity, environment and so on, and set the curriculum whose main features is 
cross-professional integration and application of many multi-disciplinary courses, and 
emphasis on coordination of engineering and natural, engineering and social, and try to 
achieve the cross and integration and mutual penetration between the various disci-
plines and technical fields, meanwhile strengthen the humanities, economics, law in the 
curriculum, in order to facilitate the forming of engineering major student’s engineer-
ing ethics, engineering spirit and consciousness. 

Setting up virtual experimental environment to establish learning platform for  
engineering ability education. 

In order to further understand and learn engineering courses and stimulate innova-
tion consciousness and ability in engineering specialized courses teaching and ex-
periment, we set “big engineering” concept, and adopt VRML language combining 
with JavaScript language, and merge 3-D stereo environment, scene roaming, dy-
namic explosion, virtual demonstration operation and experiment assistant etc mod-
ule, and construct distance education system based on virtual reality, and create  
distance virtual studying and experiment situation. SQL SERVER and ACCESS are 
adopted to set up network and stand-alone edition data-base, and each teaching and 
experiment course is integrated as direct management material as shown in figure 3. 
Function module of hanging type structure are designed in order to realize increasing 
continuously new module and making new function along with expansion of subject 
and major, and knowledge network system of many subject cross are constructed to 
make students master relaxedly reorganization and debugging in virtual training,  
then realize distance allopatry multi-person collaborative work and communication.  
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Fig. 3. Distance education system based on virtual reality 

Meanwhile, project develop study of virtual reality and hardware-in-the-loop simula-
tion method, and train student’s communication and collaboration ability in created 
“autonomous learning” circumstance, and make students be enlightened by inven-
tion-creation in imitation. 

4.2   Expanding the Practice Space to Increase the Engineering Ability of Applied 
Talent of Engineering Education 

Innovation environment is important condition of the knowledge innovation. Cultivat-
ing student’s innovation consciousness and innovation ability, the most important way is 
to build a strong learning atmosphere and a practice platform. In order to improve these 
abilities and reduce the blindness of student autonomous learning, practice link is 
strengthened in engineering students fostering, and innovation and practice platform are 
constructed. 

1) Developing professor assistant engineering: Subject research project is through-
out textbook compiling, classroom teaching and practice activities. Under the lead and 
guidance of professors with innovation experience, research platform is put up for fos-
tering innovative engineering science and technology talent, student’s engineering 
consciousness and engineering ability is trained in scientific research.  

2) Setting up enterprise engineering training centre: Engineering practice education 
need the support of the internal and external environment. If engineering practice en-
vironment of universities want to keep up to step of social economy and construction 
development, only depending on national investment can not be achieved temporarily. 
University cooperates with many enterprises to run a school, and utilize enterprise 
source and get united with the required direction of corporation talent, and set up en-
terprise engineering training centre in order to achieve the win-win of the university 
engineering talent cultivation and manpower resource needed by enterprise. 

3) Holding science and technology innovation activity: Through holding various 
forms skill competition convey “theory with practice” and “combining education with 
productive labor” educational idea to students and society, and construct an innovative 
atmosphere in order to train student’s innovative spirit and ability. 
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Abstract. As the most common grey model, GM (1,1) is useful for power load 
forecasting. Based on the slide average method, the paper improves the original 
data and the traditional GM (1,1) model effectively, and compares the forecast 
results between traditional GM (1,1) model and improved GM (1,1) model.  
Finally, it improves the effectiveness of power load forecasting. 

Keywords: gray model, load forecasting, moving average method, GM(1,1). 

1   Introduction 

On Load Forecasting Method for Power System is a typical kind of grey system, and 
it uses some parts of the data to predict future data. The GM (1,1) model is a more 
common grey model, its first order differential equation is gray, through the GM (1,1) 
model requires only the load of the original data. The main characteristics of this 
method is the algorithm is simple, fast, less in the case of historical data, showed 
growth or decline of a class of data, its predictions were able to achieve good accu-
racy. However, the gray model itself has some limitations, the data dispersion, the 
greater, the larger the gray scale, the prediction accuracy is worse, the forecast for too 
long not ideal. Consider the above limitations, this paper moving average method 
using the original series; Grey has been improved, so that the data only increases the 
weight of the year, while avoiding excessive volatility in the value. 

2   Traditional GM (1, 1) Model 

Grey system theory is put forward in the international arena by Professor Deng Julong 
first, Grey characteristics of the data in the analysis of small, little understanding of 
the behavior of the data to explore the potential mechanism of less data, less compre-
hensive data based on the phenomenon, reveals little data, little background informa-
tion on the variation of things. GM (1,1) model is the most commonly used as a gray 
model, which is a variable that contains only a single first-order differential equations 
to construct the model as an effective load forecasting model is GM (1,n) model is a 
special case. Establishment of GM (1,1) model requires only a few columns. 
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Set the known historical load raw data sequence is: 

(0) (0) (0) (0){ (1), (2), ( )}X x x n= ……x                                       (1) 

Using an accumulated generating series: 

(1) (1) (1) (1){ (1), (2), ( )}X x x x n= ……                                       (2) 
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Where, ua,  is the unknown factor. 
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With the least square method: 

n
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The coefficients ua,  into the formula (3) and then solve the differential equation. 

Let )0()0( )1()0( xx = , the gray prediction model available: 
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Type the first order of the cumulative reduction (1-IAGO) to restore opera-

tions )(ˆ)1(ˆ)1(ˆ )1()1()0( kxkxkx −+=+ , that is to get the original )0(x  series predic-

tion model is: 

             (8) 

Grey system has obvious advantages: the principle is simple, requires less sample 
data, easy operation, and short-term forecasting accuracy. It applies only to the 
amount to be predicted with a constant exponential growth rate of the short or me-
dium-term load forecasting, for the E-type, S-shaped curve, and no significant 
changes of the curve and long-term load forecast, the forecast errors. Therefore, the 
need for ordinary gray GM (1, 1) model is improved.  

3   Improved Gray GM (1, 1) Model Based on Moving Average 
Method 

Gray model method is suitable for a strong exponential load forecasting, and this 
method should make choice to the data. Meanwhile, if you make the choice, you 
should choose the date uniformly-spaced, and make the latest data as a reference 
point, make the earliest data to go to stay, but the latest data must be added. The pur-
pose of making the model advanced is weakening the impact of outliers, strengthen-
ing the general trend of the original series, in order to make the transformation of raw 
data as far as possible changes in the sequence of exponential increase. When the 
original series growing too fast, we should be modified so that the rate of change 
changes. In order to achieve the purpose, this paper chooses the moving average 
method. 

Through the application of the original average method, the impact of outliers can 
be weaned, as far as possible the original data transformed into a sequence of incre-
mental changes. 

Set the known historical load raw data sequence is:  

)}({ )0( tx  nt ,,2,1=                                             (9) 

Moving average value is calculated as follows: 

4
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The computation not only increases the weight of the year data, but also avoids exces-
sive volatility of the data. This improved method can be used for the calculation of the 
two end points to calculate the following formula: 
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4
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Through the above steps to improve the original data, the remaining steps with the 
original GM (1, 1) model calculation steps. 

4   Application Sample 

Through the improved grey model, this paper adopted moving average method based 
on the improved GM (1,1) model for load forecasting, and used Mat lab software to 
achieve specific load forecasting process. This paper selected a place 1995-2003 an-
nual electricity consumption by 9 sets of data modeling, load forecasting and the next 
three years, and then compared with the actual values to test the practical application 
of this model. Nine consecutive years in an area of electricity consumption in the 
following Table 1 (unit: billion kwh): 

Table 1. Nine consecutive years in an area of electricity consumption 

year 1995 1996 1997 1998 1999 2000 2001 2002 2003 
serial 

number 
1 2 3 4 5 6 7 8 9 

use value 602.01 645.83 691.62 793.56 813.02 886.46 931.94 1014.16 1088.02 

Combine raw data, calculate using MATLAB software and the GM (1,1) model, 
and reach the results showed in Table 2: 

Table 2. The calculation result of traditional gray model 

year 1995 1996 1997 1998 1999 2000 
serial number 1 2 3 4 5 6 

use values 602.01 645.83 691.62 793.56 813.02 886.46 
calculated 

values 
602.01 657.5 706.6 759.5 816.2 877.2 

absolute 
uncertainty 

0 11.6700 14.9800 -34.0600 3.1800 -9.2600 

Relative error 0.00% 1.77% 2.12% 4.48% 0.39% 1.06% 
year 2001 2002 2003 2004 2005 2006 

serial number 7 8 9 10 11 12 
use values 931.94 1014.16 1088.02 1152.34 1245.62 1340.66 
calculated 

values 
942.8 1013.3 1089.0 1170.4 1257.9 1351.9 

absolute 
uncertainty 

10.8600 -0.8600 0.9800 18.06 12.28 11.24 

Relative error 1.15% 0.08% 0.09% 1.57% 0.99% 0.84% 
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Combine raw data, calculate using MATLAB software and the improved GM(1,1) 
model, and reach the results showed in Table 3: 

Table 3. The calculation result of improved gray model 

year 1995 1996 1997 1998 1999 2000 
serial number 1 2 3 4 5 6 

use values 602.01 645.83 691.62 793.56 813.02 886.46 
calculated 

values 
602.01 661.9 704.9 761.3 816.5 875.7 

absolute 
uncertainty 

0 16.0700 13.2800 -32.2600 3.4800 -10.7600 

Relative error 0.00% 2.48% 1.88% 4.06% 0.43% 1.20% 
year 2001 2002 2003 2004 2005 2006 

serial number 7 8 9 10 11 12 
use values 931.94 1014.16 1088.02 1152.34 1245.62 1340.66 
calculated 

values 
939.2 1007.2 1080.2 1158.5 1242.5 

1332.6 
 

absolute 
uncertainty 

7.2600 -6.9600 -7.8200 6.1600 -3.1200 -8.0600 

Relative error 0.77% 0.69% 0.71% 0.53% 0.25% 0.60% 

The traditional model of the above results and improved GM (1,1) comparison of 
the results can be seen that the results of the next three years to improve the prediction 
accuracy of the results higher, the improved GM (1,1) model to accurately predict 
electricity use, and the actual value of the absolute error even smaller, so you can 
confirm the improved GM (1,1) model, the effectiveness of load forecasting. 

5   Conclusions 

This paper establishes the mathematical model through nine years of historical data, 
and predicts the load values of the next three years, and then test effect to prove relia-
bility of the improved GM(1,1)method. This paper uses the forecasting process the 
original GM (1,1) prediction model and the improved GM (1,1) prediction model. By 
comparing the two model calculations of data, improved GM (1,1) prediction model 
improves the accuracy of the load to prove that moving average method using gray 
prediction for the original series, improved the prediction accuracy has been further 
improved. 
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Abstract. A multi-agent system is established for project schedule manage-
ment, considering the need for adaptive and dynamic scheduling under uncer-
tainty. The system is realized using Java. In the proposed system, three types of 
agents, namely activity agents, resource agents, and a monitoring agent, are  
designed. Duration and resource requirement self-learning operators are  
developed for activity agents in order to model the self-learning and adaptive 
capacities of an agent in its local environment; moreover, a monitoring operator 
is also presented for the monitoring agent. The system allows the user to set up 
simulation parameters or scheduling rules according to their own preferences. 
Simulation results from an example showed that the system is effective in sup-
porting users’ decision-making process.  

Keywords: multi-agent system; project scheduling; decision support system. 

1   Introduction 

With the development of project management, a variety of techniques for scheduling 
have been proposed. However, commercial software tools, such as Primavera Project 
Planner and Microsoft Project, have not included the advanced optimization algo-
rithms appeared in literatures [1]. Traditional methods play important roles in the 
implementation of a project, but with constant challenges too. This is because the real 
project is usually uncertain (with uncertain duration and resource requirements, etc.) 
and progressive (which requires dynamic scheduling) and is distributed for resource 
allocations (team members may be geographically decentralized), thus brings high 
complexity especially to the scheduling of large-scale projects (it requires adaptive 
control), which results in insurmountable difficulties for traditional management 
techniques from theory to application. 

Agent technology which originates from the mid-1980s provides new methodology 
for solving the dynamic scheduling and collaboration problem in a distributed envi-
ronment. In this paper, combining the characteristics of an agent such as autonomy, 
social ability, reactivity, etc. [2], we developed a self-learning and self-adaptive 
scheduling procedure to achieve the self-learning behaviors of project activities, as 
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well as the adaptive control of the entire project; hence a multi-agent system for pro-
ject schedule management was established.  

2   Resource-Constrained Project Scheduling 

To describe the profile of resource-constrained project scheduling problem, the fol-
lowing symbols and corresponding definitions will be used in this paper. 

Two types of makespans are presented. One is the planned makespan, denoted by 
Dp, which is calculated through the critical path method (CPM) without considering 
the resource constraints; the other is the real makespan, denoted by Dr. 

A project consists of a set of J activities j = 1, 2, …, J, where activities 1 and J  
are dummy start and end activities respectively. πj denotes the attribute of activity 
 j, whose value is either CPA when activity j appears in critical path or NCPA  
otherwise. 

Activity j may be in one of four states, denoted by ξj, where ξj = 0, 1, 2, or 3, repre-
senting available, eligible, executing, or finished state respectively. We adopt the 
assumption that activities are non-preemptable while processing. The types of dura-
tion of activity j include planned duration dj

p, optimistic duration dom 
j , pessimistic 

duration dj
pm and real duration dj

r. All are assumed to be non-negative integers, and 
dj

p, dom 
j , and dj

pm are determined in the planning stage, while dj
r is uncertain. 

A set of K resources index by k are available for the project, including renewable 
and nonrenewable ones. τk is introduced to represent resource attribute, whose value is 
either 0 when resource k is renewable or 1 otherwise. TRk denotes the total amount of 
resource k, and CRk represents the available amount in the current period. 

The planned requirement of resource k for activity j is denoted rqp 
jk, and the real one 

is denoted by rqr 
jk. The former is determined in the planning stage, while the latter is 

uncertain and is determined by adjusting rqp 
jk in the dynamic scheduling stage. 

In addition, we will use the following symbols and their definitions. Let t denotes 
the simulation clock, where t = 1, 2, …, Dr. Φ denotes the activity agent group, and 
AAj∈Φ is an agent for activity j. Similarly, Г denotes the resource agent group, and 
RAk∈Г is an agent for resource k. The only monitoring agent is represented by MA. 
The set of immediate predecessors of i activity j is denoted by IPj. Scpa 

t0  is a set of 
critical activities at time t0, where Scpa 

t0
= {j | πj = CPA∧t = t0, j = 1, 2, …, J}. Moreover, 

four kinds of agent groups are defined, i.e., AG 
t0
, EG 

t0
, SG 

t0
, and FG 

t0
, where, AG 

t0
= 

{AAj | AAj∈Φ, ξj = 0 ∧ t = t0}, EG 
t0
= {AAj | AAj∈Φ, ξj = 1 ∧ t = t0}, SG 

t0
= {AAj | 

AAj∈Φ, ξj = 2 ∧ t = t0}, and FG 
t0
= {AAj | AAj∈Φ, ξj = 3 ∧ t = t0}, indicating that  

activity agents are available, eligible, executing, and finished, respectively. 

3   The Multi-agent System 

The multi-agent system for project schedule management designed here contains an 
agent network shown in Figure 1, where a number of resource agents, activity agents 
and a monitoring agent are involved. 
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Fig. 1. The Agent Network Model 

An agent may play either of the following two roles: (1) to encapsulate the project 
components, such as departments, activities, and resources; (2) to package the project 
functions, such as communication, collaboration, and service. 

Typically, the attributes of an activity or a resource and the corresponding schedul-
ing/allocation procedure can be encapsulated as an agent. For example, Yan et al. 
defined a service agent to exercise the functions such as duration calculation and 
resource allocation [1]. Homberger designed schedule agents and a mediator agent, 
the former is used for scheduling project activities, while the latter is used to generate 
alternative allocations to be evaluated by schedule agents [3]. In this paper, we design 
three types of agents: activity agent – AAj for activity j, resource agent – RAk for activ-
ity k, and a monitoring agent – MA. 

The index, schedule status, attribute, and functions of activity j are encapsulated in 
AAj. Its primary function is to determine the real duration and resource requirements 
through its duration self-learning operator durationSelfLearningOperator( ) and  
resource requirements for self-learning operator resourceSelfLearningOperator( ). 

RAk is responsible for allocating resource k to AAj who submits the request for  
resource k. Its decision-making is purely reactive. The model of RAk contains only 
attributes.  

MA is responsible for the coordination of negotiations among activity agents, by 
monitoring operator controlAgents( ), and to re-determine the critical path when one 
critical path activity finishes. 

Operators for Activity Agents. AAj and AAk (k∈IPj) form a local environment. The 
self-learning operators of AAj include duration self-learning operator and resource 
requirement self-learning operator, which reflect the capacity of self-learning  
and adaptive in local environment. The basic ideology for designing self-learning 
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operators is: the completion situation of predecessors of one activity may affect the 
activity’s real duration and real resource requirements. Therefore, the duration of the 
activity will be handled as follows:  

(1) The planned duration dj
p, optimistic duration dj

om, and pessimistic duration dj
pm 

of an activity are part of project planning, thus are determining factors. 
(2) The random factor of duration is modeled using was estimated using beta dis-

tribution [4]. Namely: 

μj = (dj
om + 4dj

p + dj
pm) / 6 , (1) 

σ2 
j  = [ (dj

pm - dj
om) / 6]2 , (2) 

where μj and σ2 
j  are the mean and the variance of the real duration of activity j, 

respectively. 
(3) As an important piece of information, the biases of real duration and planned 

duration of predecessors will be considered by activity agents. The fuzzy factor of 
activity duration, devj, can be determined by the geometric mean of these deviations. 
In real situation there may be exceptional events. If this occurs (here an occurrence 
probability of exceptional events is pre-set), then change the sign of devj. 

(4) Finally, the real duration is calculated as: 

dj
r= N(μ, σ2)·(1 + devj) . (3) 

The resource requirement self-learning operator is similar to the duration operator, in 
which the random factor of resource requirements adopts a uniform distribution: 

U((5 / 9)· rqp
jk, (13 / 9) ·rqp

jk) . (4) 

Operator for Monitoring Agent. One task for MA is that, to re-identify critical path 
activities (CPA) of the project when any critical path activity finishes. If an activity's 
latest finish time is equal to its earliest finish time, then the activity will be marked as 
a critical path activity, otherwise non-critical path activity (NCPA); when a resource 
conflict occurs, the CPA has the highest execution priority. 

The eligible agent group EG 
t0 at time t0 also forms a local environment. In this local 

environment, if at current time there are several activities in an eligible state (their 
predecessors are all completed) and the current amount of resources are available to 
meet the needs of the each activity (but not necessarily meet the total demand), then 
the activity agent will determine their scheduling sequence through negotiations, so as 
to resolve resource conflicts. 

We simplified the negotiations among activity agents, where some priority rules 
are employed to determine the scheduling sequence. The basic rule is: if an eligible 
activity is exactly a CPA, then it can immediately be scheduled; otherwise, the sched-
uling sequence is determined using the priority rule selected by the user. We consider 
eight priority rules: SPT (shorter processing time), LPT (longer processing time), FIS 
(fewer immediate successors), MIS (more immediate successors), SRR (smaller re-
source requirements), GRR (greater resource requirements), EST (earlier start times), 
and EDD (earlier due dates) [5]. 
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The procedure of the MA agent also involves the termination of activity agents. If 
the sum of start time and real duration of an activity agent equals to the current simu-
lation clock, then the activity agent stops. 

We developed a simulation system for project schedule management using JAVA. 
The system includes four modules that are data access, initialization, simulation, and 
results output, as well as a graphical user interface (GUI) which implements the user’s 
interaction with the system. In addition, the system includes two types of files that are 
project data and simulation results. 

4   Example and Simulation 

An example which evolves from the instance J3011_10 in J30 of PSPLIB [6] is used 
with some modifications to test the multi-agent system. The project is composed of 32 
activities with two dummy ones. Original durations are used as optimistic durations, 
and the planned durations are 1 unit more than optimistic ones, while the pessimistic 
ones are 2 units more than optimistic ones. There are four kind of resources, of which 
resources R1 and R2 are renewable, and resources R3 and R4 are nonrenewable, where 
TR1 = 15, TR2 = 14, TR3 = 100, TR4 = 140. 

In the multi-agent system, users can perform a single simulation, or a stepping 
simulation based on simulation clock; users can also perform a multiple simulation 
and get statistical results, thus supporting the real project decision-making. 

Priority rules such as SPT from [5] are used, and a number of 500 simulations are 
carried out for each priority rule; statistics for the real makespans of the project are 
worked out, and the distributions of real makespans are also calculated. It can be 
observed from Figure 2, that the real makespans are close to a beta distribution.  
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Fig. 2. Statistics for the Frequency of Makespans 

Table 1 shows some statistical results for the real durations in which column 6 
gives the number of project failures during simulations. Through the analysis of  
Table 1, we can draw the following conclusions: 
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(1) The effect of priority rules on the simulation results is not significant. This 
shows that the self-learning mechanism reacts to the different results of the consulta-
tion to make adaptive adjustments. The average duration under GRR is smallest, 
while the one under EDD is largest, but the difference is trivial. 

(2) The real makespan in simulation results is stable. This shows that through mul-
tiple simulations, the average of the results can be used for decision-making.  

(3) The difference between the maximum and minimum durations is relatively 
large, which shows that in extreme cases, the difference among implementations of 
the project may be very large, one implementation of the project may either be much 
more efficient than the scheme, or only result in failure. This indicates that the uncer-
tainty has significant effects on the implementation of the project planning. 

Table 1. The simulation results 

Priority 
rules 

Average 
durations 

Std. 
Minimum 
duration 

Maximum 
duration 

Failure 
times 

SPT 
LPT 
FIS 
MIS 
SRR 
GRR 
EST 
EDD 

61.51 
61.55 
60.09 
61.25 
62.73 
59.82 
61.15 
62.83 

9.35 
10.05 
9.48 
10.02 
10.37 
9.82 
10.22 
10.58 

37 
36 
37 
31 
35 
31 
35 
34 

94 
94 
92 
91 
106 
88 
93 
93 

4 
0 
1 
5 
2 
4 
6 
2 

5   Conclusions 

We designed and realized a multi-agent system for resource constrained project 
scheduling problem under uncertain environment. Duration self-learning and resource 
requirements self-learning operators are designed for activities to reflect the agent’s 
self-learning ability; and meanwhile the priority rules are used to handle the negotia-
tions among activity agents. The system can simulate the user’s adaptive and dynamic 
scheduling process for a project, and the repeated simulation results can assist the 
user’s decision-making. 
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Abstract. In this paper we show how to construct a new public key cryptosystem 
against known attacks, together with the reduction of the public-key. In terms of 
F-Metric, the maximum F-distance code is constructed, a new modification of the 
Niederreiter public key cryptosystem based on maximum F-distance codes is 
proposed. We chooses a random matrix as an extra secret key to hide the structure 
of the public key, it makes such cryptosystem is security.  

Keywords: F-Metric, the maximum F-distance code, Niederreiter public key 
cryptosystem, random matrix, security. 

1   Introduction 

The first code-based public-key cryptosystem is introduced and investigated in [1]. 
The system is based on Goppa codes in the Hamming metric. Its dual version, 
Niederreiter public-key cryptosystem[2] is based on the difficulty of finding a coset 
leader of a coset of the code.The main drawback of public-key cryptosystem based on 
Hamming metric is large public key sizes. 

In 1991 Gabidulin, Paramonov and Tretjakov proposed a variant of the McEliece 
scheme (GPT) [3] using rank distance codes instead of hamming distance codes. 
Smaller public-key sizes have been proposed for GPT than for the original McEliece 
cryptosystem, as general decoding algorithms are much slower for the rank metric 
than for the hamming metric. However, recently Overbeck showed that rank distance 
codes do not seem to be a good choice for cryptographic applications [4]. 

Other metrics, for instance, the F-metrics suggested in [5]. Moreover, these metrics 
can provide new possibilities for both correcting special types of errors and 
applications in other fields, for example, in cryptography. 

In this paper, we use F-metric to construct a maximum F-distance code, and a new 
modification of the Niederreiter public key cryptosystem based on maximum  
F-distance codes is proposed. 

The paper is structured as follows: Firstly, we give a short introduction to 
McEliece and Niederreiter Cryptosystems and General properties of F-metrics. 
Secondly, we show how to construct the maximum F-distance code. Then, we present 
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a new modification of Niederreiter public key cryptosystem. Finally, we analyze the 
security of the new Niederreiter Cryptosystem. 

2   Preliminaries 

2.1   McEliece and Niederreiter Cryptosystems 

McEliece public-key cryptosystem[1] is based on the difficulty of decoding linear 
codes in Hamming metric. Its dual version, Niederreiter public-key cryptosystem [2] 
is based on the difficulty of finding the smallest with a given syndrome. 

For a given code, McEliece public-key cryptosystem and Niederreiter public-key 
cryptosystem are equivalent [6].  

One of the great advantages of McEliece and Niederreiter cryptosystem is the 
work-function of encryption-decryption. 

The main drawback of McEliece and Niederreiter cryptosystems remains the size 
of the public-key. 

Table 1 sums up the characteristics of these systems when they both use  
[1024, 524, 101] –binary codes. It then shows that it is preferable to use the version 
proposed by Niederreiter.     

Table 1. Performance of McEliece, Niederreiter and RSA public-key cipher  

McEliece
[1024,524,101] 

binary code 

Niederreiter
[1024,524,10
1]  
binary code 

RSA
1024-bit 
modulus 
Public 
exponent=17 

public-key size 67072 bytes 32750 bytes 256 bytes 
Number of information 
Bits transmitted per 
encryption 

512 276 1024 

Number of binary 
operations performed by    
the encryption per 
information bit 

514 50 2402 

Number of binary 
operations performed by 
the decryption per 
information bit 

5140 7863 738112 

 

2.2   F-Metric [5] 

Let Ω be a n-dimensional vector space n
qF , where qF is a finite field with q elements. 

The span<X> of a subset X ⊂ Ω  is the smallest subspace XF ⊆ Ω  containing X. Any 

subset C ⊂ Ω is called a code. 
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Let F := {F1,F2,…,FN} be any family of subsets Fi ⊂ Ω such that <
1

N

i
i

F
=
∪ >= Ω . 

Definition 1. The F-norm(F-weight), NF ,of a vector x∈ Ω is the cardinality of the 

smallest subset I of the set {1,2,…,N} such that x belongs to <
1

i
i

F
=
∪ >. 

Definition 2. The F-distance between vector x and y is the norm of their difference, 
i.e., dF(x,y)=NF(x-y).  

Definition 3. The F-distance of a code C ⊂ Ω is the integer dF(C) := min { dF(x,y) 
|x,y∈C,x ≠ y}. 

Definition 4. If all elements of a family F := {F1,F2,…,FN}are vectors, then the metric 
generated by the family is called a projective F-metric. In this case,we will denote 
elements of the family by fi , i.e., F := {f1,f2,…,fN}. 

Proposition 1. (Generalised Singleton Bound): For any linear code C ⊆ n
qF of 

dimension k the following equality holds: dF(C) ≤ n-k+1. 
We refer to a code meting this bound as a code with the maximum F-distance.  
Define the mapping : N

qFϕ → Ω  as ( )ieϕ = fi (i=1,…,N),where { }1 2, , Ne e e is a 

standard basis in N
qF and {f1,f2,…,fN} are vectors that define the F-metric. 

Definition 5. The parent code is the kernel P := ker(ϕ ) ⊂ N
qF . 

3   The Maximal F-Distance Code 

Let F=

1 2

1 1 2 2

1 1 1 1
1 1 2 2

N

N N

n n n n
N N

u u u

u x u x u x

u x u x u x− − − −

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

（n ≤ N）,                            (1) 

ix ∈ qF are pairwise distinct, and iu ∈ qF are nonzero, i=1,…,N. 

As vector f1，f2, , fN that define the F-metric, take columns of a generalised 
Vandermonde matrix F. This F-metric is Vandermonde F-metric. The parent code for 
this F-metric is a generalised Reed-Solomon code. 

Let

1 2

1 1 2 2

1 1 1
1 1 2 2

...

...

...

...

k

k kT

n n n
k k

v v v

v y v y v y
G

v y v y v y− − −

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

， where iv ∈ qF are nonzero 

and iy ∈ qF are pairwise distinct. Let i ix y≠ ， so the matrix（F| TG ） is also a 

generalized Vandermonde matrix. 
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（F| TG ) = 
1 2 1 2

1 1 2 2 1 1 2 2

1 1 1 1 1 1 1
1 1 2 2 1 1 2 2

N k

N N k k

n n n n n n n
N N k k

u u u v v v

u x u x u x v y v y v y

u x u x u x v y v y v y− − − − − − −

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

.                (2) 

Proposition 2. The code C defined by the matrix TG is a code with the maximum 

F-distance: dF(C)=n-k+1. Consequently, the code corrects up to [ ]
2k

n k
t

−= F-errors.  

By G TH =0, we obtained the transposed parity-check matrix of the maximum  
F-distance C is 

TH =

1 2

1 1 2 2

1 1 1
1 1 2 2

...

...

...

...

n k

n k n k

n n n
n k n k

z z z

z y z y z y

z y z y z y

−

− −

− − −
− −

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

，where iz ∈ qF are nonzero and iy ∈ qF are 

pairwise distinct. 
Let c=g+e, where g is the code vector, and e the error vector. Denote t as 

( )Ft N e= , if kt t≤ , then fast decoding of the maximum F-distance codes may be 

carried out just as for generalized Reed-Solomon codes. 

4   Construction of the System 

A public-key cryptosystem that uses an error vector as a plaintext was first introduced 
by Niederreiter[2]. Niederreiter use generalized Reed-Solomon codes in his system. A 
parity-check matrix H of a GRS code premultiplied by a nonsingular matrix S, which 
hides the structure of H, is chosen as a public key: Hpub=SH. Sidel’nikov and 
Shestakov[7] gave a polynomial algorithm to recover the structure of generalized 
Reed-Solomon codes, thus breaking completely the system.We proposed to choose 
matrices of rank 1 to hide the structure of the public key. 

The cryptosystem is constructed in the following way.  

First, a legitimate user chooses a transposed parity-check matrix ( )j

i i

TH z y=  of a 

linear maximum F-distance code C over ( )GF q with a fast decoding algorithm in the 
F-mertic. 

Next, One choose a nonsingular square matrix S of order ( )n k− over ( )GF q and a 

permutation matrix P of order n over ( )GF q . 

   A secret key: , , ,TX S H P . 

   A public key: ( )TT

pub
H P H X S= + ,where X is a matrix of rank 1.The hiding 

matrix X may be chosen as follows: 

(1) Choose any vector 1 2( , , , )nb b b b= , ( )ib GF q∈  , from any coset of F-weight 

1Fd − n k= −  2 kt= =r of the given the maximum F-distance code; 

(2) Calculate a syndrome ( )1 2 1, , ,
F

T
dx bH x x x −= = ; 
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(3) Calculate X=
T

a x , where 1 2( , , , )na a a a= and not all zero laments
ia ∈ ( )GF q are 

chosen randomly; 
   A plaintext: A plaintext is an n-dimension vector m= 1 2( , , , )nm m m ，where 

)(qGFmi ∈  and FN (m) 1kt≤ − , where kt  is the error-correcting capability of the 

code defined by TH in the space with the F-metric. 
   Encryption: c = m T

pubH . 

  Decryption: c = m ( )TP H X S+  = m TPH S +   m PxS = TmH S mxS+ . The legal 

user knows that mX is either 0 or a vector xλ ，where λ depends on the value of m 
and x is fixed. Thus, the decoding complexity is increased not more then n times. 

5   Cryptanalysis 

Two kinds of attacks on public-key cryptosystems based on error-correcting codes 
can be considered. The first kind of attacks is based on getting a plaintext from an 
intercepted ciphertext. The second attack is based on getting private keys from known 
public keys. Here possible attacks against each system will be investigated. 

Attack 1. (Getting the secret key from the public key): Given a public key 

( )TT

pub
H P H X S= + it is necessary to find , , ,TX S H P . First of all note that without the 

matrix X structure, the public key becomes ( )TT

pub
H P H S=  which equivalent to the 

standard Niederreiter case. This standard case has been broken by Sidelnikov and 
Shestakov. So a legal user chooses some random X as an extra secret key and adds it 
to the original public key to produce a new modified public key , it makes such 
cryptosystem is effective for resisting the attack based on getting private keys from 
known public keys. 

Attack 2.（Getting a plaintext from a ciphertext): Pick a k k×  submatrix kt
G of pubG  

consisting of the i1th, i2th,…, kt
i th columns of pubG , where pubG T

pubH =0. Even in that 

case to decrypt a message the attacker needs to locate positions i1,i2,…, kt
i of nonzero 

elements of the message m . After that the attacker can calculate components 

1 2
, ,...

kt
i i im m m of the message m  and verify the derived message m . The attack would 

still require 3( )kt
N k kC t t n+ calculations. If q=28, n = 60, k=20, tk=

2

n k−⎡ ⎤
⎢ ⎥⎣ ⎦

=20,then the 

size of public-key is 9600 bytes, and need 281 calculations. 

6   Conclusion 

We construct a new Niederreiter Public Key Cryptosystem based on F-metric. Using 
these F-metrics to increase complexity of the system making it harder to attack 
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allowing for smaller key-sizes. However, If some new and more efficient decoding 
methods about error-correcting codes base on F-metric are proposed, we should make 
further researches on the security of the public-key cryptosystem presented. 

References 

1. McEliece, R.J.: A Public-key Cryptosystem Based on Algebraic Coding Theory. Technical 
report, Jet Propulsion Lab. DSN Progress Reprot (1978)  

2. Niederreiter, H.: Knapsack-Type Cryptosystem and Algebraic Coding Theory. Probl. 
Control Inform. Theory 15(2), 159–166 (1986) 

3. Gabidulin, E.M., Paramonov, A.V., Tretjakov, O.V.: Ideals over a Non-Commutative Ring 
and their Application in Cryptology. In: Davies, D.W. (ed.) EUROCRYPT 1991. LNCS, 
vol. 547, pp. 482–489. Springer, Heidelberg (1991) 

4. Overbeck, R.: Structural Attack for Public key Cryptosystems based on Gabidulin Codes. 
Journal of Cryptology 21, 280–301 (2008) 

5. Gabidulin, E.M., Simonis, J.: Metrics Generated by Families of Subspace. IEEE Trans. Inf. 
Theory 44(5), 1336–1341 (1998) 

6. Li, Y.X., Wang, X.M.: On the Equivalence of McEliece’s and Niederreiter’s Public-Key 
Cryptosystems. IEEE Trans. Inf. Theory 40(1), 271–273 (1994) 

7. Sidelnikov, V.M., Shetakov, S.O.: On the insecurity of Cryptosystem Based on 
Generalized Reed-Solomon Codes. Discrete Math. 2(4), 439–444 (1992) 



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 547–553, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Flax Fibers as Reinforcement in Poly (Lactic Acid) 
Biodegradable Composites  

Yuan Yuan1, Minghui Guo1, and Yong Wang2 

1 Key Lab of Bio-based Material Science and Technology of Ministry of Education,  
Northeast Forestry University, Harbin, China 

2 Department of Graduate Education, Northeast Agricultural University, Harbin, China 
gmh1964@126.com 

Abstract. In our research, poly (lactic acid) (PLA) film was used in combination 
with flax fibers as reinforcement to generate biodegradable composites by a film 
stacking technique and hot-press. The research of the relationship between the 
main process parameters and the performance of the board are done by the 
orthogonal experiments, then the various factors to influence the performance 
were analyzed and the optimal parameters were determined. The results showed 
that with the increasing of flax addition (30%~50%) and silane addition 
(1%~5%), the tensile strength and modulus increased, but the flexural strength 
and modulus increased then decreased with the increasing of flax addition 
(30%~50%). During the hot-press temperature (190℃~210℃) increasing, the 
tensile strength, flexural strength and modulus all increased. And the optimal 
parameters are determined by the flax addition 40%, silane addition 5%, hot-
pressing temperature 190℃, and hot-pressing time 3 min. 

Keywords: Flax fibers; Poly (lactic acid); Biodegradable composites; Silane 
treated. 

1   Introduction 

In recent years, as the people’s awareness of environmental protection is approaching 
danger, and seeking the renewable resources to produce high polymer materials is a 
general development orientation for Polymer Science and technology. The composites 
prepared by nature plant fibers and oil based plastic had a wider application of 
automotive interior parts, structural parts, Interior and exterior decoration materials [1]. 

Plackett et al. [2] used the polylactide film and jute fiber mats to generate 
composites by a film stacking technique. Shanks et al. [3] prepared the composite 
materials from PLA with flax fibers, where the flax fibers had been subjected to 
interstitial polymerization to replace the water in the cellulose fibers. Oksman et al. 
[4] manufactured the composite materials of flax fibers and PLA with a twin-screw 
extruder and then compression moulded to test samples. The stiffness of test samples 
was 8.4 GPa.  

Chunhong Wang et al. [5] prepared flax fibers reinforced polylactide composites 
by means of moulding pressing technology. Wenna Zhang et al. [6] studied the effect 
of changing the angle of layer on the mechanical property of the composites. 
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In this study, PLA film was used in combination with flax fibers as reinforcement to 
generate biodegradable composites by a film stacking technique and hot-press. The 
research of the relationship between the main process parameters and the performance 
of the board are done by the orthogonal experiments, then the various factors to 
influence the performance were analyzed and the optimal parameters were determined.  

2   Experimental Materials and Methods 

2.1   Materials 

PLA was converted into a film approximately 0.2 mm in thickness and was purchased 
from Jiangyin Gaoxin Chemical Fiber Company. In vacuum drying oven, the PLA 
film was dried for 8 hours at 80℃, then stored in the dryer prior to use. Flax fiber was 
supplied by Harbin Changlong Flax Company. Vinyltriethoxysilane (HD-20 silane) 
was used as the fiber surface modifying coupling agent and was purchased from 
Guangzhou Haoji Trade Company. Ethanol for analysis was purification reagents and 
was purchased from Tianjing Guangfu Technological Company. 

2.2   Processing 

For the surface treatment of the flax fiber, HD-20 silane was dissolved for hydrolysis 
in a mixture of water-ethanol (50:50 w/w). Next, the fibers were sprayed by the 
solution at specific volume. Then the fibers were kept in air for 2 days. Lastly, the 
fibers were oven dried at 100℃ for 2 h.  

To ensure that all absorbed moisture was removed and to prevent void formation, 
the flax fibers and the PLA film were dried at 80℃ under vacuum for 10 h before 
processing. The biodegradable composites containing different weight percentages of 
fibers were produced by hot-press using the film-stacking procedure. Lay-ups 
(150mm×150mm) were prepared in which sections of flax fiber were stacked up with 
several PLA film layers on either side. After pre-compression, the whole assembly 
was carefully placed on the laboratory press with a temperature and pressure control. 
The biodegradable composite samples (180 mm long ×180 mm wide×3 mm thick) 
were cut to desired shapes for test. 

Flax addition, silane addition, the hot-press temperature and the hot-press time 
were selected as variable factors as showed in Table 1. According to a preliminary 
test, determining that flax addition (30%, 40% and 50%), silane addition (1%, 3% and 
5%), the hot-press temperature (190℃, 200℃ and 210℃) the hot-press time (3min, 
5min and 7 min), and hot press was 3MPa. 

Table 1. Factors and levels of the orthogonal test 

Factors 

Levels A 
Flax 

Addition (%) 

B 
Siane 

Addition (%)

C 
Hot-press 

Temperature (℃)

D 
Hot-press 

Time (min) 
1 30 1 190 3 
2 40 3 200 5 
3 50 5 210 7 
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2.3   Testing and Characterization 

The tensile tests were conducted according to GB/T 1040.2-2006, with tensile speed 
50mm/min. And the flexural tests were conducted according to GB/T9341-2000, with 
flexural speed 5 mm/min. Each value reported is the average of six sample tests and 
error bars correspond to plus or minus one standard deviation. 

3   Results and Discussion  

3.1   Variance Analysis of the Orthogonal Test 

Table 2 showed that the tensile and flexural properties were also strongly attracted by 
the process parameters which were all linked together. The tensile and flexural 
strength were taken as the index of the test together, and the factors on the 
performance indexes were measured by range (R). The level on the indexes were 
reflected by average score (Ki). The bigger was the value, the better was the 
performance. The approximate analysis as showed in Table 2.  

Table 2. Variance analysis of the orthogonal test 

Properties  A B C D 
K1 266.2 286.0 289.0 282.2 
K2 304.3 275.3 280.9 283.6 
K3 282.3 291.5 282.9 287.0 
R(j) 6.35 2.70 1.35 0.80 

Tensile 
Strength 

F Value 97.12** 18.02** 4.73* 1.62 
K1 211.2 215.1 251.2 232.8 
K2 247.5 236.7 209.3 233.9 
K3 232.6 239.5 230.8 224.6 
R(j) 6.05 4.07 6.98 1.55 

Flexural 
Strength 

F Value 45.50** 24.37** 60.00** 3.53 

    F0.05 (2,9)=4.26; F0.01(2,9)=8.02; * the factor effect is significant, F>F0.05; ** the factor 
effect is highly significant, F>F0.01. 

For the tensile strength, RA>RB>RC>RD, so the factor on the tensile strength for 
ordering was A>B>C>D. As K2A>K3A>K1A showed, the factor A on the level 2 was 
better than the other two levels. At the same time, as K3B>K1B>K2B, K1C>K3C>K2C, and 
K3D>K2D>K1D showed, the optimum technological condition was A2B3C1D3 for the 
tensile property. In the same way, the factor on the flexural strength for ordering was 
C>A>B>D, and the the optimum technological condition was A2B3C1D2. But the hot-
press time had no remarkable effect on the mechanical properties, so it was suitable to 
shorten the hot-press time for improving the test efficiency and reducing energy 
consumption, so the optimum technological condition was A2B3C1D1. 

3.2   Effect of Flax Addition on the Mechanical Properties 

According to range analysis of orthogonal test, the influence factors were silane 
addition 5%, the hot-press temperature 190℃, the hot-press time 3 min, and the 
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preinstall density 1.0g/cm3. Fig. 1-A showed the tensile property the samples with 
increase of flax addition from 30% to 50%. Comparing with flax addition 30%, the 
tensile strength of flax addition 70% increased from 32.61MPa to 50.64MPa, up 
55.29 percent, and the tensile modulus increased from 4.49GPa to 6.42GPa, up 42.98 
percent. 
 

 
 

Fig. 1. Relationship between mechanical properties and flax weight fraction 

But the flexural property increased with increase of flax addition from 30% to 
40%, the flexural strength increased from 28.68MPa to 36.97MPa, up 28.91 percent, 
and the flexural modulus increased from 3.25GPa to 4.75GPa, up 46.15 percent. 
During the flax addition from 40% to 50%, the flexural strength decreased from 
36.97MPa to 30.81MPa, down 16.66 percent, and the flexural modulus decreased 
from 4.75GPa to 4.15GPa, down 12.63 percent, as showed in Fig. 1-B. 

In experiment range, due to the flax fiber with the higher specific strength and 
modular ratio, the mechanical properties of the biodegradable composites increased 
with increase of flax addition. While the PLA content of the biodegradable 
composites reduced, it was hypothesized that this may be due to a shortage of PLA to 
fully wet out between the flax fibers [7]. So the mechanical properties of the 
biodegradable composites were better at the flax addition 40%. 

3.3   Effect of Silane Addition on the Mechanical Properties 

Under the condition of preinstall density 1.0g/cm3, flax addition 40%, the hot-press 
temperature 190℃, and the hot-press time 3 min as showed in Fig.2-A and Fig.2-B. 
During increase of silane addition from 1% to 5%, the tensile and flexural properties 
increased, and the tensile strength increased from 39.83MPa to 52.64MPa, up 32.16 
percent, and the tensile modulus increased from 4.86GPa to 6.35GPa, up 30.66 percent, 
and the flexural strength increased from 28.79MPa to 36.42MPa, up 26.50 percent, and 
the flexural modulus increased from 3.19GPa to 4.54GPa, up 42.32 percent. 

The results indicated that, in acidic conditions, owing to one part of the group in 
silane coupling agent could provide more effective chemical cross linking reaction 
with hydroxyl groups in flax fiber surfaces to weaken flax fiber surface polarity [8], 
while another part of the group can be used with the PLA chemical reaction or 
physical wound. Thus for flax fiber and PLA based substrate, two kinds materials 
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Fig. 2. Relationship between mechanical properties and silane weight fraction 

with very different polar bonded together [9], with increasing the affinity between 
flax fiber and PLA, forming the good boundary layer of cohesion strength, and 
improving performance of the biodegradable composites. So silane addition 5% was 
suitable.  

3.4   Effect of Hot-Press Temperature on the Mechanical Properties 

Under the condition of preinstall density 1.0g/cm3, flax addition 40%, silane addition 
3%, and the hot-press time 3 min, during the hot-press temperature increasing in a range 
of 190℃ to 210℃. Fig. 3-A and Fig.3-B showed that the tensile and flexural properties 
decreased, and the tensile strength increased from 50.61MPa to 36.64MPa, down  
27.60 percent, and the tensile modulus increased from 6.79GPa to 5.44GPa, down 19.88 
percent, and the flexural strength increased from 43.68MPa to 32.81MPa, down  
24.88 percent, and the flexural modulus increased from 5.67GPa to 4.08GPa, down 
28.04 percent.   

It indicated PLA melted then overflowed from the flax surface at over high 
temperature, and when the flax fiber given a force without PLA surrounded, the 
brittleness of the biodegradable composites increased, easy to break. It might cause 
the fiber degradation, so the mechanical properties decreased [10]. So the hot-press 
temperature between 190℃ and 200℃ was better, less than 210℃.  

 

Fig. 3. Relationship between mechanical properties and hot-press temperature 
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4   Conclusion 

For the mechanical properties of the biodegradable composites, with increase of flax 
addition (30%~50%), the flexural properties increased, but the flexural properties 
increased then decreased. During increase of silane addition (1%~5%), the tensile and 
flexural properties increased. When the hot-press temperature increased in a range of 
190℃ to 210℃, the tensile and flexural properties decreased. While, the hot-press 
time (3min~7min) had no remarkable effect on the mechanical properties, so it was 
suitable to shorten the hot-press time for improving the test efficiency and reducing 
energy consumption. 

In view of the economic cost and the properties of the biodegradable composites, 
the optimal parameters are determined by flax addition 40%, silane addition 5%, the 
hot-press temperature 190℃, the hot-press time 3min. 
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Abstract. In this paper, a novel framework is presented to prolong the lifetime 
of wireless sensor networks to the maximum. This framework consists of two 
parts. One is a novel topology management mechanism called electric fan to-
pology mechanism (EFTM) and the other is an efficient routing protocol called 
maximum lifetime routing (MLR). EFTM provides a scheduler strategy to save 
much energy by turning off some transceivers periodically. MLR is based on 
the work of EFTM, which selects nodes with high-energy reserves as router. 
Though we turn off some transceivers periodically, we have developed re-
ceiver-based packet routing policy and last-mile algorithm to accommodate 
rapid change of topology and to guarantee the robust of networks. Simulation 
results show that MLR based on the work of EFTM extends the lifetime of net-
works to the maximum. MLR is suitable for large scale non-real time wireless 
sensor applications. When all trajectories are unavailable, nodes can still send 
packets to sink efficiently. The network using MLR can adapt to the rapid 
change of network topology very well. 

Keywords: Maximum lifetime, TEDD, energy map, electric fan topology. 

1   Introduction 

The advance of micro sensor technology makes it easy to develop sensor devices of 
low cost and small size. These devices are organized as wireless sensor networks 
(WSNs) to monitor specified phenomenon or environment. WSNs may have a large 
scale depending on the acceptable accuracy and/or fault-tolerant. Since WSNs has an 
unattended nature, sensor node is energy-constrained and needs to use energy effi-
ciently in order to live longer [1-3]. 

One of the most important challenges of designing wireless sensor networks is to 
extend lifetime of the network. Much of the work has been done to extend the net-
work lifetime by making the energy of WSNs more efficient [4-8]. Most of them can 
be classified as cluster-based hierarchical protocol. For example, LEACH [4] is a 
typical adaptive clustering protocol. In LEACH, nodes organize themselves into local 
clusters with one node acting as cluster-head. The idle ordinary nodes can turn into 
sleep status. Cluster heads form a backbone network connected to sink node. But if 
the distance between cluster head and the sink increases, the energy consumption is 
proportional to the square of the distance at least. 
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In this paper, a novel framework is presented to prolong the lifetime of wireless 
sensor networks to the maximum. This framework consists of a novel electric fan 
topology management mechanism (EFTM) and an efficient routing protocol named 
maximum lifetime routing (MLR). EFTM provides a scheduler strategy to save much 
energy by turning off some transceivers periodically. MLR is based on the work of 
EFTM, which chooses the node with high-energy reserves as router. 

Electric fan topology mechanism is the basement of the framework. The new topol-
ogy management mechanism works as follows. At one interval, only some nodes are 
working, and other nodes go to sleep. For example, in Figure 1, sink is located in the 
center of the networks. At one interval, nodes near trajectories of sector 1, 3, 5, 7 are 
working, and nodes near trajectories of sector 2, 4, 6, 8 are sleeping. At another inter-
val, nodes near trajectories of sector 1, 3, 5, 7 are sleeping, and nodes near trajectories 
of sector 2, 4, 6, 8 are working (Just the node near trajectory and the node with low 
energy reserves can turn off its transceiver). Sleeping node can save much energy.  

MLR is comprised of three main parts. The first part is the architecture for generat-
ing trajectories that pass through region with higher energy reserves and avoid  
low-energy areas. The main idea is to select a set of nodes that are most suitable for 
disseminating information and to find the best curve or the best set of curves passing 
through or near these selected points. The second part is an algorithm, called Last-
mile (LM) algorithm. Users of LM algorithm are those which are not located in or 
near any trajectory. They use the LM algorithm to route packets to trajectories or sink. 
The third part of MLR is a packet forwarding mechanism learned from TEDD. 

 

Fig. 1. Electric fan topology 

The rest of this paper is organized as follows. Section 2 discusses the related work. 
Electric fan topology mechanism is described in Section 3. Section 4 discusses the 
detail of route strategy MLR. In Section 5, simulation results are analyzed. Finally, 
the conclusion is presented. 

2   The Related Work 

The number of routing algorithm may be not less than the number of existing wireless 
sensor networks. Among all algorithms proposed in the literature, the closest to the 
one presented in this work is TEDD [9]. The key idea is to embed a curve in the 
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packet to be disseminated from a sink node to sensor nodes, and then intermediate 
nodes forward it in a unicast manner to those nodes that lie close to the curve. TEDD 
extends the principles of TBF by incorporating the usage of the energy map. It defines 
a receiver-based data dissemination policy, i.e., each node upon receiving a packet 
decides itself whether to relay it or not. In TEDD, the decision to forward a packet or 
not is based on the node geographical location and the packet information. The for-
warding decision process uses a temporization policy: before relaying a packet, the 
current node waits a small time interval. After this, if no neighbor relays the packet, 
the node transmits it. TEDD eliminates the need of route table maintenance and pre-
sents a robust behavior in dynamic topology. 

Algorithm 1 presents the basic operation of TEDD. When a node receives a packet, 
it verifies whether it is inside the received network sector. If it is not, it drops the 
packet. If it is inside the network sector, the node verifies if its distance to the refer-
ence point is higher than the communication range. If the calculated distance is higher 
than the communication range, the node drops the packet. If it is not, the node waits 
for a delay time that is calculated according to its distance to the reference point. The 
smaller the distance is, the less the delay is. After the delay time, if any of its 
neighbors had retransmitted the packet, the node drops the packet. Otherwise, the 
node selects the reference point, and forwards the packet. 

Algorithm 1. TEDD—receiving packet 
Input: the received packet 
If the node is inside the received network sector then 

Calculate its distance to the reference point 
If  this distance value is less or equal to the communication range then 

Calculate the delay time 
Wait the delay time 
If  any of its neighbors retransmitted this packet then 

Drop the packet 
Else 

Calculate the reference point 
Forward the packet 

End if 
Else 

Drop the packet 
End if 

Else 
Drop the packet 

End if 

However, TEDD has two main drawbacks. First, TEDD focus routing activity on 
nodes with high-energy reserves, but it does not have a plan to save energy at all. 
Actually, it uses much energy, because almost all nodes (except the low-energy node) 
stay on-line to be ready as a router all the time. The on-line status indicates the trans-
ceiver is working. Second, in TEDD, sink node has to calculate route for every sensor 
node, and to embed a curve in the packet to be disseminated from a sink node to sen-
sor nodes. The result is that sink node is so busy, and the amount of packets used for 
delivering route information increases a lot. Therefore, we need to improve all above, 
especially the first one. 
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3   Electric Fan Topology Mechanism 

In this section, we present the detail of electric fan topology mechanism for wireless 
sensor networks. First, some background should be given. Then, we give an overview 
of the process when framework works. At the end of this section, EF algorithm will 
be presented. 

3.1   Background 

In [10], Hill et al. states that WSNs should embrace the philosophy of getting the 
work done as quickly as possible and going to sleep. The best way to save energy is to 
turn off parts of transceivers of nodes that are not needed, as modeled by a state-based 
energy dissipation model (SEDM) presented in [11]. 

How can we turn off some transceivers of nodes without affecting the normal op-
eration of network? LEACH [4] is a typical adaptive clustering protocol. In LEACH, 
nodes organize themselves into local clusters, with one node acting as the local base 
station or cluster-head. The idle ordinary node can turn into sleep status. Cluster-
heads form a backbone network connected to sink node. It looks like a perfect solu-
tion, but it’s not so perfect actually. 

 ( )
( )

f

p s
p r

d
∼  (1) 

In Eq. (1), f is a number between 1.5 and 2.5 [12], p(r) is the received power, p(s) is 
the transmit power, and d is the distance between receiver and sender. In general, the 
distance between two clusters heads is 4~7 times greater than the distance between 
two ordinary nodes in an adaptive LEACH protocol. It’s too expensive. We define 
hops from sink node to node x as hop(x). Another possible solution is showed as 
following. Nodes within hops between hop(x) and hop(x+2) work, but nodes within 
hop between hop(x+2) and hop(x+4) sleep and so on. Obviously, it's not a good idea, 
because sleeping node will prevent its neighbors from sending data to sink node and 
others. So a new topology management mechanism which looks like an electric fan 
when the algorithm works (see Figure 1) is presented in this paper.  

The new topology management mechanism prolongs lifetime of wireless sensor 
networks by employing energy-saving technique which consists of placing transceiv-
ers of some nodes in sleep mode and reducing device capabilities. Clearly, a trade-off 
exists between the strategy of energy-saving and network performance in terms 
throughput and the delay of data delivery. 

3.2   Framework of EF Algorithm 

Electric fan topology mechanism (EFMT) has two main functions. First, it should 
provide basic condition to choose the node with high-energy reserves as router for 
route protocol. Second, it can turn off some transceivers periodically without produc-
ing shake to the networks. The second function is the core of EFMT.  

To complete the first function, we should have one method to inspect some inter-
esting states of node, including whether its transceiver is sleeping or not and how 
much energy it reserves. Energy information of nodes can be provided by energy map 
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[13] [14]. As EF algorithm controls all nodes in a centralized way, it can provide the 
status of nodes. 

Now we introduce the core function of EFMT. Sector is the schedule unit of 
EFMT, and trajectory [15] is base element of sector. But in our work, trajectory not 
only can be used to route packets, but also can be used to manage nodes. 

Before EFMT working, we need to build trajectories. We find nodes with high-
energy reserves between sink node and sensor node from energy map, and generate a 
route maintenance packet (RMP), which contains necessary coordinates of high-
energy reserves nodes for building a trajectory. Obviously, the resulting trajectory 
should link sink node with sensor node.  

There is no need to distribute a trajectory to every pair of sink node and sensor 
node. Because if like that, sink node has to calculate route for every sensor node, the 
result is that sink node is so busy, and the amount of packets for delivering route in-
formation increases a lot. In an area, we just select one or a few nodes as target 
node(s), and construct trajectory between sink node and target node(s). As the broad-
cast nature of radio signals, when RMP is disseminated, nodes near the trajectory can 
detect that and store it in local memory. Of course, there are still some nodes that are 
not located in or near the trajectory, and we have developed LM algorithm for those. 
We will discuss LM algorithm in next section. 

After building the trajectories, we should have an effective mechanism to manage 
those trajectories. Electric fan topology mechanism defines the whole wireless net-
work as an irregular disk, and sink node is located in the center of the irregular disk. 
The irregular disk is divided into N equal divisions based on the scale of WSNs and 
the communication range of the node. Sector is the schedule unit of EFMT. We build 
one or a few trajectories depending on the peak level of packets business in every 
sector and manage those trajectories using sector as unit. Each sector has a corre-
sponding number among 0~N-1. At one dispatch interval, we allow that only either 
even number or odd number of sector can be scheduled to run. In such way, EFMT 
turns off some transceivers efficiently and skillfully.  

In short, every sector is a container in EFMT, which can manage several trajecto-
ries at one time. We should rebuild the trajectory of section periodically to avoid the 
consumption of energy unfairly. 

Now we summarize the working process of EFMT.  
What sink node does for maintaining networks route is described as follows. 
1) Sink initializes itself. 2) Broadcast one required command to collect information 

of nodes, such as node’s coordinate, node’s residual energy and so on; 3) Sink uses 
the fresh information to update local energy map. 4) Sink selects target node. Then 
sink selects high-energy reserves nodes between sink node and target node. 5) Sink 
generates a route maintenance packet (RMP), which contains necessary coordinates of 
high-energy reserves nodes for building a trajectory and command to turn off some 
nodes’ transceivers; 6) A packet routing mechanism is used to transmit RMP along 
the trajectory to target node. 7) Sink repeats above periodically. 

What ordinary node does for maintaining network route is described as follows. 
1) When it received command required sending local information to sink, node 

does it. 2) Nodes near the trajectory will receive the RMP; 3) After receiving RMP, 
node builds the trajectory and stores the trajectory result in local memory. If node 
receives one sleep command from the RMP, it will sleep for some interval indicated 
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by the RMP. 4) When next RMP comes, node updates its local trajectory information, 
retransmits the RMP to other nodes and so on. 5) If node is not located in the point 
near the trajectory, the unique way for it to route packet is to use the Last-mile  
algorithm. 

3.3   EF Algorithm 

It is noted that the state of sector running or sleeping has no effect on the nodes  
that are not located in or near any trajectory. Last-mile algorithm can deal with those 
special nodes. 

Algorithm 2. Electric fan algorithm 
If sectors of even kind had been dispatched last time 

Dispatches sectors of odd kind to run; 
Dispatches sectors of even kind to sleep; 

Else  
Dispatches sectors of even kind to run; 

  Dispatches sectors of odd kind to sleep; 
End if 

4   Route Strategy 

4.1   Generating Trajectory 

We hope that packets can be transmitted to target nodes through region with higher 
energy reserves, and nodes of low-energy areas avoid working as a router between 
sink node and target node. So we should make node with high-energy reserves work 
as router when packets need to be transmitted from sink to target node or from target 
node to sink. Maybe we can use virtual circuit solution of ATM communication sys-
tem, but routers need to maintain the next router of the way to the target node. Obvi-
ously, it’s expensive for nodes. As wireless sensor network use air as communication 
medium unlike wire network using wired medium, so wireless sensor network is a 
delicate network and the routing entity of node often can’t reflect the real network 
status. More serious one is that transceiver needs to be turned off periodically for 
saving energy. All of above affect routing entities and topology of the network. We 
find an original solution for above problem at [9] [13]. For TEDD, trajectory repre-
sents the most suitable routing path and will be attached to every sending packet. This 
method can eliminate the need of maintaining routing entity. Moreover, if a receiver-
based packet routing policy is used, routing protocol can achieve more robust. 

 

Fig. 2. Trajectory generation 



560 F. Sheng, Q. Xiao-gang, and X. Ji-long 

The architecture of generating trajectory is showed in Figure 2. It is a simple solu-
tion, but for MLR, it is enough. We use cubic spline interpolation [16] as our curve 
fitting solution. The other detail of how to fitting trajectory can be found at [9, 15]. 

4.2   Last-Mile Algorithm 

In the simplest cast of MLR, every sector has just one trajectory, like the sector 5 of 
figure 3. It’s obvious there are some nodes which are not local in or near any trajec-
tory. Last-mile algorithm is prepared for those nodes to send packet to the sink or 
nodes keeping one or more trajectories in hands. 

          

                        Fig. 3. Nodes near trajectory                  Fig. 4. Packet routing 

The node running LM algorithm should have one neighbor node at least, and also 
should know some information of its neighbor, such as residual energy, whether sleep 
or not, hops to sink node and so on. 

Algorithm 3. Last-mile algorithm 
//assume: hop(x) is hops from node x to sink node. 

Input: current node’s on-line neighbors 
Select two nodes Q and P. Among all input nodes, Node Q has most reserves 

energy  
and node P has second most reserves energy. Hops of Q or P should be equal or 

lesser 
than hop( current node ). 

If ( hop(Q) > hop(P) ) 
Send the packet to Q with probability 0.7; 
Else 
Send the packet to P with probability 0.7; 
End if 

4.3   Packet Route Mechanism 

In the process of routing packets, after the node received packet, it does not conserve 
the trajectory in TEDD. In MLR, sensor node needs to deliver packets back to  
sink node, so when received RMP, every node should update its local trajectory  
information.  

Our solution of updating trajectory is as follows. First, after sink node has selected 
one target node, it selects high-energy reserves nodes between sink node and the  
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target node. Then sink generates a route maintenance packet (RMP), which contains 
necessary coordinates of high-energy reserves nodes to build a trajectory. If RMP is 
ready, a packet routing mechanism is used to transmit RMP along the trajectory to 
target node. The node near the trajectory will receive the RMP. Once node had re-
ceived RMP, it builds the trajectory and stores the result in local memory. When next 
RMP came, node updates its local trajectory information. Repeat above periodically. 

MLR just defines one data flow mode rather than two modes of TEDD. Because 
we use a new topology management mechanism, named Electric fan algorithm, so 
every sector of sensor field has limited nodes. If broadcast function is needed, broad-
casting to the whole sector will be more efficient. Famous key elements of TEDD 
may include such one: high latency. So in MLR, we have a formula. 

 d
d e la yT im e

fla g
=  (2) 

In Eq. (2), d is the distance from the current node to the reference point and the de-
fault flag is 1, 000. If transceiver has good sensitivity, flag can be set larger than 
1000. After delay time, if not any packet had been retransmitted, the current node 
retransmits. 

The proposed temporization policy of TEDD is based on the distance from the  
current node to a point ahead on the curve, called reference point. In particular, the 
reference point is the point (not necessarily a node) closest to the curve localized at 
the circumference with center at the current node and radius equals to the node com-
munication radius (Figure 4). In each relay, the selection of the reference point is 
determined by the previous hop of the trajectory. Each node that receives a packet 
adjusts its delay time using its distance to the reference point sent in the packet, and 
the delay time is proportional to the distance. 

Except the adaption above, the basic operation of packet routing mechanism of 
MLR is the same as algorithm 1, which is developed in the reference [9]. 

5   Simulation Result 

5.1   Define Scenario 

Simulation parameters are presented in Table 1. In our simulation, 500 nodes are 
deployed in a sensor field 40×40m² randomly. It’s assumed that every node knows its 
own location and sink knows the coordinates of all nodes. Sink is a special node: no 
restriction in energy and memory. Sink is placed at the center of sensor field. 

Table 1. Simulation parameters 

Parameters Values Parameters Values 
Number of Nodes 500 Sensor field size 40×40m² 
Initial energy 40J Number of Events 1012 
Frequencies of event  1 per second Power consumption Mica2 OEM 
Communication range Ordinary node： ；5m  Sink: 7m 

 



562 F. Sheng, Q. Xiao-gang, and X. Ji-long 

Our team had developed a new simulator for WSNs, named Micro simulator for 
WSNs, which is based on the work of NS2. Micro simulator uses scheduler and event 
mechanism of NS2. The objective of Micro simulator is to develop a micro simulator 
just for WSNs. In order to analyze the performance of MLR, we use Micro simulator 
as our simulation platform.  

In this simulation, we use three routing protocols MLR, Tw-TEDD, RG. Tw-TEDD 
is a degraded version of MLR. Tw-TEDD doesn’t use electric fan algorithm, but it 
needs to track how many times the trajectory had been used. Before distributing the new 
trajectory to nodes, sink sets a restriction to times of trajectory used. If using times of 
trajectory is close to restriction, the trajectory should be abandoned, and a new trajectory 
to the same target node should be rebuilt by sink. Before the new trajectory installed, no 
packet transmission is permitted. RG is a random gossip routing protocol. A sensor 
node randomly selects one of its neighbors to send the data. Once the neighbor node 
receives the data, it selects another sensor node randomly. 

5.2   Simulation Result 

In Figure 5, percentage of dead nodes is showed. The X-axis shows the simulation 
time while the left Y-axis shows percentage of dead nodes. From the curve, it shows 
that in MLR, the curve is almost straight before 900 × 109 seconds, then the curve 
suddenly bending. It indicates nodes almost die at the same time. Tw-TEDD does 
well too. But for random gossip’ blindness of selecting route, it needs to pay a lot, and 
it does not have a good result. 

In Figure 6, the relationship between simulation time and average residual energy 
of networks is described. There are some differences among three curves. Obvi-
ously，MLR performs best. The MLR curve represents the relationship between 
simulation time and average residual energy of networks of MLR, as MLR turns off 
some transceivers periodically to save energy, so it has outstanding performance. The 
title of maximum lifetime routing protocol for WSNs is deserved for MLR. 

 

    

  Fig. 5. Percentage of dead nodes                  Fig. 6. Average residual energy 

In Figure 7, the relationship between average delay time and the number of trans-
mitted packets is described. The delay time is the interval from the moment called 
send function by top level application to the moment packet received by receiver. If 
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the sending process is blocked because the transmitter had been closed, the delay of 
this process also need to be calculated into delay time in our simulation. It explains 
the average delay time of sending the number of packets, for example, the average 
delay time of transmitting 60x10^8 packets is 19×10-3seconds. MLR has high delay 
time because it turns off some transceivers periodically. So MLR is not a good solu-
tion for real time environment! 

In Figure 8, we can see that under the condition that the number of events is same, 
routing protocol needs to send how many packets to the networks for reporting those 
events to sink from the start point of running networks to a moment. Random gossip 
routing protocol loses the game because the node of random gossip is just like the 
man who is running in desert without compass or GPS. As nodes of MLR and  
Tw-TEDD have learnt the “secret” perfect way to sink, they run well. 

   

                           Fig. 7. Delay time                                Fig. 8. Packets number 

6   Conclusion 

In this paper, a novel framework is presented to prolong the lifetime of wireless  
sensor networks to the maximum. This framework consists of a novel electric fan 
topology management mechanism and an efficient routing protocol named maximum 
lifetime routing (MLR). The novel electric fan topology management mechanism (as 
we know we are the first one to do this) provides a scheduler strategy to save much 
energy by turning off some transceivers periodically. MLR can be used to choose the 
node with high-energy reserves as router. When last-mile algorithm integrated with 
TEDD routing method, an efficient general routing protocol is proposed. Except 
those, we can add more useful characteristics to the framework easily, such as data 
aggregation, flow control and so on. 

Simulation results show that MLR extends the lifetime of networks to the  
maximum. MLR is suitable for large scale non-real time wireless sensor applications. 
Another interesting thing is that even though all trajectories are unavailable, nodes 
can still send packets to sink efficiently, because MLR has Last-mile algorithm in 
reserve. Moreover, as MLR uses a receiver-based packet routing policy, it can adapt 
to the rapid changing of network topology very well. 
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Abstract. Many trends are opening up the era of cloud computing, which will 
reshape the IT industry. Virtualization techniques have become an indispensa-
ble ingredient for almost all cloud computing system. By the virtual environ-
ments, cloud provider is able to run varieties of operating systems as needed by 
each cloud user. Virtualization can improve reliability, security, and availability 
of applications by using consolidation, isolation, and fault tolerance. In addi-
tion, it is possible to balance the workloads by using live migration techniques. 
In this paper, the definition of cloud computing is given; and then the service 
and deployment models are introduced. An analysis of security issues and  
challenges in implementation of cloud computing is identified. Moreover, a  
system-level virtualization case is established to enhance the security of cloud 
computing environments. 

Keywords: Cloud Computing; Security; Virtualization Techniques; Issues; 
Challenges. 

1   Introduction 

Many trends are opening up the era of cloud computing [1] [2] [3], a large-scale dis-
tributed computing paradigm driven by economies of scale, in which a pool of ab-
stracted, virtualized, dynamically-scalable, highly available, and configurable and 
reconfigurable computing resources (e.g., networks, servers, storage, applications, 
data, and so on) can be rapidly provisioned and released with minimal management 
effort in the data centers. And services are delivered on demand to external customers 
over high-speed Internet, together with the “X as a service (XaaS)” computing archi-
tecture, which is broken down into three segments: “applications”, “platforms”, and 
“infrastructure”. Its arms are to provide users with more flexible services in a trans-
parent manner and with ever cheaper and more powerful processors. 

Virtualization techniques have become an indispensable ingredient for almost 
every cloud computing environment. By the virtual environments, cloud provider is 
able to run varieties of operating systems as needed by cloud users. Virtualization can 
improve reliability, security, and availability of applications by using consolidation, 
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isolation, and fault tolerance. In addition, it is possible to balance the workloads by 
using live migration techniques to relocate applications from failing datacenters, and 
isolate fault systems for repair. 

In this paper, the definition of cloud computing is given; and then the service and 
deployment models are introduced. An analysis of security issues and challenges in 
implementation of cloud computing is identified. Moreover, a system-level virtualiza-
tion case is established to enhance the security of cloud computing environments. 

The remainder of this paper is organized as follows. In section 2, we give the defi-
nition of cloud computing and the service and then deployment models are intro-
duced. Section 3 analyzes the security issues and challenges in implementation of 
cloud computing. Section 4 establishes a system-level virtualization case to enhance 
security of cloud computing environments. Finally, conclusions are given in section 5. 

2   Cloud Computing Overview 

2.1   Definition of Cloud Computing 

Many formal definitions about cloud computing have been proposed in both academia 
and industry. By IBM definition [4], it is a pool of virtualized computer resources. By 
Forster et al definitions [1], it is a large-scale distributed computing paradigm that is 
driven by economies of scale, in which a pool of abstracted, virtualized, dynamically-
scalable, managed computing power, storage, platforms, and services are delivered on 
demand to external customers over the Internet. 

While one provided by NIST (National Institute of Standards and Technology) [3] 
appears to include key elements of cloud computing: it is a model for enabling  
convenient, on-demand network access to a shared pool of configurable computing 
resources (e.g., networks, servers, storage, applications, and services) that can be 
rapidly provisioned and released with minimal management effort or service provider 
interaction. The essential characteristics about cloud computing can be described: on-
demand self-service, broad network access, resource pooling, rapid elasticity, and 
measured service. The common characteristics are massive scale, homogeneity, virtu-
alization, resilient computing, low cost software, geographic distribution, service 
orientation, and advanced security technologies. 

2.2   Service Models of Cloud Computing 

An analysis of the products and services released by Google [5], Amazon [6], IBM 
[4] [7], Microsoft [8], Salesforce, [9], and so on, the best known cloud service provid-
ers. The service model of cloud computing can be categorized as follow (as shown in 
Figure 1) [1] [3]: (1) Software as a Service (SaaS). The capability provided to the 
cloud user is to use the cloud servicer applications running on a cloud infrastructure. 
The applications are accessible from various client devices through a thin client inter-
face such as a web browser. The consumer does not manage or control the underlying 
cloud infrastructure. Salesforce CRM [9] is a SasS cloud case; (2) Platform as a  
Service (PaaS). The capability provided to the consumer is to deploy onto the cloud 
infrastructure consumer-created or acquired applications created using programming 
languages and tools supported by the provider. The consumer does not manage or 
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control the underlying cloud infrastructure including network, servers, operating sys-
tems, or storage, but has control over the deployed applications and possibly applica-
tion hosting environment configurations. Google App Engine [5] is a PasS cloud case. 
Microsoft Azure [8] is another PasS cloud case; (3) Infrastructure as a Service (IaaS). 
The capability provided to the consumer is to provision processing, storage, networks, 
and other fundamental computing resources where the consumer is able to deploy and 
run arbitrary software. The consumer does not manage or control the underlying cloud 
infrastructure but has control over operating systems, storage, deployed applications, 
and possibly limited control of select networking components. Amazon Elastic Com-
pute Cloud (EC2) [6] is an IaaS cloud case. 

 

Fig. 1. Cloud Computing Service Model 

2.3   Deployment Models of Cloud Computing 

The service model of cloud computing can be categorized as follow [3] [10]: (1) Pri-
vate cloud. The cloud infrastructure is operated solely for an organization. It may be 
managed by the organization or a third party and may exist on premise or off premise; 
(2) Community cloud. The cloud infrastructure is shared by several organizations and 
supports a specific community that has shared concerns (e.g., mission, security  
requirements, policy, and compliance considerations). It may be managed by the 
organizations or a third party and may exist on premise or off premise; (3) Public 
cloud. The cloud infrastructure is made available to the general public or a large in-
dustry group and is owned by an organization selling cloud services; (4) Hybrid 
cloud. The cloud infrastructure is a composition of two or more clouds (private, 
community, or public) that remain unique entities but are bound together by standard-
ized or proprietary technology that enables data and application portability (e.g., 
cloud bursting for load-balancing between clouds). 

3   Cloud Computing Security Challenges 

Based on a survey conducted by IDC in 2009, the major challenges that prevent cloud 
computing from being adopted are recognized by organizations as shown in Figure 2. 

It is clear that security issue is the most important challenge in cloud computing 
application. Without a doubt, putting your data in someone else’s hard disk, running 
your software using someone else’s CPU appears daunting to many. Well known  
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Fig. 2. Cloud Computing Adoption Challenges (Source: IDC Survey, Sep. 2009) 

security issues can be summary as follows [3] [10] : (1) data dispersal and interna-
tional privacy laws; (2) need for isolation management; (3) multi-tenancy, One appli-
cation instance may be serving hundreds of companies (3) logging challenges; (4) 
data ownership issues; (5) quality of service guarantees; (6) dependence on secure 
hypervisors; (7) attraction to hackers (high value target); (8) security of virtual OSs in 
the cloud; (9) possibility for massive outages; (10) encryption needs for cloud com-
puting; (11) lack of public SaaS version control. 

4   System-Level Virtualization Techniques to Enhance Security 

Virtualization is a technique for hiding the physical characteristics of computing re-
sources from the way in which other systems, applications, or end users interact with 
those resources. It includes making a single physical (e.g., a server, an OS, or applica-
tion) resource appearing to function as multiple logical resources, or it can include 
making multiple physical resources appearing as a single logical resource [11] [12]. 

System-level virtualization is the faithful reproduction of an entire architecture in 
software which provides the illusion of a real machine to all software running above 
it. It is classified into two categories (see Figure 3): Bare-metal virtualization and 
Hosted virtualization. Bare-metal virtualization is used for the reason that it has direct 
access to hardware resource and its performance is comparable to that of native exe-
cution. In contrast, hosted virtualization incurs additional overhead due to the layering 
of the VMM on top of the host OS when service resource requests from the VMs [13]. 

System-level virtualization can improve dependability and enhance security of 
cloud systems for a number of reasons and the three major justifications are: (1) sys-
tem consolidation. It is the major market for virtualization solutions. It enables the  
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Fig. 3. Classification of system-level virtualization 

sharing of expensive servers among different applications with guarantees that each 
application will have its own view of the system and is isolated from each other. This 
allows service providers to consolidate works to fewer servers and also to support 
incompatible or legacy operating environments without the need to separate the hard-
ware and achieve integrity of the cloud system. In addition, server consolidation can 
increase function unit reuse degree, reduce hardware cost, improve resource utiliza-
tion, save power and achieve system load balance; (2) isolation. It aims at improving 
the security and reliability of a system by isolating the execution environment for 
applications in VMs which cannot corrupt the bare hardware. Isolation forbids a mis-
behaving virtual machine to consume other machine resources, provides fairness 
according to the shares of virtual machines, and improves the reliability and availabil-
ity of the cloud system. The applications running on the VMs are well defined enti-
ties, and are isolated from all other applications and even from the core host operating 
system; and (3) live migration. The capability of live migrating the entire VMs, makes 
it possible to improve the quality of service by balancing the global loads among 
several servers without interruption the application execution and by moving the VMs 
when a failure is predicted for a specific server. It also enables a transparent pro-
grammable downtime of the servers by using live migration the VMs to other servers 
before a server is shut down for maintenance. 

In addition, some other capabilities of system-level virtualization can also enhance 
the maintainability, enhance the security of cloud systems, such as VM pause/ un-
pause, VM checkpoint/ restart. These mechanisms enable the implementation of three 
fault tolerance policies: (1) reactive fault tolerance; (2) proactive fault tolerance; and 
(3) hybrid policies mixing both reactive and proactive fault tolerance. 

5   Conclusions and Future Works 

As a novel pas-as-you-go business model, Security is one of the challenges to be 
addressed before cloud computing is widely applied, and Virtualization technique is 
one of the most important means to improve the security of current heterogeneous 
cloud platforms. System-level Virtualization techniques have become an indispensa-
ble ingredient for almost cloud computing system. By the virtual environments, cloud 
provider is able to run variety of operating systems as needed by each cloud user. 
Virtualization can improve reliability, security, and availability of applications by 
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using consolidation, isolation, and fault tolerance. In addition, it is possible to balance 
the workloads by live migration techniques. System-level virtualization offers enor-
mous opportunities for flexibility, security management, and deployment of cloud 
systems. It is clear that the scope of virtualization will expand in the future. 

Future works include more rigorous cloud virtualization case and further analysis 
of security issues and challenges in cloud computing environments. The cloud virtual-
ization case will be deployed and systematically tested on private cloud computing 
platform of State Taxation Bureau of Liaoning Province. 
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Abstract. This paper presents a novel approach in that it provides both in-
ter-service adaptation by reconfiguring current available services in reaction to 
environment changes and intra-service adaptation by selecting the appropriate 
parameters to best adaptation. A highly scalable JXTA middleware is used in 
context-aware framework, which provides the unified interfaces for service op-
erating on JXTA so that the services can access directly to the context environ-
ment. We experiment some simulations to demonstrate its ability to adaptation. 

Keywords: adaptation, context-aware, JXTA. 

1   Introduction 

The rapid change of internet environment and the high availability of multimedia ser-
vices have nominated the requirements for context-aware services (CAS) and service 
provisioning as the key to support various multimedia services for users. The early 
concept of context was introduced by [1]. Usually the context is associated with the 
resulting information provided by various sensors. Any information that is used to 
characterize the situation of an entity as well as the interaction between entities is 
considered to be context. We may divide CAS techniques into two categories: service 
platform designing [1-11] and communication adaption [12-17].  

Recently much effort has been concentrated on the designing of flexible CAS 
framework in which a service platform is used for context collection, delivering and 
distribution [1-6]. However, this kind of framework lacks in scalability and modularity. 
A new autonomous approach [7-9] in which agents discover and communicate other 
agents has been proposed to solve the above mentioned problems. This framework 
deals both with the context information provided in many network locations by brokers 
through an open simple API, and the way the context information distributes. Never-
theless, this framework limits in deciding reliable context information. In [10-11], the 
concept of rule-based functions (enablers) has been addressed to manage personal 
                                                           
* Corresponding author. 
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reachability, manage implicit context, and adapt modality to the context. This frame-
work uses a generic approach that enables processing and exchange of the context 
information distributed in context domain, over administrative domains, and in  
protocol layers. However, the issues regarding user preference, configuration and 
management of sensors and user status still cannot be solved in this research. Com-
munication adaption [12-17] make decision to deliver the possible services that match 
in the best way end-user's requirements according to current environment resources 
like available networks and user devices. The dissemination of messages according to 
users' location and other attributes opens up new possibilities in context-aware  
systems. 

The basic functions P2P technology requires includes files sharing, distributed 
computing, and instant messager services. Currently most P2P applications are specific 
to a single platform and are unable to communicate and share data with other applica-
tions. JXTA [18] enables peers providing various P2P services to locate each other and 
communicate each other. In addition, JXTA technology is designed to be independent 
of programming languages, transport protocols and deployment platforms. This has led 
us to the choice of JXTA.   

In this paper, we design an adaptive context awareness mechanism that supports a 
scale of flexibility by adding or deleting context entity in adapting to changes in re-
sources and use JXTA middleware to support a degree of scalability by allowing direct 
participation of users. Two levels of adaptation can be achieved in the framework: 
inter-service and intra-service. In inter-service adaptation, the unit of service is im-
plemented as a context object that provides kinds of value-added service, allowing 
context awareness mechanism to benefit from the aggregated functionality of service 
combination. Intra-service adaptation reacts in selecting the appropriate parameter in 
case of more than one choices on the list. 

2   Adaptive Context-Aware Framework 

The set of services includes four categories: video, audio, text and instant message. 
Video service is assumed to be of two types (Table 1) and audio service is grouped into 
five classes (Table 2). In this case, we have Wv2>Wv1 and Wa5>Wa4>Wa3>Wa2>Wa1. User 
can specify one or more services for the person on the contacts list. There are  
three types of states in user status. They are idle, busy and meeting, corresponding to 
the capability to receiving all services, text and instant message, and instant message 
only, individually. Users may switch to the other states as his behavior changes.  
In order to detect internet environment, network status is characterized by three  
parameters: available bandwidth (ABW), packet loss rate (Loss) and transmission delay 
(Delay). What kinds of services provided to the user depends mostly on network  
status.  

The proposed mechanism consists of three modules- context analysis, context deci-
sion and context adaptation. The context analysis is interested in the current status of 
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environmental contexts, including hardware environment, specified user preferences, 
user status and network status. Context analysis supports the acquisition of context data 

to establish corresponding object. It may happen that not all the environmental  
parameters can be detected and collected completely. The more context information it 
gathers, the more accurate decision it ensures. Context analysis reports every change in  
the context that it monitors to context decision. In context decision, one filter rule is 
created for each context object with confining the scope associated with the status of an 
environment context. Let Pi represent the weighted value of context entity i for each 
service, where i = 1, 2, 3 and 4 indicate hardware environment, specified user prefer-
ences, user status, and network status, individually. When Pi = 1, the service for context 
entity i is allowed to open. Otherwise (Pi = 0), close. A series of services can be com-
bined together to form a service combination (SC), which is defined by a vector (T, I, V, 
VT, A, AT), where T is text service, I is instant message service, V is video service, VT is 
video format type, A is audio service and AT is audio format type. All the lists of service 
combination for four context entities are shown from Table 3 to Table 6. Context de-
cision is responsible for checking the context object against the filter rule and then 
generates an appropriate service combination. All the rule filters for four context enti-
ties are represented from Fig.1 to Fig.4. The service can be dynamically added or re-
moved to adapt to the vigorous changes in the characteristics of internet environment. 
Context adaptation can be achieved at two levels. At the coarse grained level  
(inter-service), two or more service combinations are monitored simultaneously and 
adaptation is required in case of choice confliction. Let Ai be the set of service com-
bination for context entity i and F be the set of adaptation result. I is an index set, where 
I = {1, 2, 3, 4}. We have 

F = i  

Table 1. List of video format types 

RTP payload type Video format type Weight  
26 JPEG Wv1 

34 H.263 Wv2 

Table 2. List of audio format types 

RTP payload type Audio format type Weight  
0 G.711/U-law Wa2  
3 GSM Wa4 
4 G.723 Wa5 
5 DVI Wa3 
14 MPEG-audio Wa1 
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Table 3. List of SCs hardware environment (P1) 

 T I V VT A AT 

SC #1 1 1 0 N/A 0 N/A 
SC #2 1 1 0 N/A 1 All 
SC #3 1 1 1 All 0 N/A 

SC #4 1 1 1 All 1 All 

Table 4. List of SCs specified user preferences (P2) 

 T I V VT A AT 

SC #1 1 1 N/A N/A N/A N/A 
SC #2 1 1 0 N/A N/A N/A 
SC #3 1 1 1 Optional N/A N/A 
SC #4 1 1 1 Optional 0 N/A 
SC #5 1 1 1 Optional 1 Optional 

Table 5. List of SCs user status (P3) 

 T I V VT A AT 

SC #1 1 1 1 All 1 All  
SC #2 1 1 0 N/A 0 N/A 
SC #3 0 1 0 N/A 0 N/A 

Table 6. List of SCs network status (P4) 

 T I V VT A AT 

SC #1 1 1 1 All 1 All 
SC #2 1 1 0 N/A 0 N/A 
SC #3 1 1 0 N/A 1 {3, 4} 

SC #4 1 1 0 N/A 1 {3, 4, 5} 
SC #5 1 1 1 {34} 1 All  
SC #6 1 1 0 N/A 1 All  

 

There are situations after the coarse adaptation decision is made. For example, F =  
{1, 1, 1, {26, 34}, 1, {0, 3, 4, 5, 14}}. This service combination provides user for text,  
instant message, all types of video and audio services. In this case, finer grained  
adaptation (intra-service) must be made to optimize its performance. In this case, Wv2 > 
Wv1 and Wa5 > Wa4 > Wa3 > Wa2 > Wa1, H.263 and G.723 are, therefore, chosen.  
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Fig. 1. Rule filter of hardware environment (P1) 

 

Fig. 2. Rule filter of specified user perferences  (P2) 
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Fig. 3. Rule filter of user status  (P3) 

 

Fig. 4. Rule filter of network status  (P4) 
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3   Experiments and Evaluation 

In this section, two scenarios are experimented to study the performance of the system. 
In the first scenario, we use discrete time based simulation for studying the effects of 
continuous video and audio stream by measuring the following parameters: transmis-
sion rate, loss rate and average delay. Table 7 indicates the experimental result. 
MPEG-audio and JPEG, has larger transmission rates (38.9 and 2,093 kbps, individu-
ally) in the audio and video stream types. We assign the weighted value based on the 
inverse of average transmission rate in the first scenario (Table 8). The second scenario 
is carried out to find the threshold of loss rate that leads to discontinuous stream 
playback. Figure 5 represents various volumes of jamming traffic for running 300 
seconds to generate packet loss. For jamming traffic, one packet length is about 1,060 
byte long. Table 9 represents the threshold value of playback discontinuity for various 
stream types. The threshold value indicates the level of performance uncertainty (loss 
rate) the user can tolerate. DVI and H.263 has the larger threshold value of loss rate in 
audio (31.3%) and video (38.5%) stream types, respectively. The second scenario 
assigns the weighted value accordingly based on the threshold value of each stream 
type (Table 10). 

Table 7. Performance results of various stream types 

Type  Avg trans rate (kbps) Delay (ms) 
G.711(U-law) 70 59.99 

G.723 12 59.96 
DVI 39 59.98 

GSM 19 59.99 
MPEG-Audio 72 156.82 
JPEG  (video) 2,093 3.80 
H.263 (video) 170 24.25 

Table 8. List of weighted value- scenario 1 

Type Weight 
G.711/U-law Wa2 

GSM Wa4 

G.723 Wa5 
DVI Wa3 

MPEG-audio Wa1 
JPEG Wv1 
H.263 Wv2 
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Fig. 5. Packet loss rate as a function of trassmission rate 

Table 9. Discontinuity threshold of various stream types 

Type  Avg trans rate (kbps) Delay (ms) 
G.711(U-law) 1,000 3.61 

G.723 2,500 15.91 
DVI 3,000 31.31 

GSM 19 59.99 
MPEG-Audio 1,500 10.97 
JPEG  (video) 100 10.98 
H.263 (video) 2,500 38.54 

Table 10. List of weighted value- scenario 2 

Type Weight 
G.711/U-law Wa1 

GSM Wa3 

G.723 Wa4 
DVI Wa5 

MPEG-audio Wa2 
JPEG Wv1 
H.263 Wv2 
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4   Conclusions 

We have designed an adaptive context aware framework to efficiently manage the 
overall resource allocation within internet. Services combination can be achieved by 
reconfiguring itself dynamically in reaction to contextual changes. The JXTA mid-
dleware enables applications to use the framework to provide effective detection of 
changing environment of internet so that adaptation can be carried out efficiently. To 
validate the functionality of the proposed system, we experiment two scenarios under 
light and heavy loading conditions. The performance result indicates the ability of the 
system to adapt dynamically to the changing characteristics of internet environment. A 
new adaptive context-aware framework applied to mobile environment will be the topic 
of our future works. The framework is also required to provide some advanced 
mechanisms such as monitoring composite events, reusing the object, and minimizing 
the unnecessary objects. The ways to compromise multiple context providers across 
various administrative domains must be also further investigated. 
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Abstract. This paper provides an agent genetic algorithm based on bacteria for-
aging strategy (BFOA-L) as the feature selection method, and presents the 
combined method of link-like agent structure and neural network based on bac-
teria foraging algorithm (BFOA). It introduces the bacteria foraging (BF) action 
into the feature selection and utilizes the neural network structure achieve fuzzy 
logic inference, so that the weights with no definite physical meaning in tradi-
tional neural network are endowed with the physical meaning of fuzzy logic  
inference parameters. Furthermore, to overcome the defects of traditional opti-
mization methods, it applies the agent link-like competition strategy into the 
global optimization process to raise the convergence accuracy. The curve trac-
ing test results show that this algorithm has good stability and high accuracy.  

Keywords: bacteria foraging, agent, feature selection, fuzzy neural network. 

1   Introduction 

Optimization problems widely exist in scientific research and engineering practice. 
Due to the complexity of objective function and constraint conditions, to solve global 
optimization problems become more and more difficult, especially the optimization of 
high-dimension complex functions, which is still an open problem. In recent years, 
with the development of optimization methods such as Genetic Algorithm (GA), 
Particle Swarm Optimization (PSO) and Evolutionary Algorithm (EA), how to apply 
these algorithms into global optimization problems has gradually become the research 
focus.  

GA, PSO and differential EA have been successfully applied in many optimization 
problems. However, they have defects such as slow convergence speed and weak 
global optimization capability, and are easy to fall into local optimal solution. In 
2002, K.M.Passino brought forward the bacterial foraging algorithm (BFOA). In the 
BFOA model, the solution to optimization problems corresponds to the status of bac-
terial in the search space, namely, the majorized function adaptive value. BFOA algo-
rithm includes three steps: chemotaxis, replication and dispelling. This algorithm is 
featured by swarm intelligence algorithm parallel search and easy jump out of local 
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minimum. Ref [2] puts forward a multi-agent genetic algorithm (MAGA). This 
method can fix the agents on grids, which enables each agent to compete or cooperate 
with its neighborhood (a natural evolution phenomenon) and avoids the occurrence of 
premature convergence. However, if there are few agents in the swarm, the above 
problems also occur in the algorithm. In the past, some researchers put the stress on 
the optimal utilization of Hybrid Genetic Algorithm (HGA). Ding[9] brought forward 
a hybrid search algorithm integrating GA and Ant Colony Optimization (ACO), and 
probed into the advantages of search space and the best solution of utilization.  

In view of the above, aiming at the dynamic neighborhood competition, this paper 
puts forward the intelligent agent genetic evolutionary algorithm based on BFOA 
chained competition strategy (BFOA-LA). The bacterial foraging chemotaxis process 
can assure the local search capability of bacteria. The replication process can fasten 
the search speed of bacteria. However, for complicated optimization problems, the 
chemotaxis and replication cannot prevent the bacteria from getting into local infini-
tesimal. By utilizing the mutual competition and intercross of link-like intelligent 
agents, this method is beneficial for enhancing the global search capability. Besides 
introducing the variation mode of intelligent agents, BFOA-LA method adopts the 
dispelling process to strengthen the global optimization ability of the algorithm. This 
algorithm not only preserves the diversity of swarm individuals in evolution to gain 
higher convergence speed, but also controls the number of optional characteristics 
flexibly.  

2   Description 

2.1   Fuzzy Neural Network Structure Based on Bacterial Foraging and Adaptive 

Link-Like Agent Genetic Algorithm 

The traditional fuzzy neural network is defective in aspects such as slow conver-
gence rate of learning, easy fall into local minimum, poor real-time learning ability, 
and generalization ability. Here it integrates the adaptive link-like agent and bacterial 
foraging algorithm (BFOA), and adds the replication and dispelling of BFOA as a 
learning strategy into the neural network training process to build the hybrid adaptive 
link-like agent network, which can effectively make up the deficiency of traditional 
BP network. This algorithm has combined the coevolution idea and adopts the  
multi-sub-population parallel searching mode. This idea is that partition the whole 
population into multiple sub-populations first, and each subpopulation then adopts the 
link-like agent genetic algorithm for evolution. The subpopulations share and transfer 
genetic information by sharing agents, to reach the aim of finding satisfactory solution 
by multi-subpopulations collectively. It thus effectively raises the optimization rate.  

According to the methods in [2], it constructs the circular link-like agent structure 
as shown in Fig. 1. The agent and agents in its neighborhood compete and co-operate 
each other. The sharing agent transmits the genetic information of the previous sub-
population to the current subpopulation, which is beneficial for diffusing the genetic 
information among the swams. 
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Fig. 1. Link-like Agent Structure 

Conduct network weights training on the basis of the constructed circular link-like 
agent structure (as shown in Fig. 1). 

BFOA-BP network model contains multiple comparatively independent four-layer 
structure agent fuzzy neural network BP network. Each agent occupies one grid. Be-
ing restrained by the local sensing ability, the agent can only make interaction with 
the surrounding agents. Based on this networked agent, make the network weights 
training. 

The training of fuzzy neuron network is to find the optimal structure and connec-
tion weights, so that the difference between the output of neuron network and the 
target function is very small. Adopt the genetic algorithm to train the network 
weights. This scheme adopts the two-step approach to learn. The first step is the ini-
tial stage of neural network, in which the adaptive link-like agent genetic algorithm is 
used to solve the network initial parameter setting in the blind equalization algorithm. 
It introduces the bacteria foraging algorithm and utilizes two basic actions of the bac-
teria: surging (pushing the bacteria to move forward) and dispelling (randomly deter-
mining the surging direction of bacteria). It puts forward the improved agent network 
initial parameter algorithm based on BFOA, and applies it to the optimal structure for 
optimizing the solving system. The second step is the parameter identification phase; 
that is, to solve the iteration problem with the traditional BP algorithm.  

The construction methods of the algorithm are as below: 

First Step: Initialize the population and encode. Design the population size adap-
tive adjustment algorithm. Here adopt the average hamming distance between current 
generation population individuals to improve the search efficiency of best-of-run 
solution. 

Second Step: Calculate the fitness. Calculate the fitness value of each individual 
according to the training results. The fitness value decides the propagation and extinc-
tion of an individual. The formula of the fitness function is as below: 
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Third Step: Select the adaptive selection operator. In Fig. 1, the cycle of  
chain structure of agent selection method using neighborhood competition, each bac-
teria flowing through the roll to determine the direction of chemotaxis by surging 
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determining step. In the evolutionary process, the bacteria can adaptively select the 
adaptive step size selection operator confirmed to accelerate the convergence, as the 
selection process is conducted in the local environment, and therefore difficult to 
create "local top edge" and lead to premature fall into the local extreme, and difficult 
to miss the fine individuals in the population. 

Fourth Step: The bacteria produce the next iteration group. Firstly, tournament  
selection method and the replication of bacteria foraging algorithm mixing ratio of 
action where the combination of the replication operator. Reproduction of bacteria 
follow the "survival of the fittest" principle, to trend the process of accumulation and 
fitness of the bacteria as a standard, the better half of the bacteria to replicate group 
split, copy, sub-network has the same structure with the parent network and network 
weight, to accelerate the optimization speed; bad half of the bacterial group of death, 
removing half of poor fitness network. Tournament selection method select the num-
ber of each individual one of the highest fitness among genetic individuals. Then 
combine these two methods are adaptive proportional replication operator, the bacte-
ria produce a new NP to ensure high fitness individuals to large probability to go to 
the next generation of genetic and into the next iteration. In this process, to maintain 
population diversity and maintain the network diversity, the probability of a certain 
part of the network to re-select the initial weights assigned, that a certain number of 
bacteria in the completion of replication, based on the adaptive fitness of the bacteria 
crossover probability and mutation probability, to complete the dispersed operations. 

Fifth Step: The design adaptive termination rule. Calibration method using two 
generations. In the completion of each generation of genetic operation, when the ge-
netic algebra is greater than a threshold, or compare the current generation of the best 
individual in population in the population with previous generations of the best in the 
Hamming distance between individuals, weak in a particular threshold, then the  
genetic operations to stop, otherwise continue to the next generation of genetic ma-
nipulation. Iterative algorithm after the termination of the best chromosome. Then 
converted into the right connection coefficient, membership parameters. 

Sixth Step: When the genetic algorithm iteration stops, it provides a global optimal 
initial value to the fuzzy neural network. Then it implements optimal search locally 
with the traditional BP algorithm, until the precision requirements are satisfied. The 
iterative formula of network weight value can be obtained according to the gradient 
descent method. 

2.2   Algorithm Implementation 

Based on the above analysis, it puts forward the adaptive link-like agent genetic algo-
rithm combining the neighborhood dynamic competition and bacteria foraging strat-
egy for feature selection. The process is as below: 

Begin 

 i = 0; 

 Initialize population G(i) 

 while the quit condition false do 
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Make G(i) to form a multi-subpopulation 

collaborative network agent structure in the 

sequence of subpopulation 1(i), subpopulation 

2(i), … subpopulation N(i). 

 for n = 1:N 

Use the BP algorithm to train the Nth network; 

Dispel, network weights re-initialization; 

Select N subpopulation networks with optimal 

fitness for replication,  

Update the optimum individual information of this 

subpopulation; 

 end for 

Combine subpopulation 1(i), subpopulation 2(i), … sub-

population N(i) in sequence into population G(i + 1) 

Select the feasible solution of the i generation from 

the optimum individuals of N subpopulations; 

Update the evolution counter times; 

   i := i + 1; 

 end //while 

end. 

 

By adopting adaptive link-like agent genetic algorithm, it can avoid the defect of 
previous BP algorithm (easy fall into local optimum) and obtain the globally best-of-
run solution. The link-like neighborhood competition strategy can arouse fierce com-
petition between agents in process of agent evolution, which is in accordance with the 
character of the nature in survival of the fittest. This agent only competes with agents 
in the neighborhood. The computing cost is low, and the convergence rate is high.  

3   Experimental Results and Analysis 

To validate the performance of the algorithm in this paper, validate the feature selec-
tion algorithm with the tests as below. To evaluate the above algorithm, compare with 
the PSO and EA algorithms. Select five common Benchmark functions for numerical 
experiments. Among them, the former three functions are single-mode functions with 
single minimum point; and the latter two functions are multimode functions with 
multiple local minimum points. For function description, value range and theoretical 
extreme value, please refer to Table 1. 
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Table 1. Test Functions 

Function Value Range Theoretical 
Extreme value 
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Table 2. Mean Value and Variance of Best-of-run Solution of Each Algorithm after 30 Times’ 
Independent Tests under the Max. Evolutionary Generations 

BFOA-LA PSO EA 

Function D 
Mean value Variance 

Mean  
value 

Variance
Mean 
value 

Variance 

f1 100 53.725 9.2636 131.438 39.7556 89.263 28.7231 

f2 100 18.3748 5.2336 15.1032 5.9621 23.0013 10.4136 

f3 100 0.2523 0.0274 0.8332 0.5871 0.2367 0.1218 

f4 100 1.7563 0.5028 1.8951 1.5023 1.9858 1.6563 

f5 100 0.9998 0.0000 0.9998 0.0017 0.9998 0.0042 

Table 3. Mean Value and Variance of Best-of-run Solution of the Three Algorithms 
(dimension n = 19, 20) 

Mean best-of-run solution(Std Dev) 
n 

BFOA-LA PSO EA 
19 0.7627(0.0335) 0.7963(0.0049) 0.9491(0.0731) 

20 0.8754(0.0295) 0.8953(0.0047) 0.9634(0.0849) 

 
For fair comparison, initialize the same random seeds for all algorithms. Fig. 2 

gives out the hybrid bacteria and link-like agent genetic algorithm iteration operation 
results for the feature selection of benchmark test with this algorithm. Table 2 pre-
sents the mean value and variance of best-of-run solution of each algorithm after 30 
times’ independent tests under the max evolutionary generations. The data in Fig. 2  
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(a) Rosenbrock (b) Rastrigin 

(C) Griewank (d) Ackley 

Fig. 2. Optimization Sketch Map of Benchmark Functions 

shows that the result of the algorithm of this paper is obviously superior to that of 
PSO and EA. Moreover, the mean value and variance of it obtained on the five test 
functions are not higher than those of PSO and EA. The hybrid bacteria and link-like 
agent genetic algorithm can get satisfactory optimization result within the stipulated 
evolutionary generations and even get satisfactory solution. Fig. 2 shows that the 
sample set has relatively sound linear separability in the corresponding characteristic 
subspace. The genetic algebra and execution time of the link-like agent genetic algo-
rithm are both lower than those of the corresponding algorithm. It indicates that the 
convergence of the link-like agent genetic algorithm is quick and the evolution effi-
ciency is high.  

4   Conclusions 

As for the defect of traditional genetic algorithm in easily fall into local optimum, this 
paper puts forward a new agent genetic algorithm based on the link-like competition 
strategy combing BFOA and fuzzy neural network. This algorithm introduces the 
circle link-like agent structure, and adopts the BFOA combining link-like competition 
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strategy method in selection to maintain the diversity of population individuals in 
evolution and the global optimization ability of the algorithm. It utilizes the neural 
network structure to achieve fuzzy logic inference and high-performance feature se-
lection. It restrains the prematurity of genetic, effectively raises the convergence rate, 
and greatly enhances the global optimization ability. The feature selection experi-
ments for benchmark functions prove that the algorithm has higher identification 
accuracy and lower complexity. It has greatly reduced the computing time of the 
software and raised the real-time ability and robustness of the detection system. 
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Abstract. In this paper, LPC2300 CAN controller driver were completed With 
the standard C programming language, which including the hardware abstraction 
layer program description and user interface. In order not to affect the normal 
operation of the CAN controller, the acceptance filter is set to bypass mode, We 
closed the acceptance function of the filter. 

Keywords: ARM, CAN, Interface functions, filter. 

1   Introduction 

LPC2300 Series, a 32-bit ARM microprocessor produced by PHILIPS / NXP 
Company, is designed for the device’s connection performance with powerful function 
and good cost efficiency. It supports 10/100 Ethernet, full speed（12Mbps）USB 2.0 
and CAN 2.0B, and it has 512KB - ISP/IAP Flash, 58KB – RAM, 10-bit A/D and D/A 
transformer and a IRC oscillator. Some devices are embedded with SD memory 
interface. Controller Area Network (CAN) is a high performance and real time serial 
communication network. LPC2300 series ARM CAN controller integrates a complete 
CAN protocol (follow CAN specification V2.0B) program. It can greatly streamline 
the cable (wiring harness), and has a powerful diagnostic monitoring. And it can play 
a major role in the application of automotive, industrial, high-speed network and 
lowcost devices. 

2   Features of CAN Controller 

LPC2300 CAN controller is a serial interface with send and receive buffers, but it does 
not contain acceptance filter. The acceptance filter is a separate module, It can filter on 
all CAN channels identifier. The structure shown in Figure 1. 
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Fig. 1. The structure of LPC2300 CAN controller 

CAN controller is a peripheral of ARM LPC2300 series ARM chips, which 
including  complete receiving and sending CAN modules, and it has the capabilities of 
error detection. 

CAN controller is fully controlled by the processor, CPU written the internal data to 
the transmit buffer through the bus, and then start the CAN controller to send it, The 
sending data through the bit stream manager, error management logic, bit sequential 
logic test components and the CAN transceivers in turn, and ultimately completed a 
CAN data transmission, Figure 2 shows the data transmission process. Of which: 

 Bit stream manager: Converte the data into binary code which sent on the bus 
 Error management logic: Detect the state of the bus and error status and 

whether there was an error sending 
 Bit timing logic: manage the send timing on the bus; 
 CAN transceiver: Converte the bit stream data into the differential level which 

was transported on the CAN bus transmission. 

 

Fig. 2. CAN data transmission 

The CAN data reception and the data transmission is a reverse process. when the 
CAN transceiver Detected that there is data on CAN bus, It Convertes the differential 
level signals on bus into bit stream data, after the error manager and the bit timing 
logic unit checked on the bit stream data and the timing, and then after the bit stream 
manager convert the bit stream datas into byte datas, and stored it to the receive buffer. 
When a frame has been received, the data receive interrupt generate in the receive 
buffer (notice the CPU has received a frame of new data), and change the value in the 
status register. 
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2.1   The Structure of Library Functions 

Figure 3 shows the LPC2300 CAN controller driver file structure, the user’s 
applications need to include LPC2300CAN_Driver.h files, then add LPC2300 
CAN_Driver.c file to the current project , and copy the LPC2300 CAN controller 
driver library to the current project, then you can call driver functions from the 
library. 

lpc2300C
A

N
_D

river.c

A
pplications

 

Fig. 3. The structure of library functions 

2.2   Application of the Driven Functions 

The function library contains most of operations associated with the CAN controller, 
these operations are invisible for the user, the user can complete the operation of the 
CAN only need to call the appropriate interface functions. In order to make the library 
package better, users can not know the type of the return value, so the user can only 
use a non-pointer variable to receive the data, Untyped pointer variables were cast in 
the driver library, which will be completely invisible to users. So users only need to 
know how to use the interface functions.  

 

Fig. 4. The structure of CAN driver library 
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Create and Open a CAN Channel( CAN_Create( )，CAN_Open( ) ) 
When the LPC2300's CAN controlleris in use, the users first need to create a channel 
and get the structure variable pointer of the CAN channel information, and then 
operate the CAN controller according to the structure variable pointer of the CAN 
channels . Code 1 shows CAN_Create ( ), CAN_Open ( ) in the program examples.  

Code 1: Create a CAN channel 
#include "config.h" 
#include "..\LPC2300CAN_Driver.h" 
int main(void) 
 { 
  void*pLPC2300CAN0=CAN_Create(LPC2300CAN0,100,24000000);
     // Create a CAN channel 
  CAN_Open(pLPC2300CAN0,1000000,CAN_MOD_NOR);  
 // Open the specified CAN-channel 
  … 
  While(1); 
} 

Send and Receive the Data (SendDatToCAN( ), RecDatFromCAN( )) 

The function of sending data and receiving data is the most frequent function of the 
application in the CAN driver library. SendDatToCAN () and RecDatFromCAN () are 
sending data to the CAN bus and receiving the data from the CAN bus. Note that the 
CAN data transmission is sent in units of frames, so Users need to fill in the 
information of the outgoing data frame when sending data, The data frame structure is 
defined in LPC2300CAN_Driver.h, which is defined as shown in code 2.  

Code 2 The structure of the Frame data  
#define FILFRAME(dlc,rtr,ff)(dlc|(rtr << 4)|(ff<<5)) 

// Fill in the information of RFS frame 
typedef struct _caninfo 
{ 

unsigned char canrfs; //Information of  the 
frame[0~3]bit--DLC,[4]bit--RTR,[5]bit--FF 

unsigned int  canid;  //ID of the frame 
unsigned int  candat[2]; //Data 

}CANINFO; 

Interruption (__irq xxx( )) 
Only three interruption is enabled in the LPC2300 driver functions library (receive 
interrupt, transmit interrupt, bus error interrupt), Because there are differences among 
the processors, we only conducted CAN common settings (such as CAN controller 
interrupt enable, IER register), and the initialization of interruption associated with 
the processor requires users to program.  

In the specific steps of LPC2300 CAN interrupt initialization, CAN refers to the 
CAN channel 0 and CAN channel 1, the specific steps described below. 
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(1) Set the interrupt select register (VICIntSelect), set the CAN controller 
interrupt with IRQ interrupt. (The CAN interrupt channel number is 23); 

(2) Assign the address of the interrupt function to VICVectAddr23, the No. 23 
Interrupt Vector Address Register (CAN interrupt); 

(3) Set the CAN interrupt in the highest priority, Priority register is equal to 0: 
VICVectPri23 = 0; 

(4) Enable the CAN interrupt vector, the register VICIntEnable | = (1 <<23). 

Code 3:  CAN Interrupt initialization 
void CANIrqInit(void) 
{ 

// Enable the interrupt vector of CAN1/CAN2 
VICIntSelect &= (~(1<<23)); 
 // Set the channel to IRQ interrupts 
VICVectAddr23 =(unsigned int)CANIntPrg;   

 // Set the interrupt entry address 
VICVectPri23 = 0;  
// Set the interrupt of NO.23 channel  as the 

highest priority 
VICIntEnable |= (1<<23);  
// open the CAN interruption 

} 
Note that when exit the interrupt: 
(5) Clear the interrupt address ,VICVectAddr = 0; 
(6) The flag of the receiver interruption will not reset with the reading of the 

data, so before exiting the interrupt, users must reset it with method of software 
(Clearing the flag of the receiving interrupt has been completed in the 
RecDatFromCAN ( ) function); 

(7) When the receive buffer receives a frame of data, the system will generate a 
receive interruption. when reading the data, be sure to clear receive buffer (Clearing 
the receive buffer has been completed in the RecDatFromCAN () function), or it will 
cause continuous interruption; 

Code 3 shows the steps of the user initializate the CAN controller.Code 4 shows 
the example of interrupt in the application. 

Code 4 The Application of CAN Interruption in the Program 

void __irq CANIntPrg(void) 
{ 
unsigned char status = IcrStatus(); 
if((status & 0x01) == 0x01) //receive the interrupt 
{ // Receive the code  

 buffer = RecDatFromCAN((status & 0xc0)>>6); 
 if((status & 0xc0)>>6 == 0x00) 

// Data sent from the No.1 channel 
{ dat2 = *buffer; } 

 else // Data sent from other channels 
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{dat1 = *buffer; } 
 flag = 1; 

} 
if((status & 0x3f) == 0x02) 

{//Send the code } 
if((status & 0x3f) == 0x04) 
{// add code if there is bus error interruption } 
VICVectAddr = 0; 

} 
int main (void) 
{void*pLPC2300CAN0=CAN_Create(LPC2300CAN0,100,24000000); 

//create a CAN channel 
void*pLPC2300CAN1=CAN_Create(LPC2300CAN1,100,24000000);  
CAN_Open(pLPC2300CAN0,1000000,CAN_MOD_NOR);     

// Open the CAN channel that created 
CAN_Open(pLPC2300CAN1,1000000, CAN_MOD_NOR); 
CANIrqInit(); // CAN Interrupt initialization 
 while(1)  
 { 
 if(flag == 1) 
   {  
      SendDatToCAN(pLPC2300CAN1,&dat2);  
      SendDatToCAN(pLPC2300CAN0,&dat1); 
      flag = 0; 
   } 
 } 
    return 0; 
} 

3   Conclusion 

The CAN receiving data process has an additional CAN Acceptance Filter than 
sending data process, the main function of the acceptance filter is whether the data 
from the receive buffer meets the needs of the users (If the current data is not within 
the scope of the filter, it will be lost), in order to improve the efficiency of CAN 
controller. CAN Acceptance Filter and the CAN controller is not in the same module, 
so this is not described in this paper. 
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Abstract. Radio Frequency Identification (RFID) applications have changed 
gradually from a single vendor and single application to being integrated into 
applications for supply chains. The primary function of RFID middleware is to 
process large amounts of data within a short period. High performance and 
efficiency are difficult to achieve in a RFID data processing control scheme 
when the volume of RFID data is large. This work is designed the core 
functions of RFID middleware and developed data processing control scheme 
that includes data recognition, data filtering and data searching processes. The 
control scheme for RFID data recognition is used to identify data with false 
positives and then to obtain corrected data objects. The data filtering control 
scheme is used to solve problems associated with RFID expansion under a large 
amount of work and data. The proposed data searching method is based on the 
EPC (Electronic Product Code) and uses the Hash to accelerate information 
filtering efficiency. 

Keywords: RFID Middleware, RFID Data Filtering, Data Recognition,  
Hash-based Data Searching. 

1   Introduction 

Radio Frequency Identification (RFID) technology [3] has matured rapidly and its tag 
is small. It has a large capacity, good durability and declines prices. The primary 
focus is now on RFID middleware development. Achilleas[1] et al. also identified the 
main challenges is associated with data filtering and transfer of RFID data. The RFID 
system will be in the near future. Therefore, RFID middleware must provide scalable 
and reliable data management. 

This work is designed the core functions for RFID middleware and developed a 
novel data processing control scheme, which includes data recognition, data filtering, 
and data searching functionalities. The control scheme for RFID data recognition is 
utilized to determine situations with false positives and then obtain corrected data 
objects. The control scheme for data filtering is applied to solve problems associated 
with RFID expansion in a scenario with large amounts of work and data. The 
proposed data searching method is based on the encoding characteristics of 
EPCGlobal, and uses the Hash to accelerate information filtering efficiency. 
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The remainder of this work is organized as follows. In section 2, we introduce the 
related research on RFID middleware. Section 3 shows the architecture of RFID 
middleware. In section 4, we present the Hash function to filter RFID data. Finally, 
section 5 concludes this work. 

2   Related Work 

In this work, our middleware is divided into five sorting methods proposed by 
scholars' reference. The sequences are device adaption and management, data 
processing, process design, standardization, and efficiency. 

1. Device adaption and management 
(1) Zehao et al. [7] proposed RFID middleware device management based on agent. 

These agents were the Control Agent and Device Agent. The core is the Control 
Agent, which manages all device agents and their lifecycles. 

(2) Libe et al. [6] designed a Reader Agent, Logical Reader Agent, and Device 
Monitor Agent to manage and monitor all readers. 

2. Data processing 
(1) Achilleas et al. [1] designed a Filter that receives input from readers or other 

filters. Filter input is includes distributed parameters of reference services (e.g., 
database queries and web services). The filtering process can be defined as a set 
of (XML) documents. 

(2) Zehao et al. [7] designed a data management module responsible for data 
processing (e.g., tag data aggregation, filtering tags, and stability of tag events). 

3. Process design 
(1) Achilleas et al. [1] proposed a filtering process from data input to output defined 

by a XML file. Additionally, a filter has more than one output for a user with the 
situation on the application. 

(2) Libe et al. [6] designed a graphical user interface through which many agents 
handle work. Such as the reader monitors, collects and filters data, and outputs 
data. 

4. Standard 
(1) Achilleas et al. [1] designed a middleware framework base on EPCglobal. 
(2) Hwang et al. [2] proposed an Aspect-Oriented Programming (AOP)-based 

framework for middleware. According to the EPCglobal standard for 
development of API, this provides customized middleware. 

5. Efficiency 
(1) Notably, EPCglobal proposed distributed middleware architecture, Application 

Level Events (ALE). Device control, data filtering, and storage to companies as a 
group, alone the burden of the workload. For example, John et al. [5] present 
project of RFID application. 

(2) Jian Feng[4] developed the method of Middleware Load Balancing. This method 
constructs multi-host middleware, and shares and sends information to other 
middleware. When the workload exceeds a middleware threshold, some readers 
will be transferred to another middleware. 
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3   Research Architecture 

The Middleware comprises a RFID device, middleware, and application. The 
structure of these components is described as follows. 

 

Fig. 1. RFID Middleware Architecture 

1. RFID Device 
This part describes the RFID Reader and Tag, which have different equipment 
specifications. Middleware must connect various readers to achieve the aim of a 
single user interface. 

2. Middleware 
Middleware has two core components—the Data Manager and the Reader Controller. 
The Data Manager is responsible for data filtering, collection, and storage. The 
Reader Controller is responsible for connecting readers, grouping and monitoring 
readers. 
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(1) Data Manager: 
a. Collection Module: The reader effectively collects and reads data, and transmits 

data to the corresponding filtration module for processing. 
b. Filter Module: This module has multiple filter functions. This module uses the 

Hash function to filter duplicate data, and lets users filter specific data. That 
function is also called data classification. 

c. Output Module: A user can set a data flow as output from the Filter Module. 
Additionally, data can be saved to a database specified by a user or as output data 
in the XML format. 

(2) Reader Controller: 
a. Monitoring Module: This module helps users manage readers. A user can 

monitor the working condition of readers for real-time monitoring and 
troubleshooting. 

b. Grouping Module: This module manages many readers, each reader has different 
application scenarios. Thus, this work designed a grouping function, such that a 
group has the same application scenarios. A user can then control multiple 
readers in a group simultaneously. 

c. Adaption Module: This module controls readers from different manufacturers. 
Then users did not develop each different Reader. 

3. Application 
The data was transform to information by middleware. Then this module delivers 
information to other application system or database. Therefore, a user can refer to the 
designation database or obtain data in the XML format. 

4   Research Methods 

1. Clean-data Filtering 
Clean-data Filtering filters duplicate data to reduce the amount of data. This work sets 
a particular unit of reading the range. It is not a reader of reading the range. Therefore, 
it is the same between the same readers reads tags and the time difference in repeated 
and overlapping multi-readers. Traditional methods repeat data filtering, such that 
when a reader reads a new tag, the reader has to read into the previously all tag data 
which will be compared to determine whether data are repeated. This approach 
requires a considerable amount of resources, resulting in slow system operation. To 
increase the filtration rate, this work uses a hash function for repeat information 
filtering. 

In this work, the characteristics of EPC codes can be divided. The EPC code is 
split into EPCFront and Hash (Item and Serial) (Fig. 2). The filtering algorithm is 
described as follows. The Hash Filter algorithm reads each new entry of EPC code in 
the last two columns of serial and item calculates the hash function. The hash value is 
then calculated and compared with hash values already in the hash table. If the hash 
table does not have the same hash value, then this hash value is added to the hash 
table. If the hash table has this hash value, then the remaining fields in the EPC code 
are added to the EPCFront of the same hash value in the hash table (Table 1). 
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Public void hash(String new EPC){ 
 For(int i=0 ; i< Hash Table has stored of the 

number; i++){ 
  If( Hash(new EPC) = Hash1(i)){ 
   DupKey=2; 
   If(epcFront(new EPC) = any one epcFront 

in the Hash(i)){ 
DupKey=1; 
Break; 

   } 
  } 
 If(DupKey = 0){ 
  Add new EPC to Hash table. 
 }Else if(DupKey=2){ 
  Add new EPC’s epcFront to HashTable. 

}Else{ 
 EPC is duplicates. 
} 

} 

Table 1. Hash Table 

Hash(Item, Serial) epcFront 
Hash1 epcFront1, epcFront2 
Hash2 epcFront3 
Hash3 epcFront4, epcFront5 

 
Fig. 2. EPC code(SGTIN96) 

This work used Minimal Perfect Hash Function within the Minimal Perfect Hashing 
(MPH) algorithm. This work improved the MPH Function, such that it meets the EPC 
code. The MPH Function, H(x, y), has the condition that variables x and y cannot be the 
same, and x must be greater than y. However, the EPC code cannot meet these conditions 
in this work. Thus, this work designs a new Hash function. The Hash function can 
generate a perfect hash table. This hash function is tested and verified by reduction ad 
absurdum. This work then proves that EPC codes result in a perfect hash table. 

The hash function (Eq. 1) was under the two conditions—both of x and y must be 
positive integers or zero, and N is must be a positive integer. Further, 0 ≤ x and y ≤ N, 
Then hash value in equation 1 will not be same. 

H(x, y) = 2N(x-1) + y-x(x-1)/2 (1) (1) 

2. User-Defined Filtering 
The RFID data are used in different application situations and used repeatedly. Thus, 
different application situations require different filtering data. User-Defined Filtering 
is designed by users, it means that the users can control the data of duplicate filter and 
also transform data to information according to the application situation. 
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Based on the following information and inquiry types, users can customize 
information filtering and search functions. 

(1) Classified information 
a. Information can be classified according to EPC fields (e.g., Header, Filter Value, 

Company, and Item Reference). 
b. Filtering is according to user needs and information not required, or only retains 

the information needed (e.g., Header, Filter Value, Company, and Item 
Reference). 

(2) Inquiries by the respective need 
a. Queries are according to the EPC field  (e.g., Header, Filter Value, Company, and 

Item Reference). 

5   Conclusions 

This work proposes a novel RFID middleware architecture and process. This process 
increases the efficiency of data processing in various application scenarios. It used a 
Hash function and the concept of layered filtering for rapid data filtering and error 
data filtering, the user-defined filtering that provided cross-platform XML format 
output and designated storage database. It can easily combine information with the 
application. This work also uses the mathematical verification method to confirm that 
proposed hash function can generate a perfect hash table without duplicated data. 
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Abstract. The paper evaluated the operating performance of electric power 
enterprises by using Analytic hierarchy process (AHP) and the Fuzzy 
comprehensive evaluation. Using AHP to determine the weight of index can 
avoid fuzzy logic caused by complicated decision-making, and Fuzzy 
comprehensive evaluation can deal with the equivocal message effectively. 
Combine these two methods can make decision-making more scientific, and the 
paper take an example to prove the validity of this method. 

Keywords: electric power enterprises, operating performance, AHP, Fuzzy 
comprehensive evaluation. 

1   Introduction 

With the further development of reform in power market, the research on regulatory 
theory of electric power enterprises has become an important study subject. The 
regulatory method based on performance is a kind of incentive regulation models, and 
this model has advantages, such as incentive of cost minimization, improve 
investment efficiency and stimulate the information disclosure. In the domestic, 
searching for more effective method of performance evaluation and supervision 
which suit for electric power enterprises is particularly important. 

Due to many factors that influence the operation of electric power enterprise, we 
can not get all accurate data in the process of evaluation, and it must have partial 
incomplete information and ambiguous condition. Therefore, this paper used the 
analytic hierarchy process (AHP) to index the values of subjective, and then, 
combined all qualitative judgment to determine the weight of each decision factors, so 
to avoid the error caused by logic reasoning in complex decision-making. 

In addition, in the model selection, the fuzzy comprehensive evaluation is a new 
evaluation method in recent years, it can give every membership result from object 
belongs to different classes, and the decision maker can make decision according to 
the maximum subjection principle. Because the weights and matrix of member are 
obtained by people's subjective judgment, so fuzzy comprehensive evaluation is a 
kind of comprehensive evaluation methods based on subjective information. When 
expert panel can not obtain the fixed opinion, the fuzzy comprehensive evaluation 
method is a good evaluation method. 
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Therefore, according to the actual conditions of electric power enterprises, the 
paper propose a flexible and comprehensive evaluation method for evaluating the 
operating performance of electric power enterprise based on AHP and the fuzzy 
comprehensive evaluation. 

2   Constructing Evaluation Index System of Operating Performance 
for Electric Power Enterprise 

2.1   Construction of Evaluation Index System 

The principle of establishing the comprehensive evaluation index system in electric 
power enterprise are, the objective principle, the overall principle, the feasibility 
principle, the general principle and it must be combined with development. The paper 
established relative evaluation index system on operating performance for electric 
power enterprise, it is below: 

Table 1. The evaluation index system of operating performance for electric power enterprise 

One class indexes Secondary indexes 
Average price of electricity 

purchasing(u11) 
Net assets(u12) 

Income of sold electricity(u13) 
Line loss rate(u14) 

Average rate of load(u15) 

Economic operation 
(U1) 

Maximum load(u16) 
Length of power distribution line(u21) 

Variable capacity(u22) 
Qualification rate of voltage(u23) 
Supply reliability of power(u24) 

The quality of power 
supply (U2) 

Qualify rate of frequency(u25) 
Supply area(u31) 

The number of users in supply area(u32) 
Capacity of limit electricity(u33) 
Solution of providing power(u34) 

Satisfaction rate of complaints and 
return(u35) 

Turnover rate of total asset(u36) 

Index system 

Service (U3) 

Turnover rate of inventory(u37) 

2.2   Using AHP to Determine Indexes Weights 

Analytic hierarchy process (AHP) make various factors in complex problems into 
interconnected orderly, it use mathematical method to determine weights in each 
level. This method will make judge and thinking qualitative and calculating 
convenient. Its specific steps are as follows: 
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(1) Determine the evaluation target, the evaluation sample set and the weights for 
samples. 

(2) Construct judgment matrix. 
(3) Get the weight vector in every layer through normalized processing, biggest 

eigenvalue and correspondence eigenvector of judgment matrix, the method is as 
follows: 

Firstly, calculate continuous product of elements kW  in each line; 

Secondly, calculate kW in each line; 

Third, get the normalized processing ]W,,W,W[W k21k =  and weight 

vectors: ),,,( 21 mWWWW =  

∑
=

=
m

k 1
kkk WWW                                                           (1) 

Fourth, calculate CI=( maxλ - n)/(n-1), and make consistency test according to 

CI/CR<0.1 

Fifth, the index weight of the first layer is iW , the index weight of the second layer 

is ijW , and the combination weights is: 

iji WWW ×=|                                                                  (2) 

3   Constructing Fuzzy Comprehensive Evaluation Model 

Fuzzy comprehensive evaluation evaluate the object and factors based on fuzzy 
mathematics principle, it analyze the comprehensive practical problem. The paper 
construct a fuzzy evaluation model with two layers, the modeling process is as 
follows: 

(1) Determine factors set as U 
One class indexes set is  

),,,( 21 iUUUU =                                                      (3) 

Secondary indexes set is 

),,,( 21 ijiii UUUU =                                                    (4) 

(2) Determine evaluation set as V 
The evaluation set is 

},,,{ 521 vvvV =                                                          (5) 

They represent "Outstanding, good, medium, poor, very poor ". Each evaluation set is 
available to membership degree, and the size of the degree is limited in [0, 1]. 

(3) Fuzzy comprehensive evaluation for secondary indexes 
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The weight set of secondary index is 

)ww,w,w(w knk3k2k1k =                                           (6) 

Using the mathematical model as: 
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               (7) 

The evaluation vector )bb(B ini1i =  is result matrix of the secondary 

indexes. 
(4) Fuzzy comprehensive evaluation for one class indexes 
The weight set of one class indexes is  

),,( 321 wwwW =                                                            (8) 

Using the mathematical model as: 
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                      (9) 

The final evaluation result is  

),,,( 21 jbbbB =                                                         (10) 

(5) The quantification of comprehensive evaluation result which converts 100 points 
Given a transformation matrix, evaluation result will be transformed into specific 

value according to comprehensive evaluation value result A of evaluation objects, and 
the expression of A is: 

TCBA •=                                                            (11) 

4   Empirical Analyze 

Take power supply enterprise for example, we can evaluate the relative operation 
performance. The index in index system can be represented by membership (0-1) in 
fuzzy math, it says good evaluation means good membership and bad evaluation 
means bad membership, the membership set is (0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2). 
According to the opinion from expert group (A and B, C, D) for index of each level, 
we can get matrix below. 
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4.1   Using AHP to Determine Each Index Weight 

(1) Determine the weight of secondary index 
According to the principle for determine weight in AHP, we can construct every 

judge matrix of secondary index and calculate the weight of secondary index. 
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The weight vector is obtained by value method 

)2287.0,1482.0,3630.0,0777.0,0934.0,0890.0(1 =W  

After inspection, the consistency meets the requirements. 
Similarly, the calculation results are as follows: 
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)1875.0,1670.0,0961.0,2630.0,1698.0,0530.0,0636.0(3 =W  

(2) Determine the weight of the first class index 
The judge matrix of the first class index is as follows: 
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The weight of the first class index is 

)1396.0,5278.0,3325.0(=W  

After inspection, the consistency meets the requirements. 
(3) Calculate the combined weight 
The combined weight of single factor is 

)00493,0.076,0.1207,0.311,0.02580.0296,0.0(|
1 =W  

)0394,0.1325,0.702,0.10040.1853,0.0(|
2 =W  

)3,0.02620134,0.023,0.0367,0.074,0.02370.0089,0.0(|
3 =W  

4.2   Fuzzy Comprehensive Evaluation 

(1) Comprehensive evaluation of secondary indexes 
Take a comprehensive evaluation for secondary indexes according to the principle 

of fuzzy comprehensive evaluation and weight calculated above, the result is 
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),0.1931089,0.21300.2339,0.2(RWB 111 =•=  

,0.3869)705,0.32070.3993,0.3(RWB 222 =•=  

,0.0927)894,0.08400.0877,0.0(RWB 333 =•=  

(2) Comprehensive evaluation of the first class indexes 
According to formula above, the evaluation of the first class  

 
(3) Quantification of comprehensive evaluation result 

Use the transformation matrix C=（95, 85, 70, 50, the result can be transformed 
into 100 points: 

 

The calculation results shows that the comprehensive evaluation result of power 
supply enterprise is outstanding, it means the relative operating performance of the 
enterprise in the fierce competition environment is superior. 

5   Conclusion 

The paper constructs a reasonable set of evaluation index system through combing 
analytic hierarchy process and fuzzy comprehensive evaluation, this combination can 
take various factors for comprehensive consideration, it also get a variety of different 
opinions on the evaluation, reduce the random errors of power enterprise, and make 
evaluation for partial operating performance more rationality. 

References 

1. Tseng, F.M., Yu, H.C., Tzeng, G.H.: Applied hybrid Grey Model to forecast seasonal time 
series. Technological Forecasting and Social change 67, 291–302 (2001) 

2. Yao, A.W.L., Chi, S.C., Chen, C.K.: Development of an integrated grey fuzzy-based 
electricity management system for enterprises. Energy 30, 2759–2771 (2005) 

3. Dong, C.: The theory and application of neural network by matlab. National Defence 
Industry Press, Beijing (2005) (in Chinese) 

4. Hsu, C.C., Chen, C.Y.: Applications of improved grey prediction model power demand 
forecasting. Energy Convers Manage 44, 2241–2249 (2003) 

5. Gerard Adams, F., Shachmurove, Y.: Modeling and forecasting energy consumption in 
China: Implications for Chinese energy demand and imports in 2020. Energy 
Economics (30), 1263–1278 (2008) 

6. Yan-chang, L., Shuai, X.: Application of neural network-based corrected intelligent 
residual error gray models to load forecast. East China Electric Power 35(11), 30–33 
(2007) (in chinese)  



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 609–620, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Efficient Reference Picture Management Schemes for 
H.264/AVC Decoding System 

Chunshu Li, Kai Huang, Min Yu, and Xiaolang Yan 

Institute of VLSI Design 
Zhejiang University 

Hangzhou, China 
{lics,huangk,yumin,yan}@vlsi.zju.edu.cn 

Abstract. Inter-frame prediction with multiple reference pictures is one of the 
several advanced techniques in H.264/AVC standard. However, it also brings 
high implementation complexity. In this paper, we present two effective schemes 
and DPB storage arrangement for efficient reference picture management. One 
scheme is for direct mapping between reference picture index and DPB picture 
index and another scheme is to replace refidx of co-located block with its dpbidx 
in temporal direct prediction mode. These two schemes are utilized to optimize 
motion vector generation and reference block access, two kernel functions of 
inter-frame prediction. Experimental results show that the proposed schemes are 
able to reduce CPU workload by 80% and improve system throughput 
performance by 22.1%. Both schemes help our implemented decoder achieve 
real-time decoding of 1080p main profile H.264 video stream with 110 MHz 
clock frequency at the hardware cost of 53k and 37k gates for MC and MVPG 
modules respectively. 

Keywords: H.264, Reference Picture Management, Direct Prediction Mode, 
Motion Compensation. 

1   Introduction 

The predominance of H.264/AVC over those previous video standards is accredited to 
a series of aggressive coding methods of which new inter prediction algorithm 
contributes most. Motion algorithm of H.264/AVC decoder is mainly composed of 
Motion Vector Predictor (MVP) generation and Motion Compensation (MC).  

The MVP generation (MVPG) derives the motion data which points to a reference 
block in one of at most 16 reference frames. As specified in H.264/AVC main profile, 
there are two prediction modes adopted during MVPG: 1) the traditional spatial 
correlation prediction mode which utilizes motion data of the spatially neighboring 
blocks. It obtains MV and reference index of neighboring blocks according to the 
reference picture list (RefPicList) of current picture; 2) the direct prediction mode 
which relies on a co-located block in the co-located picture. However co-located 
picture has its own reference picture list. Therefore more challenges are brought into 
MVPG owing to two different reference picture lists used in current picture and 
co-located picture.  
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During MC process, the required reference block is located and fetched to generate 
current block with the help of the motion vector (MV) and reference index (refidx) 
derived from MVPG. All decoded pictures are stored to global picture buffer (DPB, 
decoding picture buffer). Moreover, all necessary reference blocks are also read from 
DPB. These DPB access are also the bottleneck to H.264/Video decoder system 
because of limited DRAM bandwidth. Therefore efficient managing reference pictures 
in DPB is able to great improve MC performance.  

Many researches have been conducted to improve MVPG [2][3] and MC [5-8] while 
few of them pay attention to the reference picture management scheme. In [2], only the 
traditional spatial correlation prediction mode is given without the solution to the much 
more complicated direct prediction mode. In [3], it described a method to bridge two 
reference picture lists used in current picture and co-located picture for direct 
prediction mode. However all calculations for the position of co-located block are 
accomplished by software CPU. It is not efficient for real-time video decoding with 
high resolution. Han Bin proposed a loop buffer in [5] to solve the problem about 
picture storage. It demands on two-move mapping process to get reference block 
address in DPB according to its reference index. Other works [6-8] wrote less about 
reference picture management. However, it still requires further research on reference 
picture management owing to its great effect on inter prediction of video decoder, 
especially for main profile with Macroblock-Adaptive Frame-Field Coding (MBAFF). 

In this paper, we proposed two efficient schemes for reference picture management 
in H.264/AVC main profile decoding system. The first scheme is for direct mapping 
between reference picture index (refidx) and DPB picture index (dpbidx). A 
systematical hardware and software architecture for inter prediction was also given 
based on this reference picture management scheme. The second scheme is to replace 
refidx of collated block with its dpbidx in temporal direct prediction mode so as to 
avoid the problem of two different reference picture lists. Furthermore, the storage 
arrangement of DPB based on these two schemes was specified to satisfy different 
requirements of picture structure. The experiment results shows these two schemes can 
decrease the work load of software CPU by 80% and improve the performance of 
hardware inter prediction accelerator by xx% with xx% DRAM access reduction.  

The rest of the paper is organized as follows. Section 2 analyzes the traditional 
algorithm of mapping refidx to DPB index (dpbidx) in MC, and the MVPG algorithm 
which focuses on idrect prediction mode. Section 3 presents the details of two proposed 
reference picture management schemes and DPB storage arrangement. The 
experimental results are given in Section 4. Finally, section 5 concludes the paper. 

2   Relevant Algorithm Analysis 

2.1   Mapping refidx to dpbidx Algorithm in MC Process 

In MC process, the reference picture is determined according to the refidx value of 
current decoded block One decoded picture should be transferred into DPB as the 
reference for its following picture. Fig.2(b) illustrates the traditional method for 
determining the position of reference block in DPB. After the decoded picture is 
transferred into DPB, a look up table (DPB_LUT) which contains 16 entries is used for 
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registering the usage status of DPB. After the Reference Picture Initialization and 
Reordering process, the RefPicList is generated for inter-frame prediction of current. 
The refidx is first mapped to lutidx which indicates the reference picture registered in 
DPB_ LUT. Then lutidx is mapped to dpbidx and the entry number of reference picture 
in DPB is determined. The exact storage position of reference block is further 
determined by MVs of the current block. 

In usual video decoding system, the MC operation works as the bottleneck, this 
two-move mapping scheme significantly drop the system performance. 

2.2   Motion Vector Predictor Algorithm 

In H.264/AVC motion estimation, there are two prediction modes, spatial prediction 
mode and direct prediction mode, according to tree-structure macroblock (MB) 
partitions from 16x16 to 4x4. 

Spatial Prediction Mode 
For the traditional spatial prediction mode, the MVP of the current block is chosen from 
the candidate motion vector of neighboring partitions on the left, top and top-right (or 
top-left if the top-right one is not available). MVP is adopted based on either 
non-median operation or median operation. Non-median operation works when the 
current block size is 16x8 or 8x16. A quick selection is used for this operation 
according to the reference pictures of neighboring partitions. For median operation, a 
median selection between the motion vectors of neighboring blocks is adopted for 
MVP the estimation of current block. 

Direct Prediction Mode 
Direct prediction mode is composed of spatial direct mode and temporal direct mode. 
There is not any motion information for one MB in B slice bitstream. Both forward and 
backward motion data are derived according to the temporal correlation between the 
current decoded block and the co-located block in the backward reference picture. 

The detailed prediction progress for temporal direct prediction modes is illustrated 
as follows: 

Step 1: Get the Motion Data of Co-located Block  
The co-located picture is assigned to 0-indexed entry in reference picture list 1 

(RefPicList1). For the simple case that there are only frame or field group of pictures 
(GOP) in the bitstream, the position of the co-located block in co-located picture is 
exactly same as the current block in the decoded picture. However, for the case of 
MBAFF or PAFF, the position mapping scheme (col_mapping) becomes more 
complex with three different kinds of conditions, One_To_One, Frame_To_Field and 
Field_To_Frame, according to the coding structure of current MB and co-located MB. 
Then the motion data (mvCol and refCol) can be derived. 

Step 2: Derivation of Reference Index 
The backward refidx (refidxL1) points to the entry indexed 0 in RefPicList1. 
The forward refidx is generated through a mapping procedure which transfers the 

refidx of co-located block (refidxCol) to refidxL0 of current block. The picture index of 
co-located block is different from that in current RefPicList0. Therefore mapping 
procedure is necessary to bridge these two different reference picture lists. 

Three different mapping schemes are shown in Fig.1.  In condition of One_To_One, 
both co-located block and current block share the same decoding structure. As shown in 
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Fig.1(a), it is direct mapping scheme through the lookup table of DPB. In condition of 
the Frame_To_Field, co-located block and current block are decoded as frame block 
and field block respectively. As shown in Fig.1(b), its mapping scheme is more 
complex owing to the translation from frame index to field index. In condition of 
Filed_To_Frame, its mapping scheme also needs to handle the translation from field 
index to frame index as shown in Fig.1(c). 

 

Fig. 1. Three different mapping strategies between different reference picture lists 

Typically, each mapping strategy is required to translate from refidxCol to dpbidx, 
and then from dpbidx to refidxL0. As mentioned in Mapping refidx to dpbidx 
algorithm, each mapping process from refidx to dpbidx or from dpbidx to refidx needs 
to two moves. Therefore there are totally four moves to bridge the refidxCol and 
refidxL0 in the typical way. It brings more complexity to design the decoder and 
obviously reduces its efficience. Furthermore, four index lookup tables, from refidx to 
lutidx, from lutidx to refidx, from lutidx to dpbidx and from dpbidx to lutidx, are 
necessary to be stored during decoding a picture. It brings extra hardware cost. 

Step 3: Derivation of MV 
The bi-directional MV of current block are derived by scaling the mvCol with the 

factor DistScaleFactor calculated according to the picture order counts(POCs) of two 
reference pictures and current picture. 

3   Proposed Reference Picture Management Schemes 

3.1   Direct Mapping Scheme between refidx and dpbidx 

To reduce the time consumption caused by two-move mapping operation, a direct 
mapping scheme between refidx and dpbidx is established as shown in Fig.2(a).   

Compared with the traditional method illustrated in Fig.2(b), the total number of DPB 
entry is increased to 17 from 16. Different from the process of Decoding-Marking- 
Transferring during storing one picture, it is simplified to the process of 
Storing-Marking shown in Fig.3. At the beginning of video decoding, the 0-indexed 
entry in DPB is allocated to the first decoded picture. Then the entries indexed from 1 to 
16 are sequentially allocated to the following 16 decoded pictures. During the 17th 
picture decoding, one of the 16 entries used previously should be retired for the 18th 
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picture storage. The retired entry is chosen according to the reference picture 
requirement of the 18th picture decoding. During the remaining time of the decoding 
process, any decoded picture is stored into the entry retired in last picture decoding 
process. In this process, the time-consuming operations for transferring are avoided 
which benefits greatly to the decoding system’s performance and power cost. 
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Fig. 2. Mapping between refidx and dpbidx 

 

Fig. 3. Storing-Marking process for storing pictures into DPB 

In the proposed scheme, a direct linking between refidx and dpbidx is established by 
software and the DPB_LUT structure is concealed by hardware as shown in Fig.4. A usual 
NALU sequence is composed of SPS, PPS and coded slices. The decoding works for PPS, 
SPS and the header of coded NALU slice are partitioned to be processed by software.  

CPU is expected to deal with both initialization and reordering operations on reference 
pictures in DPB. Furthermore it is necessary to generate two tables to map from refidx to 
dpbidx and from dpbidx to refidx respectively. All slice data decoding works are 
partitioned to be processed by hardware accelerator for higher performance. Before each 
slice data decoding, CPU runs reference picture management driver software to generate 
necessary information for hardware motion compensation accelerator. These information 
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are stored in memory as the interface between CPU software node and MC hardware 
accelerator. They can be separated to three different parts: 

1) Necessary parameters for video sequence, picture and slice. They are usually 
implemented as register file for target hardware accelerator.   

2) Two refidx/dpbidx tables corresponding to current slice. They are usually 
implemented as register file or on-chip memory for easy accessing by hardware 
accelerator. 

3) 17-entry DPB for decoded picture storage and next picture reference. Owing to its 
large size, it is usually implemented as off-chip DRAM. 

Hardware accelerator is able to use its address generator to get the reference picture 
address through two tables and drive DMA to access DPB straightly. By use of direct 
mapping scheme, hardware accelerator avoids complex problem for mapping reference 
picture index and improves motion compensation efficiency with simple addressing 
architecture. 

 
Fig. 4. Direct mapping between dpbidx and refidx on software/hardware decoding system 

With proposed scheme, CPU software decoding works with hardware accelerator in 
parallel. Hardware accelerator is working for N slice, while CPU is working for N+1 
slice. Therefore, CPU has enough time to manage reference picture and prepare all 
necessary information for its slice data decoding in hardware accelerator. 

3.2   Replacing refidxCol with dpbidxCol in Temporal Direct Prediction Mode 

The mapping process from refidxCol to refidxL0 comprises four moves in traditional 
process method. To locate the reference block in MC process, current refidxL0 
(refidxL0Curr) should be transferred back to current dpbidx (dpbidxCurr). Thus it 
totally takes 6 mapping moves to generate the address of reference picture in DPB for 
current block as illustrated in Fig.6(a). According to the temporal direct prediction 
algorithm, both dpbCol and dpbCurr point to the same entry in DPB. Traditional 
method is too complex and leads to low efficiency. Compared with the traditional 
method, the proposed scheme uses dpbidx to replace refidx and stores it into memory 
when decoding the co-located picture.  
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Table 1 lists the bit width needed to mark refidx, dpbidx and MV respectively in the 
case of level 4.2. For MBAFF, it is necessary to use two bits to indicate top field, 
bottom field or frame in a DPB entry pointed by refidxCurr. Besides it also needs to 
indicate whether the current block is intra-prediction or inter-prediction. Therefore, 2 
more bits are required to be combined into dpbidx so as to indicate these information. 
As shown in Table 1, for each block, there is 33(26+7)-bit data stored into memory 
during decoding process. It is obviously inefficient because bus width is usually 32 bit 
or 64 bit. To address this problem, the proposed scheme keeps 32-bit data width by 
reducing dpbidx width to 6 bits. 

Table 1. Bit width needed to mark refidx, dpbidx and MV 

Info Range Bit width 

refidx [0,31] 5 

dpbidx [0,16] 5+2 

Horizontal [-2048,2047.5] 14 
MV 

Vertical [-512,511.5] 12 
26 

Table 2. Rules for reducing dpbidx bit width to 6 bits 

Cond

Description

dpbidx[5:4]
dpbidx[3:0]

Intra Inter

1
00:frame indicated   10:bottom field indicated

01:top field indicated 11:intra-prediction indicated
4’d0 fixed dpbidxCurr[3:0]

2 2’b11 fixed 4’d15 fixed

3
00:frame indicated 10:bottom field indicated

11:intra-prediction indicated   01:top field indicated
4’d0 fixed

dpbidxCurr[4:0]
-5’b1

 

Three rules are used to compress dpbidx into 6 bit as specified in Table 2. Three 
conditions are described as follows: 

Condition 1: The value of dpbidxCurr is smaller than the entry index of current 
picture storage (dpbidx_Currpic) which is derived by CPU software before hardware 
accelerator starts to work. 

Condition 2: The value of dpbidxCurr equals to the dpbidx_Currpic in the case that 
top or bottom filed refers to the opposite field of the same frame. 

Condition 3: The value of dpbidxCurr is larger than dpbidx_Currpic. 
With this scheme, the corresponding dpbidxCol value can be accessed from memory 

straightly when dealing with the current block. After some adjustment on dpbidxCol 
according to the mapping scheme of co-located block position, the dpbidx of current 
block is able to derive as the flow shown in Fig.5. 
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Fig. 5. The flow to derive current block dpbidx 

This prediction addressing logic in hardware accelerator takes only one move to 
generate dpbidxCurr, while the traditional way has to use 6 moves, as shown in Fig.6(b). 
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Fig. 6. Comparison between traditional and proposed methods in temporal direct prediction 
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3.3   Self-adaptive DPB Storage Arrangement Scheme 

DPB stores all the information required by inter prediction process including the pixel 
value, MV, dpbidx and POC value. As shown in Fig.7, the proposed design makes an 
adaptive arrangement for these information according to decoding structure (field or 
frame) of the decoded picture and block. Pixel values are stored exactly in their 
geometric positions considering that each reference pixel will be located according to 
the geometric span of MV. Both MVs and dpbidx of one block are packaged into one 
word with the highest 6 bits for dpbidx and the rest 26 bits for MVs. Motion 
information of the blocks within one MB are stored together. The storage sequence of 
those blocks within one MB follows their decoding sequence defined in H.264 
standard. 

Motion information storage for inter-MB level varies according to the structure of 
decoded picture. For the simplest frame format shown in Fig.7(a), storage is in units of 
MB and in a way of geometric position mapping. For the field decoded picture, top and 
bottom fields are stored separately as shown in Fig.7(b). Fig.7(c) illustrates that when it 
comes to the MB-pair format, motion information storage is in units of MB pair.   
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Fig. 7. DPB storage arrangement 

4   Implementation Results 

The initialization, reordering and marking operations on reference pictures in DPB are 
implemented into C code as a driver program running on CPU. To verify the 
effectiveness of our work, we built a platform with CK510E processor[9] for running 
software driver codes of reference picture management and MVPG/MC hardware 
accelerator[10] using proposed dpbidx mapping scheme for inter predictor generation. 
The two mapping tables between refidx and dpbidx are implemented in on-chip 
SRAM, and DPB is implemented in off-chip SDRAM.  

Compared to the traditional way using four mapping tables, the work load of 
proposed method is reduced by 80% which is shown in Table 3.  
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Table 3. Comparison between traditional method and proposed method in RISC work load 

Traditional Proposed Reduce

ASM 
Code

text 17745 12366 30.3%

bss 8 4 50.0%

data 16 12 25.0%

CPU load 2 MIPS 0.4MIPS 80%
 

As for the on-chip memory cost, the traditional method stores four tables into 
memory which costs 1728 bits, while the proposed design reduces the memory cost by 
50% the details of which are shown in Table 4. 

Table 4. Comparison between traditional method and proposed method in memory cost 

Method 
lutidx-refidx 64x5 

lutidx-dpbidx 64x7 

dpbidx-lutidx 128x6 

Proposed 
Design 

refidx-dpbidx 32x7 
864 

dpbidx-refidx 128x5 

Schemes Table name Size(bit) Total(bit) 

Traditional refid -lutidx 32x6 1728 

 

Both MVPG and MC hardware accelerator with the proposed dpbidx mapping 
scheme were implemented by Verilog Hardware Description Language (HDL) and 
synthesized by Design Compiler with SMIC 65nm Silicon Process. For the system 
throughput performance measurement, the dedicated testing sequences generated by 
JM 8.6 encoder were used to verify the target design which covers almost all the 
attributes of the main profile H.264/AVC decoder with level 4.2.  

Table 5 illustrates the proposed reference picture management scheme’s 
contribution to improvement of the whole decoding system’s throughput performance. 
Both values in Table 5 are generated based on our own hardware platform. As can be 
seen that the proposed scheme improves the system throughput performance by 22.1% 

Table 5. Comparison between traditional method and proposed method in throughput 
performance based our own hardware platform 

Schemes Cycles/MB 

Traditional Method avg  585 

Proposed Method avg  456 
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From the results of our experiment, the proposed design can achieve real-time 
decoding of HD 1080p (1920x1088 @30fps) video stream when operating at 110 MHz. 
The hardware implementation results and some comparisons are shown in Table 6 
which illustrates that our design outperforms other designs in the same field in both 
hardware costs and system performance.  

This advancement is ascribed greatly to the proposed two optimization techniques 
according to four aspects: 

Firstly, the whole picture transferring operation is avoided by altering the marking 
and storage sequence based on 17 entries of DPB. The storage position of each decoded 
picture is determined during the marking operation of last picture. Therefore it can be 
straightly stored into DPB. 

Secondly, for the complex mapping process from refidx to the actual storage 
position of reference picture in DPB, the proposed design reduces the traditional 
two-move process to one move which establishes a direct relationship between refidx 
and dpbidx. 

Thirdly, by storing dpbidx in place of refidx into DPB, the most complex prediction 
mode in MVPG process, namely direct prediction mode, is simplified greatly with the 
reduction from six moves to one moves only. New data package is able to efficiently 
improve bus bandwidth. 

Lastly, all decoded data are well organized with a self-adaptive DPB storage 
management scheme.   

Table 6. Comparison of proposed design with other works 

Module Gate Count Cycles/MB Performance

MVPG

[2] 52k max 260 avg 160 1080p,basiline,108M

[3] 41k 28~260 1080p, high,60fps,266M

[4] 62k max 310 1080p, AVS Jizhun,6.2,148.5M

Proposed 37k avg 90 1080p, main,30fps,80M

MC

[6] 60.6k avg 500 QCIF@30fps 1.5M

[7] 93k avg 851 CIF@30fps 20M

Proposed 53k avg 456 1080p@30fps 110M
 

5   Conclusion 

To address the challenges brought by multiple reference pictures in H.264/AVC, this 
paper proposed two effective reference picture management schemes and the 
corresponding DPB storage arrangement so as to improve the performance of both 
software CPU and hardware accelerator. The proposed reference picture management 
schemes are able to make use of DPB structure and its picture index to avoid 
unnecessary operations in MVPG and MC. Experimental results show the feasibility 
and efficiency of target software and hardware platform with the proposed schemes.  
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Abstract. Integrated optimization of vehicle routing problem and container 
loading problem has become a research hotspot in current logistics distribution. 
Firstly, a mathematical model of the three-dimensional loading capacitated 
vehicle routing problem (3L-CVRP) is made out under the assumption of which 
the delivered items are rectangular, considering the rotation of items, last in first 
out (LIFO) rule and the loading of fragile items which are all in accordance with 
the realistic conditions, and the objective is to minimize the total driving distance 
and maximize the utilization rate of vehicle. Then, in order to solve this problem, 
this paper divides the process of routing and loading into two levels, and a new 
algorithm which combined Tabu Search (TS) with Local Search (LS) is 
presented. At last, the feasibility and effectiveness of the method and algorithm is 
proved by the adoption example. 

Keywords: Vehicle Routing Problem, Container Loading Problem, Tabu 
Search, Local Search. 

1   Introduction 

The vehicle routing problem (VRP) is to find the minimum cost routes to be traveled by 
a fleet of vehicles. The container loading problem (CLP) is mainly used to design the 
loading solution with high quality, in order to increase the utilization rate of vehicles, 
which can reduce the number of employed vehicles and the transportation costs. These 
two problems have been widely studied, but the research on the combination of them is 
very limited. Taking the tobacco distribution in china for example, the distribution 
method used by many tobacco distribution centers is fixing-time and fixing-route 
method which will make the tobacco distribution centers cannot determine the specific 
tobacco distribution route according to the daily actual dynamic demand of retail 
customer points. And when in the low season or the peak season, the tobacco 
distribution centers employ the same amount of vehicles, which will increase the 
no-load ratio and the transportation costs. How to solve the distribution problem of 
home delivery in the shortest distance, and improve the utilization rate of vehicles, and 
reduce the number of employed vehicles, all these problems should be addressed 
immediately for distribution centers which are similar with tobacco distribution centers 
in china. 
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The VRP has been very extensively studied since it was formally first introduced by 
Dantzig and Ramser [1] in 1959, and a lot of research branches are derived from this 
problem. The CVRP is one of the most common and the most important research 
branches. The character of CVRP is that each vehicle must meet the loading capacity 
constraints which usually include the restriction of total weight or total volume, while 
in real life, the loading capacity constraints are often more complex. For example, 
during the logistics and distribution, if you cannot find a suitable loading program to 
put all the required items of customers into a same vehicle, then you cannot use one 
vehicle to distribute all the required items of these customers, and you must use more 
vehicles or you must put these items into different vehicles in order to distribute all the 
items. This will surely increase the transportation costs, and then we attached 
multi-dimensional loading constraints to the CVRP.  

Gendreau et al [2] was the first to consider the vehicle routing problem with 
three-dimensional loading constraints, in this paper, a tabu search approach was 
proposed to address the 3L-CVRP, where the three-dimensional loading sub-problem 
was also solved by a tabu search metaheuristic. Fuellerer et al [3] employed a local 
search to solve the loading sub-problem along with an ant colony optimization routine to 
find an overall solution to the 3L-CVRP problem. Tarantilis et al [4] employed the Tabu 
search was for routing aspects of the problem and used a collection of packing heuristics 
for checking the feasibility of loading in paper. From literature review of 3L-CVRP 
research, we can see that all the authors build the 3L-CVRP model through increasing 
constraints on the basis research of 2L-CVRP which they had studied, and strive to 
innovate in the algorithm. However, the scholars did not consider the utilization rate 
(weight or volume) of vehicles, and the final result may appear that one vehicle only 
distribute one or a few customers, although it still meets the shortest total distribution 
distance, the company must employ a larger number of vehicles to distribute the items. 
From the view of operating costs for distribution centers, this is not the ideal state. 

The purpose of the paper is to optimize the whole on the basis of combining the VRP 
with the CLP. A Tabu search which combines the Tabu search with guided local search 
was presented to solve the 3L-CVRP. The paper divides the process of routing and 
loading into two levels. In order to get the high utilization rate of vehicles, the number 
of employed vehicles was judged finally. If the number of employed vehicles was not at 
the least, split the route with the lowest utilization rate into other routes in order to find 
a better route program. At last, the feasibility and effectiveness of the method and 
algorithm is proved by the adoption example. 

The rest of this paper is organized as follows:After the introduction, a clear detailed 
description of the problem is provided. In Section 3, the proposed algorithm is 
presented. Computational results are described in Section 4. Finally, conclusions are 
summarized. 

2   Problem Description 

The 2L-CVRP is defined as follows. A completely undirected graph G is given. 

Let ( , )G V E= ， in which 0 1 2{ , ,  ,   ,  }V v v v vn= …  is a set of n+1 vertices 
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corresponding to the depot ( 0v ) and the customers ( 1 2,  ,   ,  nv v v… ). 

Let ( , )|( , ), 0, 0,E i j i j V i j i j= ∈ ≥ ≥ ≠｛ ｝and E is the set of edges. For each edge, the 

associated traveling cost ijc is defined, which corresponds to the cost of transition 

from iv to jv , and c cij ji= .In the central depot ( 0v ), a set of t identical vehicles is 

available. Each vehicle has a weight capacity D and a three-dimensional rectangular 

loading space length L, height H and width W. The rectangular loading surface is 

denoted as  S W H L= × × .Each customer (i  1,2,..., n )vi = requires the delivery of a set 

of mi three-dimensional items (1 )Iik k m≤ ≤ having width wik , height hik and 

length lik with total weight di . Let 1
mis w h li Iij Iij Iijj=∑ =  denote the total amount of space 

needed by customer iv . 
In 3L-CVRP, we assume that all items are rectangular boxes. The items can only be 

placed orthogonally inside a vehicle; however, items can be rotated by 900 on the 
width-length plane. Some items are also marked fragile. The objective of 3L-CVRP is 
to find a set of at most t routes (one per vehicle), each one including the depot, so that 
the following conditions are satisfied: 

(1) Every vehicle starts from the depot, visits a sequence of clients and returns to the 
depot;(2) All customers are served by exactly one vehicle;(3) No vehicle carries a total 
weight that exceeds its capacity;(4) The utilization rate of vehicle on average is a 
maximum;(5) The overall length of the edges included in the routes is a minimum;(6) 
All items for a particular vehicle can be orthogonally packed while satisfying the 
following loading constraints:(6.a) (Fragility Constraint) no non-fragile items are 
placed on top of fragile items;(6.b) (Supporting Area Constraint) all items have a 
supporting area ( A ) of at least percent of their base area (A). That 
is  ( 0 1)A aA a≥ ≤＜ ;(6.c) (LIFO constraint) the loading of each vehicle must 
obey the following LIFO rule. When customer i is visited, all of its corresponding 
items Iik must not be stacked beneath nor be blocked by items of later customers. An 
item is considered blocked if it will overlap any item of a later customer when it is 
moved along the Z axis towards the door. 

The loading space of a vehicle is represented in the positive orthant of a Cartesian 
coordinate system, with the W edge, the H edge, and the L edge respectively parallel to 
the X axis, the Y axis, and the Z axis. The origin is at the deepest, bottommost, leftmost 
corner. The container's loading/unloading door lies at the W×H rectangle originating 
from point (0, 0, L). 

3   The Proposed Algorithm 

We design an algorithm which combines Tabu Search with Local Search to solve 
3L-CVRP. The whole algorithm can be divided into two levels: the overall framework 
uses Tabu Search to arrange the route of each vehicle; an efficient inner Local Search is 
invoked for the loading solution. In order to obtain good quality initial solution, a 
heuristic algorithm was used, this algorithm is the improvement of Clarke-Wright 
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savings algorithm: every time when it merges the paths, the new generate path will be 
called to use the loading algorithm, only when the new path can successfully solved the 
problem then it can merge the paths. Although the Local Search algorithm is not 
complete, it cannot find the loading program for some complex situations. Its efficiency 
is high, and it makes the Tabu Search algorithm in outer layer can search in larger space 
during a short time, which can enhance the overall optimized ability of the algorithm.  

3.1   Local Search for Loading 

Algorithm 1. Local Search Algorithm for Loading 

Local Search Algorithm for Loading 

1  Calculate the total weight of all items Sweight and total volume Svolume; if Sweight>D, 
or Svolume>S, return false; 

2  Generate the initial solution X0; let the current solution X= X0; 
3  Iterate σtimes: 

3.1  Let  len1 = return value which use Deepest-Bottom-Left-Fill algorithm; 
3.2  If  len1 = nitems, then save the loading program, return true; 
3.3  Let  len2 = return value which Maximum Touching Area algorithm; 
3.4  If  len2 = nitems, then save the loading program, return true; 

  3.5  Let  len = max (len1, len2), i=one of random integers in [1, len + 1], j= one of 
          random integers in [1, nitems]; exchange the value of X[i] and X [j]; 

4  Return false

The solution of this algorithm is expressed as an ordered sequence which is a 
composition of all the items to be loaded. Put these items into the carriages based on 
this sequence by using heuristic algorithm, getting the coordinates of these items. The 

length of this sequence is items 1
h

ci in m== Σ , in which each item was represented by 

two-tuples (type number of items, the location of customer in the path). So it provided 
so much information such as the type of each items, the customers that require for items 
and the location of customers in the route.  

Let X be the current solution sequence, len be the maximum return value which use 
Deepest-Bottom-Left-Fill [5] and Maximum Touching Area [6] algorithm that put X as 
input parameters. That is, two heuristic loading algorithms were used for processing X 
in this paper. Loading up to len items, and in the load (len + 1) pieces of the items is 
bound to fail. The Local Search algorithm for Loading is shown in Algorithm 1.  

3.2   Tabu Search Algorithm for the 3L-CVRP 

All vehicles traveling routes were directly used to represent solutions in this algorithm, 
and the ordered sequence of customers were directly used to represent each route, and 
each solution included all the n vertices. In the specific implementation of the 
algorithm, each route is a type of structure route_s, in which including an integer 
variable which was used to represent the number of points in the route of customers, a 
one-dimensional array which was used to represent numbers that the customers were 
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delivered by order, and a real variable which was used to represent the length of this 
route; each solution is a type of structure routes_s, in which including an integer 
variable represents the number of routes, one-dimensional array which is a type of 
structure routes_s was used to store each route information, a real variable which was 
used to represent the total length of all routes, in addition, there are members saving the 
loading programs which save the position of each item in the vehicle(the coordinates of 
back of the lower left corner and the front of lower right corner). 

Algorithm 2. Tabu Search Algorithm for the 3L-CVRP 

Tabu Search Algorithm for the 3L-CVRP 
1  Setting the parameters of TS algorithm;  
2  Using an improvement of Clarke-Wright savings algorithm to generate the initial 
    solution initial_sol, if the return value is false , output “Fail”, end; 
3 Let the current optimal solution best_sol = initial_sol, the current solution 
     current_sol=  initial_sol; 
4  Initialize the tabu list tabu_table, let tabu_table[u][v]=-∞, 0≤u, v≤n; 
5  Let the number of current iterations current_iter = 0; 
6  If meet the criterion of termination, turn 13; 
7  Let the best candidate solution be next_sol; let found_next = false, means that it 

has not yet found the optimal candidate solution; use (u, v) to identify the 
neighborhood transformation that transform the current solution into optimal 
candidate solutions. 

8  Cycle ϕ times: 
8.1  Let ϕ be the numbers that transform; If the current solution has only one 

route, let k= 1; Otherwise, randomly selected k value according to some 
probability of 3 transformation 

8.2  Use no.k transformation to transform current_sol, if the transformation fails, 
continue to cycle. Otherwise, Let the candidate solution be candidate_sol, 
the identify of this transformation is (u',v'); 

8.3  Calculate the value of adaptation of candidate_sol;    
8.4  If found_next=true, and the value of adaptation of candidate_sol is not less 

than the value of adaptation of next_sol, continue to cycle; 
8.5  If the value of adaptation of candidate_sol is not less than the value of 

adaptation of best_sol, and current_iter-tabu_table [u'][v']< φ , that is to 
say the candidate_sol has been tabu and it do not meet the criteria of 
contempt, continue to cycle;     

8.6  The newly generated routes in candidate_sol  was called loading algorithm. 
If any route loading failed, continue to cycle;      

8.7  Copy the loading program from current_sol that have not change the route in 
candidate_sol; 

8.8  Let found_next = true，u= u'，v= v'，next_sol = candidate_so; 
9  If found_next =false, let current_sol = best_sol, turn 12; 
10 Let current_sol = next_sol, tabu_table[u][v] =tabu_table[v][u]=current_ite; 
11 If current_sol is better than best_sol, let best_sol = current_sol, best_iter = 

current_iter; 
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12  Let current_iter =current_iter + 1, turn 6; 
13 If the number of best_sol routes has been the minimal, then output the route 

programs and loading plans of best_sol. Otherwise, get into the following cycle: 
     13.1 Put this best_sol routes in descending order according to loading rate, 

merger the points in lowest loading rate route into the route that including 
the nearest point. 

     13.2 Calculate the total weight of all items Sweight and Total volume Svolume; if 
Sweight>D, or Svolume>S, delete this point, merger this point into the route that 
including the second nearest point, continue; 

 13.3 Use the loading algorithm to check the loading; 
 13.4 If the number of best_sol routes has not been the minimal, continue; 

14 If best_sol≤t, output “Fail”, Otherwise, output the the route programs and loading 
plans of best_sol. 

4   Computational Results 

In order to verify the performance of the proposed algorithm, the proposed algorithm 
was tested on a test set obtained by modifying instances from the literature. The 
instances from the literature can be downloaded at www.or.deis.unibo.it/research.html, 
5 instances were derived from these 27 instances. For details of the datasets, the reader 
can refer to [2].The loading space was defined as W = 25, H = 30, and L = 60.We have 
implemented the algorithm in C and run it on a 2.0 GHz Core Duo notebook with 
1024MB RAM under Windows XP. The parameters of the algorithm in this experiment 
are set as follows: 

The threshold of supporting area: 0.75α= ; The maximum number of LS 
iterations: 200σ = ;The number of candidate solutions that was generated at TS each 

iteration: 500ϕ = ;Tabu length: 30φ = ;The termination criterion parameter of TS 

algorithm: 1 24000 1000 6000θ ψ θ= = =， ， . 

In order to better illustrate the validity of the model and algorithm, experiments 
considered the constraint of the fragile, LIFO rules and supporting area constraint. 
Standard constraint: 3L-CVRP in standard case, that is the constraint of the fragile, 
LIFO rule and supporting area constraints; No fragile constraint: cannot have to meet 
the constraint of fragile, the other two conditions must be met; No LIFO rule: cannot 
meet the LIFO rule, the other two conditions must be met; Without supporting area 
constraint: cannot meet the supporting area constraint, the other two conditions must be 
met; Without all the constraints: the three conditions cannot be met. 

Table 1 shows operating results of the selected instances in the Standard constraint. 
As can be seen in Table 1, during all the instances with the different number of 

customers, the vehicle's average load factor of weight is very high, and the highest 
reached 96.74%, the lowest also reached 84.6%. From a single route in this test, the 
loading factor of weight of many vehicles are 100%; Compared to the vehicle's average 
loading factor of weight, the loading factor of volume is not very high, it is due to that 
items which customers required have high density, if the vehicle is not fully loaded, the 
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vehicle's weight has been fully loaded. In response to this condition, the distribution 
center can replace those vehicles with the vehicles of greater loading capacity in order 
to load more items. 

Table 1. Operating results under the standard constraint 

N.O 
N.O 

of C  

N.O 

of I 

Maximum 

N.O of V 

Initial NO 

of V 
N.O of R 

Total 

Distance 
AR of W AR of V TIME 

2 15 26 5 5 5 332.927 92.73% 33.22% 17.42 

4 20 36 6 7 6 447.983 95.40% 36.86% 46.53 

9 25 50 8 9 8 630.182 95.57% 44.85% 164.06 

16 35 63 11 11 11 694.004 96.74% 33.53% 34.14 

24 75 143 16 16 15 1122.775 84.6% 53.97% 588.76 
 

Table 2. The comparison of operating results under the different constraints 

p p g

2 4 9 16 24    N.O 

Indicators. Result %gap Result %gap Result %gap Result %gap Result %gap 

No fragile constraint 

N.O of R 5  6  8  11  15  

Total Distance 332.927 0 447.983 0 630.128 -0.01% 692.423 0.23% 1116.42 -0.56% 

TIME 8.95 -48.62% 36.03 -22.6% 133.08 -18.9% 12.91 -62.2% 468.00 -20.5% 

No LIFO rule 

N.O of R 5  6  8  11  15  

Total Distance 332.927 0 447.983 0 628.238 -0.31% 692.423 -0.23% 1060.051 -5.6% 

TIME 3.44 -80.25% 11.2 -76.0% 41.22 -74.9% 4.5 -86.82 269.58 -54.2% 

Without support area constraint 

 

N.O of R 5  6  8  11  15  

Total Distance 332.927 0 447.983 0 628.238 -3.1% 692.423 -0.23% 1103.825 -1.68% 

TIME 7.25 -58.38% 24.80 -46.7% 111.03 -32.3% 7.13 -79.115 367.59 -37.6% 

Without all the constraints 

N.O of R 5  6  8  11  15  

Total Distance 332.927 0 447.983 0 625.096 -0.8% 692.423 -0.2% 1051.51 -6.35% 

TIME 2.75 -84.2% 6.26 -86.6% 24.67 -85.0% 2.44 -92.9% 152.19 -74.2% 
 

N.O of C is the number of customers; N.O of I is the total number of items; 
Maximum N.O of V is the maximum number of vehicles; Initial NO of V is the number 
of vehicles in initial solution. N.O of R is the number of routes; Total Distance is the 
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total driving distance; AR of W is the vehicle's average load factor of weight; AR of V 
is the vehicle's average load factor of volume; TIME is the running time. 

Table 2 shows the comparison of operating results under the different constraints. 
The %gap is the percent improvement over the corresponding algorithm solution value. 

From the total driving distance of comparison in Table 2, the results after removing 
the fragility constraint have averagely been improved by 0.56%; a stronger effect is 
obtained by removing the supporting area constraint and the LIFO constraint: The 
improvements are 1.68% and 5.59%, respectively. The removal of all the three 
constraints yields an overall average solution value’s improvement of 6.35%.The table 
also shows the comparison of running time, the results after removing the relevant 
constraints were improved greatly. Remove the LIFO rules, the running time was 
improved most obviously, and the maximum improvement reached 80.25%. Therefore, 
both from the total driving distance traveled or from the running time, the greatest 
impact on the calculation results is from the LIFO rules. This article assumes that the 
distribution center employed the same types of vehicles, although the loading factor of 
a single vehicle has only a little change, the vehicle's average loading factor of weight 
and the volume does not change because the number of employed vehicles does not 
change in these 4 conditions. 

In addition, from the view of running time, algorithm of TS + LS can get the results 
within 600 seconds, this algorithm has a very clear advantage in time-consuming. The 
experiment demonstrates that the result of our proposed algorithm is superior to those 
results reported so far (The comparison of operating results with other results of 
literature was omitted in this paper). It also shows obvious advantages in terms of 
efficiency when applying this algorithm on large-scaled instances. 

5   Conclusions 

This paper addresses the 3L-CVRP with considering utilization rate of vehicle. To the 
best of our knowledge, it is the first time for considering utilization rate of vehicle in 
3L-CVRP. From the computational results, it is shown that the algorithm which 
combined Tabu Search with Local Search achieves good results. For constructing the 
initial solution, an improvement of Clarke-Wright savings algorithm is employed. The 
feasibility and effectiveness of the method and algorithm is proved by the adoption 
example. The results can further optimize the allocation of resources and reduce 
transportation cost. And the results are particularly suitable for distribution centers 
which are similar with tobacco distribution centers in china that have its own delivery 
vehicles and its vehicles are used repeatedly. 

The importance of the 3L-CVRP with considering utilization rate of vehicle is 
mainly reflected in two aspects. Theoretically, being composed of two NP-hard 
optimization problems, it is also a highly complex NP-hard problem. For practical 
applications, this problem may exist at many companies. So the future work is to 
further improve the performance of this algorithm, and extend it to solve the problems 
that are close to the logistics and transportation needs in real life. 
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Abstract. Signalized intersection delay is an important evaluation index of the 
signalized intersection capacity and level of service. This paper presents a 
signalized intersection delay model for signalized intersection. The model uses 
time series and queuing theory. It discusses the operation characteristics of the 
process of arrival and leaving and optimizes the intersection signal timing and 
gets the best signal cycle time. A scientific model and a more complete analysis 
are founded in the paper. These methods have a good reference value to the 
relevant departments. 

Keywords: Signalized intersection, delay, queuing theory, forecast, timing 
optimization. 

1   Introduction 

With the development of China's economic and raise living standards, all service 
industries are also increasingly to fierce competition. As the standards of enterprise 
management, service concept and corporate image, service quality in recent years 
receives a double concern by service and customers. 

Traffic flow theory [1] [2] began in the 30’s; literature [3] and [4] provided a 
Poisson solve the problem of traffic flow in the numerical calculation examples. 
However, with the development of new transport, it is found the original method of 
probability theory to some extent already does not apply to the current rapid 
development of the traffic situation. And the new theories which have become more 
sophisticated, such as Queuing Theory[5] and fluid Mechanics Theory[6], are more 
applicable to the present traffic conditions. After Adams used the queuing theory on 
the pedestrian delays without the traffic lights in 1936, queuing theory are more 
widely used in traffic engineering. 

Queuing theory can simulate the queuing process. It can reflect the concept of 
personalized service by improving the key and details during queuing process, relieve 
the customer impatience and leave people a relatively free space during queuing 
process. It truly reflects a "people-oriented" service concept. 
                                                           
* Corresponding author. 
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In this paper, vehicles operating characteristics of a signalized intersection is 
analyzed. It uses MINITAB and MATLAB7.0 to calculate the delay time when the 
vehicle is in the signalized intersection and other vehicles running Eigen value. 

2   The Short-Term Traffic Flow Prediction of Basing on Time 
Series 

Intersection of external vehicles to arrive on the forecast of operating characteristics 
of the vehicle plays an important role in prediction, so the establishment of an 
appropriate prediction model to forecast is an important part. Intersection of a section 
now known in 18 cycles (60 seconds per cycle) and external traffic flow data, such as 
shown in Table 1: 

Table 1. Intersection external traffic flow data table 

Cycle 
External traffic 
flow (Cars) Cycle 

External traffic 
flow (Cars) Cycle 

External traffic 
flow (Cars) 

1 25 9 21 17 25 

2 33 10 35 18 39 

3 36 11 36 19 42 

4 20 12 29 20 23 

5 23 13 20 21 28 

6 30 14 32 22 36 

7 35 15 33 23 33 

8 22 16 32 24 31 

The signalized intersection of 18 cycles to reach the number of vehicles outside for 
trend analysis and seasonality analysis. If the long term trend, a time series, it was a 
long-term trend, you can use the trend of the sequence to be legitimate, if less Trend 
describes the parameters of time series prediction is the trend of change over time, can 
be transformed into a " smooth "time-series [8]. 

Observed no significant growth trend found in Figure 1, and then to the seasonal 
analysis of the sequence. Again observe the timing diagram, found that the sequence 
may exist, "seasonal" features actual quotes here because of the seasonal timing is not 
presented in the real season, but a cyclical change. Seasonal changes in sub-up of two 
types: regular seasonal changes and seasonal variations changes. 

For the regular seasonal changes, the best model to describe the use of additive 
decomposition. Additive model [9]:  

 (1) 

For the variable seasonal variations, should be used to describe the multiplicative 
decomposition model. Multiplicative model [9]: 

 (2) 

tY Trend Seasonal Error= + +

tY Trend Seasonal Error= × ×
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Additive model used here to predict the timing, forecasting the next 18 cycles of 
external traffic flow, the results shown in table 2. 

Table 2. Prediction Results Table additive 

Cycle Forecast(Cars) Cycle Forecast(Cars) 

25 32 34 30 

26 30 35 27 

27 25 36 31 

28 32 37 35 

29 36 38 32 

30 30 39 27 

31 28 40 35 

32 34 41 37 

33 35 42 31 

3   Traffic Signal Model 

Forecast the arrival rate of vehicles in the traffic signal intersection and queue length 
and the corresponding delays is very important for the implementation of traffic 
signal control and management. In this paper, stochastic service system theory is used 
to forecast the vehicle's arrival rate in the signalized intersection, queue length and 
delay time. 

See the signalized intersection i as a service, the arrival of all vehicles at signalized 
intersection i as the arrival of customers (Vehicles which reach the stop line of each 
signalized intersection are subject to Poisson distribution, there are four directions of 
the stop line in a signalized intersection, and Poisson stream confluence is still 
Poisson stream. So vehicles which reach the stop line of signalized intersection i are 
subject to Poisson distribution). There are signals to control in Signalized intersection 
i, different phase followed by the flow of traffic through intersections, vehicles which 
reach the stop line of signalized intersection i are subject to Poisson distribution. But 
from a complete cycle, there will always be a green light in a certain phase at any 
time, that is to say the intersection is a continuous service for the customer (vehicle). 
The time of service from the help dest for the vehicles can be seen as a negative 
exponential distribution with independent, thus signalized intersection i can be seen as 
a   system. 

So the system mentioned above is called  queuing system and in this 
system, customers receive services.  

Average waiting time  

 
(3) 
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The average length of stay  

 (4) 

Average length of the ranks  

 (5) 

And  is the service’s intensity. 

4   The Forecast of  

Under the observation, the average service rate of the signal intersection is , 

that is, the intersection per cycle (a period of 60 seconds per week) that can pass 
through 43 cars.  

In accordance with the time series obtained outside the next 18 cycles the number 

of vehicles predicted to reach the average captain intersection , the average 

waiting time , the average length of stay . The results are as follows Table 3: 

Table 3. Forecast Results table of  (time series analysis) 

Cyc
le 

 
(Cars)

 
(Second) 

 
(Second)

Cyc
le 

 
(Cars)

 
(Second)

 
(Second) 

25 5 3.488 4.287 34 3 2.031 2.727 

26 3 1.703 2.29 35 2 1.42 2.13 

27 2 1.301 2.01 36 4 3.051 3.6 

28 4 2.657 3.32 37 6 4.22 5.01 

29 6 4.302 5.11 38 3 2.11 2.71 

30 3 1.81 2.39 39 2 1.446 2.13 

31 2 1.43 2.02 40 5 3.48 4.27 

32 4 3.00 3.5 41 8 5.301 5 

33 6 4.302 5.11 42 3 2.21 3 

5   Signal Timing Optimization 

The intersection of heavy urban transportation, generally setting the lights to regulate 
traffic. Capacities of a signalized intersection design and signal control are closely 
linked. Select optimal solution to maximize the traffic capacity of intersections, 
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reduce delays, to solve bottleneck problems. Signalized intersection is the best cycle 
times for each light interval between the best. Is calculated as follows [11]: 

 (6) 

Where: is the total lost time per cycle(s); 
 

is the maximum sum of phase flow 
ratio; is the parking compensation parameters, according to different optimized 
requirements, required the most hours of fuel, taken ; when it is the 

minimum consumption, taken , when it is the minimum delay, taken 

. 

6   Conclusion 

This paper studies the arrival of vehicles through the intersection operation and the 
characteristics of them in signalized Intersections. Then on the basis of that, make use 
of time series and queuing theory to establish delay model and forecast of vehicles in 
signalized Intersections. This research gives a solid theoretical foundation of 
enhancing the efficiency of road, reducing vehicle delay, and be adapt to the rapid 
development of transport, etc, and also provide an effective method to enhance the 
capacity of public services. 
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Abstract. Modeling and predicting electricity consumption play a vital role 
both in developed and developing countries for policy makers and related 
organizations. Improve load forecasting technology level is not only beneficial 
to plan power management and make reasonable construction plan, but also 
good for saving energy and reducing power cost, and then, it can improve the 
economic benefits and social benefit for power system. BP neural network is 
one of the most widely used neural networks and it has many advantages in the 
power load forecasting. Matlab has become the best technology application 
software which has been internationally recognized, the software has many 
characteristics, such as data visualization function and neural network toolbox, 
for these, it is the essential software when we do some research on neural 
network. 

Keywords: Electric power load, Matlab, BP neural network, forecast. 

1   Introduction 

Along with the rapid development of modern science and technology, various load 
forecasting methods has been put out. It is a well-known fact that Artificial Neural 
Networks (ANN) can model any nonlinear relationship to an arbitrary degree of 
accuracy by adjusting the network parameters. It is also better to use models that can 
handle nonlinearities among variables as the expected nature of the consumption data 
of electric power. Using BP neural network technology for power load forecasting is a 
new research method, it can imitate human intelligence, adapt itself for large non-
structure and the law, besides, it can get the information by autonomous learning, 
memory, reasoning and optimization calculation, and Matlab can realize the BP 
neural network for forecasting. 

2   Research Methodology 

The BP neural network is Back Propagation neural network, the signal is forward but 
the error is spread propagation, it is the most sophisticated neural network and is the 
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most widely used. BP network is a multilayer feed forward neural network, when the 
transfer function of neurons is ‘S’ function, the output of entire network is limited in a 
small range, but if the transfer function of neurons is ‘purelin’ function, the output can 
take any value[1]. Fig. 1 gives a basic BP neurons model, the number of input is R, all 
inputs are connected by proper weights called w, and the output of network can be 
expressed as: 

                                                            (1) 

‘f’ is the transfer function which connect input and output, the BP neurons model is as 
follows: 

 

Fig. 1. BP neurons model 

2.1   Number of Network Layer 

In fact, increase the number of hidden layers can improve the nonlinear mapping 
capacity of BP network, but if the number of hidden layers above a certain value, it 
will increase training time of network. Therefore, in applying the BP neural network 
for predicting, select a network which has one hidden layer is enough. 

2.2   Number of Neurons in Each Network Layer 

The node number of input and output is closely related with the sample, according to 
the historical data, the number of neurons in the input is 4 and the number of neurons 
in the output is 1. In reality, we can get the number of neurons in hidden layer 
according to the empirical formula, the common empirical formula is: 

                                                             (2) 

‘i’ is the number of neurons in hidden layer, ‘n’ is neurons number of input layer, ‘m’ 
is neurons number of output layer, ‘a’ is constant and 1<a<10. Thus, we can set the 
number of neurons of hidden layer in this neural network for 11. 
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3   BP Algorithm 

The learning of BP neural network is to be supervised, it need to provide input vector 
‘p’ and expectations ‘t’, the weights and deviation in training process are adjusted 
according to corresponding network performance, and finally we can achieve the 
expected function. The default performance function of network is average variance 
in forward neural network, and the goal of learning process is how to make average 
error minimize[2,3,4]. 

3.1   The Weights Adjust between Hidden Layer J and Output Layer P 

In BP algorithm, the adjustment and output of weights are relative to the partial 
differential, the partial differential is[5]: 

                                     
 (3)

 

Define the local gradient as: 

                                 
(4)

 

The iteration value of wjp(n) between hidden layer J and output layer P is: 

                                                     (5) 

3.2   The Weights Adjust between Hidden Layer I and Hidden Layer J 

It is similar with above, the weights adjust between hidden layer I and hidden layer J 
is also along with the descent direction of gradient, and the adjust value is: 

                                   
(6)

 

The local gradient is: 

                
(7)

 

The iteration value between hidden layer I and hidden layer J is: 

                                                     (8) 

3.3   The Weights Adjust between Input Layer M and Hidden Layer I 

It is similar with above, the adjust value between any two nodes from two different 
layers is: 

                                                     (9) 
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The local gradient is: 

                                        
(10)

 

4   The Usage of Matlab Based on BP Neural Network 

4.1   Sample Data Processing 

The number of node in input layer, output layer and hidden layer depend on the 
complexity of the object. The sample data is the quantity of electric power load in 
ZhongWei city between 2009 and 2010, they are shown below: 

Table 1. The electric power used by industrial enterprises between 2009 and 2010 

 

We input the quantity of four months, with these four data, we can get the quantity 
of fifth month, we also take the quantity of 2010.04 and 2010.05 as the test samples, it 
is as follows: 

Table 2. Sample data 

 

Month Quantity(TWH) Month Quantity(TWH)

2009.01 2.60 2009.10 4.77

2009.02 2.71 2009.11 5.18

2009.03 2.90 2009.12 4.54

2009.04 2.77 2010.01 5.33

2009.05 3.00 2010.02 5.22

2009.06 3.44 2010.03 4.55

2009.07 4.12 2010.04 5.76

2009.08 4.33 2010.05 5.79

2009.09 4.62

training sample Input Output

1 2009.01-2009.04 2009.05

2 2009.02-2009.05 2009.06

3 2009.03-2009.06 2009.07

4 2009.04-2009.07 2009.08

5 2009.05-2009.08 2009.09

6 2009.06-2009.09 2009.10

7 2009.07-2009.10 2009.11

8 2009.08-2009.11 2009.12

9 2009.09-2009.12 2010.01

10 2009.10-2010.01 2010.02

11 2009.11-2010.02 2010.03

test sample

1 2009.12-2010.03 2010.04

2 2010.01-2010.04 2010.05
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4.2   Model Building 

Input the command in command window of Matlab: 

p0=[2.60 2.71 2.90 2.77 3.00 3.44 4.12 4.33 4.62 
4.77 5.18 4.54 5.33 5.22 4.55 5.76 5.79] 

for i=1:11 
p(:,i)=[p0(i) p0(i+1) p0(i+2) p0(i+3)]'; 
t(i)=p0(i+4); 

end 
net=newff(minmax(p),[11,1],{'logsig','purelin'},
'trainlm'), 
net.trainparam.show=100, 
net.trainparam.epoch=2000, 
net.trainparam.goal=1e-4, 
[net,tr]=train(net,p,t); 

We can get the training diagram of neural network as follows: 

 

Fig. 2. Training diagram of neural network 

4.3   Simulate the Network 

Input the command: 

ptest(:,1)=[p0(12) p0(13) p0(14) p0(15)]'; 
ptest(:,2)=[p0(13) p0(14) p0(15) p0(16)]'; 
ttest(1)=p0(16); 
ttest(2)=p0(17); 
result_test=sim(net,p) 
result_test1=sim(net,ptest) 
result=[result_test result_test1]; 
ttest2=[t ttest]; 
result2=[ttest2' result' (result-ttest2)'] 
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The expected output, for

Among them, the first 
output, the third column i
relative error, they are: 
0.0105%, -0.0290%, 0.0
-14.3207%. It can be seen t
of test sample is 10% above
get more accurate prediction

4.4   Drawing Shows 

The expected output and ac

Fig. 3. Contrast di

ng of Electric Power Load Based on BP Neural Network 

recasting results and forecasting error are as follows: 

 

column is expected output, the second column is act
is absolute errors, use these data, we can calculate 
-0.0067%, -0.0116%, -0.0486%, -0.0254%, -0.0216

0264%, -0.0206%, -0.0134%, 0.0242%, -10.1444
that the error of training sample is very small, but the er
e, obviously if we want to use this network extrapolation
n, we must get a large number of samples. 

ctual output are shown below: 
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5   Summary 

In the practical application of artificial neural network, BP neural network is the most 
popular. The neural network toolbox of Matlab can set learners free from the complex 
programming work. 

Acknowledgements 

This research was supported by the Social Science Foundation of Hebei province 
under Grant HB10XGL121 and the project supported by “the Fundamental Research 
Funds for the Central Universities (09MR44)”. 

References 

1. Deng, J.L.: Control problems of grey systems. Syst. Control Lett. 1, 288–294 (1982) 
2. Yao, A.W.L., Chi, S.C., Chen, C.: Development of an integrated grey fuzzy-based 

electricity management system for enterprises. Energy 30, 2759–2771 (2005) 
3. Ranjan, M., Jain, V.K.: Modeling of electrical energy consumption in Delhi. Energy 24, 

351–361 
4. Hsu, C.C., Chen, C.: Applications of improved grey prediction model power demand 

forecasting. Energy Convers Manage 44, 2241–2249 (2003) 
5. Chang, N.B., Tseng, C.: Optimal evaluation of expansion alternatives for existing air 

quality monitoring network by grey compromise programming. Environ Manage 56, 61–67 
(1999) 



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 643–648, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Application of Bayesian Networks in Situation 
Assessment 

Xi Su1, Peng Bai1, Feifei Du2, and Yanping Feng1 

1 Science Institute of Air Force Engineering University Xi’an China 
2 Military Transportation University Tianjin China 

Abstract. The present development of situation assessment and the advantages 
of Bayesian Networks’ application in it are introduced in this paper. 
Particularly, network-construction methods and the temporal inference 
technology in Bayesian Networks for situation assessment are deeply analyzed, 
and accordingly it is concluded that the development current of Bayesian 
Network’ application in situation assessment is to promote its coding capability 
of military-realm knowledge, temporary semantics as well as module inference 
ability. Finally, existing major problems in all aspects of Bayesian Networks’ 
application in situation assessment are analyzed and a beneficial research idea is 
therefore put forward in this paper. 

Keywords: Bayesian Networks; situation assessment; temporal inference; 
network-construction. 

1   Introduction 

According to acquired massive incomplete and inaccurate information with interferences 
as well as deceptions, modern wars require commanders to make decisions quickly under 
high uncertainty and time pressures. Situation Assessment (SA) therefore becomes a 
necessity of modern wars. There are different definitions from different angles mainly 
include the definition in the JDL model and the cognition definition based on artificial 
intelligence promoted by Endsley[1]. The widely adopted one in military domain is the 
definition in JDL models: situation assessment is to establish a view including battle 
operations, events, time, positions and the organization form of military strength factors, 
and help commanders to make fast and correct decisions with the battle field synthetic 
situation chart formed by relating the observed battle strength distribution, circumstances 
of the battle field, adversary’s intentions and mobility to ascertain reasons of events and 
assess enemy’s military strength structure and using characteristics. Practically, the third 
class model of Endsley situation assessment is adopted a function model to assist 
researchers to comprehend SA theoretically and lay a foundation for the application of 
artificial intelligence in SA. 

2   Present Application of Bayesian Networks in Situation Assessment 

Since 1988 when J.Pear[4] promoted its clear definition, Bayesian Networks has 
became a hot research field of expression and inference of inaccurate knowledge in 
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artificial intelligence for more than two decades. It is a directed acycline graph with 
nodes to denote variants and the arcs among these nodes to denote direct causality or 
relevance of variants. As a combination of artificial intelligence, probability, graph 
theory and decision theory, Bayesian Networks can be deemed as a standard cognition 
model to infer under uncertain conditions, and it is widely applied to inferences with 
inner uncertainty and decision issues. 

Compared with expert system and neural networks, another two processing 
methods of artificial intelligence, advantages of Bayesian Networks applied to 
situation assessment are demonstrated below. Firstly, Bayesian Networks is the 
combination of graph theory and Bayesian inference. Like neural networks, Bayesian 
Networks also uses nodes and directed arcs to express realm knowledge. New 
information can be propagated by directed arcs among nodes and information 
reserved in networks can also be specified by experts or studied from samples. Links 
among nodes not only have obvious practical meanings but also accord with 
comprehensions of military-realm knowledge. Secondly, knowledge in Bayesian 
Networks can be updated while knowledge in expert systems can not be updated. 
Once the expert system is constructed, its knowledge is changeless and difficult to be 
stored. Thirdly, in its construction, Bayesian Networks has already encoded expert 
knowledge, while neural networks begin with no knowledge at all and must acquire 
knowledge through learning. And lastly, time propagation algorithm embodies 
situation assessment’s continuity through computing accumulation effects of 
situations according to both new evidence and the evidence arrived with time 
sequences. The temporal continuity doesn’t exist in memoryless expert systems and 
neural networks. 

 

Fig. 1. An example of standard Bayesian Network for situation assessment 

Due to Bayesian Networks’ merits enumerated upon, the situation assessment 
research based on Bayesian Networks develops quickly abroad[2] and gets the 
progress that some situation assessment systems based on statistics-level single 
platforms including pilotless aircraft platforms, airborne avionics systems[6], vessel 
anti-missile strategy[7], pilot assisted situation assessment systems and so on are 
putted into practice. Nodes in Bayesian Networks for situation assessment denote 
military event and among nodes directed arcs and conditional probability represent 
causality or relevant relations among events and intensity of relations respectively. In 
assessment, military events and intelligence detected in situation awareness process 
are adopted as evidences and evidence propagation and inference algorithm of 
Bayesian Networks are used to update reliability of other events. When uncertain 
evidences are known, through this evidence inference the probability of other events  
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can be inferred to judge enemy purposes and to predict targets of enemy actions. A 
standard Bayesian Networks for situation assessment is showed in Fig1. 

3   Bayesian Network Construction for Situation Assessment 

To apply Bayesian Networks to battlefield situation assessment, the corresponding 
Bayesian Network must be constructed firstly. Present Bayesian Networks 
construction mainly includes learning construction, artificial construction and two-
phase modeling [5] combining advantages of the two before. In battlefield situation 
assessment, massive training data can not be acquired for Bayesian Networks to learn. 
Therefore, firstly, abundant knowledge expressed by rules is provided by military 
experts according to experiences and intelligence, and then manual modeling and 
networks construction modification through model training are accomplished by BN 
experts. The construction steps are demonstrated as follows: 

The first step is to ascertain node contents. Bayesian Networks is constituted by 
nodes corresponding different events. Consequently, events and their complete state-
spaces in situation assessment realm must be ascertained first. The second step is to 
ascertain node relations. Since situation assessment includes a great deal of factors 
and intricate relations, BN construction staff and military experts must ascertain these 
relations together to establish the topology structure of Bayesian Networks. Finally, 
the conditional probability table should be formed. Since military knowledge is 
necessary in probability allocation, it is usually assigned by military experts according 
to experiences. 

Being aimed at specific setting, traditional situation assessment Bayesian Networks 
(SABN), though expert knowledge is coded, still has very limited coding knowledge 
due to setting restriction. Its construction is hard, time consuming and difficult to be 
transplanted, while its program modification and maintenance are inconvenient too. 
Accordingly, SABN can not fulfill requirements of large complicated system 
networks’ construction. Laskey[2] advanced using Bayesian Networks to establish 
knowledge base, which is also called BN segment, and link networks segments in line 
with certain rules to construct SABN dynamically in situation assessment. Based on 
this theory, domestic similar research, using Bayesian Networks modules for dynamic 
construction, presents dynamic construction of hierarchy SABN [8] according to 
characteristics of situation assessment. Introduced into Bayesian Networks’ 
construction by Koller[3], object oriented method makes probability characteristics 
embodies objects’ relations and establish the model of probability relations to enhance 
its expression ability of knowledge. Domestic researchers who applied OOBN theory 
to situation assessment presented examples of expressing battlefield situation 
information with object oriented method and realized object oriented situation 
information’s storage in the relation database. 

Adopting either Bayesian Networks segment method or object oriented method can 
both be seemed as means of fully encoding expert knowledge with Bayesian 
Networks, in other words, combining Bayesian Networks with expert systems. This 
combination, on one hand, conquers static restrictions of expert systems and achieves 
better storage, acquirement and update of knowledge. On the other hand, it can also  
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make Bayesian Networks more pragmatic. Only inference technology which can 
adequately congregate expert knowledge and has friendly human-computer 
interaction interfaces will thrive in the future.  

4   Inferences of Bayesian Networks in Situation Assessment 

4.1   Temporal Inference of Bayesian Networks in Situation Assessment 

There are mainly two methods to denote time in BN. One is to change a system into a 
series of snapshots from the starting time to the ending time by Dynamic Bayesian 
Networks (DBN). Embodying a complete network structure, each snapshot denotes 
the present system state, temporal causality among relevant nodes of successive two 
networks and the variant of nodes along with time. Sine practical problems to be 
resolved in situation assessment, however, are always the changes of networks 
structures and variants to be decided or inferred, it is not a stationary Markov process 
and difficult to be simulated by DBN. Aimed this problem, flexible structure varied 
DBN, which actually presents not only the directed acycline gragh of networks and 
the conditional table of static Bayesian Networks in each time slice but also the 
transition matrix between every two time slices, is introduced in reference[9]. Its 
corresponding inference algorithm is also researched on the basis of discrete Bayesian 
Networks inference algorithms. Apparently, this method needs modeling staff have 
deep comprehension of the whole change process of the system as well as large 
computation quantity. It is therefore hard to be realized in situation assessment.  

The second method is to apply temporal expansion to BN. Improved by Kanazawa, 
discrete time networks model time into a series of points and consider events happen 
instantaneously and facts happen on a series of time points. Both events and facts are 
denoted by random variants. Berzuni advanced that some nodes should be added into 
networks to denote temporal spaces, however, it could evidently increase the 
magnitude and complexity of networks. Tawfid and Neufeld proposed to deem 
conditional probabilities among nodes as functions of time, which needs to acquire 
extrapolation knowledge of probability changes along with time as well as to specify 
values of each node in different times. According to space algebra theory, Temporal 
Abduction Problem (TAP) introduced by Santos, considers each event has a relevant 
temporal space in which event happens. Relations among events are denoted as a 
directed arcs sum or directed acycline gragh with weights from causes to results in 
which directed arcs fulfill all possible relations of temporal sets. Though it is very 
flexible in denoting relations among events, this method would enormously promote 
the complexity of system construction and inference due to the introduction of 
abduction random variants. In the research work of reference[8], the definition of time 
polymer put forward by Young is introduced to denote a military event changing 
along with time, and each time polymer contain a group of time spaces which means 
that events may happen in these time spaces and the possible states set of events. In 
other words, the time space is a group of sets containing temporal random variants 
and each of them corresponds a time space. The relation between time polymer is 
called time causality. The Bayesian Networks with temporal inference meaning is 
constructed through temporal rebuilding of nodes and arcs in Bayesian Networks.  
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4.2   Probability Inference of Bayesian Networks in Situation Assessment 

According to present references, various comprehensions of situation assessment 
correspond various inference algorithms in SABN, however, there is almost no 
inference algorithms particularly aimed at SABN. A widely adopted method is to 
standardize SABN and apply conventional BN inference algorithms to it, Belief 
Propagation (BP) presented by Pearl, leveled assumption evidence inference 
algorithms, variant elimination, for instance. Otherwise, basic algorithms are 
improved to attain better situation comprehension and inference results such as Loopy 
Belief Propagation algorithm based on loopy networks, inference algorithms used in 
structure varied DBN and object oriented inference algorithms in OOBN. A distinct 
characteristic of BN is probability inference with specific meanings. However, 
probability theory cannot express the uncertainty of all knowledge in military realm 
and in low level processes of information fusion processing multi-sources 
heterogeneous data through adopting different uncertainty inference methods 
according to characteristics of various data can merely acquire uncertain information 
rendered to the situation assessment system later. This process is usually overlooked 
by present process methods and probability meanings of all levels’ events or clues are 
directly assumed to infer. How to eliminate this uncertainty within the framework of 
probability inference is a pretty valuable research direction. In addition, including 
strategy, battle and statistics levels situation assessment should take advantage of 
characteristics of both these levels and structure modules of subsystems in levels to 
make local inferences which can fulfill time as well as accuracy requirements of each 
level with the purpose of simplifying system inference and reducing communication 
pressure. 

4.3   Analysis of Bayesian Networks’ Inference Algorithms 

Research results of algorithms’ complexity indicate that learning, accurate inference 
and approximate inference are all NP difficult. If temporal inference semantics is 
added into NP difficult probability inference of Bayesian Networks, the complexity of 
networks learning and inference algorithms will evidently soaring. At the same time 
of developing normal inference algorithms, characteristics of factors, relations, levels 
of practical situation assessment systems must be well combined and therefore make 
nodes and segments of Bayesian Networks in situation assessment fully reflect these 
characteristics to use them as internal information in inference. A present trend of 
complicate system modeling is modulated and leveled Bayesian Networks based on 
statistic, battle and strategy levels, geography field as well as function field. 
Developing reliable networks link algorithms and inference algorithms with more 
specific aims will promote the inference efficiency of Bayesian Networks in situation 
assessment. 

5   Conclusions 

Since the birth of Bayesian Networks, it has been effectively applied to situation 
assessment realm and some laboratory prototype systems combining Bayesian 
Networks with other methods to assess situations have also appeared and developed 



648 X. Su et al. 

into practice gradually. It can better express knowledge in military realm; on the other 
hand, it also has solid teaching foundations. Nevertheless, there are still many 
problems resting in Bayesian Networks’ application in situation assessment. First of 
all, there are no generally acknowledged BN models for situation assessment 
including the SA function model, the situation assumption model and the mathematic 
model. Secondly, present expert knowledge coding of Bayesian Networks is still 
mainly aimed at settings. Because the knowledge that a certain Bayesian Network can 
express is limited, the Bayesian Networks’ application is obviously restricted. The last 
problem is that there is no effective algorithms combining temporal and space 
inference in the Bayesian probability inference. Present research on BN in situation 
assessment introduces some beneficial thoughts to resolve these problems but the 
concepts, models and methods still need to be improved. Evaluating concepts of 
situation assessment, realization methods and assessment standards in practice and 
fully integrating knowledge of military experts, recognition ability of commanders 
and functions of the military command and control system will construct a situation 
assessment system which is an excellent combination of knowledge denotation, 
dynamic storage and update, recognition models and inference technologies. 
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Abstract. It is well known that the chromosome design is pivotal to solve the 
multiple traveling salesman problems with genetic algorithm. A well-designed 
chromosome coding can eliminate or reduce the redundant solutions. One 
chromosome and two chromosome design methods and a recently proposed 
two-part chromosome design are firstly introduced in this paper. Then the 
preliminary quantitative comparison analysis of the solution spaces of three 
different chromosome design methods is presented when the number of cities is 
linear with the travelers. The concept of relative solution space is proposed in 
order to compare the relative size of the solution spaces. The solution space of 
two-part chromosome design is much smaller than those of the traditional 
chromosome design. The result given in this paper provides a good guideline 
for the possible algorithmic design and engineering applications. 

Keywords: Multiple traveling salesperson problem, genetic algorithm, 
chromosome design, solution space. 

1   Introduction 

The multiple traveling salesperson problem (MTSP) [1] involves scheduling m>1 
salespersons to visit a set of n>m locations so that each location is visited exactly 
once while minimizing the total distance traveled by the salespersons. The MTSP is 
similar to traveling salesperson problem (TSP) to seek an optimal tour without sub-
tours. In the MTSP, the n cities must be partitioned into m tours, with each tour 
resulting in a TSP for one salesperson. The MTSP is more difficult than the TSP 
because it requires determining which cites to assign to each salesperson, as well as 
the optimal ordering of the cities within each salesperson’s tour.  

The most common application of the MTSP is in the area of scheduling [2]. The 
scheduling job on a production line is often modeled as a TSP. If the production 
operation is expanded to have multiple parallel lines to which the jobs can be 
assigned, the problem can be modeled as a MTSP [3]. Vehicle scheduling problem 
(VSP) [4] is another problem as a model of MTSP. The VSP consists of scheduling a 
set of vehicles, all leaving from and returning to a common position, to visit a number 
of locations such that each location is visited exactly once [5]. A variation on TSP 
that can also be modeled as a MTSP involves using one salesperson to visit n cities in 
a series of m smaller sub-tours.  
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Due to the computational complexity of the MTSP, it is necessary to employ 
heuristics [6] to solve problems of realistic size. Genetic algorithms (GAs) [7] are 
heuristics that researchers have applied to TSP. More recently, researchers studying 
VSP have expanded the use of GAs for TSP to consider MTSP. Most of the researches 
on using GAs for the VSP have focused on using two different chromosome designs for 
MTSP. Both of these chromosome designs can be manipulated using classic GA 
operators developed for TSP; however, they are also prone to produce redundant 
solutions to the problem. The research [1] introduced a new chromosome for MTSP that 
works with classic GA TSP operators while dramatically reducing the number of 
redundant solutions in the solution space, thereby improving the efficiency of the 
search. 

Different chromosome designs decide different magnitudes in terms of search 
spaces because they have distinct abilities to elude the redundant solutions to the 
problem. Furthermore, different solution spaces in magnitudes have important effects 
on the performance of search algorithms. The solution spaces of three different 
chromosome design methods are quantitatively compared and analyzed under the 
linear relation between cities n and salespersons m in this paper. The concept of 
relative solution space is introduced in order to compare the relative size of the 
solution spaces. The solution space of two-part chromosome design is much smaller 
than those of the traditional chromosome design. 

The remainder of this paper is organized as follows. Three chromosome design 
methods used for MTSP are presented and contrasted in Section 2. The quantitative 
comparison analysis of the solution spaces corresponding to three different 
chromosome design methods is presented in Section 3. Finally, conclusions are 
reached in Section 4. 

2   Three Chromosome Representations for MTSP 

Three different chromosome designs are introduced in this section, which are 
commonly employed when solving MTSP using GAs. We also discussed their 
properties, weaknesses and advantages for solving MTSP. 

2.1   One Chromosome Technique 

The one chromosome technique [8] is illustrated as Fig.1 (where n = 15 and m = 4). In 
Fig. 1, the first salesperson would visit cities 2, 5, 14 and 6 (in that order). The second 
salesperson would visit cities 1, 11, 8 and 13 (in that order), and so on for the rest 
salespersons. 

 

Fig. 1. One chromosome technique for MTSP with 4 salespersons and 15 cities 

The n cities are represented by a permutation of the integers from 1 to n for this 
technique. This permutation is partitioned into m sub-tours by insertion of 1m −  
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negative integers that represent the change from one salesperson to the next. Any 
permutation of these ( 1)n m+ −  integers represents a possible solution to the 

problem. There are ( 1)!n m+ −  possible solutions with this chromosome coding 

method to the problem. However, many of the possible chromosomes are redundant. 
For example, simply exchanging the values of the first five genes with those of the 
next five genes would produce an equivalent (redundant) solution. 

2.2   Two Chromosome Technique 

The two chromosome technique is illustrated as Fig.2 (where n = 15 and m = 4). The 
first chromosome is a permutation of the n cities and the second specifies one 
salesman to the city at the same place of the first chromosome [5]. Salesperson 2 
visits cities 2, 8, 12 and 9 (in that order). Salesperson 1 visits cities 5, 14, 10 and 15 
(in that order) and so on for the rest salespersons.  

 

Fig. 2. Two chromosome technique for MTSP with 4 salespersons and 15 cities 

There are  ! nn m  possible solutions to the problem, where n is the number of cities 
and m is the number of salespersons for this technique. However, many of the 
possible solutions are redundant. For example, the first two genes in each of the above 
chromosomes can be interchanged to create different chromosomes that result in an 
identical (or redundant) solution. 

2.3   Two-Part Chromosome Technique 

The two-part chromosome technique is illustrated as Fig.3. Salesperson 1 visits cities 
2, 5, 14 and 6 (in that order), salesperson 2 visits cities 1, 11, 8 and 13 (in that order), 
and so on for the rest salespersons. The first part of the chromosome is a permutation 
of integers from 1 to n, representing the n cities. The second part of the chromosome 
is of length m and represents the number of cities assigned to each of the m 
salespersons. The values assigned to the second part of the chromosome are 
constrained to be m positive integers that sum to the number of cities to be visited. 

 

Fig. 3. Two-part chromosome technique for MTSP with 4 salespersons and 15 cities 



652 J. Hao 

The two-part chromosome method reduces the size of the search space ( 1
1! m

nn C −
−

) 

due to the elimination of some (but not all) redundant solutions. For example, cities 
assigned to salesperson 1 always appear first in the two-part chromosome followed by 
the cities assigned to the second salesperson. This was not the case in either of the 
previous two chromosomes, where cities for a given salesperson could appear in any 
relative position in the chromosome.  

2.4   The Relative Solution Space Size for Different Chromosome Techniques 

Carter and Ragsdale [1] gave the sizes of the solution spaces for each of the above 
chromosomes which are summarized below and also gave the proof  that the solution 
space for the two-part chromosome is smaller than those of the other two techniques 
when 1n m> ≥ . Three different solution space sizes are denoted as 

( 1)!oneC n m= + − ,  ! n
twoC n m=  and 1

1! m
t parrt nC n C −
− −= . We have known that 

t parrt one twoC C C− ≤ ≤  whenever 1n m> ≥  [1]. 

3   Quantitative Comparison Analysis on the Solution Spaces 
Corresponding to Three Different Chromosome Techniques 

It is not enough if we know nothing more than their relative relation in sizes, which is 
a motive for the further quantitative research of this paper. 

3.1   Relative Solution Space 

The relative solution spaces (RSS) are defined according to the relative relation in 
their sizes, which are denoted as 

31C  and 
32C . It is obvious that 

31 320 , 1C C< < . 

1
1!

3 1 ( 1)!

m
t p a rt n

o n e

C n C
C m nC

−
− −

+ −= =                                  (1) 

1
1!

32 !

m
t part n

n
tw o

C n C
C n m

C
−

− −= =                                         (2) 

It is easy to see that RSS is a dualistic function with variables of n and m. The 
changing rules or some deterministic trends of RSS will be analyzed. 

3.2   Preliminary Illustrating Analysis of RSS 

The quotient operation of the factorial and combinatorial terms in Equations.(1,2) 
make the analysis very difficult. Firstly, Mathematica computing platform [9] is used 
to illustrate the possible variation rules of RSS through 3D graphics. 

313 [ ,{ ,1,100},{ , ,100}]Plot D C m n m :      
323 [ ,{ ,1,100},{ , ,100}]Plot D C m n m  

Observed from Fig.4 we can see that RSS decreases very fast and approaches to zero. 

32C  is much fast approaching to zero than 
31C . When n and m are about 30, 

32C  is 

probably 3710−  and 
31C  is about 54 10−× . 
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Fig. 4. 3D graphics of 
31C  (left) and 

32C  (right) with n and m 

3.3   Preliminary Analysis When m Is Constant 

When RSS is looked on as a dualistic function of n and m, it is very difficult to make 
an explicit analysis about RSS. Furthermore, n is varying from situations and m is 
constant in realistic problem. For example, the number of salespersons of an express 
corporation is usually steady during a period of time. Supposing m and n are large 
integers and m is constant, RSS is analyzed as follows. 

      
1

1! 1
31 ( 1)! ( 1)! ( )

m
t part n

one

C n C
C m n mC n

−
− −

+ − −= = → → +∞                               (3) 

1
1!

32 !

m
t part n

n
two

C n C
C n m

C
−

− −= =  has no limit when n → ∞                      (4) 

1
31 ( 1)! ( )mC n−→ → +∞  indicates that the relative solution space 

31C  is approaching to 

1
( 1)!m−  with cities n is increasing if salesman m is constant. It can be seen that the 

solution space of two-part chromosome is 100
( 1)! %m−  of that of one chromosome. 

32C  

has no limit means that it depends on the number of salesman m rigorously. If we let 
m, besides n, approaches to infinity, it is easy to see that 

32 0C → , which is consistent 

to the qualitative analysis of [1]. 

3.4   Quantitative Comparison on the Solution Spaces with n=km 

The above relative solution space analysis are simply given under the unitary 
condition of m<n. The possible relation of n and m are not considered which should 
have some inherent relevance in real world problem. For example, m will be mostly 
decided by n, if n stands for the possible delivery sites of a dairy industry and m is the 
number of hired mailing persons. Generally speaking, n is a linear function of m 
(n=km and k is constant) because every hired man is responsible for a somewhat 
equal number of delivery sites in this situation. 

3.4.1   Illustrating RSS When n=km 
RSS 

31C  and 
32C  are illustrated with n=2m and n=10m as Figs. 5-6. 

Observed from Figs.6-9 we have two conclusions. The first is that both 
31C  and 

32C  

approach to zero very fast if m is larger than 2. This indicates that solution space of 
two-part chromosome is much smaller than those of other two. The other is that 

32C  
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approaches to zero much faster than 
31C  which shows that solution space 

twoC  

dominates oneC  more and more with n (or m) increase. 
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Fig. 5. Illustrating RSS 
31C  (left) and RSS 

32C (right) when n=2m 
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Fig. 6. Illustrating RSS 
31C  (left) and RSS 

32C  (right) when n=10m 

3.4.2   Quantitative Comparison of the Solution Spaces When n=2m 
Due to the analyzing difficulty of 

31C  and 
32C  for general case, the linear relation 

n=2m is considered for quantitative comparison of the solution spaces with Stirling 
formula and approximate analysis [10]. 
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When m is adequately large, the first, second and third part of (5) can be 

approximated to 2
3 mπ

, 
11( )m

m
−

 and 
5

2
3 16

272
( ) me

e
 respectively. Furthermore, the 

approaching speed to zero of 
31C  mainly lies on the second part. We hold on to 

dominating term and ignore the secondary parts, then we obtain that 1
31 ( )m

mC ∼ . The 

other form of the conclusion is rewritten as 

~ ( )m
one t parrtC C O m− ⋅                                       (6) 

Similarly, we have                        
 

2~ ( )m
two t parrtC C O m− ⋅                                      (7) 
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It is easy to conclude that the above quantitative analysis comparison of the solution 
spaces is consistent with the qualitative analysis of [1] and even more accurate than 
that of reference [1]. 

4   Conclusion 

As we know that different chromosome coding techniques for MTSP result in 
different solution space sizes. Of course, different space sizes have definitive impacts 
on the search algorithms. [1] only gave the order in magnitudes for three solution 
spaces. The quantitative analysis and comparison on the solution spaces are illustrated 
and analyzed in this paper based on Stirling formula and approximate analysis. 
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Abstract. Based on particle swarm optimization (PSO) and artificial fish swarm 
algorithm (AFSA), this paper proposes a hybrid artificial fish swarm algorithm 
(HAFSA). The method makes full use of the fast local convergence performance 
of PSO and the global convergence performance of AFSA, and then is used for 
solving ill-conditioned linear systems of equations. Finally, the numerical 
experiment results show that hybrid artificial fish swarm algorithm owns a better 
global convergence performance with a faster convergence rate. It is a new way to 
solve ill-conditioned linear systems of equations.  

Keywords: Particle swarm optimization, hybrid artificial fish swarm Algorithm, 
ill-conditioned linear systems of equations. 

1   Introduction 

In survey data processing, model parameter estimation, engineering design fields and 
many other areas, numerical calculations often involve the problems of solving linear 
systems of equations. However, as a result of the existence of model error, 
measurement error, calculation error and other errors, the true theoretical solution of 
linear systems of equations is usually difficult to obtain [1]. If a smaller disturbance  
of the original data or the presence of errors can lead to greatly changing the solution 
of linear systems of equations, such systems of equations are called ill-conditioned 
linear systems of equations [2]. For such systems of equations, the direct method and 
the iterative approach that are commonly used often fail to solve them. At present, the 
commonly used methods to solve ill-conditioned linear systems of equations are 
singular value decomposition (SVD) and conjugate gradient method in the iterative 
approach. But both methods have a few limitations: conjugate gradient method has 
difficulty in determining the best number of iterations, whereas SVD method is 
sensitive to the truncated position of singular value. Therefore, it is very necessary to 
find other effective algorithms for solving ill-conditioned linear systems of equations. 

In 2002, artificial fish swarm algorithm (AFSA) is by Li Xiao-lei proposed [3]. So 
far AFSA has been applied to many fields such as artificial neural network, pattern 
recognition, parameter estimation, distinguish method and so on. The study found that 
AFSA owns a good global search capability, but it owns slower velocity of 
convergence. This paper takes particle swarm optimization (PSO)[4] as a local search 
operator and embeds it into AFSA, and proposes a hybrid artificial fish swarm 
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algorithm (HAFSA) based on PSO, which use the proposed HAFSA to solve ill-
conditioned linear systems of equations. Numerical experiments show that the 
proposed algorithm can obtain more accurate solution. 

2   Definition of Ill-Conditioned System of Equations 

Definition 2.1[5]: Let A  be nonsingular square matrix, |||||||| 1−• AA  is called  

the condition number of A  and is written as ),(Acond  that is, 

||||||||)( 1−•= AAAcond . 

Definition 2.2[5]: Let A  be nonsingular square matrix, if 1)( >Acond , Ax b=
 

is said to be ill-conditioned system of equations; If )(Acond  is more close to 1, 

Ax b=  is said to be well-conditioned system of equations. 

3   Hybrid Artificial Fish Swarm Algorithm (HAFSA) 

3.1   The Basic AFSA 

Artificial fish swarm algorithm (AFSA) is a stochastic optimization algorithm based 
on swarm intelligence, which has a good global search capability and is not sensitive 
to the initial value and parameter selection. It is simple, easy to implement and owns 
good robustness. The mathematical model is described as follows: 

Assume that N  artificial fishes are initially randomly deployed in the objective 

function space mR , 1 2( , , )nX x x x=  represents the state of each artificial fish 

(AF), where ix ( i =1,…, n ) is the optimal variable. Y = ( )f X  expresses food 

concentration of the current location of the AF, where Y  represents the objective 

function. ,i jd =|| iX  - jX  || denotes the distance between the AF i  and j , visual  

and δ  represent the visual distance and crowd factor of the AF respectively, 

step and trynumber  express the step of the AF moving and the maximum number 

of the AF attempts respectively. 

3.1.1   Behavior Description 
In each iteration, the artificial fishes update themselves mainly though AF-Prey,  
AF-Swarm and AF-Follow. The specific behaviors of the AF are expressed as 
follows: 

(1) Random Behavior: Random behavior is that the AF moves at random within 
the visual . When the AF finds food, it will move quickly toward the direction with 
the food increasing gradually. 

(2) AF-Prey: AF-Prey is a kind of behavior that the fishes move toward the 

direction with more food. That is to say, the AF iX  selects randomly a state jX  
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within the visual , and then their objective function values are calculated 

respectively. If jY  is better than iY , iX  moves a step toward jX , or else iX  will 

continue to move randomly and select a state jX  within the visual . If the advance 

condition is not satisfied after trynumber  attempts, iX  will move randomly and 

get a new state. 
(3) AF-Swarm: AF-Swarm is a kind of optimization behavior that each AF moves 

toward the center of the nearby partners as much as possible and avoids overcrowding 

in the moving process. The AF iX  searches the number of its fellows and the central 

position of its fellows within the visual , if the central position is better and the 

fishes around it are not too crowded, the AF iX  will move a step toward the central 

position, or else AF-Prey is carried out. 
(4) AF-Follow: AF-Follow is a kind of behavior that the fishes move toward the 

optimal direction within the visual . That is to say, the AF iX  searches the partner 

with the best function value within it’s visual , if the fishes around the best partner 

are not too crowded, the AF iX  will move a step towards the best partner, or else 

AF-Prey is executed.  
(5) Bulletin Board: Bulletin board is used to record the state of the optimal AF. At 

the end of each iteration, the current state of the AF will be compared with the state 
on the bulletin board, if the current state of the AF is better, the state on the bulletin 
board will be updated by the current state of the AF, or else the state on the bulletin 
board will not be updated. After the end of the iterations of the entire algorithm, the 
state on the bulletin board is outputted, that is to say the optimal value is found. 

3.1.2   Behavior Choices 
According to the character of the problem to be solved, each AF evaluates the current 
environment, and then selects an appropriate behavior to perform. For example, if the 
problem is solving max ( )f x , AF-Swarm is firstly simulated, and secondly  

AF-Follow is simulated, then the states after the movement are evaluated, the better 
behavior of improving its state will be executed, the default behavior is AF-Prey. 
Finally, a lot of the artificial fishes gather around a few local extreme values, which is 
helpful to obtain the global extreme value. What’s more, a lot of the artificial fishes 
gather around the better local extreme value, which is useful to get the global optimal 
value, so as to achieve the purpose of our optimization. 

3.2   PSO 

Particle swarm optimization (PSO) is an evolutionary computation technique that 
simulates migration and gather of a flock of birds searching for food. It describes the 
interaction behaviors among the particles that fly with a certain speed in the  
n -dimensional search space. In PSO, the velocity and the position of each particle 
are dynamically adjusted according to its own flying experience as well as the 
experience of neighboring particles. The motion states of particles are expressed as 
follows: 
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1 2( 1) ( ) ()( ( )) ()( ( ))i i i iv k wv k c rand pbest x k c rand gbest x k+ = + − + −  

( 1) ( 1) ( 1)i i ix k x k v k+ = + + +  

Where 1 2( ) ( , , , )i i i iDx k x x x=  represents the current position of the i -th particle, 

1 2( ) ( , , , )i i i iDv k v v v=  expresses the current velocity of the i -th particle, w  is 

called the inertia factor, ()rand  is a random number uniformly distributed in the 

interval [0,1], 1c  and 2c  are two positive constants called acceleration coefficients, 

pbest  denotes the best historical position that the i -th particle has passed, gbest  

denotes the best historical position that the entire swarm has passed. 

3.3   The HAFSA 

The procedure of the AFSA algorithm can be described as follows:  

Step 1. Initialization. Initialize population size N , the visual distance visual , 
crowd factor δ , the step step  of the AF moving, the maximum number 

trynumber  of the AF attempts, acceleration coefficients 1c  and 2c , the inertia 

factor w , the probability p of local search, the maximum number tK  of iterations 

of PSO. Randomly initialize the positions of N  artificial fishes in the search space. 
Step 2. Bulletin board initialization. Calculate the fitness value of each AF, 

initialize bulletin board using the position and the fitness value of the AF with the best 
fitness value. 

Step 3. Behavior choices. For each AF, AF-Follow and AF-Swarm are simulated 
respectively, the better behavior of improving its state will be executed, and the 
default behavior is AF-Prey. 

Step 4. Update bulletin board. After each AF completes an iteration, its current 
fitness value will be compared with the fitness value on the bulletin board, if it is 
better than the fitness value on the bulletin board, the position and the fitness value on 
the bulletin board will be updated by the current position and fitness value of the AF, 
otherwise the position and fitness value on the bulletin board will not be updated. 

Step 5. Implement PSO. If the random number (0,1)r ∈  is less than p , where 

(0,1)p ∈  is a given probability of local search, / 2N  better artificial fishes will be 

selected as initial population of PSO, and then PSO is executed for them, that is, 
AFSA is thinned locally. 

Step 6. Update bulletin board. After implementing PSO for / 2N  better artificial 
fishes, these artificial fishes are evaluated respectively. If the current fitness value of 
the AF is better than the fitness value on the bulletin board, the position and the 
fitness value on the bulletin board will be updated by the current position and fitness 
value of the AF, otherwise the position and fitness value on the bulletin board will not 
be updated. 

Step 7. Judge terminal condition. Repeat Step 3 ~ Step5 until the fitness value on 
the bulletin board satisfies error bound. 
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Step 8. The algorithm terminates. Output the optimal solution and the optimal 
value, that is the position and the fitness value of the AF on the bulletin board. 

4   Numerical Simulations Results 

In order to investigate the performances of the proposed HAFSA, the following three 
typical problems are used. For each test problem, the parameters of HAFSA are set as 
follows: population size N =50, the visual distance visual =0.8, the step of the AF 
moving step =0.3, crowd factor δ =1.5, the maximum number of the AF attempts 

trynumber =6, the probability of local search p =0.25, the maximum number of 

iterations of PSO tK =20, acceleration coefficients 1c =2.0, 2c =2.0, the inertia factor 

w =0.1. The proposed HAFSA is coded in MATLAB 7.0 and implemented on 
1.8GHz PIV PC with 256MB RAM. Each experiment is independently executed 20 
times. The mean function value and the average number of iterations out of 20 runs 
are regarded as measures and compared with the results obtained by the other 
methods. Comparative results are as follows: 

Example 1[6]: Solve ill-conditioned linear system of equations 

A x b⋅ = , where
1 0.99

0.99 0.98
A

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

, 
1

1
b

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 

The exact solution of systems of equations is 1x =100, 2x =-100, simulation results 

and comparisons are listed in Table 1. 

Table 1. Statistical results of different methods for Example 1 

Methods 
1x  2x  Iterations Time (s ) 

HAFSA 100 -100 45 2.979 
AFSA 100 -100 220 14.265 

Zhang[6] 100.0348     -99.9788 — — 

From Table 1, it can be obviously found that the best solutions obtained by HAFSA 
and AFSA are both the exact solution, they are superior to the result reported in [6].  

Example 2[7]. Solve seriously ill-conditioned linear system of equations H x b⋅ =  
that consists of the Hilbert coefficient matrix, where 

,

1

1i jh
i j

=
+ −

 ， ( , 1, 2 , 3 , 4 , 5 )i j = , 
5

,
1

i i j
j

b h j
=

= ⋅∑  

This is a typically seriously ill-conditioned linear systems of equations, its exact 

solution is 1x =1, 2x =2, 3x =3, 4x =4, 5x =5, simulation results and comparisons are 

shown in Table 2. 
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Table 2. Statistical results of different methods for Example 2 

Methods 
1x  2x  3x  4x  5x  Iterations Time(s ) 

HAFSA 1.0005 1.9993 2.9775 4.0597 4.9615 145 12.7 
AFSA 1.0011 1.9854 3.0454 3.9499 5.0176 295 21.91 
CSM[7] 0.9994 2.0108 2.9511 4.0758 4.9621 15852 — 

From Table 2, it is observed that the best solution obtained by HAFSA is better than 
the results obtained by the other methods. Besides, iterations and time of HAFSA are 
also less than those of the other methods.  

5   Conclusions 

AFSA is a novel swarm intelligence algorithm and has the better global search 
capability, but its local convergence speed is slower. PSO is easy to implement and its 
local convergence speed is faster, but it is easily premature. In view of their 
advantages and disadvantages, this paper attempts to combine these two algorithms 
and proposes a hybrid artificial fish swarm algorithm. The proposed HAFSA is 
applied to solving ill-conditioned linear systems of equations. Numerical simulations 
show compared with the basic AFSA, the proposed algorithm not only owns faster 
convergence efficiency but also can obtain more precise solutions.  
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Abstract. With the rapid development of Web2.0 technology, we have 
witnessed great interest and promise in social image mining as a hot research 
field. Discovering and summarizing knowledge from these multimedia data 
enables us to mine useful information from the real world. In this paper, the 
approaches of three kinds of information mined from social images are 
reviewed: geographic information, hot events of the society and information 
about personal photo collections. Several key theoretical and empirical 
contributions in the current decade related to social image mining are discussed. 
Based on the analysis of what has been achieved in recent years, we believe that 
social image mining will be paid more and more attentions in the near future. 

Keywords: Social Image, Web 2.0, Landmark, Hot Events, Personal Photo 
Collections. 

1   Introduction 

Recent years have witnessed the prosperity of social media and the success of many 
social websites, such as Flickr, Youtube etc. These websites allow users not only to 
create and share media data but also to comment and annotate them. On the one hand, 
the rapid increase of social media websites makes many related applications useful, 
such as categorization, recommendation and searching. The rich metadata in these 
websites also offer us opportunities to tackle the problems encountered in multimedia 
analysis and understanding. In this paper, the methods of three kinds of information 
mining are discussed: geographic information, hot events of the society and 
information about personal photo collections. 

The rest of the paper is organized as follows. Section 2 introduces some related 
works about geographic information mining. Section 3 presents some pioneering 
works in hot events mining in recent years. In section 4, we survey the works in 
personal photo collections mining. In Section 5, we conclude the whole paper. 

2   Geographic Information Mining 

Geographical information is often represented in the form of a longitude-latitude pair 
in order to represent the locations where the photos are taken. In recent years, the use 
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of geographical information has become more and more popular. With developments 
in low-cost GPS chips, many cell phones and digital cameras have been equipped 
with GPS receivers, and then are able to record the locations when taking photos. The 
recent works about geographic information mining are as follows. 

Gao et al.[1] present a travel guidance system named W2Go, which can 
automatically recognize and rank the landmarks for travelers. In this paper, a novel 
Automatic Landmark Ranking (ALR) method is proposed by utilizing the tag and 
geo-tag information of photos in Flickr and travelling information from Yahoo Travel 
Guide. W2Go adopts geo-tags to locate the positions where the photo was taken, and 
computes the probability of a tag to be a landmark. Then, the candidate landmarks are 
ranked by combining the frequency of tags, user numbers in Flickr, and user 
knowledge in Yahoo Travel Guide. R. Abbasi et al. [2] proposed a method to identify 
landmark photos using tags and social Flickr groups without depending on GPS 
coordinates for these photos. The information they used only are Flickr tags and user 
groups information. They apply a SVM classifier for which the training data is 
extracted from Flickr groups to find relevant landmark-related tags. 

In paper [3], the authors concentrated on the way to organize a large-scale geo-
tagged photos, working with 35 million photos downloaded from Flickr. The 
proposed approach combines content analysis based on text tags and image data with 
structural analysis based on geospatial data, and use the spatial distribution of where 
people take photos to define a relational structure between the photos taken at popular 
places. The authors also developed classification methods for predicting locations 
from visual, textual and temporal features. These methods illustrate that both visual 
and temporal features improve the ability to estimate the location of a photo compared 
to using only textual tags. 

L. S. Kennedy et al. [4] used both context- and content-based methods to generate 
representative sets of images for location-driven features and landmarks. They use 
location and other metadata, such as tags associated with images, and the images’ 
visual features to solve this problem. They present an approach to extract tags which 
could represent landmarks. 

In paper [5], K. Yanai et al. described two approaches to analyze the relationship 
between words and geographical locations by a large scale geo-tagged images on 
Flickr. They use image region entropy and geo-location entropy to describe relations 
between location and image visual features. From experimental results, the authors 
showed that low image entropy concepts may have high geo-location entropy. 
Afterwards, they propose a novel method to choose representative photos for specific 
regions around the world, by which the users could automatic find cultural differences 
for a given concepts. 

In a recent research work [6], Zheng et al. worked on the landmark recognition. 
They built a web-scale landmark recognition engine exploiting 20 million GPS-
tagged photos of landmarks together with online tour guide systems. Experimental 
results show that the engine can achieve high recognition performance efficiently. 
The authors believe that recognizing non-landmark locations accurately is still a hard 
problem for us to tackle. 

Adrian Popescu et al. [7] developed a system named MonuAnno which automatic 
annotate geo-referenced landmarks images. The proposed system exploits both image 
localization information and image visual content analysis. The annotation is obtained 
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by a two steps k-NN algorithm. Firstly, only neighboring landmarks of a new 
unannotated geo-tagged image will be recognized as candidate annotations. Second, 
the authors introduce a verification step to prune false ones in candidate annotations. 

In paper [8], the authors presented a prototype system which can automatically 
generate landmarks using pedestrian navigation directions from geo-tagged photos. 
Both navigation images selecting and images with directional instructions enhancing 
are executed automatically. This work also shows a clear direction for further research 
fields for landmark-based navigation systems. 

W. Chen et al. [9] present a novel data-driven approach which depends on online 
photos sharing websites, e.g. Flickr, for automatically generating tourist maps. The 
proposed algorithm uses the geographical areas as input and then finds geo-tagged 
photos from online photo collections. The algorithm generates a set of points of 
interest (POIs) for the area by clustering the photos based on their locations and 
identifying the popular tags for each cluster. After retrieving additional photos based 
on these discovered POI tags, the authors use image matching to find the most 
representative landmark images. 

3   Hot Events Mining 

Detecting events from Web has attracted increasing research interests in recent years. 
It is a great opportunity for us to mining hot events from social images. The related 
works have been done are listed as follows. 

In [10], the authors exploited satellite images corresponding to photo location data 
and investigate their novel applications to recognize the photo-taking environment. The 
satellite information are then combined with classical visually event detection 
approaches. They employed both color and structure-based visual vocabularies to 
characterize ground and satellite images respectively. Combining both photo and 
satellite could obtain great performance enhance compared to the ground view 
methods. 

M. Cooper et al. [11] present several variants of an automatic unsupervised algorithm 
to partition a photo collection by temporal similarity alone, or temporal and content-
based similarity together. The main steps of this paper are as follows. First, inter-photo 
similarity is quantified at multiple temporal scales to identify likely event clusters. 
Second, the final clusters are obtained according to one of three clustering goodness 
criteria and the clustering criteria trade off time complexity and system performance.  

T. Rattenbury et al. [12] applied each tag’s usage patterns to extract semantics of 
tags, unstructured text-labels assigned to resources on the Web. They mainly 
concentrate on the problem of extracting place and event information from tags which 
are provided by Flickr users. 

Chen et al. [13] exploited the rich metadata of Flickr photos to automatically detect 
events. Specifically, they use the user-defined tags to obtain the content of photos and 
rely on the metadata of time and location to analyze the distribution of photos through 
tags. The authors try to tackle this problem by using different methods, such as 
simultaneously considering time and location dimensions and performing wavelet 
transform. Then, a timeline array is used to efficiently map tags to either periodic or 
aperiodic events. 
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4   Personal Photo Collections Mining 

In the recent years, the increasing popularity of digital cameras, cell phones and other 
digital devices has resulted in prosperity of personal photo collection which is usually 
located on storage devices or on the Web. Millions of new personal photos are 
uploaded to Flickr every month. With such large amount of personal photo collection, 
It is hard for users to browse photo collection or search for photos. Therefore, it is of 
great importance to discover useful information from photo collections. Unlike 
isolated photos, the photos in a collection have rich metadata, such as user-defined 
tags, user comments, GPS coordinate and the time when the photo is taken. There are 
several works about personal photo collections mining in the recent years. 

Recent work by Wu et al. [14] applied human face clustering technology to find 
social relationships from personal photo collections. Co-occurrence of identified faces 
as well as inter-face distances which are inferred from in-image distance and typical 
human face size are used to compute link strength between any two identified 
persons. Therefore, social clusters as well as social importance of individuals can be 
calculated. 

Tang et al. [15] proposed a novel approach combining time, color, and local 
structural information in a cascade framework so that computation complexity could 
be reduced. Time clustering is often used with image visual similarity. In this work, 
time information can be used to reduce the computation load if the photos are limited 
in a certain time interval. 

M. Naaman et al. [16] described the contextual metadata which is related to a 
photo, given time and location, as well as a browser interface that utilizes that 
metadata. Then, they present the results of a user study and a survey that together 
expose which categories of contextual metadata are most useful for recalling and 
finding photos. 

Cao et al [17] used conditional random fields to describe relationships of different 
photos in a sub-collection to annotate photos by scene category and also annotate sub-
collections by event category. This work made full use of the inherent event based 
organization and strong inter-photo correlations that are characteristic of personal 
collections to improve image collection annotation. Furthermore, Cao et al. [18] 
proposed another approach to model the photo correlations using both visual 
similarity and the temporal coherence, and construct a framework for label 
propagation. In this work, high-confidence annotation labels are first obtained for 
certain photos and then propagated to the remaining photos in the same collection, 
according to time, location, and visual similarity. 

Quack et al. [19] developed a system for linking photos to relevant Wikipedia 
articles. Their approach mainly relies on retrieving geo-tagged photos from those 
websites using a grid of geospatial tiles. The downloaded photos are clustered into 
potentially interesting entities through a processing pipeline of several modalities, 
including visual, textual and spatial proximity. The resulting clusters are analyzed and 
are automatically classified into objects and events. Using mining techniques, they 
then find text labels for these clusters, which are used to arrange each cluster to a 
corresponding Wikipedia article in a fully unsupervised manner. A final verification 
step uses the contents from the selected Wikipedia article to verify the cluster-article 
assignment. 
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5   Discussion and Conclusions 

Due to the rapid advancement of digital technology in the last few years, there has 
been an increasingly large amount of images available on the Web. With the recent 
spreading of Web 2.0 sites, more and more individual users began to upload photos 
taken by themselves to image community websites. Therefore, it is of great 
importance to mine useful information from social images. In this survey, we have 
summarized the existing approaches to mining three kinds of information from social 
images. From above, we strongly believe that, in the near future, this research field 
will be paid more and more attentions by the researchers and will promote the 
fundamental theories research in the related fields. 
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Abstract. After the study of image segmentation, CamShift target tracking 
algorithm and stereo vision model of space, an improved algorithm based of 
Frames Difference and a new space point positioning model were proposed, a 
binocular visual motion tracking system was constructed to verify the improved 
algorithm and the new model. The problem of the spatial location and pose of the 
hand detection and tracking have been solved.  

Keywords: Frames Difference, Camshift algorithm, Space Point Positioning 
Model. 

1   Introduction 

Computer Vision is one of the most popular research topics in Artificial Intelligence, 
and target tracking and stereo vision is the core content of Computer Vision. Stereo 
vision is the use of two cameras simulate human visual features from images or image 
sequences extract information, to recognize three-dimensional features of the objective 
world and the objects shape and motion[1] . 

Currently, the study of stereo vision tracking system is very popular, but most are 
limited to the space object position detection and motion tracking, lack of object pose 
detection, especially soft objects. In order to solve this problem, an improved Frames 
Difference algorithm and Space Point Positioning Model were proposed in this paper, a 
real-time spatial location and pose detection and tracking system was constructed. 

2   Moving Target Detection and Tracking  

2.1   Image Segmentation 

Frames Difference is a commonly used method of image segmentation, low sensitivity 
to light changes, simple to meet the real-time requirements, but also has its drawbacks: 
some of the adjacent frames overlap there will be empty (see in Figure 1), the image will 
be divided into several separate parts, cannot extract the object of continuous 
information. Frames Difference was improved in this paper, first of all, obtain the 
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information of the contours in frame difference[2], second, calculate the centers of these 
small comtours, then calculate the center of these centers, at last, use a rectangular block 
to fill the empty positions (shown in Fig 2.).The improved frames difference method can 
effectively solve the hollow portion adjacent frames overlap problem.   

                 

                                          Fig. 1.                                              Fig. 2. 

2.2   CamShift Moving Target Tracking 

CamShift motion tracking method is the improvement of MeanShift algorithm, the 
basic principle is to track the color information of the target as the characteristics, these 
calculated information projected onto to the next frame, with the site image as a new 
source of maps of the next frame, you can repeat this process to achieve continuous 
tracking of targets [3] [4], because the color matched CamShift algorithm is found by 
moving objects in motion the process of target motion, little change in the color 
information, so Camshift algorithm has good robustness. 

In this paper pre-extraction of color information of the hand in building manpower color 
histogram, the whole window as the initial search window, the CamShift has changed from 
a semi-automatic algorithm for tracking algorithm to an automatic algorithm. 

MinShift algorithm is the core of CamShift, the process is as follows: 

1) Select the window size and initial position 

2) Calculate the centroid coordinate of the region 

Zero-Order moment of the region：

     

 

First moment of the region：  
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3) To adjust the center of the window to this centroid 

4) Repeat steps 2 and 3 until convergence center of the window 

the calculation of the direction of regional principal axes: 

the second moment for the region of hand： 

，  

Axis direction of the region：  

2.3   Staff Position and Pose Detection in Space 

2.3.1   Triangulation 
To test the staff's position in space, the usual method is to use two main axis parallel to 
the camera, using the triangle rule to strike [5]. Figure (3) is a non-dimensional 
distortion correction of the camera coordinate system, the image pixel coordinate 
system is based on the upper left corner of the origin, the two plane alignment, the 
camera coordinate system to the left of the camera projection center as the origin.   

In figure (3), the main axis intersection with the image plane is c , c , point P in 

the image plane coordinates are p , p  p , p , the distance between the camera 

main axis is T, focal length is f. 

 

Fig. 3. 
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The position of point P X, Y, Z  in the camera coordinate system coordinate can be 

calculated using similar triangles as follows: 

⇒ Z                                             (2-1) 

 ⇒ X                                             (2-2) 

⇒ Y                                             (2-3) 

2.3.2   Improved Spatial Point Location Mode 
In the space for the movement of hand, the pose should also be known, this problem can 
not be solved only through the triangle model, so the triangle model was changed in this 
paper, At first, two cameras will be placed into a 90 ° angle, assuming the main axis of 
two cameras in the same plane, the two main optical axis, respectively Y, Z axis, with 
its intersection of the camera coordinate system to establish the origin, MN for the hand 
of the central axis, P as it’s center, M N  and M N  in the two pixels are the projection 
plane, p  p , respectively, at its center, c  c and c  c were the two main optical 
axis and plane of pixels corresponding to the intersection, ,the length of O O is T , the 
length of O O is T , O  and O  to the corresponding pixel distance from the plane (two 
camera focal length) were f , f  shown in Figure (4). 

 
Fig. 4. 

Using similar triangles can know point X, Y, Z  in the camera coordinate system 
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⇒
YZ                          (2-4) 

⇒
YX                          (2-5) 

Y                              (2-6) 

2.3.3    Camera Calibration 
In practice, There will be a significant distortion on the edge of the imager, which 
called radial distortion, the following formula is created to adjust the radial position 
(fish eye Lens need k ): x x 1 k r k r k r                                          (2-7) y y 1 k r k r k r                                        (2-8) 

In additional, tangential distortion is due to manufacturing defects resulting from the 
lens not being exactly parallel to the imaging, two additional parameters  p  and p  
were introduced to adjust this distortion:  x x 2p y p r 2x                                         (2-9) 

 y y 2p x p r 2y                            (2-10) 

Spatial point location in the camera model is in the case of no distortion, so these two 
aberration should be corrected, to demand that the five distortion parameters k  k  k  p  p , also need to know the camera optical axis and the imaging device main 
intersection c  c  and the camera's focal length f  f , c  c  f  f is called the camera 
intrinsic parameters. This paper uses the plate calibration OpenCV, the set Z to 0, to 
solve the focal length and the main axis offset with Zhang Zhengyou algorithm [6], and 
the distortion parameters is based on Brown's algorithm, access to camera distortion 
parameters, the use of distortion map correction of the camera, the intrinsics matrix and 
the distortion matrix as follows:  

intrinsic matrix: M f 0 c0 f c0 0 1                                                (2-11) 

distortion matrix: N k  k  p  p }                                  (2-12) 
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3   Experimental Results and Analysis 

3.1   Experimental Conditions 

Two Logitech UVC USB camera were used to build real-time staff position and pose 
tracking system in this paper, the camera resolution is 130 million pixels, support the 
640X480 video collection, belonging to the low-end cameras, and a 7X8 chess 
board was made, the box size length of 20mm, so the parameters in the matrix M units 
is mm/20, the main axis from the intersection of the two camera distances T , T  are 
400mm. 

3.2   Camera Calibration 

Use of the aforesaid methods to calibrate the camera 1 and 2, the rotation of the chess 
box was set at 10 times to get the intrinsic matrix and distortion matrix as follows: 

   

  

3.3   Experimental Data and Analysis 

The experiment was based on the experimental platform built above, from the 
interception of the nine images, seeing in the following table, Angle 1 and Angle 2 
means the angle between the central axis and the negative X-axis in the two coordinate 
system,  and  are the position of the hand in the two coordinates.  

Frames 
Angle 
1 

Angle 2 X  Y  X  
Y

1(185) 87 91 303 237.5 173.5 277 
2(249) 80 84 434 311 405.5 306 
3(504) 136 99 525.5 259 335.5 284 
4(346) 127 70 344.5 271.5 288 267.5 
5(359) 75 89 318.5 297.5 291.5 286.5 
6(459) 46 92 392.5 313 446 270.5 

With the formula (3-4) - (3-6), the center of the hand in coordinates of the location 
the space can be Calculated, and the angle around the Z axis and X axis rotation, a  
model of hand was built with 3DMAX, the virtual scene [7]was built with OpenGL , 
the virtual hand position and pose were contrast with the image above, as shown below: 

1

804.7 0 333.8

0 804.7 242.4

0 0 1

M

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

}{1 0.35 1.20 0.02 0.02N = −

2
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0 872.7 221.4

0 0 1

M
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(1)                                (2)                                        (3) 

 

 
(4)                                      (5)                            (6) 

The following conclusions can be drawn from the experimental data and image 
comparison above: 

1. The position of the virtual hand not only corresponding to the spatial location of 
the real hand in pictures, but also could well reflect the changes of the hand in 
spatial location. 

2. When the hand around the X axis and Z axis, although there are some errors, but 
the virtual hand can be broadly reflect the pose of actual hand and angle changes. 

4   Conclusion 

In summary, using two ordinary camera to capture the spatial position and pose of hand 
to create a virtual interactive manual system is feasible, this user-friendly system can be 
widely used in virtual games, virtual assembly systems.  

The system still needs further improvement, the question that the hand around the Y 
axis should be solved, the other is to increase the precision of the angle captured.  
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Abstract. In order to take advantage of chaos in permanent magnet 
synchronous motor system, the permanent magnet synchronous motor systems 
with smooth and non-smooth air-gap models are studied. The chaos anti-control 
methods by the addition of linear feedback are dissertated and analyzed by 
numerical solution. The chaos in systems is anti-controlled. The allowable 
range controlling variables and the chaos orbits of the systems under anti-
control are obtained. The systems obtain the new chaotic attractors with the 
completely different topology. 

Keywords: Permanent magnet synchronous motor (PMSM), Chaos, Anti-
control of chaos, Linear feedback, Topology. 

1   Introduction 

In 1989, Kuroe and Hayashi [1] introduced the chaos phenomena in motor sport when 
the motor parameters are in certain areas in the 20th IEEE Power Electronics 
Specialists Conference. the motor will have a chaotic motion, suddenly showing a 
large torque or small. The situation in some of the practical application is not allowed. 
Therefore, how to control and eliminate this chaos becomes a subject of concern [2-8]. 
However, it soon discovered that in some cases chaos in the motor can provide great 
convenience for us. Chaos brings the irregular movement can improve the efficiency of 
the grinding machines, can make the quality of mixing cement mixer greatly and can 
be used in medical equipment pacemakers, etc. In these applications, people want 
stable system to appear chaos phenomena or to strengthen the original chaotic 
phenomena, i.e. anti-control of chaos [9-10]. Zhang and Li [11] constructed a linear 
controller, which allow the original or even a stable non-chaotic system of permanent 
magnet synchronous motor to get a new chaotic attractor. Zhang et al. [12] also 
constructed a linear controller, which make the original system present chaos behavior. 
Using delay state feedback controller, chaos is anti-controlled by Meng et al. [13]. 
Meng et al. [14] proposed a control strategy of chaos and chaotic anti-control with the 
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minimum of the energy method. Kong et al. [13] made permanent magnet synchronous 
motor exact linearization by differential geometry theory, and achieved chaotic anti-
control. In general, the study of anti-control of Chaos in Permanent Magnet 
Synchronous Motor is less. 

Based on the above analysis, in this paper, the permanent magnet synchronous 
motor systems with smooth and non-smooth air-gap are controlled to a chaotic orbit by 
a linear feedback controller. Numerical simulation shows that the control method is 
effective and feasible. It can provide the theoretical basis of chaotic motion. 

2   The Mathematical Model of PMSM 

The axis current di , qi  of the stator d , q and the rotor angular velocity ω  as state 

variables, using qd − coordinates axis, the mathematical model of  PMSM can be 

written as [14] 
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After the affine transformation and the time scale transformation, the dimensionless 
mathematical model of PMSM is 
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Where x , y , z represent respectively d , q - axis stator current and rotor angular 

velocity ω , and du , qu , LT  represent d , q -axis voltage and external torque, 

respectively, rψ  represents permanent magnetic flux, 1R  represents Stator 
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windings, β  represents viscous damping coefficient, J represents rotational inertia, 

pn represents pole pairs. 1R , β , J , dL , qL and LT are all positive. When dL = qL , the 

system is smooth air-gap PMSM. Otherwise, the system is non-smooth air-gap PMSM. 
In the system parameters, rψ is affected the greatest impact by the working 

environment and conditions. The system shows a very complicated nonlinear dynamics 
with rψ  value changes.  

3   The Linear Controller Design 

The definition of a n-dimensional non-linear chaotic system as follows 
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DXy

ttXFx ),(
.        (3) 

Where, F is a nonlinear smooth vector function. X  is the system state variable, 

[ ]TnxxxX ,,, 21= . y  is the output of system. The constant matrix D  is n×1 . The 

linear feedback controller of the system is KyU = . Where, K  is a feedback gain 

matrix. The linear feedback controller is added to the system. Then the controlled 
system is  

                                               UtxXFx += )),(( .  (4) 

4   Anti-control of Chaos in Smooth Air-Gap PMSM 

From (1), we get the smooth air gap permanent magnet synchronous motor system 
model  
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The system, with system parameters 27.0~ −=du , 42.0~ −=qu , 2.1
~ =LT , 20=α , 

20=σ , was chosen for analysis. Suppose the initial point of the system is (0.01, 0.01, 
0.01). Take time step of 0.005s, with fourth order fixed step Runge-Kutta method for 
numerical integration of Equation (5), we can obtain the time history of motion, the 
phase trajectory and Poincaré map in Figure 1, Figure 2 and Figure 3. From these 
figures, we can conclude the system is stable. 
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Fig. 1. Time course diagram of the stable system 

 

Fig. 2. Phase portrait of the stable system 

 

Fig. 3. Poincaré map of the stable system 

If [ ]TkkkK ),, 321= , x  is the system output, the equation of the controlled system is 
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When 6.01 =k , 2.12 −=k , 2.103 =k the time history of motion of the controlled 

system, the phase trajectory and Poincaré map are obtained, as shown in Figure 4 to 6. 
It is obvious that the system is controlled to a chaotic orbit. The corresponding strange 
attractors are shown in Figure 6. In this time, it is also only one half the original 
chaotic attractors in Figure 9. 

 

Fig. 4. Time course diagram of  the controlled system 

         

Fig. 5. Phase portrait of  the controlled system 

 

Fig. 6. Poincaré map of  the controlled system 

When 6.01 =k , 2.12 −=k , 34.103 =k , we can obtain the time history of motion 

of the controlled system in Figure 7, the phase trajectory in Figure 8 and Poincaré map 
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in Figure 9. The corresponding strange attractor are shown in Figure 9. It is obvious 
that the new chaotic attractors are different from that in Figure 6.  

  

Fig. 7. Time course diagram of  the controlled system 

              

Fig. 8. Phase portrait of  the controlled system 

 

Fig. 9. Poincaré map of  the controlled system 

5   Anti-control of Chaos in Non-smooth Air-Gap PMSM 

The non-smooth air gap permanent magnet synchronous motor system model is 
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The system, with system parameters mHLd 15= , mHLq 10= , 27.0~ −=du , 

42.0~ −=qu , 2.1
~ =LT , 5=α , 8=σ , 98.0=ε ,was chosen for analysis. Suppose the 

initial point of the system is (0.05, 0.02, 0.05).  Take time step of 0.005s, with fourth 
order fixed step Runge-Kutta method for numerical integration of Equation (7), we can 
obtain the time history of motion, the phase trajectory and Poincaré map in Figure 10, 
Figure 11 and Figure 12. From these figures, we can conclude the system is stable. 

 

Fig. 10. Time course diagram of the stable system 

 

Fig. 11. Phase portrait of the stable system 
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Fig. 12. Poincaré map of the stable system 

If [ ]TkkkK 321 ,,= , x  is the system output, the equation of the controlled system is 

                       

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

+−+−=

+++−−=

+++−=

zkTxyzy
dt

dz

ykuzxzy
dt

dy

xkuyzx
L

L

dt

dx

L

q

d
d

q

3

2

1

~
)(

~

~

εσ

α . (8) 

When 06.01 =k , 02.02 −=k , 5.73 =k , Figure 13 shows the time history of motion of 

the controlled system, Figure 14 shows the phase trajectory and Figure 15 shows the 
Poincaré map. From these figures, we can conclude the system is chaotic. The system 
obtains a new chaotic attractor, which is similar to Lorenz attractor. 

When we wanted to make use of the chaotic motion, the system can be controlled 
by using the above method, and rapidly emerge chaos. The system is controlled by 
using sensors to collect the d , q - axis stator current and the rotor angular velocity ω , 

adjusting the feedback coefficient 1k , 2k , 3k . This control method is easy to 

implement in the system and costs less. 

 

Fig. 13. Time course diagram of  the controlled system 
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Fig. 14. Phase portrait of  the controlled system 

 

Fig. 15. Poincaré map of  the controlled system 

6   Conclusion 

In this paper, we have studied an anti-control method of chaos in the permanent 
magnet synchronous motor systems with smooth and non-smooth air-gap models. To 
take advantage of the chaotic characteristics of permanent magnet synchronous motor, 
by applying the linear feedback controller, the original permanent magnet synchronous 
motor systems with smooth and non-smooth air-gap show chaotic motion, which 
allows us to use good chaos properties. In these new chaotic systems, there are 
abundant and complex dynamical behaviors. The new attractors and their forming 
mechanism need further to study and explore. Their topological structure should be 
completely and thoroughly investigated. It is expecting that more detailed theory 
analysis and simulation investigation will be reported in the near future elsewhere. The 
linear feedback controller is an activity controller. It does not affect the original system 
parameters, only need to change the control parameters. This method has better 
prospect in engineering application. 
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Abstract. With the development of information technology, personalized web 
portals are becoming more and more popular. Personalization offers great 
opportunities to obtain information more effective and efficient, and 
personalized services can provide significant user benefits since they adapt their 
behaviors to better support the users. The paper designs an infrastructure of 
personalized service system through a case study. It provides a platform where 
users can share resources and exchange information about research papers, 
which is implemented at www.linkscholar.net. 

Keywords: web2.0; data mining; recommendation system; personalization. 

1   Introduction 

With the continuous development of information technology, Internet users show a 
growing demand for a wide range of features. Information browsing is no longer the 
sole purpose of surfing the Internet, and people have the hope of getting valuable 
information at any time, as well as a request that the Internet is able to provide 
screening, integration and optimization of personalized information services [1]. 

Individual information service is this kind of service which is user-centric, and 
based on the user's information. Individual customization means that according to 
different information needs of users, to provide targeted information services and 
systems. By means of collection and analysis of users’ information, individual 
recommendation learns users' interests and behaviors, finds the potential demands for 
information of users to take the initiative to recommend the information, and supplies 
the users with a better network experience, to save searching time and enhance 
efficiency. 

In March 1995, at the meeting of the American Association for Artificial 
Intelligence, Carnegie Mellon University's Robert Armstrong and others proposed 
individual navigation system “WebWatcher”, Stanford University’s Marko Balabanovic 
and others proposed individual recommendation system “LIRA” [2]. The three systems 
mark the beginning of individual services. In 1996, Yahoo! launched the individual 
portal "My Yahoo!” [3]. 
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Although the research institutes have carried out related studies for individual 
information services theory, technology and products. Many results of the low level 
of automation and poor quality are far from meeting the people's individual needs. 
Data mining is an important tool to solve this difficulty, which can supply the right 
service actions with strong support and reliable guarantee. With the help of the data 
mining technology to deal with user’s behaviors, comments and paper information, 
we can get the user interest models and other relevant models which are the key of 
setting up initial individual page and individual recommendation services’ quality. 

This project can meet the needs of scientists and technicians, which is based on 
Science and Technology web sites, focuses on individual customization, data mining, 
individual recommendation, and researches individual information services system 
and data mining. The general users can personalize the interfaces and manage the 
research papers by their own, and at the same time, the background system using  
the data mining technology can recommend corresponding papers to users by the 
configuration and the browsing records from the users. The project is not only the 
basic research of individual services and data mining, but also will greatly promote 
the organization of network technology papers platforms and the individuation 
development. Its research results have not only an important academic value but as 
well produce large social economic benefits. 

2   An Infrastructure for Personalized Service System 

 

Fig. 1. System structure of user-centered science and technology paper service platform 
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2.1   Customization Service Platform 

In a personalized interface, users could configure the website according to his or  
her requirements with the modules that he or she is interested in. At the same  
time, customization platform is also used to show the results of personalized 
recommendation. 

2.2   Service Platform for Personalizing Information Recommendation 

(1) Data mining engine: off-line operation. Data mining, based on content structure 
and using aspects, discovers users’ interest with various algorithms and establishes 
models that users are interested in. 
(2) Information recommendation engine: on-line operation. Modeling based on users’ 
browsing action and data mining engine, returns users the recommended results. 

3   Customization Service 

This science and technology paper service platform should not only be used as a user-
centered service platform that provides personalized information but also an 
information collection platform that collects users’ information and obtains related 
information for target users by the use of data mining and recommendation system. 

3.1   Web Interface Customization 

Users could choose the different overall system interface modules, page components, 
layout and the way of each sub-module views according to their own styles to achieve 
personalization and convenient operations. 

Portal provides interfaces for final users and administrators to customize the 
appearance and layout of the website. With these tools, users could customize their 
own pages by selecting and setting portlets. They can also change the layout and color 
(if permitted by administrator). 

Users are allowed to have one or more personalized pages with their own color 
themes, skins and layout. Themes could be used to identify font, color, pitch and other 
visual elements; skin could be the accessories and control around the portlet, such as 
sidebar, border, and shadow and so on. Different skins could be applied to different 
portlets so that the websites’ appearance could be adjusted to satisfy any requirements, 
and users could move portlet to set the layout. 

Every personalized page could have a group of different portlets. Portlets on the 
web page could be determined by final users or administrators. Administrators can 
designate portlets which are needed, so that they will not be deleted by users. 

3.2   Service Content Customization 

Portal provides content customization and integration to achieve centralized access. 
Behavior analysis and content recommendation could be achieved by portal. 
Framework that supports the portal and web services uses SOAP to integrate Web 
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services or other functions provided by distant portal into independent local atomic 
portlet components. These components could be deployed by being collaborated into 
more advanced portlets so that portal could obtain information from local and distant 
Web service as well as other distant portal. By integrating contents and applications 
from different sources using the block way, websites could provide more new services 
to users. 

In addition, customization service platform could provide more functions. On the 
one hand, users could point out the contents he or she concerns about. On the other 
hand, users could edit models established by data mining technology in the system, 
which are convenient for engine to provide more accurate recommendations. 

Portal integrates data mining technology and data analysis system to provide 
models that users are interested in by collaborating and analyzing corresponding 
business data. 

3.3   Services Customization 

Services customization means users could set ways of receiving services such as  
e-mail, telephone reforming and expert advice so that users could get information 
services based on his or her own time and geographic location. 

The portal platform allows users control how they receive alerts: via portal-based 
web alert, e-mail or any additional delivery mechanisms configured by the portal 
administrator. Similar technology could be applied to services customization. By 
implementing Portal services recommendation component, users could set their own 
ways of obtaining information. 

4   Personalized Information Recommendation Services 

Web Data Mining is a kind of comprehensive analysis tools and pivotal technology 
for assisting Personalized Information Service, which tracks users’ behavior data and 
relevant comments submitted by users on the Web site of scientific research. It 
collects users’ information, then analyses users’ data and establishes models users 
interested in using Data Mining technology to realize personalized recommendation. 

4.1   User Data Collection 

Data collection is a process acquiring information related with user’s features, 
preferences or activities, and it provides necessary data sources for the establishment 
of user’s model. User’s information includes user’s registration information, 
interactive information with system, browsing information and comments. Comments 
are the information submitted by the user voluntarily, which can better reflect the 
user's interest. 

4.2   User Preference Model and Transference model 

Regarding to different information, we take different measures. For comments 
submitted to Papers Web Site by users, we use Web content Data Mining Techniques; 
for interacting information between the user and system, we take the Techniques of 
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Web Mining; for the link relationship among users and articles browsed on Web site 
and the structure of personalized homepages collocating, we make use of the 
Techniques of Web Structure Mining. Then the final job is to establish the user 
preference model synthetically by integrating all kinds of information, especially 
users’ current comment data, which is prepared for Personalized Information 
Recommendation later. 

In addition, the user's interest is not set in stone, and always changes as time passes 
by. As a result, the updating strategy of User Preference Model is one of the key 
problems, which relates to whether Information Recommendation can be realized 
accurately. The updating of User Preference Model means improving the model’s 
precision and the quality of recommendation. According to user’s direct and 
connotative viewpoints to the recommendation system, the updating strategy 
improves the primary model and ensures that the model can match the up-to-date 
user's preferences. 

4.3   Resource Expression and Related Model Analysis 

According to the paper's title, authors, keywords, and basic information of the thesis 
papers, papers are classified by information. Creating the corresponding eigenvector 
model for each type of paper guides the user preferences excavation to enhance the 
accuracy of the recommendation. 

At the same time, the importance of a paper is based on the paper's eigenvector; the 
popularity of a paper is based on the case the paper viewed by users; the relevance 
model of papers is based on the users’ browsing situation. As time goes on, the 
relevance model of papers are incrementally updated. 

4.4   Service Model and Information Recommendation Techniques 

Customer service model includes: user fractionizing model, user recommendation 
model, user response model and user washed-away model. The user fractionizing 
model classifies user’s type based on user’s action model; the user recommendation 
model means recommending resources that users may be interested in according to 
the user preference point; the user response model means searching for users 
interested in particular types of information resources, and then realizing one-on-one 
service to these users and analyzing the users’ response to recommendation; the user 
washed-away model refers to search features of washed-away users to find facts 
impacting users’ churning to improve the Web site’s service and service quality, and 
as far as possible to reduce the risk of loss of customers. 

4.5   Online Services Recommendation 

Online services recommendation is the last process to use mining techniques. It 
attains the current user’ access operations and services request module to implement 
recommendation algorithm, generate recommendation interface by calculating, and 
then send recommendation interface to client browser. So it provides personalization 
services for users. 
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5   Summary 

Personalization is a significant use of Internet with the emergence of huge volume of 
information on the Internet. In this paper, we present a new infrastructure for 
personalized service system based on web2.0 and data mining, which can meet the 
needs of the user recommendation, interface friendly, operation simply and 
recommendation accurately. 

We first show the structure of the user-centered science and technology paper 
service platform, and then give a comprehensive introduction of its two important 
components: the Customization Service, which works as an information collection 
platform for the data mining and recommendation system, and also the Personalized 
Information Recommendation Service, which is essential for the process of collecting, 
analyzing the users’ data and generating the recommendation interface. 

With the development of information technology and Web 2.0, the combination of 
data mining and personalized services is bound to be increasingly closer, so this 
system will become more and more mature. 
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Abstract. The problems of information overload and resource disorientation 
which is caused by information explosion become more serious, especially for lots 
of farmers, who know little computer technologies. In order to provide information 
and knowledge conveniently, timely and efficiently to farmers, researchers do 
studies on recommendations system. In this paper, key technologies in 
recommender system are introduced. we provide a solution that construct a 
non-missing data user evaluation matrix through the clustering of the items. 
Addressing the differences in farmers’ rating behavior, before making predictions, 
we normalize the user evaluation matrix. 

Keywords: Collaborative filtering; recommendations system; rating matrix;  
user similarity. 

1   Overview 

In the course of agricultural informational service, one of the important tasks is how to 
help farmers to get useful information through internet. As farmers have limited 
knowledge about computer technology, especially the filtering and judgment abilities 
are weak when there is numerous information on the net. Thus in order to provide a 
individuation agricultural information service, we provide a agricultural information 
recommendations system based on collaborative filtering, which generates the set of 
nearest neighbors firstly, then predicts the interests about other information and 
provides the usable information to users. 

1.1   Recommendation System 

In 1997, Resnick&Varian defined the recommender system[1], in electronic commerce 
systems, the recommender systems that simulate the process about salesmen 
Recommend products to users can provide product information and suggestion to 
customers, to find favourite products. In brief, the purpose of the recommender system 
is to recommend suitable products to users, according to their requirements. 
                                                           
* Corresponding author. 
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Recommender systems were classified into several kinds, as Item-based 
recommender system, recommendations system based on collaborative filtering, 
recommendations system based on data mining by different techniques. 

(1) Item-based recommender system[2] 

Item-based recommender system computes the similarity between items and users’ 
interests. It‘s under the basic ideas that users’ preferences can be described by a user 
profile, and for each item, we extract the feature to form the feature vector. When a user 
is commended, we calculate the similarities between the user profile and the item 
feature matrix, then commend items using these similarities. 
(2) Collaborative Filtering Recommended System [3] 

Collaborative filtering recommended system is the most success recommendation 
technology. it analyzed users’ interests to determine the nearest neighbor set. The 
evaluation prediction was formed by integrating the evaluation from the similar 
users[4]. The process of Collaborative filtering recommended system was divided into 
three parts, describe the user profile, generate the nearest neighbor set depending on 
similarities, and produce the recommendation result. 
(3) Recommended system of Data Mining[5] 

With increasing of the number of users and items, there are large number of user 
transaction data, registration data, evaluation data, and so on. Meanwhile, servers 
maintain lots of log data, cart Information and so on. Facing with these massive data, in 
order to improve the quality and efficiency of the recommendation system, we 
introduce variety of data mining technology (association rules, sequential pattern 
mining, clustering, classification, etc.) into recommendation system. Recommendation 
systems based on data mining mainly involve with the three key technologies, such as 
processing the raw data, Pattern expression, and application of data mining algorithms. 
(4) Hybrid Recommendation System[6] 

Because of advantages and disadvantages in both content-based filtering and 
collaborative filtering, researchers proposed a hybrid recommendation model, which 
can remain the advantages of both mode, and has higher quality than the formers. 

2   An Optimized Agricultural Information Recommendations 
System Based on Collaborative Filtering 

This system is a subsystem of Hunan agricultural information service platform, which 
analyzes evaluation information, then calculates similarities between the current user 
and other users, and generates nearest neighbor set of the current user, finally 
recommends services to users. 

2.1   Evaluation Matrix with No-Missing  

In general Collaborative filtering modules, First, build a user evaluation matrix based 
on historical information second, calculate the similarity between users. Then Generate 
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the nearest neighbor set. Finally, according to the nearest neighbor set, recommend 
information which users may be interested in to. The specific process is shown in Fig.1. 

 

Fig. 1. The Flow Chart of Collaborative Filtering 

For the problem of sparsity of collaborative filtering system, usually there are two 
solutions: 1) interpolation method, Reducing dimensions 2) instead the missing with a 
default value, such as average. However, the shortage of both methods is evident. Thus 
if couldn’t fully reflect users’ individual interests or hobbies, we can not fundamentally 
solve the sparsity. 

In order to effectively deal with this problem, before calculating the similarity 
between users, we determine the similarity between the items. Then generate items 
clusters and find the nearest neighbors of each cluster, Finally, according to the user 
evaluation of the nearest neighbors predict the rating of target information. Then the 
rating matrix is built. The process shown in Fig.2. 
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Fig. 2. The Improved Flow Chart of Collaborative Filtering 

Let Ui is the item set rated by user i and user j, and the item rated by User I is credited 
to Ki , 

Ui,j=Ki+Kj                                                            (1) 

The items user i didn’t rate is Ni, 

Nf=Ui,j-Ki                                                             (2) 

According to the evaluation that User i and user j rated to the similar items, we can 
predict the evaluation of the Ni. To the active item r∈Ni, Pi represents the evaluation 
that user I predicted the item r. 
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(1) Calculate the similarities between items 

To caculate the similarity between item n and item r, first, depending on user ratings on 
item r and item n calculate the similarity between item n and item r, using the similarity 
measure, which noted as Sim (r, n). 
(2) Items Clustering 
There are many Clustering method, such as k-means algorithm, Clara algorithm, can be 
used. This paper introduces the method of Between-groups Linkage, which can 
calculate the sum of squares of Euclidean distance. After clustering, find the nearest 
neighbors of items r, which is expressed as Hr={K1,K2,…，Kn}, r∉Hr, where highest 
similarity is k1, and so on. 
(3) using the prediction method which proposed by Sarwar [7]. 
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Where simr, n represents the similarity between item r and Kn; Ri, n represents the 
evaluation of the item n rated by user i. 

2.2   Finding the Nearest Neighbor Set 

After getting the no missing user evaluation matrix, the main task is calculation of 
similarities between target user and other users. Then select the top-N similar users as 
the target user's nearest neighbors set. At present: Person correlation coefficient, 
Cosine correlation, Relevance of the modified cosine are used widely in similarity 
measure. This paper adopts the Person correlation coefficient to calculate the similarity 
of user interest. 

2.3   Standardization of User Evaluation[8] 

As user's ratings are related to their personalities, for example, the conservative user’s 
ratings may be lower than real scores, and the optimistic ones may give higher ratings. 
Therefore, user rating must be standardized. The standard formula shown as follows: 

)()()( ,,, mbkababamk XXXXXXP +−−−=                     (4) 

Where Pk,m(Xa,b) is a standardized function.Xa, b is the evaluation of itemb rated by 

user a. ax , kx is the average rating of Usera and Userk. bx , mx  is the average rating of 

Itemb and Itemm. 

2.4   Recommended Results 

With the nearest neighbor set, the target user's interest can be predicted, and generate 
recommendation result. Usually, according to the different purpose of the 
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recommendation, there are can various recommendation forms. TOP-N used in this 
paper to recommend possible item set to users. 

3   Conclusion 

To test the recommendation method proposed in this paper, first, collect the initial 
evaluation information. After pretreatment, it’s a relatively sparse matrix. 

Table 1. Initialized Matrix of User Evaluation 

 Item1 Item2 Imem3 Item4 Item5 

User1 - 4 - 4 2 

User2 3 - 4 5 - 

User3 - 5 - - 3 

User4 1 1 - - 5 

User5 3 - 2 - 1 

User6 - - - - 3 

User7 4 - - - - 

User8 - 4 2 - - 

User9 5 - - - - 

User10 - - 4 - 2 

 

Then calculate the similarities between items using person related coefficient, and 
obtain the result of clustering of items. 

Then we get the user evaluation matrix without deletion items. 
Then calculate the similarities between users , and receive the nearest neighbors of 

user n ,U. U1={U6, U3, U4}; U2={ U4, U6, U7}; U3={ U6, U1, U4}; U4={ U2, U6, 
U1}; U5={ U9, U8, U1}; U6={ U4, U2, U1}; U7={ U9, U2, U4}; U8={ U5, U2, U4}; 
U9={ U7, U2, U4}; U10={ U1, U6, U4}. 

After standardization, the standard evaluation matrix was formed, then we can 
predict the evaluation about the items which is not evaluated by the active user and get 
the commendation result by TOP_N principle. 
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Abstract. Though the technology of IPv6 network has become mature in recent 
years, it still takes long to dispose IPv6 in an all-round way in the internet. In this 
research, we have designed an IPv6 multihomed host architecture to connect both 
IPv6 network and 6to4 network. This paper describes a load balance mechanism 
that allows applications on multihomed devices to utilize the individual networks 
efficiently to transmit streams that could be part of a session. We experiment  
the relevant parameters in the IPv6 testbed environment to demonstrate its 
effectiveness. 

Keywords: IPv6, multihomed host, load balance, redundancy. 

1   Introduction 

Two types of multihoming techniques have been proposed in recent years: multihomed 
host [1] and multihomed site [2-9]. Multihomed host means that a host connects to two 
or more internet service providers instead of one. With multihomed hosts a key 
decision is not simply which network/interface to use but which interface to use for 
which stream and under what circumstances. Many studies have addressed issues on 
multihomed site. There are two possible approaches to link assignment of multihomed 
site. The first approach is static, and usually it announces non-overlapping or over 
lapping [2] prefixes to different links. For non-overlapping prefix, the traffic destined 
to these two prefixes to two different links will reach the network via the two respective 
links. Overlapping prefix splits a prefix into longer prefixes and the original prefix is 
also announced. Another static scheme applies hashing [3] for distributing traffic over 
multiple links to obtain better load balancing performance. Table-based hashing can 
also distribute traffic load according to unequal weights. However, this approach does 
not consider dynamic traffic load characteristics. The load distributed among access 
links cannot be balanced evenly because the hashing function is biased for a given 
traffic load. The second approach is dynamic, which usually requires a table to record 
the route selection so that all the subsequent packets of a connection will follow the 
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same route. Network Address Translation (NAT)-based approach [4] translates the 
source address in an outgoing packet to the external address of a multihomed NAT 
gateway, so that the returned traffic can be affixed to the corresponding link. BGP 
peering scheme [5-7] provides fault tolerance without the changes of normal operation 
of Internet. When connectivity between enterprise and ISP goes down, the failed IP 
prefixes will be advertised to the other available ISPs. 

In this research, we have designed and implemented an IPv6 multihomed host based 
on Linux platform. The proposed architecture provides redundancy of connectivity to 
internet by utilizing IPv6 and 6to4 [10] links. We design a load balance algorithm based 
on the evaluation of both throughput and latency. The load balance mechanism uses 
active probing to collect related information on user network and makes a decision 
regarding the selection of an appropriate access link based on the load of the link 
bottleneck direction. The algorithm achieves a significant reduction of packet loss rate 
with a moderate number of link shifts. 

2   Multihomed Host 

We assume a static route selection scheme in the networks. The choice was made to 
simplify the analysis. Assume W is the set of source destination pairs and the source is 
defined as the outgoing interface of multihoming host. According to the static priority 
routing model, the route set Rw consists of Nw routes. For each set Rw, with Nw >1 there 
exists a routing policy ℜw, which specified the schedule for finding available routes. An 
outgoing flow might try the first route in the set and, if no capacity is available, the 
second route and so on. Each route consists of an arbitrary combination of links 
between source and destination. 

We have designed and implemented the load balance mechanism by using rtt based 
throughput threshold scheme. In order to select an appropriate access link, the 
collection of information regarding both throughput and rtt is required. We first 
measure the round trip time via each access link for their destination gateway. Let Ti 

indicate the throughput processed by route i at one probing period, where i= 1, 2. Tmax 
and Tmin are defined to be maximum and minimum throughput for route i in the route set 
Rw. For a flow-granularity load based link selection algorithm, we calculate the load 
difference between two access links. If the load difference exceeds the load threshold 
Tth, we may conclude that significant load imbalance occurs and the outbound flow will 
be redirected to the least loaded link during next probing period. The load threshold is 
used to avoid severe oscillation of route switching. 

However, an access link may be available but it cannot be used to reach certain remote 
subnets in case of upstream congestion. To provide accurate estimation of subnet traffic, 
we introduce round trip time (rtt) into the model. The rtt is calculated based on the 
average of these rtt measurements for n runs during one probing period. The link 
assignment algorithm measures rtti for route i. rttmax and rttmin are defined as maximum 
and minimum rtt for roue i in the route set Rw. If rttmax exceeds the rtt threshold rttth, the 
load offered to the subnet is more than it can handle. Congestion  
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might build up in the subnet. We use the latency ratio α, which is defined as rttmax/ rttmin, 
to find out the other possible available access link. There is plenty of room of 
optimization if the rtt ratio is more than an order of magnitude. If the latency 
ratio(α) exceeds the rtt threshold (rttth), the load threshold (Tth) is reduced by the value 
rttmin/rttmax (1/α). The smaller Tth is incentive to redirect the traffic flow to the least loaded 
link. The load threshold Tth is scaled back when the network is perceived to be in the 
steady state. If the switching behavior is silent for some certain period D, the load 
threshold Tth is scale up with incremented by β, where 0<β<1 The algorithm is given 
below: 

For each probing period 

 {  
IF rttmax > rttth  

                   { IF ( rttmax / rttmin ) > Mth 

                         { Tth =Tth /(rttmin /rttmax); } 
                    } 
           ELSE  
             { count++; 
             IF count >D; 
               { Tth =Tth +β; 
                 count = 0;} 

} 
           IF (Tmax –Tmin ) > Tth 

                {Redirect traffic flow to Tmin link; } 
  }   

3   Experiments and Evaluation 

We have executed experiments on the mutihomed host over the current IPv6 internet to 
evaluate the performance of the proposed scheme. The IPv6 host has connected a local 
network to the two network backbone (Fig. 1). The host can forward packets from a 
local network to one of the two backbones in two ways. There two probing sites use 
different ISPs and thus together represent a typical multihoming site. Two internet 
backbones offer IPv6 network address prefixes for the network environment. They are 
3ffe:3600:1000::/48 and 3ffe:3600:2000::/48. 

The host measures the rtt for the destination gateway at regular intervals and selects 
the optimum link based on load balance algorithm. We start the latency probing tasks 
on both sites at the same time. Each probe transaction uses ICMP6 ECHO REQUEST 
and ECHO RESPONSE to measure the rtt and thus the network latency to the probed 
subnet. Every five minutes, the host carries out four measurements in the interval of one 
second. The latency-based link selection algorithm chooses the faster of these two 
links, and its latency is the smaller of the two. 
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Fig. 1. Experimental environment 

We evaluated and compared two performance metrics⎯ packet loss rate, holding 
time and Average Link Switching (ALS). The packet loss typically represents the sum 
of the packet lost during the time switching to the other link. Holding time denotes the 
total access time obtained by one link before switching to the alternative. ALS is 
defined as the total number of link switching to the total number of active flows. In 
order to analyze these two metrics, we conduct two sets of experiments. In the first set, 
we focus on the effect of different parameters on load threshold in the proposed 
scheme. The second set examines the ability of the proposed scheme in minimizing the 
loss rate under various loading conditions. We compare the proposed approach with 
two other schemes: static [2] and dynamic [4]. In static scheme, the path for a flow is set 
up beforehand and does not undergo any shift at any later time. In dynamic scheme, the 
outgoing link for each flow is selected based on their rrt measurement. 

Table 1 represents the simulation results of ALS, holding time and loss rate for 
different Tth values. We found that the ALS is reduced dramatically in case of Tth over 
25. The holding time before switching increases as threshold Tth increases. The table 
also shows that small value of threshold Tth suffers excessive packet loss. The proposed 
mechanism experiences trivial packet loss rate in case of Tth exceeding 25. There is an 
optimal value of threshold Tth (25) for achieving reduction of link flapping, packet loss 
as well as holding time before switching. 

Table 2 represents the values of latency ratio (α) under different load conditions. We 
found that the impact of load imbalance between two access links (Δρ) is greatly on 
latency ratio (α). When the difference between two links’ load is significant, the value 
of α  is high. Fig. 2 shows that the load difference has not significantly effect the loss 
rate for all three schemes in both light and medium loading conditions (Δρ <0.6). The 
proposed scheme becomes smooth with slow increased trend as the offered load is over  
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Table 1. Simulation results for different Tth values 

Load threshold (MB) 5 25 50 75 100 125 150 

ALS 50 10 5 3 2 2 2 

Holding time (s) 100 480 900 1200 1500 1800 2200 

Loss rate (%) 0.02 0.0037 0.0014 0.0014 0.0008 0.0006 0.0006 

Table 2. Latency ratio (α) for different loading conditions (Δρ) 
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0.6. However, both static and dynamic schemes experience significant loss rate in 
heavy loading condition. The significant imbalanced load between two access links 
usually leads to frequent switching, thus resulting in high loss rate. 

4   Conclusions 

In this study, we propose a simple means of supporting multihomed host in an IPv6 
network, by designing one link selection algorithm based on the evaluation of both 
throughput and rtt. The traffic may be distributed piecemeal and routed via the most 
optimal combination of the currently active network interfaces. We experiment a 
multihomed host in both IPv6 and 6to4 networks, and examine its performance in 
supporting efficient load balance. The simulation shows that the proposed adaptive 
mechanism can achieve a lower loss rate under any loading condition as compared with 
the other two schemes. In future, we will address the issues in maximizing the 
utilization of available bandwidth by making use of the resource available on all its 
interfaces. 
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Abstract. The lithium battery gradually becomes the mainstream of traction 
battery owing to its small volume, light weight, high voltage, high power, less 
self discharge, long service life and other advantages. However certain man-
agement is required during the application of Li-ion battery for its obvious 
nonlinearity, inconsistency and time-variant characteristics. If lithium batteries 
are used in power equipment in serial, they may have different charge and dis-
charge due to different internal characteristics, when one battery deteriorates, 
the behavior characteristics of the entire battery pack will be limited so as to 
lead to deteriorated battery pack performances. The lithium power battery pack 
management system designed here is installed inside lithium battery pack, takes 
MCU as the control core and equalizes energy of each lithium battery while 
achieving over charge, over discharge, overcurrent and short circuit protection. 

Keywords: The lithium battery; electric automobile; management system; data 
processing. 

1   Introduction 

The lithium battery gradually becomes the mainstream of traction battery owing to its 
small volume, light weight, high voltage, high power, less self discharge, long service 
life and other advantages. However certain management is required during the appli-
cation of Li-ion battery for its obvious nonlinearity, inconsistency and time-variant 
characteristics. Besides, lithium battery has high charge and discharge requirements; 
over charge, over discharge, over discharge current or short circuit causes temperature 
rise and severely damages the performances of lithium battery so as to shorten its 
service life[1], [2]. 

                                                           
* The work is supported by National Natural Science Foundation of China (NSFC, No: 

50975020) and Funding Project For academic Human Resources Development in Institutions 
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If lithium batteries are used in power equipment in serial, they may have different 
charge and discharge due to different internal characteristics, when one battery dete-
riorates, the behavior characteristics of the entire battery pack will be limited so as to 
lead to deteriorated battery pack performances. It’s necessary to carry out real-time 
monitoring against lithium battery during charge and discharge, provide over voltage, 
current and temperature protection and balance battery-to-battery energy in order to 
maximize its excellent performances and prolong service life. 

2   General Schematic Design of System 

The lithium power battery pack management system designed here is installed inside 
lithium battery pack, takes MCU as the control core and equalizes energy of each 
lithium battery while achieving over charge, over discharge, overcurrent and short 
circuit protection. States of battery pack are displayed via LCD and historical per-
formance status of each lithium battery is read via communication port reserved in 
advance[3], [4]. 

Intelligent management system of power lithium battery is mainly comprised of 
charge module, data acquisition module (including voltage, current, and temperature 
data acquisition), balance module, electric calculation module, data display module 
and storage and communication module. The system chart is as shown in figure 1. 

 

Fig. 1. Management System Structure Diagram takes MCU as main controller, judges the 
battery pack is in charge, discharge or idle state and whether there is overcurrent via acquisition 
of current information and takes handling measures in response to relevant states 

After acquisition and analysis of voltage of each battery, the system decides 
whether balance module is started to equalize energy of the entire battery pack and 
judges whether there is over charge or discharge. Temperature acquisition is mainly 
for over temperature protection. Working status, current, voltage of each battery, 
remaining electric quantity and temperature information is shown through LCD mod-
ule. Realization methods of each module will be described in following sections. 

2.1   MCU: Atmega 8 

MCU applied to this system is the high performance 8-digit MCU ATmega8 launched 
by ATMEL. This MCU has all performances and characteristics of high grade AVR 
MCU, supports In System Programming (ISP), and requires only one self-made 
download cord for MCU system development. ATmega8 MCU has 6 A/D conversion 
channels, including 4 channels having 10-digit accuracy and may be directly applied 
to battery voltage measurement during design. Performances of ATmega8 make it an 
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embedded efficient MCU with high adaptability, flexibility and low cost and particu-
larly suitable for use at development stage. 

2.2   Principle and Realization of Charge Control Module 

Conventional charge method of lithium battery is carried out in pre-charge, constant 
current and constant voltage stages in a time sequence as shown in figure 2. 

 

 

Fig. 2. Constant current and constant voltage stages in a time sequence 

As management system is placed in battery box with battery pack and external 
charger is applied, versatility of the management system will be reduced when  
communication channels are added to form a loop control with external charger. To 
improve versatility and enable management system and external charger to work 
separately, this battery management system adopts intermittent charge method as 
shown in figure 3. 

 

 

Fig. 3. Intermittent charge method is to ON and OFF charging circuit in an intermittent manner 
at pre-charge and maintaining stages to change charge current equivalently so as to meet the 
performance requirement for low current at pre-charge and maintaining stages and high current 
during normal charge 

If battery pack with management system is charged, matching external constant 
power supply charger shall be connected; the constant voltage shall be: 

lossvoltage*2.4 += NvU , where N refers to battery quantity. The current 

limit shall be 0.3C (C refers to battery capacity) of conventional current of the power 
lithium battery. System initialization must be carried out prior to charging and then 
battery pack shall be charged with intermittent charge method. 

2.3   Principle and Realization of Voltage Sampling Module 

During charge of lithium battery, the terminal voltage shall be controlled below 4.2V 
to prevent battery damage caused by over discharge; it is required that voltage of each 
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lithium battery must be inspected in real-time manner during charging. The manage-
ment system applies voltage sampling inspection scheme as shown in figure 4[5].  

 

Fig. 4. The working principle is as follows: push SPDT switch K1 and K2 upward to voltage 
measurement position, and connect capacitances to multi-way switch controlled by MCU kn-1, 
kn-2 (n=1, 2, 3, 4, 5, 6 and 7) ends of each battery in a synchronous manner to charge capaci-
tors until the capacitor voltage equals to single battery to be measured, then disconnect multi-
way switch controlled by MCU kn-1 and kn-2, and close switch K3 and k4 to connect A/D 
converter for measurement. This scheme uses 10-bit A/D converter directly and requires no 
additional A/D chip so as to save the design costs. Analog switch in actual circuit is realized by 
relay. 

Power battery pack is a battery module consisting of multiple individual batteries, 
due to difference between individual batteries in terms of internal characteristics, the 
battery pack is imbalanced after certain times of charge and discharge so as to affect 
the efficiency and security of power battery pack seriously. Over charge, discharge, 
current and temperature and other phenomena occurring during charge and discharge 
of battery pack sharpen the difference of battery characteristics to cause imbalance 
between individual lithium batteries in terms of capacity, voltage and other perform-
ances and finally lead to abrupt degradation of characteristics of entire battery pack 
and accelerated damage to partial battery. Therefore, balance between individual 
batteries in the pack must be solved during the combined use of battery pack. 

Resistance, capacitor and transformer balance or other schemes might be applied to 
balance the capacity between individual batteries. As the management system is in 
response to large capacity power lithium battery pack, if resistance balance is 
adopted, there would be high balance speed but too much energy waste; if capacitor 
balance is used there would be low balance current so that it is unlikely to achieve 
balance between power lithium batteries. Hence, transformer balance scheme which 
balances efficiency and speed is applied to this balance module. DC/DC switch power 
supply module is used directly in specific design. Depending on small power con-
sumption, high efficiency, small volume, light weight and other advantages, switch 
power supply module is ideal for using as balance module directly. During specific 
use, it is judged that whether energy balance is needed for battery pack according to 
voltage of individual batteries detected. If necessary master balance switch K5, and 
switch K1 and K2 are pushed downward to balance position, and carry out additional 
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charge for the battery with the lowest voltage with energy of the entire battery pack 
until difference between individual batteries is within the range required by the  
system. 

2.4   Realization of Sampling 

Current is the key parameter for estimate of battery capacity so that it imposes high 
requirement for current sampling accuracy, interference resistance capacity and  
linearity error. LTSR25-NP closed loop current sensor from LEM is used in this  
design[6]. 

This element has excellent accuracy, decent linearity and best response time. With 
25A current rating and maximum 80A of measurable current, it meets the require-
ments of system design. The current sensor may convert charge current into 0V~5V 
voltage signal which is sent to 10-bit A/D converter in MCU and discharge current 
with 0.2A of accuracy may be detected after conversion. The working curve is as 
shown in figure 5. 

 

Fig. 5. Working Curve of LTSR25-NP Current Sensor. In the figure, VREF means voltage at 
reference point and is 2.5V by default, and IP means current to be detected. 

Digital temperature sensor DS18B20 from DALLAS Semiconductor Company is 
used in battery management system for temperature detection. The sensor has single 
chip structure and outputs 9~12-bit characters without additional A/D converter. One-
wire bus protocol is adopted for communication, i.e. operations against DS18B20 
might be completed via one data cord. As each DS18B20 contains unique sequence 
code, each bus may be connected with multiple DS18B20 units therefore DS18B20 is 
characterized by easy connection and flexible system setting, and is suitable for mul-
tiple point temperature detection system, in particular of temperature detection and 
control system combined with MCU. 

LCD selects DM12864M character and graphical dot matrix crystal display module 
which displays Chinese characters and graphic and with 8,192 Chinese characters 
(16x16 dot matrix), 128 characters (8x16 dot matrix) and 65x256 dot matrix display 
RAM. Main technical parameters and display characteristics are as follows: 

Power supply VDD: 3.3V~5V (built-in booster circuit and requiring no negative 
voltage); 

Display size: 128 row x 64 line; 
LCD type: STN; 
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Interface with MCU: 8 or 4-bit in parallel/3-bit in serial; 
Multiple software functions: cursor display, picture shift, self-defined character, 

and sleep mode, etc. 

This system uses serial interface to display total voltage of battery pack, voltage of 
individual batteries, charge and discharge current, charge and discharge time, working 
temperature and remaining power quantity and others via liquid crystal module. 

The lithium battery management system writes charge and discharge information, 
including voltage of individual battery, charge and discharge time, working tempera-
ture, and battery power quantity into Flash storage chip SST25VF020 for storage 
trough real-time sampling during the charge or discharge process of lithium battery. 
Historical data stored in Flash may be read via serial port and upper level PC commu-
nication if necessary. 

As SST25VF series of Flash storage chip, SST25VF020 has following characteris-
tics: 2M of total capacity; single supply read and write operations with 2.7V~3.3V of 
working voltage; low power consumption, with 7mA of working current and 3μA of 
standby current; up to 33MHz of clock frequency; 100 years storage of data; SOIC 
and small sized WSON sealing. 

3   Software Design 

Software design of the system is completed with MCU C language. The main flow 
chart is shown below. 

 

Fig. 6. The system mainly covers individual voltage measurement program, current detection 
program, temperature detection program, energy balance program, charge management pro-
gram, LCD display program, data storage and communication program and other program 
modules 

3.1   Voltage Measurement Program 

Voltage of individual batteries is measured with 10-bit A/D converter of MCU. The 
software uses “mean screening value” filtration method in order to improve measure-
ment accuracy. For measuring analog quantity of each battery, several measurements 
shall be conducted continuously, the highest and lowest values are screened out, and 
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the remaining measurement values are averaged to acquire the best measurement 
result, and then battery voltage is obtained based on voltage calculation method. Upon 
the completion of voltage measurement, “bubble sort” program is run to sort all  
battery voltages, mark batteries with minimum and maximum voltage and serve the 
balance module. 

3.2   Charge Management Program 

The charge stage of battery is judged through voltage of individual battery detected, 
and MCU pulse width modulation (PWM) is used to control MOSFET to achieve 
charge at low current at pre-charge stage and maintaining impulse charge at charge 
stage. Charge circuit is opened automatically when completion of charge is detected. 
The charge management module judges whether the battery is in normal status via 
voltage, current and temperature detected, opens charge and discharge circuits imme-
diately via MOSFET and illuminates failure prompt lamp in case of over voltage, 
current or temperature or other phenomena. 

4   Conclusion 

This design provides intelligent management system to power lithium battery; the 
system provides the battery pack with various protection and energy balance controls 
to maximize the entire performance of lithium battery pack. The prototype developed 
has been tested on Thunder Sky lithium battery pack consisting of 10x100AH batter-
ies in serial, has acquired 6A of maximum balance current and approximately 80% of 
balance efficiency, with performances fully meeting requirements of power lithium 
battery pack for energy balance, and shall have good application prospect and promo-
tional value. 
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Abstract. Trust concept and Trust Degree are introduced into ForCES system 
and trustaware service selection problem in component service composition is 
discussed．The mathematic models based on exclusive components and shared 
components are established. The dynamic selection problem of service 
composition is researched deeply．An dynamic selection methods CCSSGA is 
designed based on GA. The method is under the environment of service 
providing perfect service without exceeding threshold and rejecting service with 
exceeding threshold, or it is under the environment of service’s QoS descending 
when the invoke number increase．The CCSSGA has good effect through 
experiments and results analysis. 

Keywords: Trust degree; service composition; QoS; ForCES; dynamic selection 
method. 

1   Introduction 

IETF ForCES (Forwarding and Control Elements Separation) architecture has become 
one of the international design goals that can work as open network architecture. The 
basic idea of the ForCES[1-5] is that dividing a router into control and forwarding 
components, that it may be constituted by several components and communication 
protocols. Users can select the appropriate set of service-oriented component which can 
constitutes reconfigurable routing switching system from the set of component for 
specific business needs. 

In practice, ForCES routing system provides flexible user-oriented routing service. 
Data exchanging aggregates a number of components (such as packet classification, 
lookup, priority scheduling, etc.). Service composition selection problem is a hot 
research issue in recent years, there has been much study for this research [6-12]. 
Literature [6,7] use a non-linear programming method executing services composition 
from a global perspective. Literature [8] established parameter system of QoS, 
abstracted grid service composition model of scheduling problem, and gived an 
algorithm based genetic algorithm. But these work regard the service selection problem 
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as a pure optimization problem, they did not consider service parameters might change 
during the execution of services composition. 

The remainder of the paper is organized as follows. Section 2 of the article discussed 
the trust-aware service portfolio selection problem and established a mathematical 
model; In section 3, the dynamic service composition component selection was 
discussed deeply, a dynamic selection method CCSSGA was designed; in Section 4, 
simulation results show CCSSGA having good impression; Finally, the paper is 
concluded in section 5. 

2   Component Mathematical Model of Service Composition 

We classify component by the same service attributes as a component class in ForCES 
system, a component class contains multiple component members. In the process of 
component services there are two cases that are exclusive components and shared 
components. Exclusive components: components provide service realization only for 
one combination of service, scheduling engine finished combination of service 
components by service order, and computed a separate operating cost and QoS. Shared 
components: a component provided services for multiple service combination 
implementation, the capacity of component service is fixed. Components running costs 
and service quality of service affected by a number of combinations.  

A. Mathematical models of exclusive component 

There are m kinds of components and each class has n elements, the trust matrix of 

component is
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response time matrix is
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. We use the component selection 

matrix
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to represent which component is selected by the 

combination of service, 
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Trust degree is the positive effect of parameters, service costs and response time is the 
negative effect of parameters. We can get optimization objectives of service portfolio 
selection problem, such as (4), (5) shows. rT  is trust the service, C is service costs and 

T  is response time constant. Such optimization problem is multi-choice knapsack 
problem which is NP-hard problem. 
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B. Mathematical models of shared components  

A component can support multiple services simultaneously, With service object 
increasing, service delivery and QoS of components will decline, so we can’t select the 
components accordance with the original selection criteria. 

Utility function that equation(6) shows the number of service components can 
support at T time, T),Ulist(Nij  

represents the set of services that component ijN could 

Supported. ),( TNUlist ij  represents the number of services which are executing. α  is 

standardized coefficient constant. 

),(),( TNUlistTNU ijjiij α=       (6) 

Utility function equation(7) shows the price of component service at T time, 
T),Cost(Nij  represents the service costs of component ijN at the moment T, β  is 

standardized coefficient constant., ),( TNC ijij  is a service costs of portfolio service. 
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Formula(1) shows function of trust degree that between portfolio service and 
components. Formula(3) shows function of response time that between portfolio service 
and components. Formula(8) shows function of service cost that between portfolio 
service and components. 
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Such problem is NP-hard problem too. 
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3   Dynamic Selection Based on Genetic Algorithm Approach 

Because the multi-objective scheduling is a NP-hard problem. The genetic algorithm 
based on evolutionary theory[13,14] is suitable for solving such complex optimization 
problems. Crossover operator is a GA searching operator. The step for Component 
Composite Service Selection Genetic Algorithm(CCSSGA): 

(1) (Initial population). Determining the probability of hybridization cp , mutation 

probability mp , population size N. Using Direct integer encoding and random algorithm 

to generate initial population which is )0(X . Evolution algebra 0=t . 

(2) (Hybrid). We selected hybrid parents ),( ji XX  from )(tX  in proper order, doing 

hybrid mode operation using Hybrid Probability cp . Hybrids Collection is 1Out . 

(3) (Variation). we make uniform mutation Against 1Out  using mp . The result is 

2Out . 
(4) (select). We randomly select individual which number is 1−N  from the set 

21)( OutOuttX ∪∪ , total selecting number is N, )1( +tX is composition of the next 
generation, 1+= tt . 

(5) When the termination condition is met, the algorithm stopped; Otherwise, 
transferring step (2). 

4   Simulation and Result Analysis 

Experiment computer is IBM X3200M2 CPU 3.0GHz, RAM 2GB, Hard disk250GB. 
GA is implemented by Java. Algorithm parameters are that: Crossover probability is 0.8, 
Mutation probability is 0.2, α=β=0.001, the largest number of shared supporting services 
of component is 10, maximum number of algorithm iterations is 300. Figure 1 shows the 
test object.  

 

 
Fig. 1. Routing switching system component security services portfolio example 
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We used 5 kinds of component, Each type of component has 100 members, N1~N4 
are services exclusive style component, N5 is service shared component, N1,8 means the 
8th component in Component Class 1. Selecting {N1,9；N2,36；N3,55；N4,87} from 
services exclusive style component set and setting parameters is optimal value. 
Selecting {N5,47；N5,88} from service shared component set and setting parameters is 
optimal value. So in the figure 2 there are two optimal path N1,9→N2,36→N3,55→ 
N4,87→N5,47；N1,9→N2,36→N3,55→N4,87→N5,88. There are two test purpose, one is 
examining the hit rate of the optimal path. The other is examining when components 
N5,47 beyond its limits, using the following algorithm can select the appropriate 
components again. So we validated the effectiveness of algorithm in trust of 
components, service costs, response time, etc. 

 
Fig. 2. Times of omposite services and path selected 

From figure 3, when M<10, It has not reached the threshold of component N5,47 in 
path 1, all composite services using the path 1; when 10<M<20, component N5,47 have 
reached the saturation number 10, But the rest of composite services do not meet the 
threshold of path 2, Therefore, all the composite services using the path 1 and path 2. 
When 20<M, the number of services is beyond the capability of path 1 and path 2. 
Portfolio service began to use other paths, The path 1 and path 2 maintain the same 
amount of saturated. Composite service execution path selection according with the 
service upper threshold value that proved the validity of the algorithm. 

 
Fig. 3. Algorithm running time and component hit rate 
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From figure 4, With the increasing of the number of service composition, 
components {N1,9；N2,36；N3,55；N4,87} remained relatively high hit rate. The hit 
rate of N5,47, and N5,88 unchanged. 

5   Conclusion 

This paper analysisd component service composition problem of ForCES System, 
according to the characteristics of grid environment and the different needs of 
component composition, we discussed selection of service composition component 
based on trust-aware. A new evolution operator was designed and a genetic algorithm 
CCSSGA was designed to solve this problem. In the future, we will research dynamic 
task selection algorithm which considering dependent combinations of components. 
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Abstract. Wireless sensor networks (wsns) typically provide several paths from 
a source to a destination, and by using such paths efficiently. This has the 
potential not only to increase multiplicatively the achieved end-to-end rate, but 
also to provide robustness against performance fluctuations of any single link in 
the system. Network coding is a new technique which improves the network 
performance. This paper we analyze how to using network coding according to 
the characteristic of multi-path routing in the wsns. As a result, an optimization 
multi-path inter-session network coding is designed to improve the wsns 
performance. 

Keywords: Wireless sensor networks, inter-session network coding, multi-path 
routing. 

1   Introduction 

A wireless sensor network consists of light-weight, low power, small size sensor 
nodes. There are many areas of applications of sensor networks vary from military, 
civil, healthcare, and environmental to commercial [1,2]. Data communication in 
wireless sensor networks (wsns) exhibits distinctive characteristics. Routing in wsns 
still relies on simple variations of traditional distance vector or link state based 
protocols, thus suffering low throughput and less robustness. Routing in WSNs 
exhibits distinctive characteristics significantly affecting routing protocol design. 
There are some reasons. For instance, wsns is of some highly loss links large and 
dynamic network size; and data packet size is small (mostly less than 50 bytes); in 
addition, wsns includes many time-sensitive data. 

Network coding has emerged as an important potential approach to the operation of 
communication networks, especially wireless networks P[3]P. In general; network 
coding is performed by encoding multiple packets either from the same user or from 
different users. The former is called intra-session network coding P[3,4],  while the 
latter is called inter-session network coding P[5], [6]P. 
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In wireless sensor networks, sensor nodes may have multiple sensors (light, 
temperature, seismic) with different transmission characteristics. Packets from a 
sensor for an application constitute its data flow. For several classes of applications a 
sensor node may initiate multiple flows that have diverse requirements in terms of 
transmission rate, reliability, delay and throughput towards the sink. In wsns, usually 
tens or thousands of sensor nodes are deployed scattered way in an area with one or 
more sinks. Myriad and divergent types of traffic from simple periodic events to 
unpredictable bursts of messages are generated by sensor nodes. Moreover, for 
achieving reliability and load balancing, several multi-path routing protocols have 
been proposed. But the limitation of these protocols is traffic overhead. Thus the 
occurrence of congestion in this situation is more likely. The situation becomes worse 
when congestion occurs in multiple paths. In this paper, we design an optimized 
multi-path inter-session network coding to improve the wsns performance. 

This paper is organized as follow: in section 2 we discuss the related works and our 
contributions, we give model of multi-path inter-session network coding and how to 
operate network coding in section 3, and section 4 introduces the conclusion. 

2   Related Work and Contributions 

There are some papers on applying network coding in wireless sensor network. 
Haiyang LiuP[7]P etc introduced Chaotic Routing (CR), a set based broadcasting 
routing framework for WSNs. CR leverages the emerging mesh networking concepts 
of opportunistic routing and practical wireless network coding. In paper [8], ZHENG 
GUO design a network coding scheme for underwater sensor networks and explore its 
performance through simulation. TAO CUI proposed a jointly opportunistic source 
coding and opportunistic routing (OSCOR) protocol for correlated data gathering in 
wireless sensor networksP[9]. OSCOR improves data gathering efficiency by 
exploiting opportunistic data compression and cooperative diversity associated with 
wireless broadcast. The paper [10] represented the first attempt to address passive link 
loss inference under network coding traffic in wireless sensor networks. In paper, it 
shows that network coding changes the fundamental connection between path and 
link successful transmission probabilities. However, these papers do not consider 
combine the multi-path and network coding. We will design an optimization 
multi-path inter-session network coding to improve the wsns performance. 

The contribution of this work is twofold: On one hand, our work is one of the 
original works designing a multi-path inter-session network coding in wireless sensor 
networks. On the other hand, we optimize the multi-path network coding according to 
the each path costs in wsns. 

3   Multi-path Inter-Session Network Coding 

In this section, we propose a multi-path network coding in wireless sensor networks. 
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3.1   Model of Multi-path Inter-Session Network Coding 

Using multi-path inter-session network coding, we firstly introduce the assignment of 
the data flows in multi-path; then propose an optimization framework for addressing 
questions of multi-path routing in wireless sensor networks. 
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Fig. 1. Multi-path transmission in wireless sensor networks 

Consider the scenario depicted in Figure 1. We have two sources of traffic, each of 
which is aware of two paths leading to its sink node. For example, Source 1 (positioned 

at s1) can send packets to sink node at rates 1
1x  on path (s1, A, D, G) and 2

1x on path 

(s1, B, E, G). In the same way, Source 2 (positioned at s2) can send packets to sink node 

at rates 1
2x  on path (s2, C, F, G) and 2

2x  on path (s2, B, E, G). Under the current 

channel conditions, the path (B, E, G) is a link using network coding. 
We consider the cost metric of the system to be the number of transmissions required 

to support a given traffic matrix. We suppose that it is cheaper for Source 1 to send all 
its traffic on path (s1, A, D, G). However, notice that there is an opportunity for 
utilizing network coding on a path (B, E, G). So s1 and s2 will send their data packets to 
node B; then node B send coded packets to node E. 

The paper [11] proposes optimality and derives a primal-dual algorithm that lays the 
basis for multi-path network coding. We refer to the optimization method to optimize 
the multi-path inter-session network coding. The optimization scheme includes three 
main models. First the system set a feasible rate set; then a utility maximization is 
given; and the flows are scheduled according to the utility maximization which should 
be optimized. The detail of scheme is given in paper [11]. 

3.2   The Inter-Session Network Coding Implement 

(1) Network coding construction 
In this paper, we assume that coding for multiple source destination pairs. The routes 
from the source to the destination are determined by a routing protocol. We use routing 
protocols that provide multiple paths/routes from the source to the destination. The 
intermediate nodes on the routes are referred to as relays. T Node encoder is operated 
using linear network coding. It receives packets from the synchronizer and encodes 
these packets. This operation is illustrated in formula (1).The coded data packets are 
mixed data packets on a single linear mixture. In particular, we assume that the listened 
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packet T jp T in the middle nodes is a single data packet. There are k groups of packet 

with length is n T. The forwarding nodes will encode the listened new data packets. In 
addition to as the encoded payload an additional header is added to the output packet 
that contains information about the packets and fragments used for encoding. 

kipaA
n

j
jiji ,,2,1,

1

==∑
=

                                 (1) 

The coefficient ija  is picked randomly from a finite field F BqB, where q is the size of the 

field. The set of coefficients ( )ini aa ,,1  is referred as the encoding vector. Each 

packet to be transmitted in the network carries its encoding vector. The source 
determines the amount of redundancy that it injects into the network by determining  

n B0 B. When the source simply forwards the n packets, we have nn =′  and 1=ija , 

ij = , 0=ija , ij ≠ . 

For inter-session network coding, multiple nodes which receive data from 
environments will further encode packets. If the relay nodes receiving data store 
incoming packets in a local buffer for a certain period of time and then linearly 
combines the packets in the buffer. Suppose a relay node r, receives m incoming 

packets, r
m

r pp ,,1  Let iki ff ,,1 denote the encoding vector carried by r
ip , 

mi ,,1= , Relay r computes m′  outgoing packets, r
m

r yy ′,1 by linearly 

combining the incoming packets. That is ∑ =
= m

j

r
j

r
ij

r
i phy

1
， mi ′= ,,1 . The 

coefficient ijh  is picked randomly from the finite field qF .  

(2) Decoding implement 

Decoding at the sink node is straightforward. TThe sink node will decode the received 
mixed data packets. To deliver data packets with the original form, both the uncoded 
and coded packets will to be buffered. T TEach arriving packet is inspected by the decoder 
to determine whether this packet is required for the decoding process or not. If not, it is 
not encoded; and it is forwarded to the upper layer. W Then the sink node receives n 
packets with linearly independent encoding vectors, it recovers the original n packets 
by matrix inversion. When there are multiple source-destination pairs, a unique node 
ID is assigned to each node. Packets from a source carry the node ID of that source. 

4   Conclusions 

A rich body of work has been reported on how network coding can improve 
performance in both wired and wireless networks. In this paper, we propose an 
optimization multi-path inter-session network coding in wireless sensor networks. The 
future work is to demonstrate the performance of the scheme in the test bed. 
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Abstract. Research on Information Systems (IS) acceptance is substantially 
focused on extrinsic motivation in workplaces, little is known about the 
underlying intrinsic motivations of Hedonic IS (HIS) acceptance. This paper 
proposes a hybrid HIS acceptance model which takes the unique characteristics 
of HIS and multiple identities of a HIS user into consideration by interacting 
Hedonic theory, Flow theory with Technology Acceptance Model (TAM). The 
model was empirically tested by a field survey. The result indicates that 
emotional responses, imaginal responses, and flow experience are three main 
contributions of HIS acceptance. 

Keywords: Hedonic information systems, intrinsic motivation, IT acceptance, 
TAM, Hedonic theory, Flow. 

1   Introduction 

Recently, Hedonic information systems (HIS) [1] has drawn significant attentions in 
IT research. With the fundamental difference between utilitarian IS (UIS) and HIS, 
previous extrinsic motivation driven models including Technology Acceptance Model 
(TAM) [2-3] and the Unified Theory of Acceptance and Use of Technology 
(UTAUT) [4] are found to be problematic or ineffective in predicting individual 
acceptance of HIS [5-6]. Therefore, additional intrinsic motivators are introduced to 
investigate the acceptance of entertainment oriented IS. For instance, [7] examined 
user intentions to explore a technology over time from both hedonic and instrumental 
perspectives. [8] proposed an Interactivity-Stimulus-Attention Model (ISAM) to 
explain how intrinsic motivation influences user acceptance of purely hedonic gaming 
systems. Many other research attempt to use a single positive feeling like fun [9], 
enjoyment [1, 10-11], playfulness [12-13] and attractiveness [10] to capture the 
influence of the underlying intrinsic motivation of HIS on user acceptance.  

However, given the rich emotional responses of interacting with HIS like online 
games, a single dimension emotion appears to be insufficient and difficult to model or 
represent all of these emotional responses. [14], indeed, noted that conceptualizing 
intrinsic motivation as a single emotion like enjoyment may be limited our 
understanding of user motivation. In addition, according to [15], an IS user may have 
multiple identities. For instance, an ebay user is an IT user and a shopper. Both 
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identities can influence whether the user accepts ebay.com [15]. However, most of the 
previous research are failed to recognize the multiple identities of an IS user and their 
influence on IS acceptance [15]. This may limit our understanding of the underlying 
motivations of user acceptance of HIS, and may even mislead our understanding of IS 
acceptance [16]. 

The purpose of this study therefore is to explore the underlying intrinsic drivers of 
users’ behavior intention to interacting with a HIS by proposing a HIS acceptance 
model which takes the unique characteristics of HIS and multiple identity nature of a 
HIS user into consideration. The structure of this paper is as follow. The next section 
addresses the theoretical background and hypotheses of this study. Then, we introduce 
the data collection and analysis approach, which is followed by a discussion of the 
results. Finally, a conclusion is offered. 

2   Theoretical Background and Hypotheses 

The theoretical background of this research covers several well established theories 
including hedonic theory [17], Flow theory [18], and Technology Acceptance Model 
(TAM) [2]. All of these theories are integrated in the context of HIS acceptance based 
on the overlapped identities of a HIS user. 

2.1   Multiple Identities of a HIS User and Research Model  

Identities of a HIS user and their influence on acceptance are rarely investigated [15]. 
According to [15], an IS user is not simply a computer user, he or she may have other 
identities. For instance, a user of ebay.com is not only a computer user but also plays 
the role of a shopper. [19] examined user acceptance of the web-based virtual world 
from the perspective of hedonic product consumption considering a virtual world user 
as a hedonic consumer. Moreover, the initial classification of IS into UIS and HIS [1] 
is also derived from customer behavior research which distinguishes utilitarian and 
hedonic products [17, 20]. It suggests that an HIS could probably be viewed as a 
particular hedonic product, while a HIS user could also be considered a hedonic 
consumer. 

In addition to a hedonic consumer, a HIS user may also be considered as a player. 
The main reason lies in the similar experiences between interacting with an HIS and 
play-related activities. According to [1], “hedonic information systems aim to provide 
self-fulfilling value to end users” and “in their purest form, interacting with a hedonic 
information system is designed to be an end in itself”. while play activities can 
produce experiences enjoyed for players’ own sake, without any external rewards 
[21]. Such experiences of play are referred to variously as “autotelic” [22], 
“inherently pleasurable” [23], and “nonutilitarian” [24]. 

This common experience between interacting with a HIS and play experience 
implies that a user’s interaction with a HIS could be viewed as a type of play [12-13]. 
Therefore, a HIS user could probably also be viewed as a player. This study therefore 
considers that a HIS user has three identities: a computer user, a hedonic consumer 
and a player.  
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In order to reflect the triple identities of a HIS user, a hybrid HIS acceptance research 
model is proposed which extends the TAM with intrinsic motivations from hedonic 
theory and flow theory as shown in Fig. 1. This model is developed based on TAM 
aiming to reflect that a HIS user is primarily a computer user, Integrating imaginal 
responses and emotional responses, two main contribution of hedonic consumption, 
reflects that a HIS user also acts as a hedonic consumer; Integrating flow experience 
with TAM indicate that a HIS user is also a player as flow experience represents an 
optimal experience of play where skills and challenges are matched [25]. 

 

Fig. 1. Research model for HIS acceptance 

2.2   Technology Acceptance Model and HIS Acceptance 

Perceived ease of use is an assessment of the mental effort involved in the use of IS. 
According to [1], in the context of HIS, the achievement of external goals is 
subordinate to using the system itself. As a result, perceived ease of use may play a 
more central role in predicting user acceptance of HIS. Studies on HIS [26-27] also 
note that perceived ease of use is a strong and direct predictor of users’ intention to 
use MMS. Therefore, in the context of HIS, we expect that perceived ease of use has a 
positive influence on HIS acceptance. Thus, we propose the following hypothesis: 

H1: Perceived ease of use has a positive influence on users’ attitude towards using 
a HIS. 

Perceived usefulness is defined as “the degree to which a person believes that 
using a particular system would enhance his or her job performance” [2, p. 320]. It is 
found to be problematic for HIS [1, 28-29] we will not include perceived usefulness 
in our research model. 

In the context of HIS acceptance, intrinsic motivations are the main drivers of the 
acceptance of a HIS [1]. People’s feelings (e.g., enjoyment and fun) of the systems a 
play more important role [1]. Thus, attitude should have a direct influence on users’ 
intention to use a HIS. We hypothesize: 

H2: Attitude towards using a HIS has a positive influence on behavioral intention 
to use the HIS. 
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2.3   Hedonic Theory and HIS Acceptance 

Hedonic theory is developed to explain and describe the intrinsic motivations 
underlying the hedonic consumption of aesthetic products such as ballet, music, and 
movies [17]. It posits that the unique consumption experience is the main contribution 
of hedonic consumption. This unique experience refers to imaginal and emotional 
responses [19, 30]. Imaginal Responses mainly refer to role projection and escapism 
[19, 31]. While emotional responses mainly refer to pleasure [7]. 

Since a HIS user is also acts as a hedonic consumer, theories which work well for 
hedonic consumption may be equally applicable for HIS acceptance. Therefore, we 
hypothesize:  

H3: Imaginal responses have a positive influence on attitude towards using a HIS 
H3a: Role Projection has a positive influence on attitude towards using a HIS. 
H3b: Escapism has a positive influence on attitude towards using a HIS. 

H4: Pleasure has a positive influence on attitude towards using a HIS. 

2.4   Flow Experience and HIS Acceptance 

The concept of flow was introduced [22 p. 36], and defined as “the holistic sensation 
that people feel when they act with total involvement”. To supplement the concept of 
flow, [32] suggest two attributes as the principal components of optimal flow: 
concentration and enjoyment. [33] suggests that distortion in time perception is an 
important construct of flow state. 

Flow is also introduced to explain the adoption and usage of some HIS. Hsu and 
Lu’s [28] finds that flow is strongly related to individual’s intention to play online 
games. This is consistent with a recent study on mobile gaming which suggests that 
people’s attitude towards mobile gaming is significantly influenced by a flow 
experience [10]. Thus we hypothesize:  

H5: Flow experience has a positive influence on attitude towards using a HIS 
Since imaginal responses (role projection and escapism)is a type of deep mental 

involvement [31], we also hypothesize :  
H6: Imaginal responses have a positive influence on flow. 

H6a: Role Projection has a positive influence on flow. 
H6b: Escapism has a positive influence on flow. 

3   Research Methodology 

3.1   Data Collection 

Empirical data was collected by an online survey which was hosted on 
surveymonky.com. An advertisement which includes a link to this online survey was 
developed and distributed through the advertising platform of Facebook.com, 
targeting people who are particularly interested in video games. Therefore, the 
advertising of the survey will be automatically displayed on potential participants’ 
screen. If they are interested in the survey, they may click the advertisement and be 
directed to the online survey to take part in the survey. Totally, we received 294 
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responses and 226 of them are completed. The majority of the participants are 
experienced young online game players. Most of them are play games in a weekly and 
daily basis. 65.5% of the participants are male. About 85% of the participants are not 
older than 25. 

3.2   Measurement 

All of the measures and their items are adapted from previous research and rephrased 
particularly to fit the context of online gaming. Perceived ease of use (EOU), Attitude 
(ATT) and Behavioral Intention (BI) are adapted from TAM. Hedonic theory related 
measures, Escapism (ESC) and Role Projection (RP), are from [19]. The three 
measures (Enjoyment, Time Distortion, and Concentration) used to measure the flow 
experience are from two studies: Enjoyment (ENJ) and Time Distortion (TD) are 
adapted from [13] and Concentration (Con) is from [34]. Pleasure used to represent 
emotional responses is from [38].  

4   Data Analysis and Results 

The overall data analysis strategy used in this study follows the two-step analysis 
procedures [35] which first examines the measurement model, namely, the 
psychometric properties of all scales are first assessed through Confirmatory Factor 
Analysis (CFA). Then, it examines the structural model. 

4.1   The Measurement Model 

Measurement model analysis mainly involves convergent validity and discriminant 
validity. Convergent validity refers to the extent to which the indicators of a construct 
that are theoretically related should highly correlate [36]. Our analysis indicated that 
the factor loadings for all items are greater than acceptable level (0.6) and at a 
significant level of 0.001. Each construct satisfies the recommended levels of 
composite reliability (0.7) and Average Variation Extracted (0.5) [37]. Therefore, 
convergent validity is shown. Discriminant validity is the extent to which the measure 
is not a reflection of other variables, and there is a variation in the sample on the key 
variables[36]. CFA analysis showed that all indicators load more strongly on their 
corresponding constructs than on other constructs. Moreover, our analysis also found 
that inter-construct correlations are much greater than square root of AVE (Average 
Variance Extracted). This indicates that all constructs share more variance with their 
own indicators than with other constructs. Thus, according to [37] discriminant 
validity is shown. 

4.2   Structural Model 

Fig.2 presents the result of our study with overall explanatory power, including the 
variance explained, path coefficients and their significant level. In addition, the solid 
lines represent the significant paths while dotted lines are for non-significant paths. 
According to Fig. 2, emotional responses (Pleasure) and flow experience have 
significantly influence users’ attitude. Imaginal responses (escapism and role 
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projection do not have a direct influence on attitude but are mediated by flow 
experience. The path between Attitude and Behavioral intention is the most strong 
and significant relationship in this model. Generally, the combination of emotional 
responses and flow experience explained 41.3% of the variance of Attitude, while 
attitude, in turn, explained 33.2% of the variance of Behavioral intention. 
 

 
Fig. 2. Results of path analysis 

5   Discussion and Limitations 

For TAM, perceived ease of use does not have a significant influence on attitude 
towards using a HIS. Possible reason is that most of the participants are exerienced 
game players [4].   

The influence of imaginal responses on atttitude towards using a HIS and flow 
experience, to our knowledge, has not been tested by other researhers before. This is 
the first attemp to understand the effect of role projection and escapism on flow and 
HIS acceptance. It is suprising that both role projection and escapism do not have a 
significant influence on attitude towards using a HIS but mediated by flow 
experience. As a result, both emotional responses and imaginal responses influence 
the acceptance of HIS. Since emotional responses and imaginal responses are adapted 
from hedonic theory, the viewpoint of a HIS user as a hedonic consumer is well 
supported. 

The result of data analysis indicates that flow experience has a strong influence on 
attitude, which is consistant with the finding of recent research on mobile game 
acceptance [10], another typical HIS. This result also support the insight that a HIS 
user is not only an IT user but also a player who does not use the system but plays 
with the system. 
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However, our study is not without limitations. When generalizing the findings of 
this study, some limitations need to be taken into consideration. One important 
limitation of this study is its sample. Most of the participants in this study have rich 
experience in playing online games, and people have no or little online gaming 
experience are not included. Thus the survey bias may have crept into the research 
design as those non-users are not included in the sampling frame. It is conceivable 
that an experienced user’s motivation to play an online game follows a different 
pattern from that of an initial-user.  The findings of this research therefore are more 
likely to reflect the acceptance of HIS by experienced users rather than initial-users. 
Caution is advised when the findings of this study is applied to initial acceptance of 
HIS. We urge other researchers to test the model for initial acceptance of HIS.  

6   Conclusion 

In conclusion, HIS acceptance is a relatively new and poorly explored area of 
research. This study identifies three identities of a HIS user: a computer user, a 
hedonic consumer and a player, and proposed a hybrid HIS acceptance model which 
integrates hedonic theory, flow with TAM. It suggests that user acceptance of HIS is 
highly related with such intrinsic motivations as flow experience, emotional responses 
and imaginal responses experienced during their interacting with HIS. Further 
research can use the findings of this study as a basis to further explore the underlying 
motivations of HIS acceptance.  
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Abstract. The change of appearance characteristic is caused by changing 
viewpoint in the maneuvering target tracking. The traditional Camshift tracking 
algorithm based on a single color histogram model is not robust to this variation. 
In this paper, image moment invariant is proposed to describe maneuvering target 
to enhance model description, through its recursive algorithm to optimize the 
target model and refresh the weight value. The experiment result demonstrates 
that, comparing with the single fixed model and the self-adaption single model, 
the new algorithm can adapt for the appearance variation of the target rapidly and 
with small calculated amount.  

Keywords: Target tracking, invariant moment, Camshift, Vision-guided robot. 

1   Introduction 

Target tracking is widely used in the military and the civil, the mainly application 
fields including vehicle monitoring [1], highway traffic control, air defense, ballistic 
missile defense, air attack, ocean surveillance, battlefield surveillance, air traffic 
control and so on [2]. As the research focus of maneuvering target tracking, the 
accuracy and the real-time should be ensured at the same time, but it’s hard to realize 
in the actual situation. 

Meanshift, as a typical representative of the matching searching algorithms [3], is 
emphasized and widely researched owing to its small calculated amount and strong 
adaptability for target transformation and rotation variation [4]. There are two basic 
versions: Camshift and Standard Meanshift, they both show the target model with 
color-based histogram [5], get the weighted image centroid through iterating to track 
target. Camshift gives the pixels equal weights during the calculation and computes 
the weighted image with back-projection produced from object histogram, and the 
weighted image called probability graph. Standard Meanshift weights the pixels with 
kernel functions satisfying some condition and gets the iterative formula [6], which 
can obtain the centroid position of the target, with the Bhattacharyya coefficient 
between the maximum target model and the candidate target model [7]. Essentially, 
the purpose of the iteration is to get the weighted image centroid, while the weighted 
image here is more complicated than the probability graph. 
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The variation of the observed angle changes the target appearance characteristic 
when the vision-guided robot tracks maneuvering target. The traditional Camshift 
based on single color histogram can’t meet this change, so the image moment 
invariant characteristic is introduced to describe maneuvering target to enhance the 
description in this paper. 

2   The Research for Maneuvering Target Moment Invariant 

From the content above, we find that the different order geometry moments and 
central moments can show the different characterizations. In this paper, the solely 
invariant set which can describe the variations of the maneuvering target, such as size, 
translation, rotation and etc, is needed. The invariant represents a special character 
because it is sole for an image, while there is no business with the distance and the 
movement of the camera. It is hard to distinguish the target with the standard model 
considering deformation, central position and zoom of the maneuvering target at some 
time.  

The moment invariant character is the moment characteristic keeping invariable 
after translation, rotation and zoom, the 7 moment invariants is shown as below: 
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Where 20η , 02η , 11η , 30η , 03η  and 21η  are respectively second order central 

moments and third order central moments which are zero order central moments 
processed by normalization. 

If these characteristic values are calculated by the formula of normalization central 
moment, the computation amount is large, so it can’t meet the real-time. In the 
applications, the three moment groups are modified as below. 
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Moment technology supplies a way that maneuvering target is decomposed into a 
series of finite eigen values; this way is simplicity and very diversification. In the 
applications, especially real-time pattern recognition, the operation speed is crucial, so 
the research for rapid moment algorithm is necessary. 

The recursive algorithm can speed up the calculation, it decomposes 2D image into 
two cascaded one-dimensional moments: 
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The advantage of the way is that multiplication is omitted in low order moment 

calculation, for example, calculate line i zeroth order moment 0iS : 
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Recursive summation: ( ) ( ) ( )jxjSjS ijii +−= 100 , Where the initial value of 0iS is 

0. The first moment is shown as: 
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Under the recursive summation calculation, with ( ) 11 +−≡ jj , the first moment 

1iS is shown as: 
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Expand the recursive formula, we can get: 
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The multiplication is omitted based on this method; superficially, there are more 
addition operations but actually not, that is because of the recursive formula below: 

( ) ( ) ( )jSjSjS iii 011 1 +−=  (8) 

There are only 2M addition operations in this algorithm. Similarly, the second 

moment 2iS can be calculated with ( ) ( ) jjjj +−+−≡ 11 22 : 

ij

M

j
i xjS ∑

=

=
1

2
2  (9) 

The recursive formula of 2iS is: 

( ) ( ) ( ) ( )11 1122 −++−= jSjSjSjS iiii  (10) 

Similarly, the third moment can be calculated with 

( ) ( ) jjjjjj −−+++−≡ 22333 11 . The horizontal calculation can be done 

based on the vertical moment; firstly, take the output of vertical moment iLS  as the 
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import of the horizontal calculation, and then calculate the horizontal moment same as 
the vertical.  

3   The Maneuvering Target Dynamic Model 

The movement of the target is autonomously maneuvering, what’s more, the system 
signals and the noise interferences are random, so under the controlled condition, this 
system can be taken as widely stationary random process. The dynamical tracking 
model can be described with mathematics as: 

( ) ( ) ( ) ( ) ( )ttEtttZttZ Δ−++Δ−Δ= δϕ  (11) 

Where ( )tZ  is the state of the system at time t; ( )tΔϕ  is state transfer matrix of the 

invariant moment within tΔ ; ( )tδ  is initial state; ( )tE  is the estimation error. 

In this paper, the target moves in the horizontal plane perpendicular to the camera 
and its variation size is small within the whole visual field, so the search window can 
be ensured with the position and the area of the target, what’s more, the target is in the 
maneuvering movement state most of the time, so the speed factor can’t be omitted, 
the effect of the target characteristic combined with the movement speed should be 
taken into consideration. 

Assume that the moment invariant information has been obtained based on 
characteristic matching at time t-1, complete the steps below at time t: 

1)   Refresh the tracking model state; 
2) Camshift; 
3) Weight refreshing: refresh the current sample weight with the moment invariant 

factor; 
4) State estimation; 
5) Target identification: matching identification with estimating state and target 

characteristic. 

4   The Experiment and Analysis 

Firstly, mobile robot is taken as maneuvering target. Set the order to make it move 
within the visual field and track it with Meanshift algorithm and the new algorithm 
researched in this paper respectively. The new algorithm defines the sampling scope 
around the target neighborhood with the invariant information characteristic, and then 
make the every particle moves towards the neighboring local extreme point combined 
with Meanshift, it enhances the accuracy and the real-time of tracking with the 
effective sampling. The contrasting experiment results are shown as Fig.1 and Fig.2.  

From the contrast we can get that it is easy to cause unsuccessful tracking when the 
maneuvering target moves out of the search window, while the new algorithm 
combined the moment invariant characteristic description can solve the problem, thus 
ensuring the stability of the tracking. 
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Fig. 1. The traditional Camshift tracking result 

 

Fig. 2. The algorithm proposed here tracking result 

5   Conclusions 

The method of the moment invariant is brought in Camshift algorithm in this paper, 
so a new Camshift tracking algorithm is produced, and then through designing and 
optimizing the target characteristic description model to self adaptively switch or 
combine according to the current tracking environment successfully so that the 
robustness of tracking on the variation appearance target is better. This scheme 
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mechanism is clear and its effect is good. The recognition capability of the model will 
be enhanced by fusing the other target characteristics in the further research.  
 
Acknowledgments. This work is supported by National Natural Science Foundation 
of China (No. 61071205) and post-doctoral Foundation of Heilongjiang Province 
(LBH-Z09212). The authors would like to thank Harbin University of Science and 
Technology for supporting this work. The authors would also like to thank the editors 
and reviewers for their valuable comments and for making the paper more readable. 

References 

1. Xu, K., Li, W.: Feature Extraction Based on Amplitude Spectrum and Moment Invariants 
and Its Application. Acta Automatica Sinica 32(3), 470–474 (2006) 

2. Yan, B.: Fast Target-Detecting Algorithm Based on Invariant Moment. In: Nagel, W.E., 
Walter, W.V. (eds.) Infrared Technology, vol. 23(6), pp. 8–12 (2001) 

3. Peng, J.: The Hand Tracking for Humanoid Robot Using Camshift Algorithm and Kalman 
Filter. Journal of Shanghai Jiaotong University 40(7), 1161–1165 (2006) 

4. Zhang, H.: Object tracking algorithm based on CamShift. Computer Engineering and 
Design 27(11), 2012–2014 (2006) 

5. Xu, K.: Object tracking algorithm with adaptive color space based on CamShift. Journal of 
Computer Applications 29(3), 757–760 (2009) 

6. Ding, Z.: Motive object Detection Based on Camshift Algorithm. Computer Knowledge 
and Technology 5(36), 10532–10533 (2009) 

7. Wang, P., Ye, X.: The Research of Bionic Robot DynamicTarget Tracking System. 
Applied Mechanics and Materials 33, 332–336 (2010) 



R. Chen (Ed.): ICICIS 2011, Part I, CCIS 134, pp. 737–743, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Fuzzy Comprehensive Evaluation of Peak Load Unit 
Based on Entropy Weight 

Zhengyuan Jia, Zhou Fan, and Shaohui Chen 

School of Business Administration, North China Electric Power University,  
Baoding 071003, China  

jzy111111@126.com, fanzhou2836@163.com 

Abstract. The paper summarized and analyzed the index system which 
influence peak load unit based on the design scheme of peak load units, and 
selected the peak load units In this paper, the scheme of peak load units are 
selected through fuzzy comprehensive evaluation method based on entropy 
weight, using the entropy weight method to determine the weights, by this 
method the problem of weight allocation can be avoided. The fuzzy 
comprehensive evaluation method overall evaluating the peak load unit and 
selecting optimal peak load units. Use the case analysis to prove the method is 
scientific and reasonable.  

Keywords: Peak Load Unit, Entropy Weight, Fuzzy Comprehensive 
Evaluation. 

1   Introduction 

The function of peak load unit is to adjust the peak value, frequency and modulation 
of power system, it is important to maintain the security and stability of power 
system. Select the appropriate peaking units can not only reduce environment 
pollution, but also produce considerable economic benefit and social benefit, so, the 
appropriate select of peak load unit is essential to entire society. 

The paper select the appropriate peak load unit based on entropy of fuzzy 
comprehensive evaluation method, determine the index weight by the use of entropy 
method. The traditional methods to determine the index weight are subjective 
assignment method, but use entropy weight to determine the weight is a better way to 
avoid the subjective factors which can make bias. The paper use Fuzzy comprehensive 
evaluation method to conduct an overall evaluation of the cycling unit. 

2   Program Targets System Peak Load Units 

Peak load unit is auxiliary system for a particular power project, the function is adjust 
the peak value, frequency and modulation of power system, it also can keep the power 
system operated safety and stability. It must take economic factors, economic 
feasibility and design benefits into account so as to avoid the cost when construct the 
peak load units. The cost which can avoid purchase expense for power grid refers to 
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the volume and capacity for power station design, and the cost is necessary to avoid 
total cost. In addition, peak load unit construction must take both environmental 
factors and social factors into account. 

The select plans of peak load units are as follows: 

(1) Coal-fired scheme 
(2) The cycle unit combined gas and steam 
(3) 70% coal-fired and 30% the cycle unit(scheme of 70% coal-fired) 
(4) 50% coal-fired and 50% the cycle unit(scheme of 50% coal-fired) 
(5) 30% coal-fired and 70% the cycle unit(scheme of 30% coal-fired) 

Due to the differences among design scheme, it must bring the different influence for 
economy, society and environment, so, the paper obtain the index system according to 
a scientific and reasonable comprehensive analysis and the index system are as 
follows: 

Table 1. Index system peak load units 

Finance net present value(Million 
Yuan) 
Financial internal rate of return % 
Investment (Million Yuan) 
Payback period (Years) 

Economic 
feasibility 

ROI % 
Farmland (mu) 
Air pollution  
(harmful gas emissions) 
Water Pollution 
Ash and ash field 

Environmental 
feasibility 

Ecological impact 
Resource conditions 
Technical conditions 
Financial condition 
Solve the employment 

The optimal 
program of 
peak load unit 

Social 
feasibility 

Demolition 

3   Entropy Weight Coefficient Determined 

The entropy is a concept in thermodynamics, which was first introduced by the 
information theory of Shannon. The basic idea of entropy method is that the bigger 
the difference degree index, the weight is more important. How to calculate the index 
among entropy is the key link of the conversion, which directly affects the correctness 
of the objective weight of each index, it also impact the safety and rationality of the 
evaluation. In the information theory, entropy reflects the degree of its value disorder, 
the smaller the value system, the smaller the disorder. We can get index weight and 
utility according to the evaluation of information entropy, use judge matrix we can 
determine the index weight. The calculation procedure is as follows: 
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(1) Construct the evaluation matrix with dimension of m×n 
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)max( ijx  is the most satisfying and )min( ijx  represents the most unsatisfying. 

(3) According to the definition of entropy, the entropy of evaluation indexes are 
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(4) Calculate the entropy of evaluation index. 
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Different weight can reflect the different influence of different index in decision-
making. The smaller value and larger weight for entropy, it means the index provides 
more useful information. 
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4   Fuzzy Comprehensive Evaluation 

4.1   The Fuzzy Comprehensive Evaluation Can Generally Be Summarized in the 
Following Steps:  

(1)  Establish the factor set ),,( 321 nuuuuU = , 

(2) Give the evaluation level ),,,( 4321 vvvvV = =(Very good; good; general; 

poor)  
(3) Establish the membership function. Using expert scoring method, the number 

of expert is p, the number of index is n, and the judge matrix is npc . 
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Where ijc  said the number of notes on the index i  and evaluation level j  by p 

experts. 
Membership is: 
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(4) Create index membership matrix R 
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4.2   The Fuzzy Comprehensive Evaluation Model 

Obtain the matrix of the fuzzy comprehensive evaluation factors according to the 
fuzzy mathematics 
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Where Q  is the fuzzy set of V , 

),,,,( 321 mqqqqQ =  
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Evaluation results:  
TQVP .=                                                           (13) 

5   Empirical Analysis 

The paper design five plans for selecting appropriate peak load unit according to the 
power structure and energy resource of power system. We can process the original 
data by soft according to feasibility study of economy and the result is as follows: 

Table 2. Evaluation of the program's economic value 

plan 
Financial NPV 
(Million Yuan) 

Financial internal 
rate of return %

Investment 
(Million Yuan)

Payback 
period (Years) 

ROI % 

1 204705.1 23.43 298311 13.2 20.5 
2 184523.2 25.21 264598 12.6 16.5 
3 223480.6 22.01 314562 15.8 18.6 
4 268962.2 18.23 394562 16.4 25.6 
5 146523.2 26.32 221563 11.2 24.2 

 
Entropy method is used to determine index weight and we can construct the 

normalized comparison matrix according to the above formula. 
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According to the formula, we also obtained: 

( )0845.11523.12561.11356.12314.1=iH  

( )0983.01771.02978.01577.02691.0=iW  

A Judge is the first to create a single matrix. Assumed rate of 10 experts, the financial 
net present value of this factor, 6 people think that the feasibility of this program very 
good, 2 people think it is better, two people think in general. On to do a similar 
evaluation of other factors, then the expert evaluation matrix C . 
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According to the index membership function, the membership matrix of indicators 
R  
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Fuzzy comprehensive evaluation of economic viability is 
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Similarly, the fuzzy comprehensive evaluation of environmental feasibility and social 
feasibility are 

( )1844.01214.04586.02356.02 =Q  

( )2676.01623.02514.03187.03 =Q  

According to the formula, the final result of fuzzy comprehensive evaluation is 
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46.78=  

Using the same method we can get other solutions of fuzzy comprehensive evaluation 
score for each scheme, and then, obtain the optimal plan for adjusting the peak load. 

6   Summary 

The paper evaluated the plan of adjusting peak load comprehensively based on 
entropy fuzzy comprehensive evaluation method. From examples we can see that this 
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method is not only scientific and practical, but also can avoid a lot of errors which 
indexes cannot be objective and reasonable evaluation. 
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Abstract. Potato virus Y (PVY) is an important viral pathogen infecting 
Solanaceous crops. The study was conducted to analyze the characterization of 
molecular variation of PVY isolates in China. Sequence analysis of coat protein 
(CP) gene for 48 Chinese isolates of PVY showed nucleotide identities ranged 
from 76.8 to 100.0%. Phylogenetic analysis showed that all PVY isolates formed 
five groups, and there was not a tendency for isolates to group according to their 
geographical origin or hosts. Recombination analysis showed that no typical 
recombination event was found. A high level of sequence variability was found 
among PVY isolates, and it was likely to have several complicated strains of PVY 
in China. 

Keywords: Potato virus Y; Variation; Phylogenetic analysis. 

1   Introduction 

Potato virus Y (PVY) is an important viral pathogen infecting Solanaceous crops, and 
the significant yield losses could be caused by PVY [1]. Two main strains of PVY are 
differentiated on the basis of their reaction in Nicotiana tabacum: PVYO inducing a 
systemic mottle and PVYN with a veinal necrosis [2]. In addition, two strains 
including PVYC and PVYNTN, which caused severve chlorotic mosaic or mottle in the 
virus indicator plants, were also reported. PVY occurs naturally in commercial 
cultivars of potato. The virus particles of PVY are filamentous, approximately  
680-900 nm in length. Recently, the complete nucleotide sequence of PVY was 
elucidated, and the genome of PVY consisted of a ssRNA of about 9700 nt [3]. 
Biological indexing is the earliest method for PVY detection, but the symptoms are 
complicated for different strains. Mild strains usually cause slight mottle, but severe 
strains cause extreme loss, and the leaves are small and distorted [2].  

Studies on the molecular variation of virus based on the nucleotide and amino acid 
sequences are becoming an important topic. The virus isolates of different geographical 
origin are the basic materials for studying molecular variation, fortunately, nucleotide 
sequences of a great deal of isolates in China has been reported. The study was 
conducted to analyze the characterization of molecular variation of PVY. 

                                                           
* Corresponding author. 
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2   Materials and Methods 

2.1   Nucleotide and Amino Acid Sequences of Chinese PVY Isolates 

The nucleotide sequences of coat protein (CP) gene for 4 PVY isolates, corresponding 
to 4 strains (PVYC, PVYO, PVYN, and PVYNTN), were obtained form GenBank with 
the accession numbers: PVU09509, EF026074, EF026075, and NC_001616, 
respectively. The position of nucleotide and deduced amino acid in CP for Canadian 
isolate (GenBank accession numbers: PVU09509) was defined as the referenced 
criterion for other isolates in the study. The different hosts and geographical origins of 
PVY isolates were showed in Table 1 in the study. 

Table 1. The different hosts and geographical origins of PVY isolates 

GenBank Acc. No. Host Geographical origin Isolate 
PVU25672  Beijing  
GU550507 tobacco Shandong SD 
AY742716  Shandong Qingzhou 
AY742732  Heilongjiang Mudanjiang-13-5 

AY742728  Heilongjiang Mudanjiang-11-1 
AY742731  Heilongjiang Mudanjiang-8-3 
AY742727  Heilongjiang Mudanjiang-8-2 
AY742733  Beijing HXCH-2 
GU073999 tobacco Heilongjiang  
FJ766533 potato Guizhou guiyang 
AY742721  Anhui Fengyang-12-3 
AY742720  Anhui Fengyang-10 
AY742729  Anhui Fengyang-8-2 
AY742719  Anhui Fengyang-8-1 
AY742718  Anhui Fengyang-6 
AY742717  Anhui Fengyang-4-1 
AY742730  Anhui Fenggang-5 
AY742725  Anhui Fenggang-1 
GU074000  Dalian, Liaoning Dalian 
AY742714  Beijing  
AY742722  Beijing Beijing-2-1 
AY742724  Beijing Beijing-0-3 
AY742723  Beijing Beijing-0-1 
AY841257 tobacco  AFY1 
AY601681  Yunnan 2 
AY601680  Yunnan 1 
AY841269 tobacco  XCH46 
AY841268 tobacco  XCH44 
AY841266 tobacco  XCH43 
AY841265 tobacco  XCH39 
NC_001616    
EF026074 potato USA PVY-Oz 
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Table 1. (Continued) 

GenBank Acc. No. Host Geographical origin Isolate 
AY841263 tobacco  XCH38 
AY841264 tobacco  XCH36 
AY841262 tobacco  XCH35 
AY792597  Shandong SD-TA 
AY841261 tobacco  XCH31 
AY841260 tobacco  XCH30 
AY841259 tobacco  XCH25 
AY841258 tobacco  XCH25 
HM036205 potato Xinjiang Ur2-PVYCP7 
HM036204 potato Xinjiang Ur2-PVYCP6 
HM036203 potato Xinjiang Ur2-PVYCP5 
HM036202 potato Xinjiang Ur2-PVYCP3 
HM036201 potato Xinjiang Ur2-PVYCP2 
HM036200 potato Xinjiang Ur2-PVYCP1 
EF063710 potato Guizhou SL053 
AY841267   tobacco  XCH47 
AY742715  Shenyang Shenyang 
PVU09509 potato Canada  
EF026075 potato USA PB312 

 

2.2   Analysis of Sequences 

Multiple sequence alignment of the nucleotide and deduced amino acid sequences 
was carried out by CLUSTAL X (1.83), and the blank region was artificially 
modified. Identities of nucleotide and amino acid sequences were calculated using the 
LaserGene software (DNASTAR, Madison, WI). Phylogenetic analysis was carried 
out by MEGA 4.0 [4].  

The aligned sequences were checked for incongruent relationships that might have 
resulted from recombination, using RDP, GENECONV, BOOTSCAN, MAXCHI, 
CHIMAERA and SISCAN programs in RDP2 [5]. These analyses were done using 
default settings for the different detection programs. 

3   Results and Discussion 

In 52 isolates of China, the hosts of 26 isolates were reported in GenBank. The 
isolates were isolated from tobaccos or potatoes, other hosts were not found. Multiple 
sequence alignment of nucleotide sequences of CP (801 nt) was conducted between 
all 52 isolates of PVY, and the blank region of CP was artificially modified. The 
alignment of deduced amino acid sequences of CP gene was also carried out, and 
percent of nucleotide and amino acid sequence identifies were calculated by 
LaserGene software. Sequence analysis of CP gene of various PVY isolates showed 
nucleotide identities ranged from 76.8 (between isolate Beijing and Mudanjiang-13-5) 
to 100.0% (between Heilongjiang’s isolate Mudanjiang-8-3, Mudanjiang-8-2, and 
Anhui’s isolates Fengyang-10, Fengyang-6, Fengyang-8-2). The variation of deduced 
amino acid sequences of CP gene was slight, and amino acid sequences of some 
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isolates were the same, but the variation of amino acid sequences of isolates of 
Heilongjiang was high.  
 

 HM036203

 FJ766533

 AY742733

 AY742730

 AY742726

 AY742725

 EF063710

 HM036200

 AY601681

 AY742721

 HM036204

 GU074000

 EF026074

 AY792597

 PVU25672

 AY841262

 AY841265

 NC 001616

 PVU09509

 GU550507

 HM036201

 HM036205

 AY841259

 AY841266

 AY841269

 AY841261

 AY841264

 AY841263

 AY841260

 AY841268

 AY841257

 AY742714

 AY742724

 AY742717

 AY742723

 AY742722

 AY742728

 GU073999

 EF026075

 AY601680

 HM036202

 AY841267

 AY841258

 AY742716

 AY742715

 AY742732

 AY742719

 AY742720

 AY742731

 AY742727

 AY742718

 AY742729

91

63

40

65

89

43

100

70

68

99

89

93

64

41

33

56

100

100

95

99

97

89

74

63

83

98

81

40
100

37

29

18

68

67

35

21

37

46
49

36

54

47

0.01  

Fig. 1. Phylogenetic tree based on the nucleotide sequences of CP of PVY. Bootstrap value was 
signed in branchs. 

Phylogenetic tree was obtained by MEGA 4.0 based on the nucleotide sequences of 
CP gene of PVY (Fig. 1). There was not a tendency for isolates to group according to 
their geographical origin or hosts, and it was similar to the tree based on the deduced 
amino acid sequences of CP gene. Phylogenetic analysis showed that all PVY isolates 
formed five groups. Group 1, the biggest one, consisted of 26 Chinese isolates and 2 
American isolates, and it was likely to be a mixed group concluding strains PVYO, 
PVYN, and PVYC. Group 2 had only 2 isolates from tobacco. Group 3 was composed 
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by 7 isolates from Beijing, Anhui, and Heilongjiang, and the isolates had high 
identities of nucleotide. Group 4 consisted 3 Chinese isolates and 1 American isolate, 
the group was possible the representative for strain PVYNTN. Group 5 was mainly 
made up of isolates from Anhui and Heilongjiang. On the whole, the variation of CP 
gene of Chinese PVY isolates was very complicated, and the isolates came mainly 
from tobacco and potato, in addition, presumably, 4 strains of PVY were possible in 
existence in China. 

In the study, there was not a tendency for isolates to group according to their 
geographical origin or hosts. The Solanaceous crops were very abundant in China. 
Molecular variation and strain differentiation were more advantageous in the 
condition of huge area, complicated terrain and various entironments. There were 
probable several strains of PVY in China, which could be obtained through analysis 
of nucleotide sequence and symptoms in indicator plants. 

Recombination analysis showed that typical recombination events were not found 
using RDP, GENECONV, BOOTSCAN, MAXCHI, and CHIMAERA programs in 
RDP2. Few potential recombination events could be found by analysis with SISCAN 
programs, but it was not further testified and had a low P-value. 
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Abstract. The Information extraction can be defined as the task of extracting 
information of specified events or facts, and then stored in a database for the 
users’ querying. Only with the correct relationship between the various entities, 
the database can be correctly store in. Entity relation extraction becomes a key 
technology of information Extraction system. In this paper, we analyze the status 
of entity relation extraction method; propose several problems for this field to be 
solved. 

Keywords: Text mining, entity relation, information extraction. 

1   Introduction 

In the field of information extraction, entity is the basic information elements of the 
text, and it is the basis of proper understanding of the text[1]. Narrowly defining, the 
entity is the concrete or abstract entities in the real world, such as person, organization, 
company, location, etc. Generally, it’s expressed by Unique identifier (proper name), 
such as person’s name, organization’s name, company’s name, location‘s name and so 
on. Broad defining, the entity can also contain the time, the expressions of quantifier. 
The exact meaning of the entity can only be determined by specific application, for 
example, in specific application, the address, e-mail, telephone number, ship number, 
conference name, etc. can be use as named entity. 

Relation is seen as the link of two entities within a period of time or space[2]. In the 
Research of information extraction, relation detection plays a key role in the 
identification and description of events. Thus, the extraction of semantic relation 
between entities is an important information extraction in the field of basic research. 
It’s used in many research domains, such as, Information retrieval, question answering, 
ontology construction, information filtering, machine translation, etc. 

If we assume, the main function of information extraction is automatically converted 
form text into data form, the entity extraction determines various elements of the form, 
and then the entity relation extraction determines the relative position of these elements 
in the form. 

Before discussing the entity relation extraction, firstly we define what are relations 
and the classification of relations. 

From a mathematical perspective, relation is equal to a subset of the Cartesian 
product; from a computer perspective, relation is a two- dimensional table; from a 
logical perspective, relation is more than binary predicate. It is noted that the relation 
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what we discussing does not include function, functional relations, unary predicted, 
numerical relations, event relations, logical relations, etc. 

It is more complex in the classification of relations, form the formal of the relations, 
it has: binary relations and multi-relations; grammatical relations, semantic relations 
and pragmatic relations; explicit relations and implicit relations. Form the environment 
of the relations, it has: web entity relations and plain text entity relations. From the 
pattern of the relations, it has: pre- defined relations and non-pre-defined relations. In 
recently research, it always pays attention to binary relations, grammatical relations, 
explicit relations, web relations and pre-defined relations. 

The seven pre-defined entity relations we frequently used giving by  
ACE (automatic content extraction, ACE) are: part-whole relations (PART-WHOLE), 

physical relations(PHYS), generic-affiliation relations (GEN-AFF), Metonymy relations 
(METONYMY), agent- artifact(ART), organizational affiliation relations (ORG-AFF), 
personal-social relations (PER-SOC), each category also includes a number of 
sub-types[3]. HowNet also predefines a number of relationships[4]. 

2   Knowledge-Based Entity Relation Extractions 

This method of extraction uses linguistic knowledge, before the implementation of 
extraction, it constructs a pattern set based on words, speech or semantic, and then 
stored in database. During the relation extraction, the Pretreatment sentence fragment 
will try to match with the pattern in the pattern set. IF the match is successful; we can 
conclude that this sentence fragment has a corresponding relationship property of the 
pattern. 

During using the knowledge-based entity relation extraction method, the most 
difficult step is the construction of relations pattern. Initially, the construction of 
relations pattern depended on linguists, they analyzed the corpus related to the 
extraction task in depth, used the existing linguistic achievements, enumerated every 
possible expression of relationship, constructed the relation pattern by hand. On the one 
hand, this method make the period of construct the pattern too long, and make the 
application cost too high; on the other hand, if the extraction system is used for relation 
extraction in new fields, the Linguists need to extract features of the new field to re- 
construct relations pattern. This is very difficult to realize in reality. To solve this 
problem, several scholars have raised different solutions. Douglas E.[5] proposed 
FASTUS extraction system in MUC-6, express a variety of  domain- dependent rules in 
a extensible, common mode through the introduction of the "macro" concept. Roman 
Yangarber et al.[6] proposed Proteus extraction system in MUC-7, the pattern 
constructing method of relation extraction in this system based on sample 
generalization.  

3   Feature-Based Entity Relation Extractions 

This method is not need to write knowledge rules by special experts, only need many 
samples used as training data, construct a classifier by a variety of learning method, 
express as multi- dimensional feature vector by training samples. 
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During the processing of entity relation extraction using machine learning method 
based on the feature vector, the most important aspect is the construction method of the 
sample feature vector. Only select the appropriate features, it can represent the entities 
correctly, and then improve the learning effect. The appropriate features of the 
so-called are the classification-related features; these features have a strong degree of 
differentiation. 

The feature vector is a numerical representation of the instance, that is, the instance 
is converted into feature vector, among them, ix  is ith element of the n-dimensional 
feature vector. The purpose of the feature-based machine learning method is for a given 
set of training data (x1,y1)’, (x2,y2)’，…, (xn,yn)’, Which for the binary classification 
problem yi∈{1,+1}, learning a classification function f, so that for a given new feature 
vector xi, f can classify it correctly. 

The general method that the entities pair (E1,E2) construct the feature vector in a 
sentence given in fig.1. 

 
 

E1.TYPE, E2.TYPE, E1.SUBTYPE, E2.SUBTYPE, Order 

wiwiiiwiwi WWWWWW +−++−−−− ,,...,,,....,, 1111
 

wiwiiiwiwi tttttt +−++−−−− ,,...,,,....,, 1111  
wjwjjjwjwj WWWWWW +−++−−−− ,,...,,,....,, 1111
 

wjwjjjwjwj tttttt +−++−−−− ,,...,,,....,, 1111  

Fig. 1. The feature vector construction  

Among them, E.TYPE is the class for the entity belongs, E.SUBTYPE is the 
subclass for the entity belongs. Order is the position relationship between the two 
entities, that is, 0 (E1 at the left side of E2), 1 (E1 at the right side of E2), 2 (E1 contains 
E2), 3(E2 contains E1). I and j respectively are the location of the two entities 
appearing one after another, Wk and tk respectively are the Chinese words and the 
speech in location k. 

The vector that constructed by all the properties of the entities pair in a sentence is 
seen as xi, the classification mark is seen as yi, that constitutes a multi-classification 
sample (xi, yi). The multiple categories can be classified by the binary classifier, it has 
“one to many” and “two to two” classification methods, we use the "one to many" 
method. 

4   Kernel-Based Entity Relation Extractions 

Kernel-based methods can make use of many different forms of data organization to 
express entity relationship. While calculating the distance between the entities, it can 
use kernel function other than the inner product of eigenvectors. Any kernel function is 
implicitly calculating the dot product of the object feature vector in high- dimensional 
feature space, that is , in many cases, it can calculate their dot product not need to 
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enumerate all the features. In natural language processing, the typical instances are the 
subsequence kernels and the parse tree kernels.  

Compared with the feature vector based method, the advantage of Kernel-based 
method is that it can express entity relation more flexible, and it can colligate 
multi-disciplinary knowledge and information through the kernel function mapping. 
The kernel function has complex excellent properties, thus the final entity relationship 
distance can be completed by the kernel methods from many different information 
sources, improving the accuracy. Zelenko proposed a machine learning method based 
on kernel function for the relation extraction[7]. He firstly defined the kernel function 
based on shallow parse expression in the text, and designed an efficient dynamic 
programming algorithm to calculate the value of kernel function. Secondly, used the 
support vector machine (SVM) and voting perceptions algorithm respectively to 
achieve information extraction, the experiments showed that the kernel method has 
very good performance.  

5   Hybrid Model-Based Entity Relation Extractions 

Though the machine learning system become the mainstream recently, Particularly for 
simple marking problems, knowledge engineering system (rule-based) in general 
compared to the standard information extraction systems such as: MUC, ACE, and 
KDD, their performance is the best.  

The advantage of the knowledge engineering system is to use the manual mode to 
extract entities and entity relationships, model can be understood, and can be improved, 
but improving the effect of pure machine learning system requires additional training 
data. The impact of adding additional data quickly becomes very small, while the cost 
of manual annotation of data increases linearly. 

TEG is a hybrid entity relation extraction system[2], it is based on knowledge 
engineering and machine learning systems together. System is based on SCFG. The 
grammar rules for extraction are artificial regulations, and the probability is trained by a 
set of annotations. The disambiguation capability of PCFG makes the knowledge 
engineering system write simple rules, thus eliminating the artificial workload 
required. 

In addition, the training set scale required is lesser than pure machine learning 
system required (under the same accuracy). Moreover, the rule- establishing and 
corpus-annotating can balance with each other. 

TEG grammar description is composed by the statement and rules, Rules are mainly 
follow the classic rules of grammar, can be simply written by symbols [ ] and | , the 
conterminal in the rule must be declared before using. Some extracted entities required, 
events and instances can be declared as the output concept. In addition, it also needs to 
declare two types of terminator: glossary and n-gram. 

Glossary is a series of terms that is clear or extracted by a single semantic category 
introduced from external resources. The instances in glossary are: village, city, state, 
gene, protein, human surname, job name, etc. Some linguistic concepts such as 
propositions can be considered as the glossary. Actually, for each term, glossary and 
the conterminal in the rule are equivalent. 



 The Overview of Entity Relation Extraction Methods 753 

N-gram is more complex. When using in rules, it can be extended to any term. 
However, the probability of generating a given term is not defined in the rule, but it can 
be obtained from the training set, and based on the previous or the first few terms. 
Therefore, the one of possibilities of using the n-gram is that TEG rule is 
context-sensitive. 

6   Social Network-Based Entity Relation Extractions 

That social networks research shows that social networks are an important feature 
which is the network shown in the community structure. Numerous studies found that 
many networks are heterogeneous, which is the nature of social networks. It is not a 
large number of identical nodes connected randomly, but rather a combination of many 
types of nodes. There are more connections between nodes in the same type, and 
different types of connections between nodes are relatively small. So the researchers to 
meet the same type of nodes and edges between these nodes posed by the sub-graphs 
are networks group or community (Community), shown in Fig.2.  

 

Fig. 2. Network of community structure 

According to the above characteristics of the community, it can determine the 
semantic relations in the named entity feature vector and its similarity in structure of the 
network, the same community named entities with similar characteristics; as expressed 
by each node represents a semantic feature vector for each of the named semantic entity 
relationship attribute, so the network of a community has the same semantic relation to 
a class of named entity pairs. So, just over the network from different communities can 
be found to achieve the semantic relationship of the named entity clustering[8]. 

7   Other Methods 

Skounakis extracted three types of dualistic entity relations from the scientific literature 
with the model of HHMM[9]. Dan Roth proposed to identify the entity and the entity 
relation in the sentence with the means of probabilistic framework[10], and fully 
considered of interdependence between the entity and the entity relationship. In 
Literature[11], it introduced a method of the  whole information methodology which is 
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used to complete the multi-entity relation extraction, while the clear entity relations and 
the implied entity relations in the text are extracted at the same time.  

8   Conclusions 

Entity relation extraction has two main ways: knowledge engineering methods and 
machine learning methods. It needs to summarize manually from the large corpus of 
knowledge engineering approach and  the template system is easy to be in trouble when 
transplanting, and machine learning methods in the system transplantation have shown 
very strong advantages, therefore, machine learning methods become a primary way on 
the research of entity relation. The mixed method reduces the difference from relation 
extraction system based on the learning and based on knowledge. 
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Abstract. This paper puts forward a detailed design of Error Handing and 
Controlling Protocol (EHCP) on the basis of Micro Payment Transaction 
Protocol (MPTP) used by China Mobile and the frame design of EHCP. 
Messages sending and receiving among three parties in the payment system is 
described. Finally, the analysis illustrates that our protocol achieves the goals of 
high security, fairness and efficiency. 

Keywords: mobile payment; protocol; security. 

1   Introduction to the Frame Design of EHCP 

Aimed to perfect mobile payment communication mechanism and solve mobile 
payment security issues, improving the completion rate of the payment when error 
occurred, literature [1] has proposed the framework design of protocol EHCP. 

EHCP is based on the MPTP used by China Mobile, used to solve some accidental 
problems in special conditions, such as the forced interruption caused by client 
terminal’s low battery, or resource-exhausted caused by vendor’s overloaded server. 
Customer C has two choices offered by EHCP after error occurred, to execute the 
termination protocol or the recovery protocol. The operating environment of EHCP 
contains three entities, including Customer C, vendor V, and Broker B. In EHCP, 
when discuss the error occurred in the transaction of C and B, there is an assumption 
that broker B is completely creditable without any errors. To distinguish types of 
errors, this article proposed a four-phase model based on his original transaction 
processing of MPTP. 

In Phase One, customer C sends payment commitment M, vendor V checks and 
handles it. In Phase Two, customer C sends the first half part of Paywords, vendor V 
checks and handles it. And in Phase Three, vendor V sends goods, customer C checks 
and handles them. At last in Phase Four, customer C sends the latter half part of 
Paywords, V checks and handles it. 
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2   The Detailed Design of EHCP 

2.1   Notations 

IDC, IDV, IDB: the identities of party C, V and B. They contain the contact 
information of customer, vendor and broker; 

KCV,  KCB,, KVB: secret keys shared by C and V, V and B, C and B. They are used in 
symmetric encryption algorithm; 

PKC,  PKV,  PKB: public keys in public-key algorithm;  
SKC,  SKV,  SKB: private keys in public-key algorithm; 
AC, AV: certificates issued to customer and vendor by broker; 
TID: the identity of transaction;  
W0: the root of the payword chain; 
(Wi, i): the payment pair; 
HY(X): a cryptography hash function;  
T: timestamp; 
(M)K: the message M symmetrically encrypted with the key K;  
SignX()={H()}SKX: the signature of X; 
A→B: A send message to B; 
M={IDV,AC,W0,n,Li,T,G,P,{{IDV,AC,W0,n,Li,T,G,P}SKC,KCV}PKV}:payment 
commitment sent to V by C; 
I={W0,n,Li,T,G,P}: the plaintext of the payment information sent to V by C; 

2.2   The Detailed Design of Termination Protocol  

1) Error occurred in Phase One 
Owing to the error occurred in Phase One, implementing termination protocol will not 
bring about any loss to both sides of the transaction, it is no need to investigate the 
causes. Customer C can ask for the termination right from broker B. The details of the 
protocol are given below:  

Message 1 C→B: {FAbort, TID, IDB, IDV, I, {FAbort, TID, IDV}SKC} 

In the message 1, FAbort is the representation of C’s request for termination, 
furthermore, {FAbort, TID, IDV}SKC is the evidence to show C has sent the request. At 
the exact time receives message 1, broker B will first check the boolean variables 
BRecovered and BAborted. (Termination protocol and recovery protocol can not be run 
concurrently when EHCP is executing. The boolean variables BRecovered and BAborted are 
needed, and initialized False) B accepts the request when the value of boolean 
variables are both Fasle, and then confirms C’s registration by sending message 2 and 
message 3: 

Message 2 B→C: {FconfirmAbort, IDC, IDV, TID, {FconfirmAbort, IDC, IDV, TID}SKB} 

Message 3 B→V: {FconfirmAbort, IDC, IDV, TID, {FconfirmAbort, IDC, IDV, TID}SKB} 

FconfirmAbort is the representation that B has accepted the termination request. 
Termination protocol ends when C and V receive message 2 and 3. 
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2) Error occurred in Phase Two 
Comparing with the former situation, protocol needs to consider how to ensure the 
customer’s benefit without loss when implementing termination protocol in this 
phase. Message 1, 2 and 3 are sent in turn to confirm the termination of transaction. 
Then customer C asks broker B to invalid the paywords sent by C to prevent these 
paywords from being used to liquidate with broker by illegal vendors. 

Message 4 C→B: {IDB, IDC, IDV, TID, AC, W0, T} KCB 

Broker B decrypts C’s certificate AC and extracts payment information including 
several combination of commitment M, W0 and (Wi, i), such as（M, W0, (Wi，i)),  
(M’, W0’, (Wi，i)’), etc. Compare these information with I got in message 1, then 
make sure that which information is belong to the exact transaction to terminate. 
Compute W0’＝Hi(Wi) for i=n, n-1,…,1. If W0’= W0, the conclusion is that AC record 
the correct payment information. According to this information, B will invalid the 
paywords in its database. 

2.3   The Detailed Design of Recovery Protocol 

1) Error occurred in Phase One 
When error occurred in Phase one, C sends the recovery request. Payment 
commitment M can only continued sending as far as the request has confirmed by B, 
and then it is similar to start a new payment. 

Message 5 C→B: {FRecovery, IDB, IDV, TID, {FRecovery, IDV, TID}SKC, {KCV} PKB} 

In the message 5, FRecover is the representation of C’s request for recovery, 
furthermore, {FRecovery, IDV, TID}SKC is the evidence to show C has sent the request. 
Session key KCV used between C and V is sent to B to ask for a new one. At the exact 
time receives message 5, broker B will first check the boolean variables BAborted. If the 
value of BAborted is False, set the value of BRecovered to True, and then send message 6 
and 7. 

Message 6 B→C: {FconfirmRec, IDC, IDV, TID, {FconfirmRec,IDC,IDV,TID}SKB, 
(K’CV)PKC} 

Message 7 B→V: {FconfirmRec, IDC, IDV, TID, {FconfirmRec,IDC,IDV,TID}SKB, 
(K’CV)PKV} 

FconfirmAbort is the representation that B has accepted the recovery request. Since C and 
V has respectively received the evidence of recovery permission {FconfirmRec, IDC, IDV, 
TID} SKB and the new session key K’CV included in message 6 and 7, a new MPTP 
executes between C and V. 

2) Error occurred in Phase Two 
Referring to the error handling process in Phase One, C asks broker B to implement 
recovery protocol, and obtaining the session keys between customer C and vendor V 
from B.  

Message 5 C→B: {FRecovery, IDB, IDV, TID, {FRecovery, IDV, TID}SKC, {KCV} 
PKB} 
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Message 6 B→C: {FconfirmRec, IDC, IDV, TID, {FconfirmRec,IDC,IDV,TID}SKB, 
(K’CV)PKC} 

Message 7 B→V: {FconfirmRec, IDC, IDV, TID, {FconfirmRec,IDC,IDV,TID}SKB, 
(K’CV)PKV} 

According to the handling and controlling process descript in the literature [1], the 
protocol can be descript as: 

IF amount_type=1 THEN 
Message 4 C→B: {IDB, IDC, IDV, TID, AC, W0, T} KCB 

Message 8 B→C: {IDC, IDV, TID, W0, (Wi, i), SignB(W0,(W1,1),…, (Wi, i)),T} 
KCB 

Message 9 C→V: {IDC,IDV, TID, W0, (W1,1),…(Wi, i), {IDC,IDV, TID, W0, 
(W1,1),…(Wi, i)} SKC, SignB(W0,(W1,1),…,(Wi, i)) } K’CV 

ELSE 

Message 10 C→V: {IDC,IDV, TID, W0,T, (W1,1),…(Wi, i), T1,…Ti} K’CV 

In large payment situations, broker B signs on the Paywords when he confirms that 
Paywords have been sent, then C sends these Paywords with signature to V by 
message 9. Vendor V verifies the validity of C’ identity and B’ signature, and uses 
these Paywords to update the original database. It will bring about no loss even the 
vendor does not get the last Paywords when error occurred.  

In both cases above, V checks and handles the information in message 9 and 10 
sent by customer. After that, V sends message 11 to C as a response. 

Message 11 V→C: {IDC,IDV,I,T, (Wi, i),{IDC,IDV,I,T, (Wi, i) } SKV } K’CV 

C continues the transaction implementing before error occurred after getting message 
11, and sends the rest Paywords to V. 

3) Error occurred in Phase Three 
Message 5, 6 and 7 are sent the same as above. Considering the contents of 
communication of digital goods and the contents of communication of physical goods 
is different, so the protocol can be shown as below: 

IF transaction_type =1 THEN 

Message 12 C→V: {IDC, IDV, TID, W0, T, j’, (W1,1),…, i), T1,…Ti} K’CV 

IF BRecovered=False OR j’> j  V continues to transfer digital goods from the (j’＋1) 
units  

ELSE  exit protocol  
ELSE 

Message 13 C→V: {IDC, IDV, TID, W0, T, (W1, 1), …(Wi, i), T1,…Ti} K’CV 

Message 14 V→C: {TID, G, P, SignV (TID, G, P)} K’C 

When the trading goods is digital goods, C sends message 12 to V. Vendor 
distinguishes whether the information is reasonable. If so, continues to transfer goods 
from the (j’＋1) units. When the trading goods is physical goods, as the transaction 
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ID is unique, as long as customer C provides the document to prove that C has paid 
for the Paywords, vendor sends the receipt to C. 

4) Error occurred in Phase Four 
Through the discussion in lecture [1], it is concluded that the execution process of 
recovery protocol in this phase is as same as the process of Phase Two. 

3   Analysis 

3.1   Security Issues 

The design of EHCP is in full consideration of securities about transaction and money 
and goods, especially the security of digital goods. 
Transaction security 

In EHCP, transmission of communication content and party authentication are 
ensured by cryptological technique and the secret keys. Simply by the keys to 
authenticate the communication parties is not enough. However, certificates are 
issued to customers and vendors by broker to ensure that the identity is legal and 
available. 

Customer firstly conducts a conversation with vendor after he chooses to execute 
the recovery protocol. In this way, we ensure that original error has been solved in 
EHCP. That is to say customer and his terminal, vendor and its server, wireless 
network are all available, which greatly increase the possibility of implementing 
recovery protocol Money security. 

At the improving of MPTP, we adding a field to customer’s certificate named 
send_paychain which is sent by broker B. The adding field is used to record the 
payment message (mostly are commitment M, W0 and Paywords) that C has sent to 
V, ensuring C can ask to invalid the specific Payword in the record by returning the 
certificate to broker B when the protocol terminated or interrupted, so as to prevent 
losing funds form not receiving goods. 

3.2   Fairness Analysis 

The termination protocol must be started by customer. It is fair for both parties in 
trading: (1) customer initiates the mobile payment, so customer has the right to 
choose termination; (2) only if the error occurred in Phase One or Two, can execute 
the termination protocol. So whether customer starts termination protocol or not, 
vendor will not loss anything since it does not send any digital goods or dispatch 
commitment; (3) customer can ask broker to invalid the Paywords sent by himself. It 
is fair to customer because he will not loss money while he can not get the goods; (4) 
broker notices both C and V to end the transaction when the request of termination is 
accept.  

In the executing of recovery protocol, fairness is reflected reference to (1), (4) 
items above. In addition, although customer has the right to initiate EHCP, he can 
start the protocol only when some error occurred during mobile payment. It ensures 
the fairness of transaction process from another side because customer can not end a 
normal trading. 
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3.3   Efficiency Analysis 

It costs large mount of resources of software, hardware, wireless networks and time to 
dealing with the error in mobile payment. Together with the weak computing of 
mobile device and limited bandwidth of wireless networks, it is very important to 
solve efficiency issues. 

In EHCP, treatments are carried out at terminals as possible to reduce online 
operations and reduce burden of wireless networks. EHCP is divided into termination 
protocol and recovery protocol. Both of these two protocols are divided into several 
phases. In order to reduce the communication traffic between C and V, customer 
chooses the way to deal with the error payment on his terminal, and then the 
corresponding protocol block is executed directly.  

In short, EHCP is adaptable for personal mobile devices from the perspective of 
computation, storage and processing speed, especially for upcoming 3G mobile 
terminal. 

4   Conclusion 

Combining with the feasibility and conciseness of actual operation, this paper gives 
the detailed design of EHCP based on the frame design of EHCP, and analyzes the 
characteristics of EHCP from security, fairness and efficiency. As a new electronic 
payment instruments, mobile payment is carrying people’s longing for digital life. 
From the date of birth, mobile payment is in good graces of all the parties in the 
industry. It is sure that EHCP will play a role in standard formulation and mobile 
payment will also have greater development in the near future. 
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