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Editorial Preface

The annual Tinbergen Workshop held over the last several years has brought

together regional scientists from Europe, North America and Australia – and

sometimes beyond – to address issues relating to the general field of innovation,

entrepreneurship and regional development. The theme of the June 2009 Workshop

was Creative, Intellectual and Entrepreneurial Resources for Regional Develop-
ment: Analysis and Policy. In addressing these issues it is inevitable that we will be
focusing our attention on forces and processes in regional development that are

largely endogenous to a city or region and how policy may play a role to enhance

regional growth performance through the roles that institutions and leadership

might play in the context of regional development policy to help cultivate creativi-

ty, human capital development and innovation and entrepreneurial activity as

drivers of economic development to give a city or region its competitive edge.

The present volume is based on a selection of papers presented at the above

workshop. It aims to provide an overview of thinking about endogenous forces and

processes that may enhance the economic performance of a city or region and the

type of empirical evidence that supports the notion that creativity, intellectual and

entrepreneurial resources, along with leadership and institutions, are crucial drivers

of the regional development process and consequently are key factors differentiat-

ing between high and low performing cities and regions.

The various contributions in this volume have been carefully reviewed and may

be seen as novel contributions to the emerging field of creative, intellectual and

entrepreneurial resources for regional development. The editors wish to thank Elfie

Bonke and Ellen Woudstra for their assistance in composing this volume.

Amsterdam, The Netherlands Karima Kourtit, Peter Nijkamp

Fairfax, VA Roger R. Stough
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University, P.O. Box 1026, SE-551 11 Jönköping, Sweden
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Part I

Concepts and Models



An Endogenous Perspective on Regional

Development and Growth

Roger R. Stough, Robert J. Stimson, and Peter Nijkamp

1 The Evolution of Regional Economic Development Theory

Over the past two decades or so the emphasis in regional economic development

theory has shifted from a focus primarily on exogenous factors to an increasing

focus on endogenous factors. Traditional regional economic development

approaches were erected on neo-classical economic growth theory, based largely

on the Solow (1956, 2000) growth model. The new approach – while recognizing

that development is framed by exogenous factors – attributes a much more signifi-

cant role for endogenous forces. In this context, a suite of models and arguments

that broadly convey the new growth theory have been directed towards endogenous
factors and processes (see, e.g., Johansson et al. 2001).

These developments are of great interest to regional economic development

analysts and practitioners for several reasons, including the recognition of the impor-

tance of cities and regions in the development process and also because they introduce

an explicit spatial variable into economic growth theory, which was a mostly ignored

element in neo-classical thinking. This evolutionary development is particularly

significant as the importance of regions in national economies – and in particular the

role of many of the world’s mega city regions – has changed considerably since the

1970s as a result of globalization, deregulation, and structural change and adjustment.

Understanding these newly recognized processes of change is crucial for analysing

and understanding different patterns of regional economic performance and in

formulating and implementing regional economic development planning strategy.

R.R. Stough (*)

School of Public Policy, George Mason University, Fairfax, VA 22030-4444, USA

e-mail: rstough@gmu.ed
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K. Kourtit et al. (eds.), Drivers of Innovation, Entrepreneurship and Regional Dynamics,
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1.1 The Nature of Regional Development

Stimson et al. (2006: p. 4) have observed that it is often difficult in regional

economic development planning strategy formulation and implementation to

match desired outcomes of regional economic development with the processes
that create them. That gap in understanding the relationship between the apparent

causes and effects of development poses a dilemma for those responsible for

managing regional economic development in the making of policies and strategies,

and their implementation of plans. The dilemma they face is how to achieve some

form of congruence between desired outcomes and appropriate and acceptable

economic development tools and processes. The dilemma is further compounded

by the frequently unstable and changing nature of economic environments, where

“externalities” or exogenous factors (such as exchange rates, new technologies,

and foreign competition) increasingly impact the decision-making processes that

influence economic policy and strategy in cities and regions.

Blakely (1994) has emphasized how regional economic development needs to be

viewed as both a product and a process but often not by the same groups or actors in

the development milieu. For example, economic agents that live, work and invest in

regions are those most concerned with economic development outputs or products

such as job and wealth creation, investment, quality of life or standards of living and

conditions of the work environment. Contrary to this view is the more process

orientation of regional scientists, development planners and practitioners where

concern focuses on the creation of infrastructure, labor force preparation, human

capital and market development. So it is important when considering regional

economic development to maintain an awareness of its product and process aspects.
Regional economic development also is known in terms of quantitative and

qualitative attributes. In that context, and with respect to the benefits it creates, our

concern has typically been with the quantitative measurement of such factors as

increasing/decreasing wealth and income levels, job creation or employment levels,

the availability of goods and services, and improving financial security. At the same

time – and especially in recent times – our concern has also been with such

qualitative considerations as generating creative capital, creating greater social

and financial equity, achieving sustainable development, creating a spread in the

range of employment, and gaining improvements in the quality of life. Thus the

regional economic development process needs to be informed by both quantitative

and qualitative information.

This multi-dimensional aspect of economic development led Stimson et al.

(2006) to propose the following definition of regional economic development:

. . .. Regional economic development is the application of economic processes and

resources available to a region that result in the sustainable development of, and desired

economic outcomes for a region and that meet the values and expectations of business, of

residents and of visitors. (p. 6)

4 R.R. Stough et al.



1.2 Changing Paradigms

Policy for economic development and regional planning strategy has undergone a

series of evolutionary changes sinceWorld War II, driven by different paradigms of

economic thought as shown in Fig. 1. Those paradigms have shaped the way

regional and local communities and people think and plan for the future. But

much thinking on regional economic development still remains embedded in the

paradigms of the 1970s, because of an inherent reluctance of many regions and

local communities to pro-actively embrace change.

Consequently, as suggested by Stimson et al. (2006):

. . .many regions are not re-equipping themselves fast enough to compete effectively in the

global age of business and technology of the post-industrial economy. To compete suc-

cessfully in the global economy, regional organizations and businesses need to understand

the implications of the paradigm shifts occurring in economic policy and strategy, and to

build the flexible strategic infrastructure to do so. (p. 11)

A summary of the changing paradigms that have shaped regional economic

development theory and planning strategy is presented in Fig. 1. It is, however,

important to realize that time overlaps between these economic policy and the

economic planning strategy paradigms are both deliberate and pragmatic, reflecting

the reality of evolutionary changes in the paradigm approaches.

Focus of Economic Policy

Keynsian thought
Postwar - mid 1970s

Monetarism thought
Mid 1970s – 1990s

Rationalist thought
late 1980s – 1990s

1960           1970 1980 1990 2000

Public
Economic
Development
Agencies

Regulatory
Economic
Development,
Mixed economic
Development

Sustainable
development

Initiatives to
improve
environmental
and overall
quality of life
to attract highly 
skilled workers
and firms

Focus on
Value-adding
strategies.
Incorporating
workforce and
technology
change

Initiatives to
reduce social
disparities by
incorporating
disadvantaged
groups into the
mainstream
economy

Focus of Economic Planning Strategy
Comparative Advantage

Competitive Advantage
Collaborative Advantage

Master Planning
Infrastructure
oriented

Goals and
Objectives
Planning

Multi sector
Integrated
Strategic
Planning

Integrated
Strategic
Planning

Structure
Planning

Strategic
Planning

Sustainability

Fig. 1 Changing focus for economic development policy and planning strategy [Source: Stimson

et al. (2006: p. 12)]
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A detailed discussion of these changing paradigms is available in Stimson et al.

(2006: pp. 11–17) and Stimson and Stough (2009). It focuses on a set of important

issues all of which are evident in the context of a series of at least five paradigmatic

evolutions:

1. Neo-classical economic growth theory had served as the basis of regional

economic development theory predominantly through providing an understand-

ing of the roles of labour and capital in the production function. Traditional

neo-classical growth theory models assumed:

l The homogeneity of production factors
l Saw the price mechanism as the underlying adjustment mechanism of the

model
l Emphasized capital accumulation as the net product

All of which lead to convergence thus eliminating inter-regional, inter-group

and inter-sectoral differences over time in the long-run. But there was an

inadequate explanation of the role of technology on productivity (Malecki

1991: p. 111).

2. Thus, counter-arguments began to arise, including polarization theory as repre-
sented early on by the work of Perroux (1950), Myrdal (1957) and Hirschman

(1958), in which it was argued that:

l Production factors are non-homogeneous
l Markets are imperfect
l The price mechanism is disturbed by externalities and economies of scale.

The argument was that deviations from an equilibrium are not corrected by

counter effects, but rather that they set off a circular cumulative process of

growth or decline, with a complex set of positive and negative feedback loops

accumulating to a growth process whose direction is fundamentally undeter-

mined. In a spatial context, those feedback processes generated what are called

spread and backwash effects, transferring impulses from one region to another.

Spatial structure could be an important element in that growth process, generat-

ing leading and lagging regions that are highly interdependent. The advocates of
polarization theory argued that it was not only economic, but also social,

cultural, and institutional factors that explain why some regions prosper while

others lag. More recently work that has focused on industrial districts (see, e.g.,

Scott 1988) and business clusters (see, e.g., Porter 1990; Feser 1998; Karlsson

et al. 2005) has added to this evolution of theory which has been placing an

explicit focus on spatial process and in particular on agglomeration economies.
3. Following the post-war era focus in which economic policy built on Keynesian

thought and strong governmental interventions and the associated master

planning and structure planning paradigms that were in vogue at the time, by

the 1980s there had been a marked shift in economic policy to monetarism or

economic rationalism and its focus on the dominance of markets, and associated

with that was the rise in regional development policy to a focus on goals and

objectives and strategic planning paradigms.

6 R.R. Stough et al.



4. Paralleling these paradigm shifts was another shift in thinking on regional

economic development from focus on comparative advantage associated with

international trade theory in economics to a focus on the competitive advantage
of regions as proposed by Porter (1985, 1986, 1990). And more recently the

focus has been shifting to incorporate the notion of collaborative advantage
(Huxham 1996).

5. Especially in the period since the mid-1970s the processes of globalisation have
resulted in the emergence of an increasingly borderless economic world with

increasingly unrestricted mobility of capital and labour and increasing freedom

of trade in merchandise and services. Seemingly the influence of the nation

state was reduced in a world where cities and particularly mega-city regions
assumed increasing importance as strategic hubs and as the drivers of creativity,
innovation and entrepreneurial activity and as they increasingly became the

dominant engines of economic growth (Knight and Gappert 1989; Ohmae 1995;

Prud-homme 1995; Florida 2002). That created new stresses for both nations and

for regions and their governments in developing strategies to find a competitive

edge in a globalized economy and a highly competitive and rapidly changing

world. There was a considerable shift in regional development planning strategies

towards the notions of enhancing regional self-help. More recently the emergence

of concern for achieving sustainable development has diversified the goals for

regional development and intensified competitive pressures. And it is presenting

new challenges for institutional reform, leadership and governance.

1.3 The “New Growth Theory” Approaches

During the 1980s – by which time the focus in economic policy paradigms had

shifted to monetarism and economic rationalism – there had been a shift from

concerns about developing a regional comparative advantage to developing a

regional competitive advantage, and there had been a shift in regional development

planning strategy from master planning and structural planning to strategic
planning paradigms and thus a new way of conceptualizing regional economic

growth and development had begun to emerge which today is known as the “new

growth theory”. The evolution of the new growth theory and its focus on endoge-

nous processes and factors as drivers of regional development and growth might be

summarised as follows:

1. As early as the late 1970s, Rees (1979) had proposed that technology was a

prime driver in regional economic development, and since then over the ensuing

two to three decades the regional science literature has shown how technology is

directly related to traditional concepts of agglomeration economies in regional

economic development.

2. Economic theorists such as Romer (1986, 1990), Barro (1990), Rebelo (1991),

Grossman and Helpman (1991), and Arthur (1994) sought to explain technical

An Endogenous Perspective on Regional Development and Growth 7



progress in its role as a generator of economic development as an endogenous
effect rather than accepting the neo-classical view of long term growth being due

only to exogenous factors. In macroeconomic models of endogenous growth,

technological progress was mainly seen as an endogenous process in an eco-

nomic system, where knowledge is generally embedded in human capital that is

enhanced through education, training, creativity, and R&D.

3. Thomas (1975) and later Erickson (1994), among others, showed how techno-

logical change was related to the competitiveness of regions. Norton and Rees

(1979) and Erickson and Leinbach (1979) showed how the product cycle, when
incorporated into a spatial setting, may impact differentially on regions through

three stages, namely:

l An innovation stage
l A growth stage
l A standardization stage

Over the course of this transition, production shifts from the original high cost

home region to a lower cost location – often one off-shore – which has been

hastened through the evolution of the internationalization of the production

process. Thus some regions were seen as the innovators, while others become

the branch plants or recipients of the innovation, and those might even then

become innovators via endogenous growth. Markusen (1985) extended the

product cycle theory of regional development by articulating how profit cycles

and oligopoly in various types of industrial organization and corporate develop-

ment can magnify regional development differentials.

4. The concept of innovative milieu (Aydalot 1986; Camagni 1991; Maillat 1991)

was formulated to explain the “how, when and why” of new technology genera-

tion. That notion linked back to the importance of agglomeration economies and

localization economies that had been viewed as leading to the development of

new industrial spaces (Scott 1988; Porter 1990). In particular Krugman’s

research (see Krugman 1991, 1995, 1996; Krugman and Venables 1996) led to

a greater emphasis on knowledge as a tacit and primarily local good and the

recognition of it as a driving endogenous self-reinforcing mechanism for

regional development. But in discussing innovative industrial milieus, Castells

and Hall (1994) had noted that:

. . . despite all this activity . . . most of the world’s actual high-technology production and

innovation still comes from areas that are not usually heralded as innovative milieus . . . the
great metropolitan areas of the industrial world. (p. 11)

However there has been much emphasis on the importance of investment in

human capital and its role in regional development (as emphasised by the OECD

2000; 2001).

5. Some theorists, have suggested that it is not just economic but also value and

cultural factors – including social capital and trust – that are important in the rise

of technology agglomerations as seen in the Silicon Valley phenomenon, where

8 R.R. Stough et al.



collaboration among small and medium size enterprises through networks and

alliances and links with universities forge a powerful R&D and entrepreneurial

business climate.

6. There has also been a considerable emphasis on the role of leadership and

institutions as factors that can enhance or even act as a catalytic effect in

endogenous regional development as demonstrated by Stimson and Stough

(2009). As Rees (2001) has pointed out, technology based theories of regional

economic development need to incorporate the role of entrepreneurship and

leadership, particularly as factors in the endogenous growth of regions, and it is

the

. . . link between the role of technology change and leadership that can lead to the growth of
new industrial regions and to the regeneration of older ones. (p. 107)

Thus, the new growth theory models have allowed for and indeed have implied

the importance of both agglomeration effects (economies of scale and externalities)

and market imperfections, with the price mechanism not necessarily generating an

optimal outcome through efficient allocation of resources. And there has been a

considerable emphasis on intangible factors such as leadership, institutions, crea-

tivity, innovation and entrepreneurship, the endogenous “intangibles” that may

enhance the performance of cities and regions.

The processes of capital accumulation and free trade have not necessarily led to

convergence of wage and price levels between regions, with positive agglomeration

effects tending to often concentrate activity in one or a few regions in many nations

through the self-enforcing effects that attract new investment, and that process may

be mediated positively by the endogenous “intangibles” we have referred to.

The new growth theory actually has allowed for both concentration and divergence
in regional development.

Most importantly, as the spatial distribution of knowledge and its spillovers are

now considered to be important success factors in regional development, in framing

and implementing regional development strategies it will be crucial for a city or

region to fully understand the nature of the geographical patterns of knowledge

diffusion and the barriers to access to knowledge as they relate to creativity,

innovation and entrepreneurship as catalysts for employment and wealth generation

(see, e.g., Keeble and Wilkinson 1999; Acs et al. 2002; D€oring and Schnellenback

2006).

2 A Focus on Cities

Earlier in this chapter we made mention of the increasingly important role of cities –

and in particular of mega-city regions – as economic hubs and as the magnets for

innovation, creativity, entrepreneurship, and leadership for the generation of new

An Endogenous Perspective on Regional Development and Growth 9



business activity. That process is reinforcing the role of agglomeration forces. And

it is also probably associated with the rise of an urban culture of increasing diversity

and dynamism.

2.1 Analytic Frameworks

A number of analytic frameworks have been proposed and are discussed in

the regional science and urban economics literature for understanding the urban

dimensions of regional growth and development. They include the following seven

(see Nijkamp 2008):

1. Amarket-oriented view, in which the urban rent gradient is the spatial-economic

representation of the supply and demand for urban land by different categories

of users, while taking into consideration density externalities, as advocated inter
alia in the classical urban economics theory, in particular, land rent theory.

2. An ecological socio-cultural view, in which a blend of sociological and orga-

nistic urban viewpoints is offered to explain the structure of urban living and

working patterns (advocated in particular by the so-called Chicago School).

3. A clustering and industrial networks view, in which urban dynamics is analysed

from the perspective of a multiplicity of conflicting interests of urban stake-

holders outlined by advocates of the so-called Los Angeles School (such as Scott

1988; Storper 1997).

4. A politico-economic power view of cities, in which in a globalizing world large

cities act as global control and command centres with centripetal and centrifugal

forces all over the world (advocated inter alia by Sassen 1994).

5. An agglomeration advantage view, in which urban agglomerations generate

overwhelming advantages of scale and scope, so that cities become by necessity

strong players in the space-economy (advocated inter alia by Glaeser 1994).

6. A creativity view on urban life, in which cities are the source of rejuvenation,

innovation, radical breakthroughs and permanent change, as a result of the

leading role of the creative class (see, e.g., Florida 2002).

7. A virtual cities perspective, in which in an emerging digital e-society cities act

as key nodes in a virtual network and exploit all agglomeration benefits of their

territory in a world-wide arena (advocated inter alia by Graham and Marvin

1996).

It would seem that there is a need for a more integrated theory of the role of cities

and their regional economic development, and in this vein Nijkamp (2008) has

proposed a “systems economics” approach which would:

l Offer a multi-disciplinary focus
l Be multi-actor oriented with an emphasis on interactions
l Cover economic systems from micro- to macro-analytical perspectives in

a multi-layer way
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l Be dynamic and based on evolutionary complexity
l Be analytical-quantitative in nature in order to map out key drivers and their

impacts on complex systems

A “systems economics” approach (Antonelli 2011) to the role of cities would

have merit because cities are characterized by three particular and distinct systems

features, namely:

l Density and proximity externalities
l Dependence on their resource base (physical and cultural)
l Importance of interactive dynamics accruing from learning (including evolu-

tionary and creativity) principles

Let us discuss those in turn:

1. Density and proximity externalities are particularly important because of the

high degree of concentration of socio-economic and cultural advantages in large

cities with their typical pools of skilled labour (particularly knowledge workers),

high concentration of ICTs, and the role of knowledge transfers in creating

an environment conducive to innovation and entrepreneurial activity. The asso-

ciated agglomeration economies reduce transaction/interaction costs for firms,

and in particular for start-ups.

2. The resource base of cities, nowadays is not just their traditional physical

resources such as ports and airports that are important, but also their agglomera-

tions of knowledge networks and cultural capital that are crucial. While firms

may be increasingly footloose with respect to their city region, many are not so

much so with respect to access to the concentrations of ICTs and logistics that

city gateways proffer.

3. Learning and creativity, are increasingly the “intangibles” that cities possess

that are the factors driving the economic growth of cities and mega-city regions.

They are expressed in a city’s:

l Institutions
l Culture
l High degree of mobility of capital, of codified knowledge, and of (some)

human capital

In such an environment learning means the capacity to adapt to rapidly changing

competitive circumstances which requires institutional openness, dynamism and

flexibility, especially through networks. This “learning regions” paradigm (which

we briefly referred to earlier in this chapter) has been discussed extensively in the

literature (see, e.g., Florida 1995; Simmie 1997; Camagni and Capello 2005;

Camagni 2004; Crevoisier and Camagni 2000) which has emphasised the roles of

innovation systems, technology complexes (including the knowledge spillover

phenomena), post-Fordism new industry clusters, technology policy, local and

regional institutions, and community action (see also Cooke 1998; Maskell and

Malmberg 1999; Gertler and Wolfe 2002; Benner 2003). The OECD has been
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actively promoting this “learning concept” as a central plank in regional develop-

ment strategy (OECD 2002), and it has in fact become more common for both

national and city governments to embrace policies that seek to enhance high

technology activity and investment in “smart infrastructure”. Of course, this notion

links to the importance of investment in education for human capital development

and R&D enhancement as a path to national and regional economic growth and

development in which the OECD (2001) had claimed that each extra year spent in

full-time education with its corresponding approximately 10% rise in human capital

would translate into about a 6% increase in per capita output.

2.2 Creativity and Cities

The importance of creativity as an economic driver in cities has been emphasised by

Florida (2002) and Scott (2003), and there has been an avalanche of studies

investigating the features and success conditions of creative urban environments

(see, e.g., Heilbrun and Gray 1993; Pratt 1974; Vogel 2001; Hesmondhalgh 2002;

Landry 2003; Power and Scott 2004; Markusen 2006). It is thus now common-place

for urban development planning strategy to explicitly incorporate initiatives which

focus on engendering “creative urban development”, which might include a focus

on design, culture and the arts as multi-faceted cornerstones for the innovative

development of the city. As stated by Nijkamp (2009):

. . . it has become fashionable to regard cultural expressions like arts, festivals, exhibitions,

media, communication and advertising, design, sports, digital expression and research as

signposts for urban individuality and identity and departures for a new urban cultural

industry. (p. 2)

Thus we see “old” cities like London, Liverpool, Amsterdam, Berlin, Barcelona,

New York, San Francisco, Sydney or Hong Kong witnessing a profound transfor-

mation based on creative cultures. Nijkamp (2009) suggests that:

. . .. This new orientation does not only provide a new dynamism for the city, it also has

a symbolic value by showing the historical strength of these places as foundation stones for

a new and open future. Clearly, blueprint planning of the city has become outdated. Hence,

the creative sector has become an important signpost for modern urban planning and

architecture, with major implications for both the micro structures of the city and its

macro image towards the outer world. (p. 2)

Despite this increasing interest in the dynamics-enhancing impacts of creative

activity, as yet an operational conceptualisation of creativity infrastructure and

supra-structure has not been developed and that needs to be addressed in applied

research. In doing so one is confronted with the considerable challenge of how to

translate creative and cultural assets and expressions into commercial values and

outcomes (such as value added, employment generation, visitor attraction, etc.).

That means that private-sector initiatives are a sine qua non for effective and

successful urban creativeness strategies. Consequently, critical success conditions

for a flourishing urban creativeness strategy might be:
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l An orientation towards local identity and local roots that is embedded in the

notion of “a sense of place”
l A prominent commitment of economic stakeholders (particularly the private

sector)
l The creation of a balanced and appealing portfolio of mutually complemen-

tary urban activities

Undoubtedly through their agglomeration advantages cities offer a broad

array of business opportunities for creative cultures in which in particular self-

employment opportunities and small- and medium-sized enterprises (SMEs) may

play a central role in creating new urban vitality, including SMEs arising out of the

entrepreneurial activity of a city’s diverse ethnic groups and from new immigrants

(see Dana 2008). Nijkamp (2009) has suggested that that may be helped through

flanking and supporting urban conditions such as:

l Local identity
l An open and attractive urban “milieu” or atmosphere
l Using of tacit knowledge
l The presence of urban embeddedness of new business initiatives
l Access to social capital and networks

Those attributes may provide additional opportunities for a booming urban

creativeness culture and an innovative, vital and open urban social ecology.

Certainly urban creativeness presupposes an open and multi-faceted culture and

policy. However, the cultural and socio-ethnic pluriformity of modern cities might

act to undermine the sense of a common identity with urban fragmentation possibly

becoming a challenging new trend (e.g., in restaurants in Miami it is sometimes

impossible to use English as a communication language). Nonetheless, cities have

always been dynamic as the meeting places for people from diverse cultures and

with varied ethnic origins, and with diverse educational backgrounds and talents.

Nijkamp (2009) discusses how some cities more than others represent an open

“agora” where ideas from diverse cultures and nations come together, and

. . . the challenge is how to turn possible tensions on such a multicultural “agora” into

positive synergetic energy. (p. 4)

2.3 The Critical Success Factors for Sustainable
Innovative Development

The urban fabric of modern cities thus forms a complex system that is influenced by

many endogenous and endogenous forces. As Nijkamp (2009) has stated:

. . .. In an open world dictated by global competitiveness, it is clear that cities are no longer

islands of stable development, but are instead dynamic agglomerations operating in a force

field where growth and decline are both possible. Cultural diversity may be a competitive
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asset to improve the socio-economic performance of cities, but in case of ethnic-cultural

tensions it may hamper a balanced development. (p. 4)

The issue is, then:

Which factors are decisive for a sustainable development of cities that is able to cope with

both local and global forces?

It is possible to propose a production function for urban sustainable innovative
development (SID) based on a pentagon model (see Fig. 2) – which has been used in
other contexts by Nijkamp et al. (1994) and Capello et al. (1999) – with five critical

success factors (CSFs):

1. The availability of productive capital (PC): This corresponds to neo-classical

production theory where output is determined by the traditional production

factors labour and capital.

2. The presence of human capital (HC): This refers to the quality of labour input

obtained by means of education, training or new skills (e.g., in ICTs) and may be

seen as a productivity-enhancing factor. Clearly a balanced distribution of

human capital over people is of great importance.

3. The access to social capital (SC): This condition comprises interaction and

communication between people, socio-economic bonds, social support systems,

business networks (formal and informal), relations based on trust, and so on.

4. The usage of creative capital (CC): This may be seen as a great ability to cope

with challenges and new opportunities, and is reflected in entrepreneurial spirit,

new ways of thinking and acting, trend-setting artistic expressions, innovative

foresights, and so on. Such a factor is often found in a multicultural urban

melting pot.

5. The existence of ecological capital (EC): This condition takes for granted that

a favourable quality of life, an ecologically benign condition in a city, presence

of green space and water, or an attractive living climate (e.g., recreation and

entertainment possibilities) contribute significantly to the innovative and

sustainable potential of the city.

SID

PC

EC 

CC SC

HC

Fig. 2 A pentagon model

presentation of urban

sustainable creative forces

[Source: Nijkamp (2009:

p. 5)]
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The various pentagon factors can, in principle, be measured and quantified, and

next be put in an explanatory econometric model (for an empirical estimation see

Capello et al. 1999).

3 Some Implications for Regional Development Planning

We certainly live in a rapidly changing and increasingly competitive world in

which uncertainty and risk are considerable. As discussed by Stimson et al.

(2006), the challenge facing economic development planners in contemporary

times has been how to formulate economic policy that will respond to both:

l Global dynamics
l Sometimes (or often) a national vacuum in adoption of a regionally oriented

macro policy in many countries

At one time regions were protected from outside competition, and to some extent

their economies could be manipulated by national governments. But that ability has

been overwhelmingly compromised as the economic rationalism pursued by many

national governments left many cities and regions to fend for themselves. Many

cities and regions continued to look to higher levels of government for support and

resources to provide economic direction and investment to stimulate economic

development. Unfortunately many cities and regions have failed to understand that

globalization has left those higher levels of governments relatively weak when it

comes to using their inherent power to apply economic and policy mechanisms to

enhance the competitiveness of regional economies.

A number of key themes have emerged regarding what constitutes regional

growth and development and what drives regional competitiveness. Not surpris-

ingly there have been differences of views among regional economic development

scholars, and some of those differences relate to the relative focus given to the roles

of exogenous forces on the one hand and the roles of endogenous processes and
factors on the other. But there does now seem to be an almost universal realisation

of what Garlick et al. (2006) have referred to as the “institutional embeddedness” of

endogenous processes and factors in regional development.

Of course exogenous factors are likely to remain important to a region’s eco-

nomic performance and how it develops over time; but increasing importance is

being placed on endogenous forces as determinants of a region’s competitiveness.

However, regional economic development policy initiatives now tend to be more

oriented – as they should be – towards measures that enhance local capacity and

capability for a city or region to develop and cope with rapid change in an increas-

ingly competitive global environment. While endogenous growth theory makes

mention of leadership, entrepreneurship, and institutional factors, little systematic

analysis has occurred to thoroughly conceptualize or, even more, measure their roles

as endogenous factors in the development process.

But as discussed by Stimson et al. (2006), in the contemporary policy era of the

last decade or two, it would seem that it has been more and more up to regions to
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develop and use their own devices to compete internationally in order to survive.

Thus, it had become increasingly common in regional development planning

strategy for there to be a reliance on endogenous processes, and typically that

was espoused in regional economic development policy. To do that a region

would need first have to have understood what the factors were that set the

dynamics of the new economic age that had emerged the late twentieth century.

In the wake of the current global financial crisis and recession conditions, it will be

interesting to see whether these much changed macro circumstances will set the

conditions for a rethinking of that regional self-reliance philosophy and usher in a

new era of innovation in institutional arrangements which could incorporate more

interventionalist policies in regional development strategy planning.

In the regional growth literature there is no doubt that the strategic importance of

knowledge for innovation and entrepreneurship has been increasingly recognised.

That has built on the notion of the “learning region” as proposed by Simmie (1997).

As discussed by Capello and Nijkamp (2009), in a neoclassical framework of

analysis long-range factors such as education, R&D, and technology, have played

a critical structural role in the context of the spatial mobility of production factors,

which could remove disparities (e.g., in terms of per capita income) in the long-run

and, as a result, may equalise factor productivity across a nation’s regions. And in

the endogenous growth literature we have seen how knowledge spillovers and

institutional arrangements in local regions are widely acknowledged as factors in

explaining how knowledge spillovers are spread (as growth spillovers), with those

knowledge spillovers representing pure externalities that produce non-compensating

advantages for the receivers (Nijkamp and van Hemert 2009). But Capello (2009)

has pointed to a discrepancy between the private and social optimum which creates

the emergence for ad hoc policy interventions.

In the current economic climate of the global financial crisis and recession,

Nijkamp and van Hemert (2009) have suggested that in trying to capture the

catalytic effect of creativity, innovation and R&D in generating knowledge growth

spillovers:

. . . more than ever there is a role for government in focusing strong and directed efforts to

boost the translation of scientific ideas into useful technologies, and to reinforce the base of

science skills that drives this innovation. (p. 1)

They go on to say:

. . .. Currently, there are different forces at play in the science domain that need attention

and support from governments. Besides tensions between local and regional demands, the

current crisis has highlighted the growing frictions between the individual and societal

needs. (p. 1)

The challenges today include the need to revolutionise transport technologies,

meet climate-change targets, and secure diversity of energy supply. On a national

level, that will require more directed research, education and training innovation

to develop the required skills to enact the new technologies, and the active partici-

pation of industry in government–science relations to help encourage innovation.
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This changing socio-political environment, Hertz (2009) suggests, will require

different research disciplines to work together more than ever.

In the context of regional development, Taylor (2009) has referred to the ability

to capture ideas and discoveries that flow from research as the main test of whether

the UK can recover growth and prosperity. He says that at present the UK does not

have the workforce needed to enact new technologies to address the challenges just

mentioned, and that is also the case across many if not all countries. While it is a

major policy challenge, it does, nonetheless, represent an opportunity for local

initiatives to be taken to boost investment in education and R&D, particularly in

science and technology.

The notion is that, through what has been termed the “triple helix scenario”

(Etzkowitz and Leydesdorff 1996, 1997, 2000), whereby investment in innovation

and R&D inputs will lead to greater innovation outputs when they originate from

local sources, cities and regions might be able to catalyse future economic growth.

Such a notion affirms the existence of a spiral pattern of relations and links between,

for example, three major institutional actors in a local environment – industry,

university and research institutes, and government. In that relationship the educa-

tion and research sector tends to have a critical part to play the context of economic

growth and regional development in the contemporary knowledge-based economy

and in helping societies to address the technological and policy challenges they face

with respect to issues such as climate change and achieving more sustainable

development. Thus, as Nijkamp and van Hemert (2009) say:

. . .. Concentrations of outstanding scientific facilities and activities are very important to

create challenging and attractive working conditions and opportunities for talented people.

(p. 6)

That reinforces what Florida (2002) had suggested in his work on the “creative

class” and the emergence of some cities as centres of creativity. Understanding the

institutional barriers that mitigate against achieving this creativity and the asso-

ciated economic dynamism of a city or region and how to unlock those barriers for

the emergence of a “learning region” is an obvious priority in regional development

strategy planning if the Pentagon model proposed by Nijkamp (2009) is to be

pursued.

A significant issue will be the degree to which regional development and growth

across regions will converge or diverge over time as a result of the “institutional

embeddedness” of endogenous processes (Garlick et al. 2006). Another will be the

nature of the “jumps and anomalies” Nijkamp (2008: p. 6) in urban and regional

systems. Endogenous growth theory can help us to understand the complexities of

a dynamic space-economy (including the shocks and bifurcations to which it is

subject), but contextual drivers and government policies will continue to cause

unexpected dynamics.

All these issues call for a solid analysis, based on a blend of theory, methodol-

ogy, empirics, and policy analysis. The present volume offers a collection of

refreshing contributions to modern regional economic growth theory against the

background of innovation and entrepreneurship.
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Interregional Knowledge Spillovers and

Economic Growth: The Role of Relational

Proximity

Roberto Basile, Roberta Capello, and Andrea Caragliu

1 Introduction

Standard neoclassical growth models (Solow 1956; Mankiw et al. 1992) implicitly

assume that the technological progress is characterized by a worldwide global

interdependence between economies without frictions. In contrast, recent main-

stream contributions to the economic growth literature (Lòpez-Bazo et al. 2004;

Ertur and Koch 2007) support the idea that technological interdependence is not

homogenous across economies (countries or regions) and depends on their

geographical connectivity scheme with other economies, which adds to reflections

already envisaged in previous studies (Acs et al. 1994; Anselin et al. 2000). An

important feature of technology is its aptitude to spread across borders (Coe and

Helpman 1995, and Eaton and Kortum 1996, among others). However, the spatial

diffusion of technological knowledge may be geographically bounded, so that

the stock of knowledge in one region may spill over into other regions with

an intensity which decreases with geographical distance (the so-called “spatial

friction” hypothesis).

Based on these assumptions, spatial autoregressive reduced forms of the

economic growth model have been derived, in which the growth rate of a region

depends not only on its initial conditions and on its own structural characteristics

(such as population growth rate and human and physical capital accumulation

rates), but also on initial conditions, structural characteristics and growth rates of

its neighbors. In particular, by assuming that technical progress depends on the

stock of physical capital per worker and of human capital accumulated in other
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countries and not merely in the home country, Ertur and Koch (2007) have obtained

a growth equation characterized by parameter heterogeneity linked to the geograph-

ical location of the economies. In order to test these predictions, spatial econometric

tools (such as spatial lag, spatial error and spatial Durbin models) have been largely

used in the empirical literature (Lòpez-Bazo et al. 2004; Rey and Janikas 2005;

Rey 2004; Rey and Montouri 2004). Some authors have also taken into account the

possibility of parameter heterogeneity, using either spatial autoregressive local

estimation methods (Ertur and Koch 2007) or spatial autoregressive semiparametric

additive models (Basile 2008, 2009).

In this paper we test the hypothesis that geographical proximity is not the only

dimension to be considered in order to capture the mechanisms governing knowl-

edge spillovers. As already emphasized in the literature, other forms of proximity

must be considered as complementary (or alternative) to physical distance: social

proximity (Boschma 2005; Capello 2007, 2009a), organizational proximity (Bellet

et al. 1993; Rallet and Torre 1995), institutional proximity (Lundvall and Johnson

1994), technological proximity (‘Cantner and Meder 2007) and specialization

proximity (Ciccone 2002; Henderson 2003).

In this study we analyze the joint effect of relational and spatial proximity. The

notion of relational proximity is based on a new concept of space, which accounts

for the ways in which economic agents potentially interact and for the ways in

which this interaction influences learning processes (Capello 2009a). Relational

proximity is measured in terms of the difference between trust in two regions. Our

assumptions are that knowledge spillovers depend on the presence of both

geographical and relational proximity and that the simultaneous presence of geo-

graphical and relational proximity enhances the intensity of knowledge spillover.

We test these assumptions on a sample of 249 NUTS2 regions of the EU27 over

the period 1990–2004. Along with a traditional spatial weights matrix, we introduce

a matrix of inverse relational distance built on a measure of trust, defined as the

capacity of economic agents in a regional context to act in cooperation with other

actors, a capability which stems from a strong identity and sense of belonging, from

shared trust and shared behavioral codes. Operationally, relational proximity is

defined as the inverse distance of trust wealth among pairs of regions, normalized

by the sum of the trust endowment in those areas. We find strong evidence of a

positive role of relational proximity as a source of knowledge spillovers in the

analyzed sample. We also produce evidence on the fact that geographical proximity

enhances its positive external effects when regions are also close in terms of trust

wealth.

The rest of the paper is organized as follows. In Sect. 2 we elaborate on the need

to use the concept of relational distance to explain knowledge spillovers. Section 3

describes our dataset and the variables, while also providing an explanation of our

measure of relational distance. Section 4 presents the results of an econometric

analysis testing the assumptions of a positive role of relational proximity as a source

of knowledge spillovers and of the super-additive effect of relational and spatial

proximity. Section 5 concludes.
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2 Knowledge Spillovers: The Role of Physical

and Relational Distance

Economic theory is increasingly aware of the strategic role played by – voluntary or

unintended – technological interdependence among economic actors. In particular,

the interest in knowledge spillovers lies in the fact that they represent pure extern-

alities, producing non-compensated advantages for receivers; a discrepancy

between private and social optimum generates the need for specific policy inter-

ventions.

The concept of knowledge spillovers has stimulated interest in economic the-

ories with rather different approaches, from mainstream to heterodox views. In

neoclassical growth models, the dominant paradigm is that national growth rates

depend on the growth rates and income levels of other countries. Stylized facts

demonstrate that economic activity is concentrated at different spatial levels –

countries, regions, cities (Easterly and Levine 2001), the reason lying in the strong

global interdependence of technological progress. Knowledge accumulation affects

the technological development (à la Solow 1956), the physical capital accumulation

(à la Romer 1986) and the human capital accumulation (à la Lucas 1988) in the

home country; what is new is the idea that knowledge accumulated in one country

affects technological development and growth of other countries. In these models

the intensity of the knowledge spillover effect depends on socio-economic or

institutional proximity, measured by an exogenous variable, namely the geographi-

cal proximity of countries (Ertur and Koch 2007).

Regional economists and economic geographers achieve the same result, devel-

oping the concept at a more spatially disaggregated level of analysis. Knowledge

spillovers imply that knowledge created by an organisation generates positive

effects not only within it, but also for other organisations located in neighbouring

regions (Fischer et al. 2006). This literature differentiates with mainstream eco-

nomics as knowledge spillovers are interpreted as a spatially-bounded phenome-

non: they take place mainly among regions or cities, rather than countries. This in

turn would facilitate the exchange of information, face-to-face contacts, trade and

market relationships, all within a pure gravity type logic. Such explanations date to

Marshall’s identification of high flows of information and ideas between firms of a

region – what is “in the air” – as one of the main reasons for concentration of

activities in space (Marshall 1920). In a pure spatial/geographical approach, the

knowledge transmission channels are epidemiological contacts among local agents

(Capello 2007).

More recently, doubts have been expressed on the idea that the mere geographi-

cal proximity is able to interpret all mechanisms behind knowledge spillovers

(Boschma 2005; Capello 2007, 2009a, b). Geographical proximity justifies knowl-

edge spillover effects through simple gravity-type processes, that hold at country,

region or city levels, which limit the interpretation of the spillover effects under two

perspectives (1) on the one hand, its validity at different geographical levels makes

the spillover an a-spatial concept; (2) on the other, a pure geographical, gravity-type
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approach does not explain the learning processes of agents and contexts: learning

on how to translate knowledge into innovation, learning on how to get the highest

benefits from the presence of a multinational enterprise, learning to attract

resources at the local level and to apply them in a creative and innovative way.

Different learning processes explain why two regions at the same distance from a

third highly innovative region may have a completely different absorption capacity

of knowledge spillovers.

This implies that as other regions face endogenous growth processes, the extent

to which a region can benefit from the external stimulus depends also, in our

conceptual framework, on the relative differences in trust between the regions. As

differences in trust decline, the ease with which knowledge travels and can be

understood, decoded and efficiently exploited increases (Capello et al. 2010).

Lower differences in trust between regions implies therefore higher absorptive

capacity of firms, individuals and institutions, as well as lower transaction costs

in the process of knowledge decoding and transfer.

Recent work has taken the need for non-geographical notions of distance

seriously. In Maggioni et al. (2007) the effect of relational proximity, along with

more traditional geographical proximity on growth spillovers is explored, with the

use of data on research networks built up with EU Fifth Framework Programme and

EPO co-patent applications. Ponds et al. (2010) proceed a step beyond and use the

geographical and relational spatial lag of the performance measure as an indepen-

dent variable simultaneously.

In order to introduce learning mechanisms in the explanation of knowledge

spillovers, a relational approach is required, that explains the ways in which agents

and contexts learn: this approach mainly interprets knowledge accumulation as the

accumulation of knowledge through cooperative learning processes (Camagni

1991; Keeble and Wilkinson 1999, 2000), nourished by spatial proximity (“atmo-

sphere” effects), network relations (long-distance, selective relationships), interac-

tion, creativity and recombination capability.

This approach entails a relational definition of space. Functional/hierarchical,

economic and social interactions take place in this space and are in turn embedded

into geographical space (Camagni 1991; Camagni and Capello 2009). Relational

space plays a role in learning processes. It develops and reinforces interactive

processes between actors at the local level. It forms the set of shared behavioural

codes, common culture, the capital of trust among agents and the sense of belong-

ing. In turn, it depends on the social glue that is present in the region, which

represents a pre-requisite for a creative interaction. These characteristics act on

the capacity of firms to engage in market interactions. They develop and enhance

collective learning processes by means of specific territorial channels through

which knowledge flows by virtue of (a) the huge mobility of professionals and

skilled labour – among firms but internally to the local labour market defined by

the district or the city, where mobility of this kind is highest, and (b) intense

co-operative relations among local actors and, in particular, customer-supplier
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relationships in production, design, research and, finally, knowledge creation

(Camagni and Capello 2002).1

Territorial channels of knowledge flows are typical of production contexts

characterised by the presence of small and medium sized firms (SMEs). The

average dimensions of firms fostering the exchange of knowledge and the mutual

transcoding of tacit information is not sterile: in fact, previous streams of literature,

such as the milieu innovateur and the industrial district theory, have suggested that

tacit knowledge exchange is maximized in SMEs. However, they are also relevant

in contexts where large firms develop their own internal knowledge, culture and

know-how by enhancing internal interactions and boosting selective external inter-

action with industrial partners, universities, professionals and research centres. In

this view, the channels throughwhich knowledge spreads are territorialized, embed-

ded into the socio-cultural structure of a local system and, therefore, anchored by

definition to the local area. Thus, the territorial reasons for a spatially-bounded effect

of knowledge spillovers are identified and the limits of a-spatial theories in which

knowledge spillovers concept is applied indifferently to countries, regions or cities

are overcome.

Relational proximity – defined as the similarities of two areas in terms of shared

behavioural codes, common culture, mutual trust, sense of belonging and coopera-

tion capabilities – plays an important role in the capacity of a region to absorb

knowledge spillovers. Cooperative learning processes are nourished by spatial

proximity (“atmosphere” effects), network relations (long-distance, selective rela-

tionships), interaction and cooperation. Therefore, while geographical proximity is

a good proxy for the “atmosphere effect”, relational proximity measures the

potential interaction and cooperation capabilities in knowledge accumulation.

Relational proximity is therefore at least as important as geographical proximity

in order to understand the micro-foundations of knowledge spillovers and the

channels through which knowledge diffuses. Being geographically close to a region

with similar relational capacity reinforces knowledge diffusion between the two

areas. By the same token, relational proximity reinforces the effects generated by

geographical closeness thanks to synergies and increasing returns.

From this conceptual framework we obtain two testable assumptions: H1.
“knowledge spillovers depend on the presence of both geographical and relational

proximity” and H2. “the simultaneous presence of geographical and relational

proximity enhances the intensity of knowledge spillovers”. Hypotheses H1 and

H2 will then be empirically tested in Sect. 4 by introducing a relational distance

effect within the Ertur and Koch’s (2007) approach.

1A collective learning process of this kind was first hypothesized by the GREMI group (Camagni

1991; Perrin 1995) and subsequently widely adopted as a sound theoretical concept for the

interpretation of knowledge-based development and innovation (Keeble and Wilkinson 1999,

2000; Capello 1999; Cappellin 2003).
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3 Data and Variables

3.1 Basic Variables

We test our two hypotheses by estimating growth regression models on a sample of

249 NUTS2 regions belonging to the enlarged Europe (EU27). The dependent

variable is the labour productivity growth rate computed for the period

1990–2004, gy ¼ T�1 ln yT � ln y0ð Þ. Basic data come from EUROSTAT Regio

and Cambridge Econometrics databases, which include information on real gross

value added, employment, investment, secondary education attainment and R&D

investments. We measure labour productivity, y, as the ratio between total real

value added and total employment; the saving rate, sk, as the average share of gross
investments on real gross value added; the human capital accumulation rate, sh, as
the average percentage of a region’s working population in secondary school.

Finally, n is the average growth rate of total employment.

In the last set of estimates we carry out a robustness check, controlling for other

variables that modern regional growth theory considers as potentially relevant in

explaining regional performance: sectoral composition (Perloff et al. 1960),

agglomeration externalities (Ciccone and Hall 1996; Ciccone 2002), externalities

associated to sectoral diversity (Jacobs 1969; Glaeser et al. 1992; Beaudry and

Schiffauerova 2009) and R&D intensity (Sterlacchini 2008).

Sectoral composition is measured by the share of agricultural employment on

total regional employment, Share agrð Þ, assuming that a higher share of agriculture

may subsequently reduce economic performance. Agglomeration externalities,

dens, are measured by the density of employment (ratio between total employment

and regional surface in km2) Jacobs externalities are measured as the median of

Balassa indices, Jacobs ¼ median Eis Ei=
Es E=

� �
, where i denotes the region and s indexes

the sector, Eis stands for average employment in the s-th sector (at two-digit level of
the classification of economic activity)2 for the i-th region, Ei is the average overall

employment in the i-th region, Es indicates the employment in the s-th sector in

Europe, while E is the overall European employment.3 Finally, R&D intensity,

r&d, is measured by the percentage of total intramural R&D expenditure on gross

value added.

2Namely, sector DA (food products, beverages and tobacco), DB (textile and textile products), DC

(leather and leather products), DD (wood and wood products), DE (pulp, paper and paper products;

publishing and printing), DF (coke, refined petroleum products and nuclear fuel), DG (chemicals,

chemicals products, and man-made fibres), DH (rubber and plastic products), DI (other non-

metallic mineral products), DJ (basic metals and fabricated metal products), DK (machinery and

equipment n.e.c.), DL (electrical and optical equipment), DM (transport equipment) and DN

(manufacturing n.e.c.).
3Since the Balassa index follows an asymmetric distribution (with a fixed lower bound, 0, and a

variable upper bound, E=Ei), its median turns out to be the most appropriate indicator of the

distribution position. When the median is low, an economy shows a comparative advantage in a

large share of sectors and its productive structure is therefore diversified, and vice versa. So, we

use the median as a direct measure of diversification.
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Spatial lags of residuals and variables are computed using different distance-

based spatial weights matrices. More precisely, for the diagnostics of residuals from

the estimates, we use a binary spatial weights matrix with a distance based cut-off,

whose elements wij assume value of 1 if the distance between the centroids is lower

than 424 km (the minimum distance which allows all regions to have at least one

neighbour) and zero otherwise:

wij ¼
1 if dij � 424 km

o otherwise

(

Elements wii on the main diagonal are set to zero by convention, whereas

elements wij indicate whether region i is spatially connected to region j. For the
computation of spatial lag variables, we compute a more general inverse-distance

spatial weights matrix

wij ¼
d�1
ij if dij � 424 km

o otherwise

(

where, again, wii ¼ 0. In order to normalize the outside influence upon each region,

the weights matrix is row-standardized, so that the spatial lag of a variable is simply

the weighted average of the neighbors’ observations.

The chosen time span (1990–2004) encompasses, among others, two major

breaks in the European history. First, it starts with the fall of the Communist regimes

in Eastern countries. Then, it ends with the years of the biggest wave of enlargements

(2004 and 2007, respectively) of the European Union, which coincided with the

inclusion of 12 more countries in the EU. Although the enlargements themselves

have physically taken place after the period surveyed in the present paper, the theory

of rational expectations offers support to the idea that most of the effects of the 2004

enlargement may be already captured in the final years of the sampled period.

While these two major events are likely to have influenced our results, in

particular in terms of growth rates, we believe that this study may shed further

light precisely on the reasons of different economic performance of European

regions. The switch to a competitive, market-based economic regime, and the

announcement effect of the 2004 enlargement may in fact have boosted New

Member States (NMS) economies much more than what actually happened. In

fact, initial trust differences among regions may contribute to the explanation of

growth differentials in EU regions beyond the cyclic effects present in any sample.

3.2 A Measure of Relational Distance

The core of our tests entails the definition and computation of relational distance.

As stated in Sect. 2, we believe collective learning to be enhanced not only by the

physical proximity of relevant actors (individuals, firms and institutions), but also
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by relational proximity. Holding physical distance constant, knowledge flows more

easily when people face low transaction costs in the process of exchanging infor-

mation: this requires a high level of trust within organizations (La Porta et al. 1997),

which in turn facilitates the effectiveness of weak ties (Granovetter 1973).

Among the several dimensions along which we may measure relational proxim-

ity, we select the one we believe to have the highest impact on knowledge flows:

trust. As levels of trust rise, individuals and firms are more prone to exchange

knowledge. Trust enhances local channels of knowledge transmission, especially

cooperation among local actors, local firms, clients and suppliers.

We measure trust in the most direct way, exploiting information collected by the

EVS.4 In particular, citizens have been asked “How much do you trust people?” The

scale of possible answers ranges from 1 (“I trust them completely”) to 5 (“I don’t trust

them at all”). For each region we calculate the percentage of answers 1 and 2 over the

subsample of EVS individuals that answered this question.5 Thus, for each region we

have a measure of the average percentage of people who trust others “completely” or

“enough”: the vector’s domain is trust 2 0; 1½ �.6 Trust distance between regions i and j
is therefore calculated as wij

rel ¼ d�1
ij , with dij ¼ trusti � trustj

�� �� trusti þ trustj
� ��

. The

inverse-distance trust weights matrix is finally created as the inverse of the absolute

distance between trust levels in each region.7

Figure 1 plots the values of our relational distance indicator as a function of its

numerator and denominator. The indicator increases monotonically with the numer-

ator and decreases monotonically with the denominator. This allows us to conclude

that, if two regions display a minor difference between their level of trust, while

both having high values of trust, our indicator signals a lower distance than in the

case of two regions with low difference between their level of trust and low values

of trust. By the same token, our indicator assigns a higher distance between two

regions with a high difference in their trust levels and a low amount of total trust

4EVS is among the widest surveys comprising statistical information from individual question-

naires on the values of European citizens. This paper uses its 1990 wave, which perfectly matches

the initial year of our estimations. More information can be found on www.europeanvalues.nl
5This amounts to 37,107 cases, with just 1,106 individuals missing; hence, the question had a reply

rate of about 97% of the individuals interviewed. The EVS sample was drawn from the population

of adult citizens over 18 years of age. In some countries, random sampling was applied, in others

quota sampling. The samples were weighted to correct for gender and age: the survey, therefore,

correctly represents the population of each region.
6The actual range of the variable goes from 0.03 (recorded for Sardinia) to 0.64 (corresponding to

Sydsverige).
7Glaeser et al. (2000) reviews the use of the EVS trust question. They find the question may also

capture the level of trustworthiness of individuals, while also detecting high correlations among

the EVS trust level measured within the survey and the outcome of two experiments aiming at

identifying trust behaviors.
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than between two regions with a high difference in their trust levels and a high

amount of total trust (and vice versa).8,9

As for the correlation between physical and relational distance, Pearson’s

correlation index is equal to �0.18, significant at the 99% confidence level.

Although in absolute terms not particularly high, the correlation coefficient implies

that pure geographical proximity does not necessarily imply relational proximity.

Spatially neighbouring regions may actually enjoy significantly different levels of

trust, which therefore contributes to our understanding of why, ceteris paribus,

regions with similar endowments of physical factors and with analogous locations

display significantly different growth rates.

The issue of missing values is quite relevant for two reasons. First, as the data

coverage starts from 1990 and includes former-communist regions, several statis-

tics are missing for the first years after the fall of communist regimes. Second, we

exclude Slovenija, Cyprus, Latvija and Malta in order to avoid problems with

weights matrices (either spatial proximity is difficult to define or else EVS data

are missing, as is the case for Cyprus). We also exclude Bulgarian regions in order

to fully exploit the EUROSTAT Regio database and, in particular, its ATECO

0.8

0.6

0.4

0.2

0
0.8

0.6
0.4

0.2

Sum of trust values

R
el

at
io

na
l d

is
ta

nc
e

Absolute trust difference0 0
0.2

0.4
0.6

0.8

Fig. 1 Relational distance indicator as a function of its components

8Notice that, as easily detectable from the Figure, and clear from the social distance formula, the

indicator takes on value zero (whatever the sum of trust levels in the regions) when the numerator

is zero. This may, however, happen for all the regions sharing the same level of trust. For such

regions, it does not matter whether they share a high, medium or low level of trust: our indicator

scores zero anyway. This is shown in Figure 1 with the dots on the xy plane.
9The same conclusions could be obtained mathematically. In fact, both the numerator as well as

the denominator of the social distance measure are of first order, thus converge asymptotically

with the same speed; besides, they both map on the positive half of the real numbers. This line of

reasoning is behind the shape of the plot depicted in Fig. 1.
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2-digits level occupation series, which is not available for this country. We end up

with 249 NUTS 2 regions covering 22 European Countries.

4 Relational Proximity in Knowledge Spillovers

4.1 Linear Growth Model and Spatial Interaction Effects

We begin the empirical analysis of the growth behaviour of the EU-27 NUTS-2

regions by estimating the linear specification of neoclassical growth model pro-

posed by Mankiw et al. (1992).

gy ¼ b0 þ b1 ln y0 þ b2 ln sk þ b3 ln sh þ b4 ln nþ 0:05ð Þ þ e (1)

The estimation results (not reported, but available upon request), obtained

using heteroskedasticity-corrected variance-covariance matrices as suggested by

Cribari-Neto (2004), confirm the theoretical predictions: regional productivity

growth rates are positively affected by physical and human capital accumulation

rates and negatively influenced by employment growth rates and initial productivity

levels. Thus, the conditional convergence hypothesis cannot be rejected, but the

speed of convergence (equal to 0.427%) is rather slow and the corresponding half-

life is 162 years (almost three times the one estimated for Western Europe regional

samples by Le Gallo et al. 2003, among others).

Even though OLS estimates tend to corroborate the hypotheses suggested by

Mankiw et al. (1992), the diagnostics of the residuals reveal that the linear aug-

mented Solow model is mis-specified due to (a) the assumption of homogenous

behaviour (the RESET test raises doubts on the capacity of the linear functional

form to properly capture the data generating process) and (b) the omission of

variables that capture technological interdependence (Moran’s I tests yields to

reject the assumption of spatial independence of the residuals).10 Given these

results, we relax the hypothesis of linearity and spatial independence and estimate

a semiparametric spatial Durbin model (SDM) as well as a semiparametric spatial

lag model (SAR).

The semiparametric spatial Durbin growth regression model can be specified as

(Basile 2008, 2009).

10Moran’s I tests have been performed using distance-based binary spatial weights matrices. Many

distance cut-offs, ranging from 420 km (the minimum distance which allows all regions to have at

least one neighbour) to 1,020 km with a step of 50 km, have been adopted. All corresponding

spatial weights matrices yield significant values of Moran’s I. The highest standardized Moran’s I
value occurred in correspondence to the minimum distance.
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gy ¼ b0 þ f1 ln y0ð Þ þ f2 Wdist ln y0ð Þ þ f3 ln skð Þ þ f4 Wdist ln skð Þ
þ f5 ln shð Þ þ f6 Wdist ln shð Þ þ f7 ln nþ 0:05ð Þð Þ þ f8 Wdist ln nþ 0:05ð Þð Þ
þ rdistWdistgy þ e (2)

where fjð:Þ are unknown smooth functions of the covariates, Wdist is a spatial

weights matrix, the smooth terms f2 �ð Þ, f4 �ð Þ, f6 �ð Þ and f8 �ð Þ capture the effect of

the spatial lags of the exogenous variables, rdist is a parameter measuring the

amount of global spatial externalities (or spatial technological interdependence)

and e is a vector of independently distributed errors. This specification is consistent
with the economic growth model developed by Ertur and Koch (2007) based on the

assumption that technological knowledge spread across regions/countries with an

intensity which decreases with geographical distance. The matrix Wdist used to

estimate this model has been described in the previous section.

LeSage and Pace (2009) suggest that the SDM specification can also be derived

from a data generating process characterized by unobserved heterogeneity and that

the SDM nests both SAR and SEM (spatial error model). However, the SDM

specification implies an inflation of smooth terms (especially when two different

weight matrices are used in the same model and the number of exogenous variables

is not negligible). An alternative method to control for unobserved spatial hetero-

geneity, rather diffused in spatial statistics (Venables and Ripley 2002), consists of

including in the model a spatial trend surface, that is a bi-dimensional smooth

function of northing (no) and easting (e), f no; eð Þ, instead of spatially lagged

exogenous variables:

gy ¼ b0 þ f1 ln y0ð Þ þ f2 ln skð Þ þ f3 ln shð Þ
þ f4 ln nþ gþ dð Þð Þ þ f5 no; eð Þ þ rdistWdistgy þ e

(3)

Both models (2) and (3) include the endogenous termWdistgy.
11 In order to deal with

endogeneity problems in a nonparametric framework, Blundell and Powell (2003) have

proposed to use the “control function” approach which consists of two steps. In the first

one, an auxiliary nonparametric regression Wdistgy ¼ b0 þ f1 :ð Þ þ ::::þ hðZÞ þ n is

considered, with Z a set of conformable instruments and n a sequence of random

variables satisfying EðnjZÞ ¼ 0. The second step consists of estimating an additive

model of the form gy ¼ b0 þ f1 :ð Þ þ ::::þ rWdistgy þ fJ n̂ð Þ þ e:
We employ the methodology proposed by Wood (2006) to estimate models (2)

and (3) with spline-based penalized regression smoothers which allows for auto-

matic and integrated smoothing parameters selection via GCV. For the two spatial

dimensions no and e, an isotropic thin plate regression spline basis function is used,
as suggested by Augustin et al. (2009). The econometric results reveal that the two

11In linear spatial regression analysis, Kelejian and Prucha (1998) have proposed a 2SLS proce-

dure to estimate the spatial autocorrelation regression model and have suggested using spatial lags

of the strictly exogenous variables as instruments.
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models perform quite similarly in terms of adjusted R2, percentage of explained

deviance, GCV score and AIC. Both specifications allow to predict the spatial

variability in growth behaviour better than non-spatial linear and nonlinear models

and to solve the issue of spatial autocorrelation in the residuals (Moran’s I statistics
are no more significant). Given the similarity between the two models, and due to

the lower number of smooth terms included in the augmented spatial lag model (3),

we will keep this specification as the preferred one to continue our from-particular-

to-general estimation strategy.

Two-step estimation results of model (3) are reported in Table 1. The F-tests for
the overall significance of the smoothed terms have p-values lower than 0.05 in all

cases, while the number of effective degrees of freedom (edf ) suggests that the

relationship between regional growth and its determinants is far from being linear.

Figure 2a–d show the fitted univariate smooth functions (solid lines), alongside

Bayesian confidence intervals (shaded grey areas) at the 95% level of significance,

computed as suggested by Wood (2006). In each plot, the vertical axis displays the

scale of the expected values of regional growth, while the horizontal ones report the

scale of each determinant.

An inverted U-shaped relationship between growth and initial conditions

emerges (Fig. 2a), with a clear downward pattern in f̂1 ln y0ð Þ only after a certain

threshold of the relative level of GDP per worker in 1990 ( ln y0): specifically, a
diverging behaviour characterizes the group of Eastern regions (45 regions), while

Western regions maintain a conditional predicted convergence path. The assump-

tion of identical speed of convergence is consequently rejected.

Nonlinearities in the effects of gross physical investment, f̂2 ln skð Þ, and of sec-

ondary school enrolment ratio, f̂3 ln shð Þ, are clearly detected. Specifically, an

increase in the saving rate is associated with an increase in growth rate only when

ln sk is above the EU average. The existence of a threshold in the effect of ln sk

Table 1 Nonparametric estimation results of the additive nonlinear model

Variables Unconstrained nonlinear growth model

F-tests and p-values Edf

f1 ln y0ð Þ 14.418 [0.000] 2.543

f2 ln skð Þ 16.911 [0.000] 2.424

f3 ln shð Þ 3.165 [0.013] 3.649

f4 ln nþ 0:05ð Þð Þ 5.721 [0.000] 2.607

R2
adj:

0.533

Deviance 55.4

AIC 740

GCV 1.137

Moran’s I 3.848 [0.000]

Notes: Dependent variable: productivity growth rate. F test and p-value (in squared brackets) for

the overall significance of smooth terms are reported in Column 2. Edf are the effective degrees of

freedom. Deviance is the percentage of explained deviance. AIC is the Akaike Information

Criterion. GCV is the generalized Cross Validation. Moran’s I standard deviates and p-values

are computed using a great-circle distance-based binary weights matrix with a threshold distance

of 424 km. The number of observations in the sample is 249
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(Fig. 2b) is in line with Azariadis and Drazen (1990) theoretical prediction. Quite

differently, the rate of schooling has a positive effect on regional growth only up to a

threshold, then a downward pattern comes out (Fig. 2c). To explain this odd result, it

may be useful to observe that most of the regions with levels of ln sh higher than the
threshold belong to Eastern countries. It is recognised that, despite the high enrol-

ment rates in primary and secondary schooling, a decline in the quality of education

is of particular concern in these countries. Finally, the influence of the employment

growth rate on regional growth is monotonically negative, albeit the marginal effect

is not homogenous across the sample (Fig. 2d). Finally, Fig. 3 displays the partial

effect of the smooth interaction between latitude and longitude, f no; eð Þ.
The value of the spatial autocorrelation parameter r̂dist is equal to 0.58 and

statistically significant at the 5%, confirming the role of spatial frictions in the

interregional diffusion of technological spillovers. The endogeneity of the lag term

Wdistgy is confirmed by significance of the control function fJ n̂ð Þ. As pointed out
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above, the significance of the r̂dist parameter means that the exogenous terms affect

the left hand side of the model through a “global multiplier effect” (“spatial

diffusion with friction”) (see Anselin 2004; and Basile 2008, for a thorough

discussion of these issues).

4.2 Relational Proximity and Knowledge Spillover Effects

In this section we present the results of an econometric analysis aimed at testing the

two hypotheses illustrated in Sect. 2 (statements H1 and H2). We first analyze

propositionH1, according to which knowledge spillovers depend on the presence of
both geographical and relational proximity. This assumption is tested by including

on the right-hand side of the growth regression model a linear term measuring the

relational spillover variable,Wrelgy, along with the linear term measuring the spatial

spillover effect, Wdistgy, while all other variables are treated as nonlinear smooth

terms:

gy ¼ b0 þ f1 ln y0ð Þ þ f2 ln skð Þ þ f3 ln shð Þ þ f4 ln nþ gþ dð Þð Þ
þ f5 lat; longð Þ þ rdistWdistgy þ rrelWrelgy þ f6 n̂distð Þ þ f7 n̂relð Þ þ e

(4)

Spatial interactions are based on the inverse distance weights matrix, while

relational interactions are modelled with the relational inverse distance matrix

Wrel illustrated in Sect. 3. A control function approach is adopted in order to

control for the endogeneity of both variables. “Relational lags” of the exogenous

explanatory variables are therefore considered as further instruments. The smooth
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interaction between latitude and longitude, f lat; longð Þ, accounts for spatial trends
in the DGP.12

Estimation results of model (4) are shown in Table 2. The rdist and the rrel
parameters measure the degree of spatial spillovers and of relational spillovers,

respectively. The magnitude of r̂dist is rather high (0.788) but in line with that

reported in previous analyses (Basile 2009), while the coefficient r̂rel is equal to
0.219 and significant at the 1% level. Apparently, a relevant role for geographical

distance is maintained when the effect of relational distance is accounted for. The

economic interpretation of a significant r̂rel parameter is similar to the one usually

adopted with respect to the r̂dist parameter. Thus, we can say that a random shock in

regions i as well as a change in the level of an exogenous variable (such as human or

physical capital investments) in regions i influence not only the growth outcome of

that region, but also the growth outcome of all other regions with a strength

decreasing with the relational distance between the regions (along with the geo-

graphical distance between regions).

While the control function associated to the geographical lag – f6ðvdistÞ – is

highly significant, confirming the endogeneity of this process, trust lag does not turn

out to be endogenous. We interpret this result as a further demonstration of the slow

pace at which soft forms of capital accumulate over time (Putnam 2000). Trust

capital is as easy to spoil as difficult to accumulate. Synergies among local actors

crucially depend on mutual understanding, which in turn thrives on high education

levels, cultural homogeneity and sharing similar values.

As mentioned above, all other terms enter the model nonlinearly. Nonlinearities

in economic growth regression usually come out from three possible reasons (1) the

existence of multiple steady-states in the DGP, (2) the omission of relevant growth

determinants, (3) nonlinearity in the production function. The number of effective

degrees of freedom (edf ) associated to each smooth term is always higher than one

suggesting that in fact the relationship between regional growth and its determi-

nants is far from being linear. Specifically, the estimation results suggest that an

increase in the saving rate is associated with an increase in growth rate only when

ln sk is above the EU average. Quite differently, the rate of schooling has a positive

effect on regional growth only up to a threshold, then a downward pattern comes

out. Finally, the influence of the employment growth rate on regional growth is

monotonically negative, albeit the marginal effect is not homogenous across the

sample.13

12Prior to the main tested hypotheses, we adopted a from-particular-to-general specification

strategy to choose the most suitable specification. The first step entails estimating a basic

human-capital augmented neoclassical model à la Mankiw et al. (1992). Next, the hypothesis of

linearity and of spatial independence is relaxed, as residuals of the first OLS estimates display

spatial autocorrelation. We therefore estimated a spatial Durbin model (and a spatial lag) model, à
la Ertur and Koch (2005, 2007) and Basile (2008, 2009). Finally, we augment the spatial lag

specification by incorporating social proximity effects. This section presents the econometric

results of the preliminary two steps, while the effect of social proximity is analyzed in Sect. 4.2.
13The plots of these smooth terms are not reported in the paper, but they are available upon request.
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Finally, although the effect of the other variables remains qualitatively similar to

those obtained in a linear setting, the inclusion of relational knowledge spillovers

consistently improves all relevant fit statistics and choice criteria: the adjusted R2 is

equal to 0.733 (it is equal to 0.37 in a linear setting), the percentage of explained

deviance and the Generalized Cross Validation (GCV) score are equal respectively

to 76.9 and to 0.719, while the Akaike criterion decreases with respect to linear

estimates to 621. The Moran’s I statistics are not statistically significant.

However, one point in this relationship is not yet fully clear. How do geographi-

cal and relational distance interact with each other? The answer to this question is

the object of the next section.

4.3 Geographical and Relational Proximity: Synergies
in Knowledge Spillover Effects

The growth model presented in (4) can be further adapted in order to take possible

(nonlinear) interactions between the two global spillover effects into account.

Column 2 in Table 1 reports the estimates of a fully nonlinear econometric

model, where the extent to which knowledge spills over surrounding regions is

accounted for by a smooth term. In this case non linear structure is ex ante imposed

for the distribution of geographical and relational frictions among European regions

in the emergence of knowledge spillovers.

This statement corresponds to testing the second research question (H2) pre-
sented in Sect. 2. This translates in the following testable nonlinear equation:

gy ¼ b0 þ f1 ln y0ð Þ þ f2 ln skð Þ þ f3 ln shð Þ þ f4 ln nþ gþ dð Þð Þ
þ f5 lat; longð Þ þ f6 Wdistgy;Wrelgy

� �þ f7 n̂distð Þ þ f8 n̂relð Þ þ e
(5)

Results of estimating (5) are shown in Table 2. The smooth term is highly

significant at all conventional levels. From this analysis and provided estimates

for relevant controls that do not differ consistently from similar linear models, we

can infer that indeed not only geographical distance plays a role in mitigating the

extent to which knowledge spillovers travel. Also, relational distance co-deter-

mines the geography of knowledge spillovers.

This statement can also be seen graphically. Figure 4 plots the joined effect of

Wdistgy and Wrelgy from two different perspectives. The vertical axis displays the

scale of the expected values of regional growth, while the two axes of the horizontal

plane report the scale of Wdistgy and Wrelgy.
Not only does a smaller distance – both in terms of geographical and relational

space – increases the magnitude of estimated knowledge spillovers; but also the

effects of the two measures of proximity mutually reinforce. We can therefore infer

that knowledge flows more easily between regions that are not too distant either

from a geographical or a relational point of view. We can conclude that, ceteris
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paribus, both spatial and relational proximity co-determine knowledge spillovers

and their impact is maximized when regions are both physically as well as relation-

ally proximate.

Table 2 Spatial and relational spillovers

Variables Linear externalities Nonlinear interaction between

spatial and relational

externalities

F-tests and p-values Edf F-tests and p-values Edf

f1 ln y0ð Þ 6.002 [0.000] 3.028 10.718 [0.000] 3.259

f3 ln skð Þ 18.912 [0.000] 2.483 19.239 [0.000] 2.079

f5 ln shð Þ 7.505 [0.000] 3.942 9.528 [0.000] 3.938

f4 ln nþ 0:05ð Þð Þ 3.022 [0.038] 2.555 5.572 [0.019] 1.000

f5 lat; longð Þ 2.387 [0.002] 15.649 3.068 [0.010] 4.988

f6 vdistð Þ 23.797 [0.000] 2.894 37.230 [0.000] 2.847

f7 vsocð Þ 1.175 [0.279] 1.000 0.187 [0.665] 1.000

rdist 0.788

(0.245) [0.001]

rsoc 0.219

(0.067) [0.001]

f8 Wdistgy;Wsocgy
� �

17.823 [0.000] 4.567

R2
adj:

0.733 0.747

Deviance 76.9 77.1

GCV 0.719 0.650

AIC 621 599

Moran’s I �0.229 [0.590] 0.199 [0.421]

Notes: Dependent variable: productivity growth rate. F test and p-value (in squared brackets) for

the overall significance of smooth terms are reported in Column 2. Edf are the effective degrees of

freedom. Deviance is the percentage of explained deviance. AIC is the Akaike Information

Criterion. GCV is the generalized Cross Validation. Moran’s I standard deviates and p-values

are computed using a great-circle distance-based binary weights matrix with a threshold distance

of 424 km. The number of observations in the sample is 249

Spa
tia

l p
ro

xim
ity

 

Sp
at

ia
l p

ro
xim

ity
 –0.01
0.00

0.01

0.02

0.03

Relational proximity

Relational proximity

–0.06
–0.04

–0.02
0.00

0.02
0.04

0.06

G
row

th of regional labour productivity

G
row

th of regional labour productivity

0

5

–0.01

0.00

0.01

0.02
0.03

–0.06
–0.04

–0.02
0.00

0.02
0.04

0.06

0

5

Fig. 4 Partial effects of the smooth interaction term

Interregional Knowledge Spillovers and Economic Growth 37



A final improvement in our estimates entails a richer semi-nonlinear economet-

ric model, where we also control for selected growth-enhancing factors that have

been previously found to be relevant in the regional growth literature. This is done

in the next sub-section.

4.4 Robustness Checks

To test the robustness of our results, we control for the omission of possibly relevant

growth determinants. Specifically, we take agglomeration and Jacobs externalities

as well as sectoral composition and R&D intensity as controls entering the model

linearly whereas we allow the other variables to make up the nonlinear component

of the semiparametric model:

gy ¼ b0 þ f1 ln y0ð Þ þ f2 ln skð Þ þ f3 ln shð Þ þ f4 ln nþ gþ dð Þð Þ
þ f5 lat; longð Þ þ f6 Wdistgy;Wrelgy

� �þ f7 n̂distð Þ þ f8 n̂relð Þ
þ b1 ln shðagrÞ þ b2 lnðdensÞ þ b3 lnðJacobsÞ þ b4 lnðR&DÞ þ e

(6)

Results of estimating (6) are shown in Table 3.

The addition of the above mentioned control variables does not substantially

change the main conclusions of this paper on the role of relational spillovers.

Spatial and relational distance both mediate in the ease with which knowledge

Table 3 Robustness checks

Variables Coefficients, std.err., F-tests

and p-values

Edf

f1 ln y0ð Þ 16.456 [0.000] 3.414

f3 ln skð Þ 30.990 [0.000] 1.850

f5 ln shð Þ 7.879 [0.000] 3.851

f4 ln nþ 0:05ð Þð Þ 5.389 [0.021] 1.000

f5 lat; longð Þ 1.050 [0.379] 3.699

f6 vdistð Þ 35.523 [0.000] 2.727

f7 vsocð Þ 0.913 [0.423] 2.556

f8 Wdistgy;Wsocgy
� �

14.613 [0.000] 5.484

ln Sh agrð Þ �0.263 (0.093) [0.005]

ln dens 0.056 (0.074) [0.447]

ln Jacobs �0.461 (0.259) [0.076]

ln r&d 0.208 (0.083) [0.013]

R2
adj:

0.767

Deviance 79.3

GCV 0.610

AIC 582

Moran’s I �0.800 [0.782]

Notes: see Table 1
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spreads. Also, their effect is higher when regions are proximate both spatially as

well as relationally.

Nevertheless, with the inclusion of these important control variables, the nonlin-

ear spatial trend – f5 lat; longð Þ – loses its significance. We can therefore conclude

that unobserved spatial heterogeneity in growth behaviour displays no more rele-

vant patterns. Moreover, with the inclusion of additional control variables, the

precision of our estimates increases further: the R2 and the percentage of explained

deviance increase respectively to 0.767 and 79.3, the GCV score abates to 0.610

and the Akaike criterion decreases to 582. The significance level associated to

Moran’s I statistics also further reduces.

Additional controls are significant in three out of four cases. Signs associated to

the additional controls are all in line with the literature. In particular, there is

evidence of negative Jacobs externalities, which may be linked to the level of

spatial aggregation of our data. Jacobs externalities were deemed to play a major

role in large, diversified and creative cities (in regions at the EU NUTS3 level

definition) (Jacobs 1969; Beaudry and Schiffauerova 2009), while sectoral special-

ization may actually foster productivity growth at the NUTS2 level. However, more

research may shed light on this highly debated issue.

5 Conclusions

Regional spillovers are growth enhancing elements of a region which, as pure

public goods, exert positive (negative) effects on other regions, with remarkable

distance-decay effects. The reasons behind the spatially-bounded nature of spil-

lovers may be found in spatial proximity (following a pure spatial-geographical

approach) as well as in other notions of proximity. In this paper, we test the

hypothesis that relational proximity, intended as the proximity between pairs of

regions in developing collective learning processes, co-determines knowledge spil-

lovers. Specifically, we test the hypothesis that both geographical and relational

proximity explain the mechanisms behind knowledge spillovers. Space here is

therefore defined along two axes: a relational space, where functional, hierarchical,

economic and relational interactions take place, and the geographical space in

which these relations are embedded.

We test the role of relational proximity as determinant of knowledge spillovers

using a sample of 249 EU27 NUTS2 regions over the period 1990–2004. The

evidence strongly supports the idea that relational space adds information on the

way agents interact and on how knowledge spillovers are generated. Thus, rela-

tional as well as physical proximity are found to be key determinants for knowledge

spillover exploitation. Also, we find that the effects of geographical and relational

proximity on knowledge spillovers reinforce each other; data clearly show that,

ceteris paribus, regions closer in spatial terms exchange knowledge more easily

when their levels of trust is similar. These two main results are robust both to

different choices of models, allowing for spatial heterogeneity of the estimated
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parameters and controlling for endogeneity of the processes explained by the

model, as well as to the inclusion of other relevant growth determinants.

Our results call for further research on the topic. Only recently attention has been

paid to the different definitions of space that might determine the extent to which

knowledge travels. Empirical assessments of these theories are quite rare and more

empirical research, supported by strong theories, might help in accounting for more

complex and satisfactory definitions of space.

This paper has also relevant policy implications. EUs DG Regio, i.e. the European

Regional Authority, is in charge of regional policy for the EU27 Member States,

and explicitly focuses mainly on territorial cohesion,14 with a clear commitment

to reducing spatial disparities between European regions, in terms of economic

wealth, and, consequentially, of future opportunities (European Commission 1996,

1999; European Council 1999a, b). Soft policies are part of the policy bundle for

this Authority; however, seldom have more comprehensive context policies been

attempted.

In fact, there is evidence that social capital can be accumulated, thus enhancing

relational proximity. Books like Putnam (2000) are replete with examples of local

US communities feeding their wealth of social values, trust and norms, laying the

basis for future socio-economic improvements. Investing in social and relational

capital is costly and expensive. Rules and norms, trust and values have typically

long accumulation time, while also presenting very short spoiling periods. Social

capital, therefore, seems to accumulate at a slow pace and risks to dissipate at a fast

rate. However, regions may significantly benefit from such investment.

The propensity to cooperate is for instance the object of some cooperation-

enhancing research policies. A few recent examples include the voucher issued by

the province of Limburg (Netherlands) and that released by the region of Lom-

bardy. In the first case, Limburg started a pilot project in 1998, randomly assigining

vouchers to 20 SMEs in order to foster cooperative behaviour aiming at R&D

activities. Similarly, in 2005 Lombardy released R&D cooperation vouchers to

firms and Technology Transfer Centres for improving technical contents of an

innovation or for patenting. Target firms included SMEs, on the premise that this

is the segment of the market that faces the biggest constraints to cooperative

behaviour in research and patenting. In both cases, evidence suggests that coopera-

tive behaviour indeed increased among SMEs after the introduction of the vouchers.

These examples present the case for similar policies, for instance in the form of

tax reductions or rebates, for firms and institutions lacking, fully or partially, the

capability to cooperate. In presence of a typical market failure, these measures may

actually build up the stock of trust needed to foster cooperation between distant

areas, thus causing faster and more efficient growth spillovers between regions, and

therefore an increase in the long run equilibrium growth rate for EU areas.

14Keywords on DG Regios’ website as of May 5, 2010 include the following terms: “Benefici-

aries”, “Future of Cohesion Policy”, “Territorial Cohesion”, “Territorial Co-operation”, “Closure

2006”, “RegioStars”, “Economic crisis”, “Cohesion reports”, “Danube strategy”, and “Ex Post

Evaluation 2000–2006”.
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Agglomeration and New Establishment Survival:

A Mixed Hierarchical and Cross-Classified

Model

Martijn J. Burger, Frank G. van Oort, and Otto Raspe

1 The Firm in the “New Economics of Urban

and Regional Growth”

Innovative economic developments take place in urban areas and industrial clus-

ters. Urban and regional planners, geographers and economists are interested in the

forces that create, shape and maintain these concentrations of economic activities

(Van Oort 2004). Since the early 1990s, a growing empirical literature has emerged

in the field of regional science and urban economics. It examines whether spatial

circumstances give rise to agglomeration economies – external economies from

which firms can benefit through co-location – that endogenously induce localized

economic growth (Glaeser et al. 1992; Henderson et al. 1995; Combes 2000;

Rosenthal and Strange 2003; Br€ulhart and Mathys 2008). As this literature tends

to combine the traditional urban economics and regional science literature with new

growth theory (Romer 1986; Lucas 1988), Glaeser (2000) has dubbed this line of

research the “New Economics of Urban and Regional Growth.” Many of the

empirical studies under this heading show that agglomeration economies may be

one source of the uneven distribution of economic activities and growth across

cities and regions. In their survey of empirical literature on the benefits of agglom-

eration, Rosenthal and Strange (2004) point out that the elasticity of productivity to

city and industry size typically ranges between 3 and 8%. However, the effects of

agglomeration economies on localized economic growth generally differ across
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sectors, space, and time (Rosenthal and Strange 2004; Van Oort 2007; De Groot

et al. 2009; Melo et al. 2009; Neffke 2009; Burger et al. 2010).

At the same time, relatively little is known about the importance of agglomera-

tion economies for the performance of firms (Acs and Armington 2004; Martin

et al. 2011). Many empirical studies on agglomeration use aggregated data with

cities or city-industries as the basic reference unit. Hence, these studies provide

only limited insights and weak support for the effects of agglomeration economies

on firm performance. Regional-level relationships are not necessarily reproduced at

the firm level because information on the variance between firms is lost when using

aggregated data. Hence, even if regions endowed with a greater number of agglom-

eration economies grow faster, this conclusion cannot be generalized to firms. In the

social sciences, this problem is referred to as the “ecological fallacy” (Robinson

1950) or the “cross-level fallacy” (Alker 1969).

In addition, agglomeration effects found in area-based studies can be composi-

tional (Macintyre et al. 1993). For example, articles in the economic and industrial

organization literature often argue that large firms are more likely to grow com-

pared to small firms due to internal economies of scale. Hence, a location may be

fast-growing due to the concentration of large firms rather than the localization of

externalities or the external economies of scale present. This has been shown in the

work of Combes et al. (2008) and Mion and Naticchioni (2009) on spatial sorting

and spatial wage disparities. In addition, Baldwin and Okubu (2006) show that the

agglomeration of productive firms may simply be a result of a spatial selection

process in which more productive firms are drawn to dense economic areas. For this

reason, it remains unclear whether geographical differences are an artifact of

location characteristics (e.g., agglomeration economies) or simply caused by dif-

ferences in business and economic composition. This endogeneity problem makes it

even more difficult to draw inferences about firms when using cities or regions as

the lowest unit of analysis.

Thus far, only a few studies have used firm-level data to assess the effect of

agglomeration economies on firm performance. Audretsch and Dohse (2007) find

that German firms located in a knowledge-based cluster grow faster than firms

located in a region less endowed with knowledge resources. Henderson (2003)

considers the productivity effect of employment density in a plant’s own county

versus neighboring counties. Using industry and time dummies, he finds that a 10%

increase in employment in a plant’s own county increases the productivity of a plant

by 0.8% in the high-tech industry. Using French firm-level data (both manufacturing

and services), Martin et al. (2011) find that doubling the size of the firm’s sector

increases firm productivity by 4–5%. Baldwin et al. (2010) find similar results for the

effect of own industry size (in terms of buyer and supplier networks, labor market

pooling and knowledge spillovers) on firm productivity in five broad manufacturing

sectors in Canada. These studies find no effect of city size on firm productivity.

Although the relative shortage of firm-level evidence in the agglomeration eco-

nomics literature can mainly be ascribed to data limitations and confidentiality

restrictions, this is remarkable nevertheless because the theories that underlie agglom-

eration economies are microeconomic in nature (Martin et al. 2011). In other words,
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agglomeration economies do not directly foster regional economic growth, but do

so only indirectly, through their effect on firm performance. In this chapter, we

focus on the determinants of the survival of new establishments in the advanced

producer services sector in the Netherlands. Employing a mixed hierarchical and

cross-classified probit regression, we introduce a model of firm survival that is

specific to characteristics of the internal and external environment of the firm. This

external environment may consist of several components, such as its location,

sector or club (location-by-sector). We add to previous studies in three ways.

First, we explicitly disentangle the location effect from the firm and sector effect.

Second, we analyze whether firms benefit from agglomeration economies asym-

metrically in relation to their size. Third, we focus on new establishment survival in

advanced producer services; an industry not researched much yet. Controlling

for firm and sector characteristics, we find that location accounts for about 4% of

the variance in the probability of survival of new establishments. We find that

localization and urbanization economies have a positive effect on the survival of

new establishments. However, new establishments with large start-up sizes tend to

profit more from agglomeration economies than new establishments with small

start-up sizes.

2 The Macro to Micro Link in Agglomeration Economics

2.1 Agglomeration Economies

The origin of the agglomeration economies concept can be traced back to the end of

the nineteenth century. At the fin de siècle, the neoclassical economist Alfred

Marshall aimed to overturn Malthus’ and Ricardo’s pessimistic (but influential)

predictions on the co-evolution of economic and population development. He

introduced a form of localized aggregate increasing returns to scale for firms. In

his seminal work, Principles of Economics (Book IV, Chapter X), Marshall (1890)

mentioned a number of cost-saving benefits or productivity gains external to a firm.

He argued that a firm could benefit from co-location with other firms engaged in the

same sort of business. Marshall considered these agglomeration economies to be

uncontrollable and difficult to regulate, as well as immobile or spatially constrained.

Marshall (1890) focused on a local specialist labor pool, the role of local

knowledge spillover, and the existence of non-traded local inputs. In contrast,

Hoover (1948), Ohlin (1933) and Isard (1956) allocated the sources of agglomera-

tion advantages into internal economies of scale and external economies of scale in

the form of localization and urbanization economies. Production cost efficiencies

realized by serving large markets may lead to increasing returns to scale in a single

firm. There is nothing inherently spatial in this concept, other than that the existence

of a single large firm in space implies a large local concentration of employment

(Van Oort 2004). However, external economies are qualitatively very different.
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Whether due to firm size or a great number of local firms, a high level of local

employment may allow for the development of external economies within a group

of local firms in a sector. These are known as localization economies. The strength
of these local externalities is assumed to vary, implying that they are stronger in

some sectors and weaker in others (Duranton and Puga 2000). The associated

economies of scale comprise factors that reduce the average cost of producing

outputs in that locality. Following Marshall (1890), a spatially concentrated sector

can exert a pull on (and uphold) a large labor pool that includes workers with

specialized training in the given industry. Obviously, this reduces search costs and

increases flexibility in appointing and firing employees. Moreover, a concentration

of economic activity in a given sector attracts specialized suppliers to that area,

which in turn reduces transaction costs. Finally, agglomerated firms engaged in the

same sector can profit from knowledge spillover, as geographic proximity to other

actors facilitates the diffusion of new ideas or improvements related to products,

technology and organization.

On the other hand, urbanization economies reflect external economies passed to

enterprises as a result of savings from the large-scale operation of the agglomera-

tion or city as a whole. Thus, they are independent of industry structure. Relatively

more populous localities, or places more easily accessible to metropolitan areas, are

also more likely to house universities, industry research laboratories, trade associa-

tions and other knowledge-generating institutions. The dense presence of these

institutions, which are not solely economic in character but also social, political and

cultural, supports the production and absorption of knowledge, stimulating innova-

tive behavior and differential rates of interregional growth (Harrison et al. 1997).

However, areas that are too densely populated may also result in a dispersion of

economic activities due to pollution, crime or high land prices. In this respect, one

can speak of urbanization diseconomies.

Agglomeration economies are more complex than Marshall originally presented.

Quigley (1998), for instance, describes additional features embedded in the catego-

rization but not recognized for their individual value. These include scale econo-

mies or indivisibilities within a firm, the historical rationale for the existence of

productivity growth in agglomerated industries in the first place (Isard 1956).

In consumption terms, the existence of public goods leads to urban amenities.

Cities function as ideal institutions for the development of social contacts, which

correspond to various kinds of social and cultural externalities (Florida 2002).

Moreover, agglomeration economies may provide greater economic efficiency

growth due to potential reductions in transaction costs (Martin and Ottaviano

2001). The growing importance of transactions-based explanations of local eco-

nomic productivity growth is a logical outcome of the interaction between urban

economies and knowledge-based service industries (Castells 1989). They have also

become more important recently. Lastly, Quigley (1998) points to the law of large

numbers regarding the possibility of fluctuations in the economy. Fluctuations in

purchases of inputs are usually imperfectly correlated across firms, as are the sales

of outputs across buyers. As such, opportunities to pool supplies imply that firms

are required to hold fewer inventories.
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2.2 From Macro to Micro

The features of agglomeration economies described above may explain why

regions characterized by an agglomeration of economic activities tend to exhibit

higher economic growth (McCann and Van Oort 2009). Despite the focus in the

empirical literature on the relationship between agglomeration economies and

regional growth as a macro-level phenomenon, the underlying theory of agglomer-

ation contains both macro- and micro-level propositions (see Rosenthal and Strange

2004). Although these propositions begin and end at the urban or regional level,

they recede at the level of the individual firm. Coleman (1990) explored this fact in

his bathtub model (also known as the “Coleman boat”), concluding that system-

level phenomena (e.g., agglomeration) influence system outcomes (e.g., regional

economic performance) through their effect on firms’ orientations and perfor-

mance. In this respect, performance differences between regions cannot be per-

ceived as a direct result of macro-economic differences between regions. Instead,

they are by-products of firms’ individual behaviors.

Firms are interested in seeking agents whose production function is partly

determined by the region or city in which they are embedded. This is influenced

by the opportunities (agglomeration economies) and constraints (agglomeration

diseconomies) present in this external environment (Granovetter 1985; Grabher

1993). In turn, differences in opportunities and constraints across regions generate

differences in firm performance and, hence, in regional performance. Firms opti-

mize their own performance but do not strive for regional growth. This phenome-

non is more explicitly described as follows (see Fig. 1):

1. The region in which a firm is embedded generates opportunities and economic

constraints for firms located in that region through agglomeration economies and

agglomeration diseconomies (macro-to-micro transition).

Regional 
Circumstances

Regional 
Economic Growth

Firm PerformanceFirm Orientations

1

2

3

4

Fig. 1 Macro- and micro-level propositions: effects of regional circumstances on regional

economic growth
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2. Firms with more economic opportunities and less economic constraints (Propo-

sition 1) tend to perform better in terms of survival chances, employment growth

or productivity growth (purposive action).

3. Regions containing successful firms (Propositions 1 and 2) exhibit higher eco-

nomic growth. Regional performance is here conceptualized as the weighted

sum of the firms’ performances (micro-to-macro transition).

4. Regional performance affects regional circumstances, resulting in a feedback loop.

In this fashion, themodel can be linked to the evolutionary development of regions.

Two features of this theoretical model call for clarification. First, the firm’s

external environment consists not only of the location (physical environment), but

of other components, such as the sector in which the firm is embedded (functional

environment, Lambooy 1993). For example, firms nested within the same sector

share the same technologies and are affected by the same labor market policies and

product life cycle. Second, not all opportunities and constraints facing a firm are

related to macro-level properties, such as initial firm size, age or entrepreneurship

(Santarelli and Vivarelli 2007). However, even when constraints and resources are

firm-based, to what extent their effect is independent of the external environment

often remains debatable. In this chapter, we focus on the first two propositions and

examine to what extent the macro–micro link exists in agglomeration economics.

3 New Establishment Survival in Advanced Producer Services

In order to examine the relationship between agglomeration economies and firm

performance, we concentrate on the survival of new establishments in the advanced

producer services sector in the Netherlands. An obvious advantage of focusing on

new establishments is that these are less constrained by previous decisions, such as

past capital installments, which influence how they value the marginal worker and

whether new employment is created (Rosenthal and Strange 2003). In the absence

of many establishment-level variables, we avoid the endogeneity problems that are

often present in analyses using data on incumbent establishments.

There are many indications in the existing empirical literature that new estab-

lishments tend to benefit from agglomeration. The benefits of agglomeration extend

beyond start-up rates. They are assumed to be important for processes subsequent to

entry, such as employment and productivity growth (Stam 2005). Questioning

whether these externalities bestow new entrepreneurial start-ups with any competi-

tive advantage, Geroski (1995) argues that growth and survival prospects of new

firms will depend on their ability to learn from their environment, and to link

changes in their strategic choices to the changing configuration of that environment.

Related to this, Audretsch et al. (2006) find that opportunities for entrepreneurship,

and therefore of knowledge-based start-ups, are superior when new firms are able to

access externalities through geographic proximity to knowledge sources. The

underlying argument is that a new firm that must generate its own knowledge
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capital will be limited by scale and time. It has neither the resources nor the

experience to generate ideas. However, a new firm that uses external knowledge

and ideas can leverage its own knowledge capital by standing on the shoulders of

giants. In addition, the processes subsequent to entry are important, and survival is

one of the main goals of a new firm. In line with Audretsch and Mata (1995), we

argue that survival (and, later on, growth processes) subsequent to the entry is at least

as important as the entry process itself. The post-entry performance of establish-

ments reveals the selection process of markets. The section process enables some of

the new entrants to survive and prosper, while others stagnate and ultimately exit.

Our selection of economic activities focuses on new establishments in 19

advanced producer services sectors (see Table 1). Although we realize that agglom-

eration theory is originally based on the concentration of manufacturing, so most

empirical research has focused on this sector (Melo et al. 2009), we argue that

advanced business services can profit extensively from agglomeration externalities,

as advanced business services are among the most concentrated economic sectors in

Europe (Br€ulhart and Traeger 2005) and these kinds of activities involve the

creation, accumulation and dissemination of knowledge (Miles et al. 1995).

Advanced producer services are characterized by their heavy reliance on profes-

sional knowledge, both codified (explicit) and tacit (implicit). These can be consid-

ered a primary source of information and external knowledge; they can use their

knowledge to produce intermediary services for their clients’ production processes

and they are typically supplied to business through strong supplier user interactions

(Illeris 1996; Muller and Zenker 2001). Bennett and Smith (2002) find that custo-

mers of advanced producer services search for a supplier within a radius of 25 km.

Table 1 Sectors in advanced producer services used in the analysis of new establishment

# Sector

1 Warehousing and support activities for transportation

2 Publishing

3 Banks and insurance

4 Financial services

5 Real estate activities

6 Rental and leasing activities

7 Computer services activities

8 Information services activities

9 Legal services

10 Accounting

11 Market research

12 Advertising

13 Management consultancy activities

14 Architectural and engineering activities

15 Scientific and research activities

16 Employment activities

17 Office administrative, office and business support

activities

18 Services to buildings

19 Telecommunication
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4 Putting Theory into Practice: A Multi-level Framework

4.1 Exploring the Macro to Micro Link

Hierarchical or multi-level modeling, which allows the micro- and macro-levels to

be modeled simultaneously, is becoming an increasingly common practice in the

social sciences. Goldstein (2003) and Moon et al. (2005) summarize recent over-

views of area-based studies in relation to multi-level modeling.

Following Jones (2004), there are two distinct advantages to multi-level models.

First, multi-level models offer a natural way to assess contextuality, or to what extent
a link between the macro-level and micro-level exists. Applying multi-level analysis

to empirical work on agglomeration starts from the simple observation that firms

sharing the same external environment are more similar in their performance than

firms that do not share the same external environment. This is due to shared agglom-

eration externalities. In this fashion, we can assess the extent to which variance in the

survival rates of new establishments can be attributed to between-firm variance,

between-area variance, or between-sector variance (McGahan and Porter 1997).

Hence, we are able to assign variability to the appropriate context (Bullen et al. 1997).

Second, multi-level analysis allows us to incorporate unobserved heterogeneity

into the model by including random intercepts and allowing relationships to vary

across contexts through the inclusion of random coefficients. Whereas “standard”

regression models are geared at modeling the mean, multi-level analysis focuses on

modeling variances explicitly. For example, the effect of urbanization externalities

may vary across small and large firms or across sectors. This kind of complexity can

be captured in a multi-level framework through the inclusion of random coefficients

(Snijders and Bosker 1999).

4.2 A Mixed Hierarchical and Cross-classified Model

Multi-level analysis has been concerned with modeling hierarchically nested struc-

tures (e.g., firms located in the same region are also located in the same country due to

the nesting of the two levels). However, the external environment of the establishment

may consist of several components that have a non-hierarchical nesting structure, as

they are grouped along more than one dimension, or cut across hierarchies (Goldstein

2003). For example, sectors are not nested in regions and vice versa. Hence, establish-

ments can be in the same sector but located in different regions. These different facets

of the external environment may explain variation in establishment performance.

In our model, we distinguish between the following four classifications: (1)

regions [40 NUTS-3 regions], (2) sectors [19 sectors in the advanced producer

services], (3) sectors-by-regions [40 � 19 ¼ 781 clubs], (4) establishments

[46,038 new establishments]. To begin with, establishments may be affected by

the region in which they are located. As indicated earlier, these location factors may
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be general (to which all establishments in a given location are exposed) or sector-

specific (restricted to a subset of establishments nested within a given sector in that

location). However, establishments may also be affected by external factors that are

not location-specific, but are common to all establishments within a given sector.

As the classification of clubs is intersected by the classification of the sectors and

the classification of the locations, it cannot be independently estimated. Hence, we

should disentangle the general location factors and the nation-wide sector-specific

factors from the sector-specific factors that are spatially bounded. The sector-

specific effects that are location-specific are assessed at the appropriate sectors-

by-regions or “club” level (Gordon and McCann 2000). To illustrate this, we use a

mixed hierarchical and cross-classified model (presented in Fig. 2). We have a

three-level model (with four classifications) with a random intercept for establish-

ments at the lowest level and random intercepts for regions (k1), sectors-by-regions
(j), and sectors (k2) at the higher levels. More formally, we estimate the following

base probit model for the probability of survival Yijðk1; k2Þ of new establishments in

the advanced producer services:

yijðk1;k2Þ ¼ Binomialðnijðk1;k2Þ; mijðk1;k2ÞÞ

probitðmijðk1;k2ÞÞ ¼ Xijðk1;k2Þb0 þ u0jðk1;k2Þ þ n0k1 þ n0k2

where u0jðk1;k2Þ � Nð0; s2u0jðk1;k2ÞÞ; n0k1 � Nð0; s2n0k1Þ; n0k2 � Nð0; s2n0k2Þ (1)

in which the probability of survival of new establishments mijðk1; k2Þ is explained by

the single fixed intercept term Xijðk1; k2Þb0, which is the average survival rate of new
establishments in the advanced producer services. The three separate random terms

u0jðk1; k2Þ þ n0k1 þ n0k2 are related to the intercept and mirror, the remaining residual

variation at the higher levels. This differs from a typical regression model in that we

assume that each sector-by-region j, region k1 and sector k2 has a different

intercept. Note the mixed-hierarchical and cross-classified structure here: the

indexing structure mijðk1; k2Þ refers to the ith establishment in the jth club, which is

nested in region k1 and sector k2. This null model allows us to understand how to

New
Establishments (i)

Sectors-by-
Regions (j)

Sectors
(k2)

Regions
(k1)

Fig. 2 A mixed hierarchical

and cross-classified model of

the external environment of

new establishments
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attribute variation in the probability of new establishment survival to various

contexts.

The variance partition coefficient (VPC) can measure the extent to which the

probability of survival of new establishments in the same club/region/sector resem-

ble one other relative to those from new establishments in different clubs/regions/

sectors. This figure may also be interpreted as the proportion of the total residual

variation in survival that is due to differences between clubs, regions, or sectors. For

example, the VPC for regions represents the percent of variation explained by the

region level differences for firm i in club j and sector k2 (2).

VPCk1 ¼ s2n0k1
s2u0jðk1; k2Þ þ s2n0k1 þ s2n0k2

(2)

In (2), the term s2u0jðk1; k2Þ is the between-club variance, s2n0k1 is the between-

region variance, and s2n0k2 is the between-sector variance. We assume that the probit

distribution for the establishment-level residual implies a variance of 1 (Goldstein

2003).

4.3 Adding Predictor Variables and Cross-level Interactions

So far, we have only partitioned the variability in the probability of survival of

new establishments over regions, sectors-by-regions, sectors, and establishments.

However, in order to see to what extent they explain the partitioned variability, we

can add predictor variables to these classifications. More specifically, the pre-

dictors (or fixed parameters) we add here contain measures related to establish-

ment characteristics, sector-by-region characteristics and region characteristics.

Since we are mainly interested in the effects of regional and sector-by-region

characteristics on firm performance, we include sector fixed effects ðdk2Þ by

including sector dummies (based on the classification in Table 1) at the sector

level. More formally,

yijðk1; k2Þ ¼ Binomial ðnijðk1; k2Þ; mijðk1; k2ÞÞ

probit ðmijðk1; k2ÞÞ ¼ Xijðk1; k2Þb0 þ b10X1ijðk1; k2Þ þ
Xq
j¼1

bqoXqjðk1; k2Þ þ
Xr

k1¼1

br0Xrk1

þ dk2 þ uojðk1; k2Þ þ n0k1

where uojðk1; k2Þ � N 0; s2u0jðk1; k2Þ
� �

; n0k1 � N 0; s2n0k1
� �

(3)

In (3), the segment b10X1ijðk1; k2Þ þ
Pq

j¼1 bq0Xqjðk1; k2Þ þ
Pr

k1¼1 broXrk1 contains

the predictor variables X at the firm, club and region levels that enter the analysis.
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The subscripts q and r indicate the number of predictor variables included at the

club and regional levels, respectively (please note that with respect to the establish-

ment level, we only include initial establishment size, X1). The bs refer to the

associated regression slope terms.

Equation (3) is a random intercept model. Only the intercept varies across clubs

and regions. However, parameter estimates may also vary across different sub-

populations. For example, the effects of localization and urbanization economies

may vary over small and large firms. This can be modeled using a cross-level

interaction between firm size ðX1Þ and the respective agglomeration economies.

Including firm size as predictor variable at the firm level, we obtain (4).

yijðk1; k2Þ ¼ Binomial ðnijðk1; k2Þ; mijðk1; k2ÞÞ

probit ðmijðk1; k2ÞÞ ¼Xijðk1; k2Þb0 þ b10X1ijðk1;k2Þ þ
Xq
j¼1

bqoXqjðk1; k2Þ þ
Xr

k1¼1

br0Xrk1 þ dk2

þ
Xq
j¼1

bq10X1ij k1;k2ð ÞXqj k1;k2ð Þ þ
Xr

k1¼1

br10X1ij k1;k2ð ÞXrk1

þ u1j k1;k2ð ÞX1ij k1;k2ð Þ þ v1k1X1ij k1;k2ð Þ þ u0j k1;k2ð Þ þ v0k1

(4)

Where uojðk1; k2Þ � N 0; s2u0jðk1; k2Þ
� �

; nok1 � N 0; s2n0k1
� �

In (4),
Pq

j¼1 bq10 X1ijðk1; k2ÞXqjðk1; k2Þ þ
Pr

k1¼1 br10X1ijðk1; k2ÞXrk1 now represent

the cross-level interactions between establishment size and the club-level variables

and between establishment size and the region-level variables, respectively, while

u1jðk1; k2ÞX1ijðk1; k2Þ þ n1k1 X1ijðk1;k2Þ þ uojðk1; k2Þ þ n0k1 represents the random part of

the model. The expressions u1jðk1; k2Þ þ n1k1 are the random slope parameters that

make the effect of firm size on the probability of survival dependent on the club and

region in which the firm is embedded. The cross-level interactions that aim to

explain the random slopes can be interpreted as the variation of the effect of the club

and region variables across small and larger firms. In the remainder of the chapter,

we focus in particular on the interaction between firm size and the different

agglomeration economies. However, it should be noted that the range of possible

interactions is not limited to these variables.

5 Data and Methodology

5.1 Data and Variables

Data on employment at the establishment level was obtained from the LISA

(Landelijk Informatie Systeem Arbeidsplaatsen – National Information System of
Employment) database, an employment register that covers all establishments in the
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Netherlands for the period 1996–2006. For each firm, we retrieved detailed infor-

mation about the number of employees, economic activity (sector) and geographic

position. Our dependent variable, SURVIVAL (2000–2006) is a Boolean dummy

variable measured at the level of the establishment, which takes the value 1 if a new

establishment in 2000 or 2001 survived the first five years of its existence.

As indicated in our theoretical framework, we focus on two types of agglomeration

economies: localization economies and urbanization economies. LOCALIZATION
ECONOMIES, or sector-specific scale economies, are defined at the sector-by-region

level and measured as the concentration of own-sector employment in the region under

observation. URBANIZATION ECONOMIES, or economies available to all firms in a

region irrespective of sector they are in, is defined at the region level and measured by

the concentration of total employment, which arises from urban size and density.

Besides indicators for localization and urbanization economies, we introduce

control variables related to the firm, sector-by-region, and region. At the establish-

ment level, we take INITIAL FIRM SIZE into account, measured as the natural

logarithm of the number of employees in the year the establishment was founded.

Size represents the economies of scale available to a new establishment. Economies

of scale, internal to the establishment, refer to the fact that the unit costs of

production are a decreasing function of output. By explicitly differentiating between

internal and external economies of scale, we try to account for compositional effects.

With respect to the sector-by-region (club) level, the variable COMPETITION is

introduced to control for market structure. COMPETITION is measured as the

natural logarithm of the number of entries and exits in the regional sector between

2000 and 2006 divided by the number of firms in 2000. Finally, at the regional level,

we have chosen to include R&D expenditures and human capital stock as the main

control variables. Regional R&D EXPENDITURES are measured as the natural

logarithm of the R&D expenditures of firms, research institutes and government

agencies in 2000. The HUMAN CAPITAL stock in a region is measured as the

natural logarithm of the percentage of the workforce that is highly educated (ISCED

5–6) in 2000. Both the R&D and the HUMAN CAPITAL indicators stem from the

research of Broersma and Oosterhaven (2004).

5.2 Estimation Strategy

The mixed hierarchical and cross-classified models specified in the previous section

are estimated using the MLWIN 2.10 software (Rashbash et al. 2008).

More specifically, we estimate six models. First, we estimate a random-intercept

probit model (1) for survival without including any predictor variables. The VPCs

are derived from these models (2), which serve as a tool to indicate to what extent

location matters by explicitly disentangling the between-location variance from the

between-firm and -sector variance. Second, we estimate a random intercept probit

model (3) to assess the importance of the different types of agglomeration econo-

mies in new establishment survival. Third, we estimate random coefficient models
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to assess whether the effect of agglomeration economies varies across firms of

different sizes (4).

In (3) and (4), we assume that the establishment-level predictor variables are

uncorrelated with the club- and regional-level error terms and that the club-level

predictor variables are uncorrelated with the regional-level error terms. However,

both theoretically and empirically, such an assumption is difficult to meet. Not

correcting for this would lead to inconsistent parameter estimates. However, as

shown by Snijders and Berkhof (2007), the correlation between the lower level

predictor variables and higher level error terms can be easily removed by including

club- or region-level means of the lower-level predictor variables in the regression

model, a procedure known as the Mundlak (1978) correction. Hence, our multi-

level probit models are augmented with this correction.

6 Empirical Results

6.1 Partitioning the Variance

As indicated in the previous paragraph, one advantage of multi-level modeling is

the decomposition of the variance. This has three higher-level classifications, in our

case: (1) regions; (2) sectors; (3) sectors-by-regions (clubs). The VPC measures the

extent to which the probability of survival of new establishments in the same club/

region/sector resemble one other relative to those from new establishments in

different clubs/regions/sector. Although the VPC is mainly a descriptive tool, it

provides insight into the extent to which the region or sector matters for the

performance of firms compared to firm characteristics. In empirical research on

firm performance, the use of variance decomposition analysis dates back to the

work of Schmalensee (1985), who disentangled sector and corporate effects from

business unit effects. Today, this has resulted in a large empirical literature in

industrial organization, which focuses on whether the appropriate unit of analysis is

the firm or the industry (see Rumelt 1991 and McGahan and Porter 1997). However,

location remains an under-studied factor in this type of analysis.

Table 2 shows the proportion of the total residual variation in new establishment

survival in the advanced producer services sector that is due to differences between

clubs, regions, or (sub)sectors. We see that firm survival (survival and growth) is

mainly affected by internal (establishment) characteristics. More than 90% of the

total variance is between establishment variance. The between-region variance is

3.3%, while the between-club variance is 1.3%. Although the external environment

explains only a marginal amount of the variation in the probability of new estab-

lishment survival, we argue here that the region contributes to firm performance

given the enormous diversity of firms. As we defined agglomeration economies as

both region (urbanization economies) and club (localization economies) related, we

argue that those externalities “explain” about 3.3–4.6% of the variance in the
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probability of new establishment survival. In the next paragraph, we model

the contributions of these agglomeration variables to new establishment survival.

6.2 Agglomeration Economies and New Establishment Survival

Table 2 shows the results of our model estimates. With respect to establishment size

and survival opportunities (due to downscaling possibilities), we find a small

positive and significant effect, with a marginal effect at the mean of 0.005. This

effect may be small due to the fact that our “sample” of new establishments mainly

consists of smaller firms and that the heterogeneity of size in relation to the

probability of survival is relatively low. This is in contrast with other studies,

which find a much larger positive relationship between size and survival for

incumbent firms (e.g., see Audretsch and Dohse 2007; Raspe and Van Oort 2011).

We now turn to the effect of agglomeration economies on the probability of new

establishment survival in the advanced producer services sector. From the previous

section, we already noticed a “solitary spatial effect.” But looking into this deeper,

we conclude that the concentration of own-sector employment (localization econo-

mies) has a small, positive effect on new establishment survival, with a marginal

effect at the mean of 0.036. The urban density effect, stemming from urbanization

economies, has a much higher impact on new establishment performance in the

advanced producer services. New establishments located in dense urban regions

experience higher survival rates, where the marginal effect at the mean is 0.108.

Hence, we conclude that new establishments in the advanced producer services

sector have fewer difficulties surviving in cities.

But the relationship between agglomeration and new establishment survival

might not be a fixed relationship over all establishments. On the contrary, we

argue that some establishments (based on establishment-specific characteristics)

profit more than others, or that externalities only appear for some types of firms.

In this section, we test for so-called “cross-level interaction effects,” interactions

between variables measured at hierarchically structured data on different levels

(Hox 2002). We focus on initial firm size, analyzing the possibility that agglomera-

tion economies are mainly effective for the larger start-ups.

It appears that initial establishment size has a significant slope variance (the

basic underlying condition for the existence of cross-level interaction effects).

Table 3 shows the results of the random coefficient models, where we allowed

Table 2 Variance partition coefficients (VPCs) for the survival of new establishments

Model 1 survival

VPC (firm) – between firm variance 90.9%

VPC (club) – between club variance 1.3%

VPC (region) – between region variance 3.3%

VPC (sector) – between sector variance 4.5%

N 46,038
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for the possibility that the effect of initial firm size can vary from region to region

(regions have different slopes), including an interaction effect on size and localiza-

tion and urbanization economies. The random part in Table 3 shows that the

covariance between the region’s intercept and slope is significant and positive.
This positive covariance suggests that a higher intercept is associated with a higher

slope. In other words, either larger firms perform better in some regions or their

smaller counterparts perform less well in some regions. The question is whether the

different agglomeration economies influence this relationship. To test this, we

account for cross-level interaction effects in Model 4. We find that the interaction

effects between initial establishment size and localization and urbanization econo-

mies are significant and positive. This means that larger start-ups profit more from

own industry and urban density.

7 Conclusions and Discussion

A large empirical literature examines whether spatial circumstances give rise to

agglomeration economies – external economies from which firms can benefit

through co-location – that endogenously induce localized economic growth.

Many existing empirical studies show that agglomeration economies may be one

Table 3 Multi-level probit on new establishment survival

Model 3 – PROBIT survival Model 4 – PROBIT survival

Intercept 0.153 (0.659) �0.041 (0.636)

Initial establishment size (ln) 0.013 (0.007)* �0.138 (0.131)

Localization economies (ln) 0.094 (0.053)* 0.083 (0.054)

Competition (ln) �0.085 (0.054) �0.087 (0.054)

Urbanization economies (ln) 0.277 (0.102)*** 0.254 (0.098)***

Human capital (ln) �0.129 (0.146) �0.181 (0.138)

R&D expenditures (ln) �0.064 (0.035)* �0.064 (0.033)*

Est. Size * Localization Economies 0.022 (0.013)*

Est. Size * Urbanization Economies 0.051 (0.021)**

Sector fixed effects Yes Yes

Mundlak correction Yes Yes

Random part
u0jk1 0.013 (0.002) 0.015 (0.003)

u1jk1 0.009 (0.002) 0.009 (0.002)

v0k1 0.023 (0.006) 0.033 (0.008)

v1k1 0.008 (0.003) 0.006 (0.002)

Observations

Regions 40 40

Sectors-by-regions 781 781

Establishments 46,038 46,038

Standard errors between parentheses; covariance between the region’s intercept and slope in the

random part not displayed

*p < 0.10, **p < 0.05, ***p < 0.01
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source of the uneven distribution of economic activities and economic growth

across cities and regions. At the same time, relatively little is known about the

importance of agglomeration economies to the performance of firms. This absence

is remarkable because the theories that underlie agglomeration economies are

microeconomic in nature. Agglomeration economies do not directly foster regional

economic growth, but do so indirectly through their effect on firm performance.

We analyzed this relationship by focusing on the determinants of the survival of

new establishments in the advanced producer services sector in the Netherlands.

Employing a mixed hierarchical and cross-classified logistic regression, we intro-

duced a model of firm survival specific to characteristics of the internal and external

environment of the firm. The external environment consists of several components,

such as its region, sector or club (sector-by-region). Controlling for firm and sector

characteristics, we find that location accounts for 3.3–4.6% of the variance in

new establishment survival. Although this spatial effect appears to be small at

first sight – it was obtained that over 90% of the variance in the probability of new

establishment survival is due to differences between establishments and the effect

of location seems to be rather small at first hand – we still argue that “space matters

significantly,” especially given the enormous establishment heterogeneity that

exists.

We do not find evidence for the widespread hypothesis that larger firms have

more survival opportunities. Agglomeration externalities, defined on the regional

and sector-by-region levels, perform unevenly in relation to survival and

(subsequent) growth of new producer service firms. Localization and urbanization

economies do have a positive effect on new establishment survival. However,

urbanization economies appear to be more conducive to new establishment survival

in the advanced producer services industry than localization economies. Introdu-

cing cross-level interaction effects in our models, we find that larger start-ups profit

from proximity to a concentration of own-sector employment and urban density

with respect to survival opportunities. These outcomes have implications for

policymakers. Region and sector conditions have a significant but relatively limited

impact on business service firms’ survival and growth prospects. Common and

popular policies aiming at stimulating spatial producer service clusters (defined as

clubs by sector-specific concentrations) may increase the survival chances of only

the largest start-ups. In addition, larger urban areas exhibiting potentially larger

urbanization economies have a more robust and distinct impact on new establish-

ments. This suggests that localized policy measures should be limited to areas

outside these largest economic agglomerations.

In this chapter, we have shown that multi-level analysis provides an analytical

tool to assess and magnify the link between the macro-level and micro-level. Yet,

there are some limitations to the use of multi-level analysis in spatial research.

Multi-level analysis does not fully account for the spatial dependence present in

data, in that it does not allow for the effect of neighboring regions on the perfor-

mance of a firm. Spatial spillover effects between regions may notwithstanding be

highly relevant and not accounting for this may underestimate the importance of

“space” in explaining the performance of firms. For example, R&D and human
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capital are well known for spatial spillover effects. Viable solutions here would be

to include spatially weighted independent variables in the model (e.g., Florax and

Folmer 1992), use a conditional autoregressive multi-level model (e.g., Breslow

and Clayton 1993) or employ a spatial multiple membership model (e.g., Browne

et al. 2001). Combining such empirical strategies with a micro-macro framework

will put the literature on agglomeration economics a step forward in answering the

question to what extent the environment of firms is important for the performance

of firms.
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Social Capital in Australia: Understanding the

Socio-Economic and Regional Characteristics

Scott Baum

1 Introduction

Understanding the factors associated with broad regional economic outcomes and

processes has become increasingly important in recent years. While traditional

inputs such as capital and labour have, for a long time, driven debates surrounding

regional economic processes, a range of new inputs have also begun to appear as

important drivers within the literature. Among these new inputs has been the role of

social capital, with several researchers including indicators of social capital in their

research and modelling (Putnam et al. 1993; Iyer et al. 2005; Leonardi 1995; Flora

et al. 1997; Beugelsdijk and van Schaik 2005a; Bartolini and Bonatti 2008; Hauser

et al. 2007; Neira et al. 2009).

The broad focus of these papers have been on addressing questions on how

social capital fits into discussions about and contributes to regional development.

The most noteworthy contribution to the social capital – regional development

literature was the publication of “Making Democracy Work” by Putnam et al.

(1993). In what is seen to be the seminal work on this topic, the authors studied

Italian regions to find that social capital matters in explaining regional economic

development. The definition used by Putnam and his colleagues considers social

capital as “features of social organisation, such as trust, norms and networks that

can improve the efficiency of society by facilitating co-ordinated actions” (p. 167).

Significantly they find that the most successful regional governments and regional

economies were those possessing high levels of participation in associational life

and those is which citizens displayed high levels of trust in social and political

institutions.

La Porta et al. (1997) found a similar link between regions with higher levels of

trust and civic engagement having better quality government, while Knack and

Keefer (1997) find that social capital matters for measurable economic performance

with trust and civic norms being stronger in nations with higher and more equal
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incomes, with institutions that restrain predatory actions of chief executives, and

with better-educated and ethnically homogeneous populations. Hauser et al. (2007)

using the European Values Study found that a factor accounting for associational

activity had a positive impact on innovation, while other indicators such as trust had

no association. In Australia, Woodhouse (2006) tested the hypothesis that differen-

tial social capital was associated with economic growth outcomes in two rural

towns and found that in the face of similar economic challenges, regions with high

levels of social capital were likely to fare better than regions with lower social

capital.

Taken as a whole this type of research is considered important because the

increased interest in understanding the “new” inputs into regional economic out-

comes has required the development of a strong evidence-base. This is especially

the case if policy makers and practitioners are to make sound decisions regarding

regional economic goals and prospects.

Besides this research that takes a direct approach to understanding social capi-

tal’s impact of regional outcomes, an equally important strand of research has

developed which asks what factors contribute to strong or weak social capital.

The factors include the general socio-economic characteristics of individuals, but

importantly for strengthening the regional development evidence-base, also con-

sider the ways in which space and regional location are important. The questions

these studies ask relate to the extent to which spatial location is important to

understanding differences in social capital over and above other characteristics.

Iyer et al. (2005) using data from the Social Capital Benchmark Survey show the

important geographical diversity that is apparent across regions in the United

States. Identifying various individual factors of social capital the research by Iyer

et al. (2005) illustrate the complex multi-dimensional nature of social capital and

show that spatial differences between urban and rural areas hold even given the

impact of other factors. Considering the European picture Beugelsdijk and van

Schaik (2005b) have shown that there are significant regional differences in the

measures of social capital they developed. For instance when indicators accounting

for trust and active group membership are considered the authors find that regions

in the Netherlands appear to be largely homogeneous, while within Italy there is

significant regional variation across both indicators. In Australia the small scale

research by Onyx and Bullen (2000) together with the larger Australian wide

analysis by the Commonwealth Bureau of Transport and Regional Economics

(BTRE) (2005) have found differences in the social capital responses of those

respondents living in urban areas and those living in regional or rural areas and

across broader levels of regional differentiation.

This chapter contributes to this growing evidence base by following this second

line of empirical endeavour. It considers the factors associated with differences in

social capital and specifically includes the importance of spatial factors. In what

follows the data and methodological approach is set out, prior to presenting the

findings of the analysis. Following this the chapter concludes by considering the

issues and implications associated with the analysis.
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2 Methods

The analysis set out in this paper uses data from the Household Income and

Labour Dynamics Australia (HILDA) survey to develop indicators of social

capital and following the methodology develops a multi-dimensional analysis of

the determinants of social capital that include the potential geography variations.

2.1 Defining Social Capital

There has been a large body of literature which provides background to the

definition and measurement of social capital (Woolcock 1998; Woolcock and

Narayan 2000; Putnam 2000; Putnam et al. 1993; Durlauf 1999; Granovetter

1973; Portes 1998). “The basic idea of social capital is that one’s family, friends

and associated constitute an important assets, one that can be called upon in a crisis,

enjoyed for its own sake, and/or leveraged for material gain” (Woolcock 2001, p. 3).

Social Capital is a resource that can be used to achieve a variety of ends and as a

resource it is generated by individuals or groups of individuals through deliberate

processes of accumulation involving interaction with other people. It can be consid-

ered, like other forms of capital, as a stock from which future (positive) benefits may

flow (Krishna 2000).

Two aspects to social capital can be identified in the research literature: social

structures or social networks (informal and formal networks or structures); and

the norms governing behaviour in these social structures or social networks. In

discussing social networks, Putnam argues that informal networks include relation-

ships people have with their families, partners, friends and neighbours; whereas

formal networks include relationships at work, within community groups and

churches and with formal bodies such as business and governments. Norms govern-

ing network behaviour relate to trust, unity and reciprocity. Within formal

networks, individuals have what is called particularised trust; a trust that is specific

to the individual a person knows (Uslaner 1999; Cox and Caldwell 2000). This is

different to the trust people have for strangers since the probity of a stranger cannot

be predicted with the same certainty as it can for a person known to the individual.

The trust afforded to strangers is by its very nature generalised and is termed

generalised trust (Dasgupta 1998; Uslaner 1999). Trust in formal networks, which

is referred to as institutional trust, is similarly general because it is not aimed

at individuals but rather at institutions and relates to, for example, trust of

“the government”, of the police or of the church (Giddens 1990; Black and Hughes

2001; Stone 2001).

A combination of network types and norms produces differing levels of social

capital. A high level of social capital is seen in situations where there are cohesive
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networks of considerable density and where interactions are governed by norms of

trust and reciprocity. More particularly, as seen in Fig. 1, it is possible to conceptu-

alise social capital in terms of a four-fold classification of norms and structures with

combinations of structures and norms presenting differing types of networks.

2.2 Developing the Social Capital Indicators

The empirical measurement of social capital has, like the definition of the concept,

been witness to a broad and growing body of literature (see, e.g., Stone 2001;

Narayan and Cassidy 2001; Onyx and Bullen 2000; Grootaert et al. 2004; Krishner

and Shrader 1999). The development of the measures used in this chapter has taken

some of this literature as a guide. The development of the indicators of social capital

was undertaken using a range of scales from a social survey and conducting a data

reduction exercise.

The survey data used comes from the fifth wave of the Household Income and

Labour Dynamics Australia (HILDA) survey. The HILDA survey is a broad social

and economic survey conducted annually which contains information on employ-

ment, individual socio-economic characteristics and household/family characteris-

tics. It also contains identifiers to allow broad spatial characteristics (such as labour

market or local area available from census data and labour force surveys) to be

considered. The wave five survey file contains a total of around 17,000 respondents.

After data cleaning to remove non-responses and missing variables a workable data

set containing around 10,000 respondents was produced.

The wave five HILDA survey contains several possible questions which can be

considered as indicators of the different components of social capital. In this

analysis we used nine individual variables. These were:

Informal
Networks

Mixed
Networks

Mixed
Networks

Formal
Networks

NORMS

STRUCTURES

Informal

Formal

Informal Formal

Fig. 1 Structures and norms in social capital (Source: Western et al. 2005)
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1. Has your physical or emotional health interfered with normal social activities?

(1 not at all, 5 extremely)

2. Are you currently an active member of a sporting, hobby or community based

association (yes/no)

3. How often get together socially with friends or relatives not living with you?

(every day, several times a week, about once a week, two or three times a month,

about once a month, once or twice every 3 months, less often)

4. I often need help from other people but can’t get it (1 strongly disagree to 7

strongly agree)

5. I have no one to lean on in times of trouble (1 strongly disagree to 7 strongly

agree)

6. I often feel very lonely (1 strongly disagree to 7 strongly agree)

7. Howmany hours per week do you spend doing volunteer or charity work? (hours

per week)

8. Generally speaking, most people can be trusted (1 strongly disagree to 7 strongly

agree)

9. Most people would try to take advantage of you (1 strongly disagree to 7

strongly agree)

A priori it can be expected that these individual factors will produce several

different factors associated with the conceptualisation presented above – that is

measures of informal and formal structures and norms.1

Given the structure of the individual variables, an optimal scaling exercise was

conducted using Categorical Principal Components (CATPCA) routine in SPSS.

CATPCA simultaneously quantifies categorical variables while reducing the

dimensionality of the data. As with all data reduction exercises CATPCA reduces

an original set of variables into a smaller set of uncorrelated components that

represent most of the information found in the original variables. The technique

is most useful when a large number of variables prohibit effective interpretation of

the relationships between objects (subjects and units). By reducing the dimension-

ality, you interpret a few components rather than a large number of variables.

Standard principal components analysis assumes linear relationships between

numeric variables. On the other hand, the optimal-scaling approach allows vari-

ables to be scaled at different levels. Categorical variables are optimally quantified

in the specified dimensionality. As a result, nonlinear relationships between vari-

ables can be modelled.

From the nine individual variables three components were apparent from the

analysis (Table 1). The first component accounts for the largest share of the variance

and is labelled “general support” and accounts for the extent to which individuals are

able to access support from friends and family within the community (informal

1In developing the indicators of social capital the focus has been on the outer categorization of

Fig. 1, rather than on the contents of the cells.
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structures). The second component is labelled “trust” and is simply accounting

for the extent to which individuals trust others. The final component is labelled

“participation” and measures the extent to which individuals participate in their

local communities (formal structures). Each of these components might be thought

of as measuring different characteristics of social capital and reflect the types of

indicators developed elsewhere (Western et al. 2006; BTRE 2005). Following Iyer

et al. (2005) each of the components was re-scaled into a categorical variable – high,

medium-high, medium-low, low.

3 Analysis

In order to begin considering the potential for regional differences in social capital

to be discerned we run a series of ordered probit models on our three separate

indices, with the original index re-scaled into four categories-high, medium-high,

medium-low and low. The independent variables included in the models are

developed with reference to the existing social capital literature and the availability

of indicators within the HILDA survey. A range of variables accounting for the

social and demographic characteristics of individuals are included:

l Age (age at last birthday, continuous variable, also age squared)
l Gender (1 ¼ male, 0 ¼ female)
l Income (annual household income, continuous variable, also income squared)
l Education (1 ¼ higher degree, 0 ¼ other)
l Home ownership (1 ¼ home owner, 0 ¼ other tenure)
l Years of residence (years at current address, continuous variable)

Table 1 Components loadings, CATPCA

General

support

Trust Participation

I often feel very lonely 0.790 0.110

I often need help from other people but can’t get it 0.774

I have no one to lean on in times of trouble 0.747 0.221

Has your physical or emotional health interfered with

normal social activities?

0.624 �0.222

Most people would try to take advantage of you 0.103 0.859

Generally speaking, most people can be trusted �0.858

How many hours per week do you spend doing volunteer

or charity work?

0.138 0.202 �0.652

How often get together socially with friends or relatives

not living with you?

0.281 0.578

Currently an active member of a sporting, hobby or

community based association

0.138 0.491
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l Socio-economic status of the local community (SEIFA index of disadvantage,

continuous variable2)
l Labour force participation (1 ¼ employed, 0 ¼ not working)

Each of these factors has been shown to be associated with individual measures

of social capital (Iyer et al. 2005).

The geographical context of social capital is accounted for by including an

indicator of the place of residence of each respondent who has a score on a social

capital indicator. The HILDA data does, in theory, have a wide range of potential

spatial or geographic reference points. Researchers are however largely restricted to

the scale of unit used and in this analysis a four level differentiation – Major Urban,

Other urban, bounded locality and rural – are used.

As our social capital indicators are represented as categorical variables we fit a

series of ordered probit models, one for each of the social capital indicators. The

results are discussed below.

3.1 General Support

The results in Table 2 are for the general support indicator. Being male reduced the

likelihood of having high general support and increased the likelihood of low

general support. Older age was generally related to having lower general support

(reduced likelihood of high general support), but the very old have a higher

likelihood of having high general support. The socio-economic status of the local

community is associated with an increased likelihood of having high general

support as is being a home owner, being highly educated and being employed.

The significant income variables suggest that having higher incomes is associated

with a lower likelihood of having high general support, although for the highest

incomes there was a small likelihood of high general support. In the case of general

support there were no significant associations with the region of residence.

3.2 Trust

The results for the indicator of trust are presented in Table 3. The significant age_sq

variable suggests that extremely older persons have a greater likelihood of having

2Socio-Economic Index For Areas (SEIFA) consists of several indexes developed by the Australian

Bureau of Statistics. Each index summarises a different aspect of the socio-economic conditions of

the Australian population using a combination of variables from the Census of Population and

Housing. The Index of Relative Socio-Economic Disadvantage (2001) was used for this analysis

and includes variables that reflect or measure relative disadvantage. The indicator is for a local

community rather than an individual.
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greater trust and a lower likelihood of having low trust. The socio-economic status

of the local community is associated with higher trust with a greater likelihood of

high than low trust. As an individual lives longer in their particular community trust

increases, an outcome also reflected in individuals who own their own homes. In

both cases the likelihood of high trust increases as years of residence increases or

were the individual is a homeowner. Being employed rather than non-employed

increases the likelihood of having high trust rather than low trust and those with

higher education also have greater likelihood of having high trust. For income, as

the annual income received increases so does the likelihood that an individual will

have high trust. Finally, for those living in urban areas, the likelihood of having

high trust, net of other factors is lower compared to those living in rural areas.

3.3 Community Participation

The final social capital indicator is community participation and the results of the

probit model are presented in Table 4. Living in a higher socio-economic status

community is associated with an increased likelihood of having high community

participation as does living at the same address for a longer period. Those who were

home owners had a higher likelihood of high community involvement. For indivi-

duals who were employed (compared to those not working) the likelihood of high

community participation was lower. Higher education was associated with a higher

likelihood of high community participation. For the income variables, while higher

incomes were associated with a lower likelihood of high community participation,

extremely high levels of income were also associated with high community partici-

pation. For the geographic variables, when compared with individuals living in

rural areas, those in urban areas had a significantly lower likelihood of having high

community participation (and conversely a higher likelihood of low community

participation). The variable “other urban” was only weakly significant but sug-

gested that when compared to individuals in rural areas, those living in other urban

areas (smaller cities) had lower likelihood of having high community participation.

4 Discussion

This paper has presented the findings of an analysis of social capital within

Australia. The multivariate analysis draws on the empirical analysis undertaken

in the US by Iyer et al. (2005) and expands on earlier Australian research (BTRE

2005; Western et al. 2005). The analysis proceeds by developing three measures or

indicators of social capital – general support (informal structures), trust and com-

munity participation (formal structures) – using data from an Australian social

survey and then undertakes analysis of the general determinants of social capital.
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The findings reported in this paper illustrate several regularities across the three

types of social capital – general support, trust and community participation. Impor-

tantly reflect a range of existing literature suggesting some consistency both

between small scale Australian studies and this larger one, and across studies in

different countries.

Socio-economic markers such as high education, high income and employment

were significantly associated with higher social capital. While education was

always positively associated with high social capital the outcomes for income and

employment differed across the different types of social capital indicator. Being a

home owner rather than living in some other tenure was consistently associated

with higher social capital. Finally the socio-economic status of the local community

is positively associated with high social capital across all three models, suggesting

that a local neighbourhood effect may be important in determining social capital

outcomes. Other individual socio-economic/demographic factors are associated

with only some of the social capital measures. Being a male reduces the likelihood

of having high general support and age was associated with general support and

trust as was the period of residence at a particular address.

With reference to the spatial characteristics of social capital the analysis found

that across both the measure of community participation and trust, urban areas

seemed to display less social capital than rural areas, especially when the distinction

was between major urban areas and rural areas. This finding is important as it

suggests that even when account is taken of a range of other potential important

variables, regional factors remain important indicators of social capital outcomes,

at least for the regional scale adopted here.

What does the analysis suggest for broad regional processes and policies? As

was suggested in the introduction, social capital is being thought of as part of a

“new” set of inputs in regional processes that sits alongside of the more traditional

measures of labour and physical capital. But as the analysis has shown, the broad

characteristics associated with social capital are complex and this means that any

attempt to consider social capital as an input into the regional development pro-

cesses will need to contend with this complexity.

If there is an assumption that social capital is a good thing for regional develop-

ment then were should governments begin? It would appear that education might be

an important factor, as is a strong local labour market that encourages strong

employment. But if declining regions are looking to social capital to help boost

local development then the employment link may be problematic in that these

regions may have poorly performing labour markets in the first place. Even if policy

makers were sure about what drivers to focus on there is also the issue of how policy

should be targeted. There has been a long running policy discussion in regional

science about the people versus place policy dilemma – that is should governments

focus policy at the people level regardless of where they live or should they focus

policy on specific places. Much of the analysis presented here suggests that a broad

people based approach might be appropriate. However, the crude spatial analysis

that has been included suggests that maybe a place based approach might also be
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appropriate. In reality it is likely to be a mix of people based and place based

approaches that will needed.

These are some of the broad policy issues that might be suggested by the analysis

presented in this chapter. However, the analysis also leaves some gaps in the

knowledge which need to be considered. What the analysis has not identified here

is the factors that might explain why there is a regional difference in social capital

measures and therefore how regional differences in social capital might help

explain differences in regional development and performance. This large scale

analysis therefore needs to be backed up by more in-depth analysis of the associa-

tions between regional development/performance and social capital. However, such

analysis need to recognise that the impact of social capital, if it is to be correctly

conceptualised and identified, must be set within a broad multi-factor framework

whereby social capital sits alongside other forms of capital. Furthermore, while

broad scale analysis may provide some indicators of potential patterns research will

also need to focus on case study material in order to obtain a truly robust account of

the potential of social capital to impact on regional development.
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Part II

Evidence-Based Analysis: European
Studies



Entrepreneurship, Innovation

and Regional Development: A Southern

European Perspective

George Petrakos, Pantoleon Skayannis, Apostolos Papadoulis, and

George Anastasiou

1 Introduction

Knowledge, innovation and entrepreneurship are considered to be of utmost

importance for regional growth, employment and social cohesion in the EU

(Asheim et al. 2006). Most regions are meant to adjust their development policies

or design new ones in order to incorporate the basic guidelines of the European

Lisbon Strategy. The critical question arising is whether the institutional environ-

ment and the characteristics of the productive base in the European periphery of the

South are suitable for the effective implementation of such policies.

This paper examines the potential of structurally weak regions in the southern

European periphery to take advantage of the new policy environment, based on

knowledge and innovation, in order to grow and converge. The analysis is based

on the examination of the policy context for R&D and innovation in Greece, both at

a national and regional level, using as a reference example the region of Thessaly.

It mainly focuses on the key characteristics of the manufacturing industry

productive environment in the region of Thessaly, in Greece where a business

survey was conducted. Thessaly is by and large a traditional agricultural economy

having lately developed the tertiary sector (esp. in tourism and administration).

Nevertheless, it always used to have a certain level of manufacturing industry

production (initially linked to the primary sector) which over the last years has

shown a decreasing trend. Hence, the necessity to secure the level of manufacturing

industry was made obvious. In contemporary world, this inevitably had to follow

the path of innovation and entrepreneurship. The Lisbon strategy, aiming to activate
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innovative policy selections seems from a first glance to be a useful strategy for

manufacturing industry in regions such as Thessaly.

In this sense, the survey inquired into the patterns of change in the innovative

activity of manufacturing industry firms. It focused on the role of both the internal

and the external environment, specialisation, human resources and inter-firm rela-

tions. It also focused on the ability of firms to innovate and compete in an

increasingly open and demanding environment.

This survey, focusing on endogenous entrepreneurial activity does not deal with

Multi National Corporations which in any case are not very much present in

Thessalian manufacturing industry. In any case, the recent economic crisis has

revealed that activating endogenous capacity is a crucial development factor.

The paper is organised as follows: Sect. 2 presents a brief literature review on

entrepreneurship, innovation and regional development. Section 3 analyses to

experience of Greece, putting emphasis on the evolution and the structural char-

acteristics of industry, the regional structure of the economy and the national and

regional innovation systems. Section 4 focuses on the region of Thessaly and

presents the main findings of the business survey. Finally, Sect. 5 reports the

main findings and the conclusions of the paper.

2 Entrepreneurship, Innovation and Regional Development:

A Review of the Literature

During the last few years, the regions have been the focus of attention for literature

on innovation policy (Koschatzky 2006). Although in the works of Lundvall (1992)

and Nelson (1993) about “National Innovation Systems (NIS)”, the regional dimen-

sion was absent, this shortcoming was soon overcome, once the importance of

spatial and relational proximity in innovation processes was recognised.

The regional dimension was explicitly considered later on, in the approaches of

“Regional Innovation Systems (RIS)” (Cooke et al. 2004). The notion of RIS has

emerged as a territorially focused perspective of analysis, derived from the broader

concept of NIS (Iammarino 2005). Whilst not denying that the national (as well

as the international) dimension are important, it assigns to the national level the

subsidiary role of assisting the regions to overcome their deficiencies. Innovation

and technological progress are the result of a series of complex relationships that

exist between private enterprises, universities and public research institutes and

the people within them. There are knowledge flows among these actors through

channels of interaction, diffusion and personnel mobility (OECD 1997). The

European Commission (CEC 2007a), seems to adopt the notion that innovation is

most effectively addressed at the regional level, as physical proximity fosters

partnerships between actors in both the public and private sectors. The formation

of regional clusters is often the key to the successful promotion of research,

technological development and innovation. The capacity of regional decision
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makers and entrepreneurs to turn knowledge, skills and competencies into sustain-

able competitive advantage is crucial to regions’ economic performance.

However, European regions vary considerably in their capacity to absorb and

develop knowledge and technology. This impedes their growth prospects and

is likely to reinforce the considerable disparities in prosperity across the EU.

As Fritsch and Stephan (2005) point out, innovation processes are not spread evenly

across space. In the EU context, regional differences exist, regarding the amount

and share of innovation between the core regions and those located in the periphery.

Overall, peripherality, apart from the geographical distance, can be attributed to

rather weak financial capabilities of firms and their dependence on important

knowledge sources from outside the region, through non-localized forms of inter-

action (Lagendijk and Lorentzen 2007). The main problems peripheral regions

face, especially those of the European South, are polarisation, insufficient infra-

structure, inadequate human and social capital, a low level of R&D and innovation

due to a predominance of SMEs in traditional industries, weakly-developed firm

clusters, few knowledge providers and a weak endowment of innovation support

institutions.

The low level of R&D does not only hamper the internal innovation activity in

the region, it also leads to a low absorption capacity on the part of the regional

firms. As a consequence, interregional knowledge spillovers as well as public

innovation funds cannot be absorbed to a sufficient extent in such regions (T€odtling
and Trippl 2005). This is also referred as the “Regional Innovation Paradox”.1

Furthermore, a supply-oriented approach in technology transfer can often be found,

which reaches larger firms better than the smaller ones. The demand of SMEs is

often not well met and interactive learning is rarely achieved (Asheim and Isaksen

2003). Iammarino (2005) adds that the need for technology in lagging regions is

“satisfied mainly by mere adaptation of imported innovation”. Additionally they

have limited or no capacity to recombine and integrate old and new pieces of

knowledge. Another condition that may explain why an RIS does not develop easily

in peripheral regions is the absence of innovation and cluster dynamics, because

there is neither a critical mass of actors nor the support infrastructure necessary

for the emergence of technological innovation (Doloreux and Dionne 2008).

The role of historical evolution is also important because it often acts as a filter

for assessing new growth opportunities and policy options (Iammarino 2005;

Asheim et al. 2006). This applies especially in the Southern European productive

system, which is a distinct model of growth based on traditional economic activities

throughout the post-war period, small family-owned firms and substantial informal

economic activity (Zambarloukou 2007).

According to T€odtling and Trippl (2005), the main policy agenda for periph-

eral regions is the strengthening and upgrading of the regional economy, giving

1The regional innovation paradox refers to the apparent contradiction between the comparatively

greater need to spend on innovation in lagging regions and their relatively lower capacity to absorb

public funds earmarked for the promotion of innovation and to invest in innovation related

activities compared to more advanced regions (Oughton et al. 2002).
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priority to organisational and technological “catching-up learning”, targeting firms

(especially SMEs) and their innovation weaknesses, attracting new firms to the region

and strengthening potential clusters. This should be accompanied by behavioural

changes, improving the attitude of firms towards innovation and cooperation (Asheim

et al. 2006). Of equal importance is the linking of firms to knowledge sources inside

and outside the region, encouraging collaboration with the research base and enabling

them to benefit from major technological developments, and R&D cost sharing

(Garcia-Aracil and Fernandez De Lucio 2008). Uyarra (2007) argues that instead of

the prevalent attitude to favour high-tech industries, increased attention should also be

given to the “traditional sectors”. Hospers (2005) finally adds that when supporting

traditional sectors does not seem a viable solution maybe a recombination of the

“old” with the “new” could create a more appropriate direction for policies.

3 Innovation, Competitiveness and Development

in the European South: The Case of Greece

The less advanced and peripheral EU countries and regions often have a limited

ability to adjust to the conditions and demands of the newly emerging European

economic space (Davis and Weinstein 1999; Overman et al. 2001). As a result,

spatial imbalances continue to exist and in many cases they become wider (Br€ulhart
et al. 2004; Petrakos et al. 2004; Petrakos 2008).

When Greece joined the EU, in 1981, it was the tenth and least-developed member

of the Union.Membership was initially received as a shock by the unprepared to join a

competitive market Greek economy. Indeed, membership was followed by a diver-

gence of Greece from the EU average in terms of GDP per capita in the period

1981–1994 (Petrakos and Pitelis 2001). Although convergence resumed after 1995

and has continued uninterrupted until the present time, this should be conceived more

as the outcome of European cohesion policies rather than the competitiveness of

the economy in the integrated market. It should also be kept in mind that, despite

convergence in terms of income, the country hasmaintained its structural deficiencies,

especially the ones related to its industrial sector (Petrakos and Kallioras 2006;

Petrakos et al. 2008).

3.1 The Industrial Structure of Greece

The evolution and structure of Greek industry is characterised by a number of

deficiencies and shortcomings that do not encourage innovative activity. The first

one is related to the size of the industrial sector, which, as a share of GDP, is the

smallest in the EU-15, and has been continuously declining. In 2005, the share of

industry as part of the GDP in Greece was 20.7%, while the share of manufacturing
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was 9.5%. Over half of the industrial activity in Greece is accounted for by

construction. These figures are well below those for the EU-15 as a whole (26.5

and 18.1%, respectively) and indicate limited competitiveness in the integrated

EU market (World Bank 2008).

The second unfavourable characteristic of Greek industry is structural in nature

and is related to its sectoral composition. Actually, one of the factors behind the

weak performance of industry is considered to be its sectoral orientation, which is

characterised by the dominance of labour-intensive or low-tech sectors and the

limited presence of capital-intensive or high-tech sectors2,3 in employment terms

(Table 1). Note that almost half (48%) of Greek industrial employment in the year

2005 was in low-tech sectors (see footnote 3), while the high-tech sectors account

for a very low share (14%). This structure differs significantly from the structure

of EU industry as a whole, and remained virtually unchanged throughout the

1995–2005 period. The strong presence of low-tech sectors is an indication that

Greek manufacturing industry is traditionally dependent on domestic demand,

while the limited presence of capital-intensive sectors is a long-term structural

weakness that does not allow for significant innovative activity to take place

(Petrakos et al. 2008).

The third unfavourable characteristic of the Greek manufacturing industry is

also structural and it is related to the size of firms. As Table 2 shows, the average

Greek industrial firm is very small compared to the average size of EU-27 countries.

With five employees on average, Greek firms have little room to benefit from

internal economies of scale or to develop R&D activities.

Overall, Greek manufacturing industry is relatively small in size and declining

over time, concentrated in low-tech sectors and small firms. These characteristics

are partly the outcome of historical processes and the geographic coordinates of

the country, and partly the outcome of the recent integration experience of the

European South (Petrakos et al. 2008). They are at variance with the character-

istics of the average EU industry and do not seem to encourage innovation and

entrepreneurship.

Table 1 Sectoral

composition of industrial

employment of the EU-15

and Greece, 1995 and 2005

EU-15 Greece

1995 2005 1995 2005

Low-tech sectors 23 25 48 45

Resource or scale intensive sectors 43 43 39 41

High-tech sectors 34 32 14 14

Total 100 100 100 100

Source: Authors’ estimation from Eurostat (2008b)

2According to Eurostat (2008a), “high-technology or ‘high-tech’ sectors are key drivers of

economic growth, productivity and social protection, and are generally a source of high value

added and well-paid employment”.
3High Tech and Low Tech sector definitions according to NACE Rev 1.1 and NACE Rev 2.

Available at: http://epp.eurostat.ec.europa.eu/cache/ITY_SDDS/Annexes/htec_esms_an2.pdf and

http://epp.eurostat.ec.europa.eu/cache/ITY_SDDS/Annexes/htec_esms_an3.pdf
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3.2 The Regional Structure of Greece

The structural difficulties faced by the Greek economy are even greater in most

regions outside Attiki (the Athens region). Greece has traditionally been a polarised

economy where a significant share of population and activities are concentrated

primarily in the metropolitan region of Attiki. As Table 3 shows, Athens has a

concentration of nearly 40% of the population and 50% of the GDP of the country.

It is also by far the most advanced region of Greece, with a GDP per capita higher

that the EU-27 average and more than double the level of the least advanced

Greek region. Athens contains nearly 50% of the industrial activity of the country,

the majority of academic and research institutes and the great majority of the most

advanced human resources. Thessaloniki, the second major urban agglomeration

Table 3 The regional structure of the Greek economy at the NUTS II level in 2005

Population GDP GDP/cap

Share Change (%)

1981–2005

Share Change (%)

1981–2005

EU-27 ¼ 100

Attiki 35.85 17.92 48.84 126 109

Kentriki Makedonia 17.25 19.25 13.95 48 65

Thessaly 6.66 6.03 5.09 24 61

Dytiki Ellada 6.61 11.76 4.05 12 49

A. Makedonia, Thraki 5.48 5.67 3.60 17 53

Kriti 5.43 19.73 4.62 75 68

Peloponnisos 5.40 3.66 4.71 24 70

Sterea Ellada 5.04 3.81 5.34 23 85

Ipeiros 3.08 5.33 2.20 42 57

Notio Aigaio 2.74 29.80 2.68 98 78

Dytiki Makedonia 2.66 1.88 2.12 29 64

Ionia Nisia 1.99 20.67 1.55 58 62

Voreio Aigaio 1.83 3.79 1.25 48 55

Greece 100 13.78 100 69 80

Source: ESYE (2008) and Eurostat (2008b)

Table 2 The average size

of industrial enterprises in the

EU-27 countries, 2003

Countries Countries

Ireland 64 Finland 16

Slovakia 60 Belgium 16

Luxembourg 38 France 15

Germany 35 Netherlands 15

Romania 34 Sweden 13

Lithuania 29 Spain 11

Latvia 27 Portugal 11

Estonia 26 Hungary 8

UK 21 Poland 7

Bulgaria 20 Italy 7

Austria 20 Czech 7

Denmark 20 Greece 5

Slovenia 4

Source: UNIDO (2007)
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is behind Athens in most indices but still ahead of the rest of the country. It is

estimated that nearly 71% of university graduates holding a Ph.D. degree live in

Athens and Thessaloniki (GSRT 2008).

With the exception of the Kentriki Makedonia Region (Thessaloniki), that has

a critical scale of population and activities, most other Greek regions are sparsely

populated with small urban centres unable to generate significant agglomeration

economies and act as poles of attraction. Some island regions are relatively advanced

by national standards (Kriti, Notio Aigaio), but their economies (especially of the

smaller islands) are solely based on tourism. Most other regions have weak economic

bases, depend on traditional agriculture, the public sector, or traditional industry and

face serious difficulties in modernising their economies. In addition, the latest evi-

dence seems to indicate that since the mid-1990s, regional inequalities have been

increasing in Greece (Petrakos and Psycharis 2004).

Overall, the concentration of activities, uneven development levels, weak human

resources and the lack of support mechanisms do not encourage the development

of innovative activities outside the major metropolitan areas.

3.3 The National and Regional Innovation System

The structure of the Greek innovation system is highly centralised, dominated

by the predominant role of the national government, and following the structure

of the political system that has been much the same since the establishment of

the modern Greek state (Andreou 2006). Greece looked to external influence in the

development of its innovation system (Collins and Pontikakis 2006), following

a “top-down” approach (Prastacos et al. 2003). However, despite the increased

awareness of the importance of innovation policies, the national system remains

structurally immature and dependant on EU funding.

According to Skayannis (2002), the weakness of a production structure means

(a) less information- and knowledge-intensive industries, (b) branches remotely

relevant to high technology, (c) industries in declining branches (d) weaknesses in

taking advantage of comparative advantages, (e) weak development of human capital,

(f) low technical and social infrastructure endowment, and (g) weak or non-existent

financial mechanisms. In addition, institutional lagging behind is very important. This

leads less developed regions, among them Greek regions, to an innovation capacity

handicap and to weak regional innovation systems.

The performance of Greece is systematically and considerably below the EU

average regarding research and innovation, as demonstrated by the main bench-

marking indices. In the European Innovation Scoreboard, 2006b, (SII index),

Greece occupies the last position among the EU-25 countries (Fig. 1).

The share of the Greek Community Support Framework (2000–2006) that was

spent on innovation measures was very low and corresponded to 2.3% of the total

funding (EC 2006a, b, c). The low spending on R&D was also evident in recent

Eurostat data. In 2006, Greece spent only 0.57% of its GDP on R&D, translating
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as less than 1/3 of the respective figure for the EU-27 (1.84%), placing them in

21st place (Eurostat 2008c).

Skayannis (1990) has shown that Greece after World War II was rehabilitated

and developed under an infrastructure (primarily of the public sector) biased regime

of accumulation that practically put manufacturing industry at a second place.

Similarly, Collins and Pontikakis (2006) argue that Greece made an early choice

favouring public investment in infrastructure in order to reduce regional disparities

and enhance growth and competitiveness. Innovation was mostly considered as

a risky, high-tech based activity and not a profitable venture.

This mentality has affected spending on education, basic research and life-

long learning. The Greek figure on spending per student in higher education is

4,605 euros compared to an average of 5,627 euros in the EU-27 and 6,203 euros in

the EU-15 (Eurostat 2008b). The latter ranks Greece in the last place among EU-15

countries on all counts. It seems that education was perceived mostly as welfare

expenditure, not as a rewarding investment in human capital with social as well as

private returns (Collins and Pontikakis 2006). Indicative of this mentality is the fact

that no formal mechanisms have been established for linking tertiary education

to industrial needs.

Low levels of innovation and research activities are also explained by the low

participation (less than 30%) of the private sector in the Gross Expenditure on

Research and Development (GERD) (EC 2006c). Large domestic enterprises that

are mainly in low-tech and traditional sectors, have not been at the forefront of

investment in new technologies, whereas the fledgling knowledge-based companies
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in sectors such as health care, software, and communications are typically too small to

make a difference in terms of overall R&D investment (Sofouli and Vonortas 2006).

Hatzikian (2007) indicates that research activity gives support to the assimilation and

the adaptation of existing technology and not to the creation of new knowledge.

At the national, but also the regional level, the deficiency of the innovation

governance system is considered to be a serious problem, affecting the quality and

effectiveness of innovation policies. According to Andreou (2006), the present spatial

setting is characterised by vagueness, uncertainty and asymmetry in the allocation of

roles and responsibilities among the administrative levels and the various stake-

holders that eventually maintain the centralised character of the system. Instead of

empowering local actors and encouraging region-based approaches to economic

problems, innovation policy and funds remain under the control of central govern-

ment. This centralised, complicated and highly bureaucratic administration system

reached its limits in the former programming period, increasing delays and difficul-

ties in the implementation of the EU programmes (EC 2006c).

At regional level, the innovation systems are found to be in an embryonic state,

especially regarding the elements of production and exploitation of knowledge. The

regional innovation base is highly polarised and characterised by serious and increas-

ing disparities in the innovation indices and the R&D infrastructure. Universities,

Research Institutions and research employment are concentrated in the metropoli-

tan areas (Alexiadis and Tsagdis 2006; GSRT 2007). In the European Regional

Innovation Scoreboard 2006 (RRSII index), the Greek regions account for the last

positions. The only notable exception is that of Athens, which has an RRSII index

that is close to the EU average.

Table 4 provides a summary account of the performance of the 13 NUTS II

regions in the RRSII index in the 2002–2006 period. Attiki (the region of Athens)

has the highest score in the innovation index, with a value 53% higher than the

national average and 10% lower than the EU-25 average. Second is the region of

Kentriki Makedonia (the region of Thessaloniki), with an RRSII value equal to 91%

of the national and 53% of the European score. In the next three positions are found

regions that combine a relatively large (by Greek standards) peripheral city (Patras,

Iraklio, Ioannina) and a relatively old and established university. These three

regions (Dytiki Ellada, Kriti, and Ipeiros) maintain an RRSII value that is close

to 80% of the national and 45% of the EU-25 score. Then, the RRSII index drops

significantly as we move to regions that are either agricultural or peripheral, lack

major urban centres, have relatively new universities or lack industrial activities

and have an economy which specialises in tourism. In this group of regions, the

RRSII index drops to values lower than 50% of the national and 30% of the EU-25

average figures. As can be seen, in the tourist island regions of Notio Aigaio and

Ionia Nisia, innovative activity is either very low or completely absent. Overall,

innovative activity in the Greek regions is very low by European standards and it

is primarily concentrated in the metropolitan region of Athens, which is also the

industrial, academic and administrative centre of the country.
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As argued in this section, the main innovation policy deficiencies found at

national level are present and more prominent at regional level. Regional adminis-

trations exhibit the same vague attitude towards innovation and the allocation of

funds. Despite rhetoric, innovation and knowledge development are not considered

a priority and as a result they receive a low share of the Regional Operational

Programmes’ budget (EC 2006c). The funds allocated to R&D activities in the

2000–2006 period range from 4.4 to 0.7% of the regional budgets. This low budget

is often the outcome of pressure from regional lobbies or constituencies, in favour

of more tangible projects such as transport or environmental infrastructure. In

addition to limited budgets, most regions are also characterised by low operational

capacity at the administrative level for R&D and innovation programmes.

In addition to limited demand for R&D, many Greek regions are also faced with

a limited supply. This is due to the spatially concentrated character of the research

base of the country. More than 70% of research activity in Greece takes place in

universities, with the rest taking place in independent research centres or institutes.

The great majority of both universities and centres are located in the two metro-

politan areas of the country (Athens and Thessaloniki). In most other regions the

research base is usually new or very thin.

This is part of the reason why Skayannis (2003, 2005) challenges the Greek

infrastructure biased development trajectory stating that innovation and entre-

preneurship, especially in the technology sectors (whereby R&D is crucial), should

take the lead. Drawing from the Technology Foresight exercise in Greece, he

predicts that the prevalent scenarios are not that encouraging for the country and

its regions if a major policy change does not happen.

Table 4 Revealed Regional

Summary Innovation Index

(RRSII) in the Greek regions,

2002–2006

Region Average

2002–2006

GR ¼ 100 EU-25 ¼ 100

Attiki 0.46 153.72 89.70

Kentriki

Makedonia

0.27 91.60 53.42

Dytiki Ellada 0.24 78.48 45.81

Kriti 0.23 78.15 45.61

Ipeiros 0.23 76.44 44.55

An.Makedonia-

Thraki

0.14 46.67 27.27

Thessaly 0.14 45.12 26.26

Sterea Ellada 0.13 44.07 25.68

Peloponnisos 0.10 31.75 18.49

Dytiki

Makedonia

0.08 26.76 15.58

Voreio Aigaio 0.06 21.45 12.50

Notio Aigaio 0.01 1.70 0.99

Ionia Nisia – – –

Greece 0.30 100.00 58.35

EU-25 0.51 171.57 100.00

Source: Authors’ estimation from 2006 ERIS (Hollanders 2007)
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4 Entrepreneurship and Innovation in the Region

of Thessaly: A Survey

4.1 The Economic and Innovative Characteristics of Thessaly

Thessaly is a region in central Greece accounting for 6.7% of the population

(0.7 million) and 5.1% of the GDP of Greece. Its GDP per capita is below the

national average and was equal to 61% of the EU-27 in PPS in 2005. Both

population and GDP increased at a slower rate than the national average in the

1981–2005 period (Table 3). Compared to the national average, the region has

a higher share of GDP and employment in agriculture (13.7%) and a lower share

in services (4.3%) (AllMedia 2007).

The research base of the region primarily consists of the University of Thessaly,

the Technological Institute of Larissa and some smaller Institutes. Funded research

takes place primarily at the University of Thessaly, which was established in 1988

and currently provides 16 undergraduate and 22 graduate programmes, with 6,500

undergraduate and 1,200 graduate students. The university hosts a tenured or

tenure-track faculty of 360 members and a similar number of adjunct or visiting

teaching stuff. Like most universities in Greece, the University of Thessaly suffers

from serious underfunding in personnel, academic staff and infrastructure. Despite

that, it shows a relative dynamism in published academic research and has

improved its performance in competitive project funding. Based on Thomson

Scientific data, Bontozoglou (2008) has estimated that in 2007 the faculty of the

University of Thessaly published nearly 400 papers in refereed journals and had

its work cited in nearly 2,400 papers. Also, according to the official report of the

University of Thessaly Research Committee, the research budget of the University

for the period 2005–2007 exceeded €40 million. Although significant progress has

been made in basic and applied research, the interaction of the academic staff with

the local economy is still limited.

4.2 The Aim and Methodology of the Survey

In order to examine the innovative characteristics of enterprises in the region, their

responses to change and the appropriate policy mix, an industrial business survey

was conducted in 2008 by the Regional Innovation Pole of Thessaly (RIP Thessaly

2008). The survey involved 115 industrial firms that responded to a detailed ques-

tionnaire of 50 questions divided into six groups. The firms that participated in the

survey were not selected randomly from the industrial base of the region. Given

that the average industrial firm size in Thessaly is about five employees per firm,

it was not meaningful to analyse the behaviour of the representative firm, because

this would be too small to be significantly concerned with R&D and innovation.

As a result, the firms selected in the survey were in the upper part of the regional
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distribution, that is, the largest and more established industrial firms in Thessaly.

The 115 firms of the survey are very important for the regional industrial base, as

they have a total employment size that is equal to 12% (7,326 employees) of the total

industrial employment in Thessaly. In terms of employment number, Eurostat and

the CIS use a classification of micro-enterprises (<10), small enterprises (10–49),

medium-sized (50–250), and large enterprises (>250). However, in the case of

Thessaly, these classes would not facilitate useful results, as the (comparatively)

very large number of micro firms would not let us draw conclusions for the relatively

larger ones for which innovation and the inquiries of this research are more mean-

ingful. It was therefore decided to use a different classification dividing the sample

into three size classes (1–20, 21–50, 50+) based on employment (Table 5) in order to

detect differences in the performance and behaviour of firms. This classification

model, using the terms “small”, “medium” and “large” is based on the Greek

experience and was derived form the need to differentiate firms so that meaningful

results can be yielded. The primary concern in this classification is employment and

not its concurrence with economic performance of firms that would lead to a more

complex index and to less “legible” results.

As shown in the Table 5, there are significant differences among the three

groups. Taking employment as a measure, small firms have an average size of 14

employees, medium-sized firms have an average size of 35 employees and large

firms have an average size of 166 employees. Differences are also found in the

performance of the three groups. As Fig. 2 shows, average labour productivity

Table 5 Average sales, assets, employment and investment of the sample firms by size group

2008 Total

sample

(1–20) 32.7%

of total

(21–50) 37.5%

of total

(>50) 29.8%

of total

Sales (m) 12.8 1.0 5.2 39.1

Assets (m) 17.3 1.8 5.7 51.9

Employees 65 14 35 166

Investment (m) 0.7 0.3 0.2 2.0

Source: RIP Thessaly (2008)
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increases with size, as large firms appear with an average productivity that is twice

the level of the small firms.

The analysis below focuses on a selected number of questions, which are impor-

tant for the aim of this paper. More specifically, the next sections use the results

of the survey to analyse the perception of the firms regarding the locational advan-

tages of Thessaly, their competitiveness, their cooperation practices, their R&D

and innovative activities, as well as the demand for entrepreneurial development and

innovation policies.

4.3 The Locational Advantages of Firms

The location of firms affects their competitiveness through a series of advantages

and disadvantages accruing from the characteristics of the host region. In this

respect, Table 6 shows the perception of the firms in relation to the strong and

weak points of Thessaly as an industrial location.

It indicates that larger firms tend to have a more favourable view of their location

than the small ones. It is impressive that this sequence is found in all criteria.

In general, however, industrial firms in Thessaly are not satisfied with their location

and they give a modest-low overall score (6.65). It seems that the main advantage of

the region is its geographic position in the middle of the country (scoring 7.83) and

its potential access to national markets. The firms seem to be seriously concerned

about the quality of the infrastructure and human resources in the region and the

level of financial support for investment. The lowest score is given to business

support services that are still in their embryonic stages in the region.

Table 6 The attractiveness of Thessaly for entrepreneurial activity

Grading in the scale 0–10

Total

sample

Small firms

with 1–20

employees

Medium firms

with 21–50

employees

Large firms

with more than

50 employees

Geographic position 7.83 7.23 7.87 8.25

Financial services 6.96 6.50 6.71 7.50

Quality of human resources (knowledge,

specialisation, experience)

6.34 5.81 6.51 6.65

Transport infrastructure (all modes) 6.28 6.11 6.33 6.32

Level of investment incentives 6.16 5.86 6.03 6.53

Entrepreneurial infrastructure (Industrial

areas, technology park)

6.03 5.78 5.68 6.66

Availability of providers and sufficiency

of raw material

5.94 5.75 5.83 6.10

Entrepreneurial services (consultancies,

marketing, etc.)

5.81 5.44 5.68 6.13

Total grading of Thessaly’s attractiveness 6.65 6.29 6.68 6.90

Source: RIP Thessaly (2008)
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Table 6 reveals the fundamental problems of peripheral regions that affect

negatively entrepreneurship and development. Scores near the middle of the scale

suggest a marginally sustainable environment where basic conditions with respect

to infrastructure, human resources and support mechanisms are not met. Although

large firms seem to be better prepared to deal with these conditions, this is not so

with smaller firms. Given that the sample is selected among regional leaders, one

can imagine what the opinion of the representative firm in Thessaly with less than

five employees would be.

4.4 Markets, Geography and Competitiveness

Table 7 depicts one of the major problems of Greek industry, which is the low level

of exporting activity. Overall, 80% of total sales are directed to the regional or the

national market and only 11% is exported to the EU. The 28-year long process of

integration has not helped Greek firms to expand their market to other EU countries.

Moreover, the Thessalian firms have very limited access to the Balkan markets,

which are nearby and have lower standards than the advanced European ones. These

figures reveal the introvert character and the low level of international competitive-

ness of the firms. As with the previous Table, size matters. Larger firms seem to be

more open, more competitive and less dependent on local demand. On the other

hand, the smaller ones depend, almost entirely, on regional and national demand.

4.5 Interactions and Networking in the Local Productive Base

The literature indicates that in regional productive bases dominated by small firms,

a successful growth strategy is to develop inter-firm relations and networks at

the regional level that will generate external economies of scale and increase the

efficiency of the firms. The next two tables provide information for the relations that

the firms in Thessaly have developed with each other and the research and support

base of the region.

Table 7 The geographical distribution of sales

Average sales by destination (%)

All firms Small firms Medium firms Large firms

Sales to Thessaly 31.08 39.23 30.93 18.31

Sales to rest of Greece 49.38 51.13 51.95 45.47

Sales to the Balkans 3.43 3.26 2.56 4.94

Sales to rest of Europe 11.55 4.87 11.00 21.31

Sales to rest of the world 4.50 1.51 3.56 9.94

Total sales 100.00 100.00 100.00 100.00

Source: RIP Thessaly (2008)
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Table 8 depicts the attitude of firms towards cooperation in a number of fields,

including production, promotion, design, distribution, supplies, etc., with competing

firms (co-operation in competition) or with up-stream and down-stream firms. The

first column indicates that the majority of the firms consider that there is no room

for cooperation in most fields. This is a shocking position, if one considers the

small size of the firms and the multiple problems that reduce their competitiveness.

The only areas in which the majority of the firms expect benefits from cooperation

are the areas of joint research for new product development and acquisition of

know-how.

Despite this negative overall attitude, there is a significant minority of firms

that expects benefits from cooperation. On average 9–19% of firms are in favour of

cooperation with local competitors, while a smaller group (3–13%) is in favour

of cooperation with local upstream and downstream firms. A similar proportion

of firms would favour cooperation with firms in other regions, either competing

(5–17%), or in related business (4–16%). Cooperation with local competitors is

more popular in the fields of product promotion (19.0%), distribution (16.2%) and

supplies (14.3%), while cooperation with distant competitors is more popular in

the fields of know-how acquisition (17.9%) and production (15.8%).

In general, the spirit of cooperation among the industrial firms in Thessaly is

low. The majority of the firms are introvert in character and reluctant to adopt

cooperation practices. The analysis by size shows that small firms are less willing to

cooperate than large firms (RIP Thessaly 2008). The extent to which this “atomistic

turn” to entrepreneurship is the outcome of institutional, cultural, social or other

Table 8 Co-operation between firms in the same or in related activities

Field of co-operation No (%) Yes, with competing firms Yes, with firms related with

forward and backward

linkages

Yes with local

firms (%)

Yes, but not

with local

firms (%)

Yes with local

firms %

Yes, but not

with local

firms %

Co-operation in production 51.8 12.3 15.8 9.6 10.5

Co-operation in promotion 53.3 19.0 8.6 12.4 6.7

Co-operation in product

design

57.4 12.0 9.3 9.3 12.0

Co-operation in product

distribution

64.8 16.2 4.8 9.5 4.8

Co-operation in supplies 61.1 14.3 9.5 10.5 8.6

Joint research for the

development of new

products

46.4 13.6 12.7 13.6 13.6

Common use or common

purchasing of equipment

79.0 9.5 4.8 2.9 3.8

Co-operation in know-how

acquisition

42.5 14.2 17.9 9.4 16.0

Source: RIP Thessaly (2008)
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factors is a critical question4 that needs to be addressed by industrial organisation

and perhaps sociological studies. It is interesting to observe that the minority of the

firms that are willing to engage in cooperation prefer, on average, to cooperate with

competitors rather than upstream or downstream related business. They also have

a slight preference for cooperating with local rather than distant partners. These two

elements may be an encouraging starting point for the (careful) design of cluster

policies in peripheral regions.

The firms in our selected sample were also asked to indicate whether or not

they cooperate with the science base of Thessaly, the regional and local adminis-

tration and the business support organisations. Table 9 reports their responses.

In general, cooperation does not seem to be a priority for most firms. At the top

of the cooperation list are the local Chambers of Industry and the Regional

Industrial Association, with 61 and 53% of the respondents. This is expected, yet

is surprisingly low, given that firms are members of these institutional bodies.

Administrative bodies, like the Region of Thessaly, a public business support

organisation, the Prefectures and the local Development Agencies come next with

shares in the range of 32–45% of the respondents. About 1/3 of the firms declare

that they have some sort of cooperation with the University of Thessaly, about 1/4

with the Technical Institute and 1/5 with the Research Centres of the Region.

Keeping in mind that the firms in the sample are local leaders and that some of

them participate in the Regional Innovation Pole of Thessaly project (RIP Thessaly

2008), the share of firms cooperating with the research and support base of the

region is very low.

Table 9 Cooperation of firms with the science and business support base

If no, intention

to co-operate in

the future

Yes No Yes No

Chambers of industry 60.95 39.05 21.90 6.67

Regional industrial association 53.77 46.23 27.36 8.49

Region of Thessaly 45.19 54.81 26.92 15.38

Centre for entrepreneurship and technology development 36.89 63.11 36.89 11.65

Prefecture 36.54 63.46 31.73 16.35

Development agencies 32.32 67.68 41.41 11.11

Universities 32.08 67.92 35.85 13.21

Centre for professional training 29.81 70.19 33.65 23.08

Technological educational institute 23.81 76.19 48.57 14.29

Research centres 22.00 78.00 50.00 13.00

Municipal enterprises 21.78 78.22 32.67 25.74

Technical chamber of Greece 15.15 84.85 42.42 22.22

Social enterprises 6.32 93.68 33.68 37.89

Source: RIP Thessaly (2008)

4The reader should be warned that these are self-reporting answers, so the smaller firms may be

biased towards non-cooperation. This is because their conception of clustering makes them

perceive it rather as a threat than as an opportunity.
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Despite the low shares of cooperation, Table 9 has a positive message for the

future. As can be seen in the last two columns, the majority of the firms that have

not yet cooperated with the regional research base and support mechanisms are

willing to do so in the future. About 35% (50%) of the firms declare that they would

like to cooperate in the future with the University (the Research Centres) of the

region. Clearly, the firms understand that there are unexplored opportunities

associated with their practice and are willing to change.

4.6 R&D and Innovation in the Local Industrial Base

Given the low levels of cooperation with each other and the research and busi-

ness support base of the region, a critical question is: To what extent are industrial

firms internally active in R&D and innovative activities which would allow them to

improve their competitiveness? Tables 10 and 11 provide information for the R&D

activity and the changes in processes and products initiated by the firms in our sample.

Table 10 indicates that firms which occupy personnel in R&D activity on a steady

basis represent a small percentage of the total (24%). Small firms have a lower share

(13%) and large firms a higher one (40%). Despite the obvious lack of permanent

R&D functions (or because of it), a significant share of firms has a part-time or

sporadic engagement, indicating that many firms do actually realise the importance

of R&D functions and innovation for their performance. Although the sectoral

specialisation of local industry certainly affects the reported figures, we can claim

that in general R&D activity is low, even among the leading firms of our sample.

Formal R&D activity is mainly concentrated in the larger firms, while the smaller

ones are characterised by non-systematic patterns of engagement.

During the last 2 years, the firms in our sample have undertaken some changes

in a number of aspects of their activity in order to improve their competitiveness.

As Table 11 shows, these changes are modest overall and are characterised by

significant variation among different areas of entrepreneurial activity. The most

significant major changes (35% of firms) are in equipment, presumably because

of the investment subsidies provided. Also, a significant share of the firms have

Table 10 Department or personnel engaged in research activity (R&D activities)

All firms Small firms Medium firms Large firms

Yes 23.89 13.51 19.51 40.63

No, but some personnel are engaged

part time

16.81 21.62 12.20 15.63

No, but some personnel are engaged

occasionally, if required

27.43 29.73 29.27 25.00

Nobody 20.35 16.22 26.83 15.63

Nobody in-house, but we cooperate

with external laboratories

11.50 18.92 12.20 3.13

Total 100.00 100.00 100.00 100.00

Source: RIP Thessaly (2008)
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introducedmajor changes in quality control and hygiene policy (a requirement of the

law), in product design and in the introduction of new products. Very few firms have

introduced major changes in marketing, administration, export policy, personnel

training or labour force relations. The great majority of firms that introduced major

changes report that these changes have had a positive impact in their business. Also,

large firms tend to introduce major changes more often than small ones, although the

firms that resist changes the most are those of a medium size (RIP Thessaly 2008).

A significant share of firms, ranging from 30 to 50% of our sample, has

introduced minor changes in the areas of entrepreneurial activity of Table 11 during

the last 2 years. These changes mostly took place in the domain of production rather

that in the softer domains which are, however, the faster changing markets.

Despite significant positive signs of change, it should not escape our attention

that in our selected sample of firms comprising many regional leaders, the majority

of them have not undertaken any change in most domains. For example, despite

their limited competitiveness and poor export performance, the industrial firms of

Thessaly have not introduced any change at all in the domains of marketing (58%),

administration (56%), advertisement (66%) and exports policy (62%). Overall, in

nine out of seventeen domains of entrepreneurial activity, the majority of firms have

made no changes during the last 2 years.

4.7 Innovation Policies

The last question of the survey asks the firms of the sample to make their sugges-

tions for an effective innovation policy in Thessaly from a list of available mea-

sures. Their answers are reported in Table 12. The three most popular policy

Table 11 Changes during

the last 2 years
Major

changes

Minor

changes

No

changes

Production equipment 35.85 36.79 27.36

Quality control 26.17 37.38 36.45

Design of product 25.71 41.90 32.38

Range of products 24.77 48.62 26.61

Hygiene and security policy 21.90 38.10 40.00

Packaging 20.19 28.85 50.96

Kind of products 19.09 38.18 42.73

Marketing 11.11 30.30 58.59

Administration 10.68 33.01 56.31

Advertisement 10.20 23.47 66.33

Export policy 9.71 28.16 62.14

Distribution 7.92 14.85 77.23

Stock management 7.14 30.61 62.24

Personnel training 6.80 40.78 52.43

Finance 5.94 19.80 74.26

Supplies policy 5.77 47.12 47.12

Relations with workforce 4.95 30.69 64.36

Source: RIP Thessaly (2008)
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measures supported by the majority of the firms are: the provision of useful

information (63%), cooperation with universities and research centres (59%) and

investment incentives for clusters (56%). Clearly, this table indicates that the firms

recognise their weaknesses, which are limited specific knowledge, lack of coopera-

tion with the research base of the region and lack of inter-firm cooperation, and they

request regionally based policies that will deal with these factors.

Other policies with significant support from the firms include best practices

transfer from abroad (47%), subsidies for innovative activities (46%), better local

support mechanisms (45%) and the provision of tax incentives for the development

of clusters (44%). It is interesting that all classes of firms rank the requested policies

with the same order, regardless of size.

5 Conclusions and Policy Implications

Since the launch of the “Lisbon Strategy” in the year 2000, and especially after the

reform of the policy agenda in 2005, boosting regional innovation capacity has been

given top priority inNational ReformProgrammes and the newCohesion policy (CEC

2007b). However, most of the Southern European regions score below average in the

Regional Innovation Scoreboard (Hollanders 2007; CEC 2007b) and still have limited

innovative activity. This has raised questions about the ability of the Lisbon strategy to

be implemented in all regions, the effectiveness of the funds and the ability of policies

to generate convergence among the EU regions (Esposti and Bussoletti 2008). In this

respect, studies analysing the innovation environment in Southern Europe can make

important contributions towards the alignment of innovation policies.

The findings of this paper suggest that there are a series of conditions that affect the

innovative performance of peripheral regions and do not allow them to effectively

converge with their more advanced counterparts on the innovation scoreboard.

Table 12 Suggested innovation policies in Thessaly

All

firms

Small

firms

Medium

firms

Large

firms

Provision of useful information 63.48 66.67 60.98 68.75

Cooperation with the Research base of the Region

(UTH, TEI, and RCs)

59.13 66.67 51.22 65.63

Investment subsidies that support clusters 56.52 56.41 48.78 59.38

Best practice transfers from abroad 47.83 53.85 46.34 50.00

Subsidies for innovative activity 46.09 48.72 43.90 50.00

Consultancy services 45.22 35.90 41.46 46.88

Tax incentives that support clusters 44.35 46.15 43.90 50.00

Establishment of an Institute of Entrepreneurship

and Innovation in Thessaly

39.13 35.90 41.46 34.38

Forum of knowledge exchange and knowledge diffusion 38.26 33.33 39.02 34.38

Possibility for cooperation with market leaders 22.61 28.21 21.95 25.00

Brainstorming with specialists 21.74 28.21 14.63 18.75

Issuing of a certificate for innovative enterprises 19.13 25.64 12.20 18.75

Source: RIP Thessaly (2008)
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Firstly, the characteristics of the Greek productive base indicate that many peri-

pheral countries and regionsmaintain a weak industrial base dominated by traditional,

labour- or resource-intensive sectors and small-in-size firms. These two conditions

unfortunately imply low levels of entrepreneurial R&D activity. Secondly, the

national and regional innovation systems are characterised by low levels of public

spending for R&D and a highly centralised and bureaucratic innovation system that

further reduces the effectiveness of limited funds. Thirdly, the analysis of entre-

preneurial behaviour has revealed low levels of cooperation between firms and low

levels of cooperation with the (often promising) research base.

In general, the survey in Thessaly indicates that there are multiple financial,

structural, institutional and cultural constraints that generate an unfavourable envi-

ronment for innovation policies in lagging regions. As a result, the implementation

of the Lisbon Strategy in the European regions cannot follow a more or less uniform

pattern, but it will be characterised by a great variety in means and results.

Despite difficulties and multiple barriers, there is room for policies that will

improve the innovative capacity and performance in lagging regions. First of all,

the Greek experience shows that some countries and regions need to re-organise

and decentralise their innovation systems, giving more power to regional stake-

holders, and to drastically reduce bureaucracy. Nevertheless the decentralisation

processes should be exercised with caution, since regions are competing with each

other and the fight for resources might lead to sub-optimization from a national

perspective.

Secondly, they have to significantly increase R&D funding to levels that over-

time come to approach the EU-average figures. Given the budget difficulties that

many less advanced countries and regions face, this is a more difficult step.

National governments and regional administrations have to convince their consti-

tuencies that R&D funding and innovation policies are not a luxury, but a necessary

ingredient of a successful growth strategy.

Thirdly, the analysis of entrepreneurial behaviour in Thessaly shows that industrial

firms have serious difficulties in cooperating, either because they are competing with

each other, or because they think they have deviant interests, or because of cultural

reasons. Given the small size of these firms, this practice needs to change where

possible, in the spirit of “cooperation in competition”. Targeted policies, carefully

structured investment incentives, tax breaks and campaigns will be required in order

to challenge this deeply embedded entrepreneurial culture of autarky. In this sense,

firms, especially the small ones, need incentives and guidance to cooperate, finding

common grounds of mutual interest. In the absence of internal economies of scale,

they need to seek benefits from external economies of scale in order to improve their

collective efficiency. They also need to improve their cooperation with their regional

research base, as a potential source of solutions for a wide range of technical or

operational problems.

The analysis suggests that a number of characteristics of the productive base

and the prevailing institutional environment in lagging regions often require tailor-

made policies of innovation. At the same time, it is a tempting “learning from

others” practice to look at “success stories” in advanced regions and try to draw
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policy-related lessons. This exercise needs some caution. Policy makers in less

developed regions need to critically assess the EU experience and resist calls to

unconditionally adopt and implement policies successfully applied in advanced

regions, as those regions have a totally different productive, structural, techno-

logical and institutional environment. They are faced with the difficult task of

distinguishing truly “successful policies” from policies in “successful regions”.

The innovation strategies of the less advanced regions need to be utilising the

ingredients of their productive base. To the extent that they have a sectoral focus,

this should include traditional or new sectors that have an important participation in

local employment. Competing with leading European regions in high-tech sectors

that are not available locally may be a strategy of high risk and a possible waste of

limited resources. Innovation policies need to provide solutions to pressing pro-

blems of the productive base and do not always need to have a high-tech character.

Dynamic new sectors in the European South, such as services and tourism can

benefit from innovative actions that are not high-tech solutions, but organisational

advances that improve efficiency and competitiveness.
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Productivity Spillovers, Regional Spillovers

and the Role of by Multinational Enterprises

in the New EU Member States

Marcella Nicolini and Laura Resmini

1 Introduction

There is a widely held assumption that multinational enterprises (MNEs) generate

benefits that spill over to the host economy, resulting in productivity growth.

Several channels foster the diffusion of such spillovers. They include backward

and forward linkages with local firms – through which multinational firms may

encourage the entry and development of more efficient local suppliers and final

goods producing firms (Markusen and Venables 1999), competition and demon-

stration effects (Wang and Blomstrom 1992; Glass and Saggi 2002), as well as

movements of labour force from multinationals to local firms (Fosfuri et al. 2001).

The transmission of spillovers from MNEs to domestic firms, however, is not

automatic; rather, it is affected by several factors, most of which can be summarized

in the concept of distance, broadly defined in order to encompass both the economic

and the geographical dimension. Economic distance concerns relative backward-

ness and absorptive capacity and determines whether and to what extent local firms

eventually benefit from Foreign Direct Investment (FDI)-induced spillovers

(Findlay 1978; Glass and Saggi 1998).1 Geographical distance, instead, affects

the transmission mechanism, reducing the possibilities for indigenous firms located

far from multinational enterprises to reap such benefits. Very recently, the literature

has uncovered that other firm specific characteristics may affect the transmission of

spillovers from foreign to indigenous firms, once controlling for absorptive capacity

and distance. In particular, Nicolini and Resmini (2010) point out to the importance

of indigenous firms’ size and the activity of MNEs as potential factors able to affect
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the type of spillovers generated by foreign firms and indigenous firms’ capacity to

absorb them, not to mention the existence of possible country-specific patterns.2

The lack of automaticness in the transmission of MNEs’ spillovers at firm level,

together with the consideration that spillovers may also be negative,3 make it

significant to examine whether and to what extent FDI spillovers are strong and

systematic enough to have a net positive impact at aggregate levels.

In this paper we analyse empirically this issue. In particular, we ask whether and

to what extent MNEs can enhance productivity in the domestic manufacturing

sectors of three new EU member states, i.e. Bulgaria, Poland and Romania, and

to what extent they foster growth and development at regional level.

The empirical analysis is based on an unbalanced panel with annual information

on more than 40,000 domestic firms and about 10,000 foreign owned firms

operating in Bulgaria, Poland and Romania during the period from 1998 to

2003.4 Our analysis focuses on manufacturing firms only. According to the recent

studies on productivity growth using longitudinal research data, a large proportion

of aggregate productivity growth is attributable to resource allocation, which

mainly occurs within manufacturing sectors (Bartelsman and Doms 2000). More-

over, the latter have been attracting a large number of MNEs since the early of the

transition phase, while FDI flows in either primary or tertiary sectors have been

quite scarce because of strict regulations, and other impediments removed very

recently.

Also the choice of the countries to be included in the study was determined by

the need to control for different degrees of foreign investment penetration and

sectoral composition, in order to rule out the possibility that the observed effects

may depend on FDI (sectoral) intensity only. At the beginning of the transition

phase, Bulgaria, Poland and Romania had very similar technological levels and

2In particular, Nicolini and Resmini (2010) found that MNEs operating in traditional labour

intensive sectors generate intra-sectoral spillovers that accrue to medium firms in Bulgaria, and

small firms in Poland and Romania, while MNEs operating in high-tech manufacturing sectors

generate inter-sectoral spillovers accruing to small firms in all the considered countries and large

firms in Romania. These results suggest that at aggregate level, FDI induced spillovers depend, on

the one hand, on the composition of each manufacturing sector in terms of the average size of

indigenous firms, and, on the other hand, on the industry structure of each region, not to mention

the regional distribution of high and low tech foreign firms within each host country.
3Negative effects arise when the entry of a (foreign) firms into the domestic market increases

competition, and less competitive indigenous firms leave the market.
4These data come from Amadeus database published by Bureau Van Djik, which besides standard

financial information gives also details on several other qualitative and quantitative variables, such

as the structure of the ownership, industry classification, and geographical location within

countries. Only firms whose ownership can be properly identified have been included in the

sample. To this respect, firms with a share of foreign ownership greater than 10% have been

classified as foreign affiliates, while all other firms with a percentage of foreign ownership below

10% have been classified as domestic. Although our sample does not consider the entire population

of firms operating in the considered countries over period, its representativeness is fairly good, as it

is shown in the Appendix.
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managerial skills; despite that, they have followed very different paths towards

open market economy, whereby Poland became a member of the European Union

in 2004, while Bulgaria and Romania had to wait other three years before joining

the EU. During the transition phase, FDI have flown into these countries according

to the pace and the deepness of the structural reforms implemented in each country

included in the sample. Consequently, Poland has rapidly become one of the most

important FDI recipients in the area, while Bulgaria and Romania fail to attract a

substantial stock of foreign capitals, at least till the end of the 1990s. Yet, the

sectoral composition of foreign investments varies across countries according to

their degree of development, with Poland attracting more medium high and high

tech foreign firms than Bulgaria and Romania, which seem to be particularly

attractive for MNEs operating in traditional labour intensive manufacturing sectors

(Pusterla and Resmini 2007).

In order to achieve our research objective we apply key theoretical arguments

concerning FDI induced spillovers and the measurement of externalities with

spatial data. The existing empirical literature concerned with the determinants of

such spillovers has largely ignored spatial correlation effects, despite the fact that

these considerations are vital in modelling externalities, mainly when seeking to

distinguish between local and interregional effects (Driffield 2006).5 This paper is

a first step in filling this gap.6

This integrated approach has several methodological advantages. First, the

consideration of spatial dependence does not only provide additional insights on

the geographical pattern of distribution of FDI spillovers, but it also changes the

quantitative estimates of the marginal effect exerted by MNEs. Positive (negative)

spatial spillovers induce dissemination and feedback effects that may magnify

(reduce) the direct impact of MNEs on productivity growth rates. Therefore,

disregarding spatial dependence may lead to an omitted variable bias and poten-

tially misleading inference on the role played by MNEs in enhancing growth.

Secondly, spatial autocorrelation allows to account for variations in the dependent

variable arising from latent and unobservable variables. Therefore, it can act as

a proxy for omitted variables and properly catch their potential effects. This is

particularly useful in case of new EUmember states, where explanatory variables at

regional and sectoral level are quite scarce.

The rest of the paper is organized as follows. Section 2 describes the method

we use to construct our measures of productivity at aggregate level and its corres-

ponding growth rates. In Sect. 3 the estimated model and the econometric issues

related to it are examined. Section 4 presents our empirical results and Sect. 5

concludes.

5To this respect, Keller (2002), Coe and Helpman (1995) are exceptions.
6Very recently, it has been recognized that spatial dependence may play a role as a determinant of

MNEs location patterns (Bloningen et al. 2007; Coughlin and Segev 2000; Baltagi et al. 2008).
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2 From Firm Level to Regional Level TFP

It is well acknowledged in the literature that MNEs possess both tangible and

intangible assets, including intellectual property, technology, brand names and

copyright as well as human capital embodied in these assets (Markusen 1995;

Feldman 2003; Dunning 1977, 1981). Since knowledge, broadly defined, is embod-

ied in these intangible assets, the ownership of these assets makes foreign firms

a vehicle for the transfer of knowledge and a potential source of productivity

spillovers in the host countries, provided that MNEs can not fully internalise the

value of these benefits.

Productivity spillovers from MNEs may take place when local firms improve

their efficiency by copying technologies of foreign affiliates operating in the local

market, either based on observation or by hiring workers previously trained by the

affiliates. Other kinds of spillovers occur if multinational entry leads to more severe

competition in the host country market and forces indigenous firms to use their

existing resources more efficiently or to search for new technologies. These are

knowledge spillovers in nature and mainly occur when local firms benefit from

the presence of foreign companies in their sector (horizontal spillovers). Finally,

productivity spillovers may also take place, directly or indirectly, because

of linkages between foreign firms and their local suppliers and clients (vertical

spillovers).7

These brief theoretical considerations suggest that in order to learn whether

FDI-induced spillovers are economically relevant, we should estimate the potential

correlation between MNEs and Total Factor Productivity (TFP) at the sectoral and

regional levels. Because official data does not provide this information directly,

we need to estimate it starting from firm-level information.

Typically, plant level TFP is measured using the TFP residual (lno) computed

as the difference between the log of output (lnQ) and the contribution of inputs

(b
0
lnX):

lno ¼ ln Q� b
0
lnX (1)

where (1) represents either the gross output or the value-added production function.

The standard procedure for estimating (1) is to deflate the output or the value-

added variable by replacing the unknown firm price index with the price index of the

industry each firm belongs to (Aitken and Harrison 1999; Olley and Pakes 1996;

Levinsohn and Petrin 2003). However, this solution has been considered not only

imperfect, but mainly inappropriate, because the resulting measures are “contami-
nated by variation in factor prices and demand shocks” (Katayama et al. 2009,

7See Blomstrom and Kokko (1997) and more recently Barba Navaretti and Venables (2004) for an

in depth discussion about FDI-induced spillovers.
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p. 404).8 The consideration that “differentiating between productivity differences and
differences in markups is difficult, if not impossible” (Bartelsman and Doms 2000,

p. 578), together with the observation that estimating a production function in “physi-

cal” terms may be meaningless, unless firms produce a unique homogenous good,

yields us to assume (1) is a two factor Cobb-Douglas (not deflated) revenue function.

Following the approach most commonly used in the recent literature on the

topic, we estimate it by applying the semi parametric estimation technique devel-

oped by Olley and Pakes (1996). This technique takes into account the simultaneity

bias due to the endogeneity of the firm’s input selection, which may arise if a firm

responds to unobservable productivity shocks by adjusting its input choice. This

would imply a correlation between the inputs and the error term which biases

traditional OLS coefficient estimates. Olley and Pakes suggest as a solution to this

problem the use of firm’s investment decisions as a proxy for unobserved produc-

tivity shock.9 By applying this two step procedure on a sectoral base, we obtained

sector-specific labour and capital intensities.10 We then fitted (1) and constructed

the individual error terms, which were the logs of our estimated plant TFP.11

Discrete changes in (1) have been computed as log changes over the period

(Petrin and Levinshon 2005), i.e.:

lnot � lnot�1 (2)

Starting from (2) an aggregate measure of TFP changes may be obtained. In so

doing, a weight ai is applied in order to take into account firm heterogeneity, thus

yielding to the following approximation:X
i
aiðlnoit � lnoit�1Þ (3)

where i denotes the N plants in the sector/economy. For ai, Tornqvist (1936)

suggests averaging beginning and ending period shares in total output:

8Taking advantages of two unique panel-data samples which include information on firm price

indexes, Mairesse and Jaumandreu (2005) demonstrate that the elasticities of factors of production

included in a simple Cobb-Douglass production function vary more with the estimation procedures

than with the particular specification of the production function equation, being the latter a real

output function, a revenue function deflated either by individual prices or industry price, and a not

deflated revenue function. Therefore, the omitted variable bias claimed by other scholars seems to

be negligible.
9This implies that firms with zero or negative investment can not be considered when estimating

input coefficients. Alternatively, Levinsohn and Petrin (2003) suggest that material inputs can be

used as a proxy for the firm’s reaction to productivity shocks.
10Two sectors, namely manufacturing of refined petroleum products (NACE 23) and recycling

(NACE 37), were excluded because the small number of firms operating in these sectors made it

impossible to apply the Olley and Pakes procedure.
11In so doing we recover the information on productivity of firms active in period t but with zero

investments. In fact, omitting plants with zero investment would have meant omitting plants with

low or declining productivity, thus introducing a sample bias in the next steps, i.e. the construction

of an aggregate TFP measure and the analysis of the impact of FDI spillovers on it.
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ai ¼ sit þ sit�1

2
.12 A principle feature of this approximation is that it allows to group

plants in any subaggregates without affecting the measure of aggregate TFP

growth. Given the structure of our databases, we consider three subgroups of

firms, i.e., continuing firms, exiting firms and entrants. The former are all active

within the period studied, therefore TFP changes and shares can be observed both in

t and t� 1. Exiting (entrant) firms, instead, contribute to aggregate TFP from t� 1

to the time they exit (from the time they enter to t). Therefore, we can not observe

either shares or TFP levels in t and t� 1, respectively. As suggested by Petrin and

Levinshon (2005), averaging shares is a good way to minimize potential errors,

while missing information on TFP levels can be forecasted using values of lno
observed immediately after (before) the entry (exit). Therefore, our measure for

aggregate TFP changes assumes the following form:

Ot�1;t ¼
X

i2C
sit � sit�1

2
lnoit � lnoit�tð Þ þ

X
i2E

sit
2

lnôit � lnoit�tð Þ

þ
X

i2X
sit�1

2
lnoit � lnôit�tð Þ (4)

where C indicates continuing firms, E entrant firms and X exiting firms.

We use (4) to retrieve TFP changes in 21 manufacturing sectors in 30 NUTS II

regions13 belonging to Bulgaria, Poland and Romania over the period 1998–2003.

Eventually we end up with 630 observations. In the econometric section we explore

the role MNEs can play as a determinant of these changes.

3 Model Specification

This section presents and discusses the empirical specification used in this study.

We specify a regression equation (log form) as follows:

DTFP03;98
sr ¼ a0 þ b1TFP

98
sr þ b2LQ

98
sr þ b3size

98
sr þ b4MNE98

sr þ
þ b5TRADE

98
s þ b6ðTRADE98

s � LQ98
sr Þ þ b7DPPI

03;98
s þ b8HR

98
r þ esr

(5)

According to which the growth rate of TFP of sector s in region r over the

1998–2003 period (DTFP03;98
sr ) is expressed as a function of a number of sectoral

and regional characteristics measured at the beginning of the period in order to

12This approximation is preferred by a number of scholars. See Petrin and Levinshon (2005) for an

in-depth discussion of the advantages of this approximation with respect to other possible

aggregations available in the literature.
13Several studies have emphasized that the transition process yields to both regional and sectoral

changes. These studies belong to an emerging body of literature focusing on regional performance

following transition, i.e. detecting loosing and winning regions (Traistaru et al. 2003).
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minimize possible endogeneity problems. Sectoral characteristics, always

measured at regional level, include the initial level of TFP (TFP98
sr ), the relative

concentration of the sector, measured by the location quotient (LQ98
sr ), the average

size of firms (size98sr ), a measure of MNE activity (MNE98
sr ), whose construction will

be discussed below, a measure of trade openness ðTRADE98
s Þ, obtained as the ratio

of exports and imports over the output of the sector. This measure has been then

interacted with the location quotient ðTRADE98
s � LQ98

sr Þ in order to give it a regional
dimension that would otherwise be impossible to obtain. Finally, we consider the

variation of the production price index (DPPI03;98s ) in order to understand the role

played by the price component in TFP changes, thus (partially) correcting for

possible measurement errors in the construction of the dependent variable.

Regional characteristics include the human capital endowment, proxied by

the human resources devoted to science and technology activities (HR98
r ) while

a0 is the constant and esr the error term.14

Existing literature is the basis for justifying (5). Technology diffusion models

emphasize the importance of either absorptive capacity, that is, the ability of a

country/region to adopt foreign technology for use in the domestic markets (Findlay

1978), or human capital in productivity growth (Nelson and Phelps 1966; Benhabib

and Spiegel 1994). We use the initial level of TFP and the human resource variable

to capture these effects. New technologies are diffused through a variety of chan-

nels, the most important of which are international trade and MNEs (Coe and

Helpman 1995; Xu 2000; Xu and Wang 1999; Keller 2002). Finally, the findings

that firms geographically clustered are more productive because of agglomeration

economies (Henderson et al. 2001) justify the inclusion in the set of the explanatory

variables of the location quotient, a traditional measure of industry concentration.

The measurement of inward investments that are used as potential sources of

externalities are foreign firms’ shares in sector s and region r’s total employment

(Ef
sr

P
s Esr

�
) weighted by the importance of the sector as a client/supplier of all

other manufacturing sectors, itself included, as indicated by the input-output

tables.15 We thus end up with the following four measures for MNEs:

14The initial level of TFP, the relative concentration of each manufacturing sector and the average

size of firms are drawn from the Amadeus database. Imports, GDPs at sector levels, Production

price indexes as well as information on human resources devoted to science and technology at

regional level come from Eurostat.
15We use the latest available national Input–Output tables at two digit level for each country. This

strategy implies that supplier and client relationships occur within sectors as well. This is not

unrealistic, given the level of aggregation we work with. This concept can be clarified if we

consider the following two sub-sectors, i.e. cotton fibres and cotton fabrics. Although they reflect

different stages of the same production chain, these two sub-sectors belong to the same two digit

manufacturing sector, i.e. textiles (Nace 17). We are aware that this specification did not allow us

to fully capture intra-sectoral spillovers, which also stem from foreign activity taking place at the

same production stage as domestic firms. These spillovers derive from imitation and/or demon-

stration effects, as well as from personnel training and mobility. However, it is likely that

multinational firms try to minimize them, because they involve the transmission of specific

knowledge to their local competitors (Haskel et al. 2007).
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MNE for98sr ¼ ass � Ef
srP
s Esr

(6)

MNE for98k 6¼s;r ¼
X

k 6¼s
ask � Ef

krP
k Ekr

(7)

MNE back98k 6¼s;r ¼
X

k 6¼s
osk � Ef

krP
k Ekr

(8)

MNE back98sr ¼ oss � Ef
srP
s Esr

(9)

Equations (7) and (8) measure foreign firm penetration in upstream and

downstream industries, thus accounting for forward and backward linkages, respec-

tively. ask(osk) is the share of sector k output (input) that is supplied (sold) to sector s,
as indicated by the input-output tables. Equations (6) and (9) have the samemeaning

as (7) and (8), respectively, but refer to foreign firms operating in the same sector

(and region).

3.1 Econometric Issues

Within the approach outlined here three potential econometric issues may arise:

multicollinearity among the explanatory variables, endogeneity between FDI

spillovers variables and the dependent variable and spatial autocorrelation.

Two reasons suggest the presence of multicollinearity. Primarily, manufacturing

sectors are strongly interrelated, as indicated by the input-output table.16 This

implies that (6)–(9) can not be included directly in (4). Therefore, we estimate the

effects of downstream MNEs on TFP changes separately from those of upstream

MNEs. Secondly, MNEs might be very sensitive to a number of variables included

on the right hand side of (4), namely the initial level of TFP, the degree of relative

concentration and openness of the manufacturing sector they belong to, and the

human resource endowment of a region, as suggested by previous empirical studies

on FDI location in transition countries (Campos and Kinoshita 2003; Resmini 2000;

Pusterla and Resmini 2007). In order to avoid severe multicollinearity problems,

we first regressed the MNE variables on the other explanatory variables and then

used the residuals of these regressions as a proxy for MNEs in (4).17

16According to input–output tables, each sector has at the same time both client and supplier

relationships with other manufacturing sectors; the degree of intensity of these relationships is

often very similar.
17Residuals, by definition, are the portion of the variation of the dependent variable not explained

by the explanatory variables. Thus, in our case, they pick up the effects of FDI not related to the

other explanatory variables on changes in TFP proxy.
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Concerning endogeneity, we can not exclude a priori that inward FDI is

co-determined with productivity spillovers. Theoretically, foreign firms are

attracted to industries and locations where there is potential for significant produc-

tivity improvements. We think that it is perhaps unlikely in transition countries, and

the reverse regression supports this hypothesis.18

There are numerous approaches to spatial correlation. According to the relevant

literature (see among many Anselin 2003; Le Sage 1998; Elhorst 2003) they can be

classified into two broad groups, namely the spatial error models (SEM) and the

spatial lag models (SAR). In the former, spatial dependence is restricted to the error

term, which would have the following form:

esr ¼ lWesr þ msr

esr ¼ ðI � lWÞ�1msr
(10)

where l is the parameter indicating the extent of the spatial correlation between

the errors,W is the squared matrix defining the distance among regions, and m is an

i.i.d. error component.

Spatial lag models, instead, assume that spatial dependence occurs through the

dependent variable. This implies that TFP changes in one sector and region depend

on a weighted average of TFP changes in neighbouring regions, in addition to the

explanatory variables already identified. In order to account for this second form of

spatial dependence, the set of the explanatory variables should also include the

spatially lagged dependent variable, i.e. rWDTFP03;98
sr where r is the parameter

indicating the extent of the spatial dependence.

In both cases, the spatial weights, i.e. the elements of the matrix are proportional

to the inverse of their bilateral great circle distance. By convention, the matrix has

zero on the main diagonal and it is row standardized, so that it is relative and not

absolute distance that matters. In formulas:

w�
ij ¼ d�1

ij

w�
ii ¼ 0

wij ¼ w�
ij

X
j
w�
ij

. (11)

The estimation of (4) by OLS would result, in the first case, in unbiased but

inefficient estimates, and in the second case in biased and inconsistent estimates.

Instead, both models can be estimated using maximum likelihood (Anselin 2001).

Specific tests (LM tests) help in choosing the right specification for spatial dependence.

18See the appendix for further details.
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4 Empirical Findings

Table 1 shows the results for various specifications used in order to explore the

existence and the nature of spatial dependence. Column (1) reports the results of the

OLS estimation, while columns (2) and (3) the results of spatial lag and spatial

error model, respectively. Columns (4) and (5) present the results of the spatial error

model estimates with spatial fixed effects and sectoral fixed effects. The upper

panel of the table shows estimates with a measure of MNEs in upstream

manufacturing sectors, while the impact of MNEs in downstream sectors is

shown in the lower panel of the table.

Spatial diagnostics are provided at the end of each of the columns. In the first

column, we report two tests for spatial dependence: the Moran’s I test, and the

Lagrange multiplier (LM) tests for spatial dependence in OLS residuals.

The Moran’s I statistic for regression residuals is a general test for detecting spatial
dependence, but it does not allow us to discriminate between spatial dependence

and spatial error models. The statistics are significant at the 1% level in both

specifications, indicating that we can reject the hypothesis of spatial independence.

However, the LM lag and error tests are both significant, while the robust forms are

not. For that reason, we estimate both the spatial lag and the spatial error models.

Results are shown in columns (2) and (3) respectively. On the base of these results,

the spatial error model seems to be the most appropriate, as confirmed by the R2, the

log likelihood, the BIC and AIC tests, which are all better in the SEM than in

the SAR specification.

Our results indicate that changes in aggregate TFP are positively affected by

MNEs operating in the same manufacturing sectors, but not by MNEs operating

in complementary manufacturing sectors. This result holds for MNEs operating in

both upstream and downstream sectors. It is also apparent that the presence

of spatial dependence magnifies the impact of MNEs, as indicated by the magni-

tude of the coefficients, which are larger in the spatial error model than in the

OLS model. This effect is more marked when MNEs operate in downstream

sectors.

Although the other regressors are not directly concerned with the objective of

this paper, they deserve some discussion. In particular, our results show that TFP

changes respond positively to human resources devoted to science and technology

activities, the average size of firms belonging to the sector, and, as expected, the

variation in production price indexes.19 This implies that regions’ performance

can be enhanced by improvements in the endowment of human capital, and by

increasing the size of local firms. Changes in aggregate TFP, instead, seem to be

independent from the relative specialization and the degree of openness of regions.

The insignificance of the coefficients of these variables may indicate that local firms

19As discussed in Sect. 3, this variable has been included in order to correct possible error

measurement in the dependent variable, which relies on nominal values.
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Table 1 Estimation results: OLS vs. spatial models

OLS SAR-Pool SEM-Pool

coeff. t-stat coeff. t-stat coeff. t-stat

MNEs in upstream sectors
Costant �0.731** �2.40 �0.763** �2.54 �0.674** �2.23

TFP level �0.001 �0.05 �0.003 �0.32 �0.007 �0.66

Human resources 0.254*** 2.91 0.248*** 2.870 0.283*** 2.66

Avg size 0.027** 0.32 0.025** 2.21 0.026** 2.18

Var PPI 0.144** 2.47 0.132** 2.29 0.142** 2.24

Openness* LQ 0.15 0.28 0.010 0.19 0.004 0.07

LQ 0.45 1.13 0.047 1.19 0.052 1.31

Openness �0.066 �0.74 �0.057 �0.64 �0.065 �0.64

MNE same sect 0.027* 1.81 0.026* 1.83 0.030* 1.89

MNE other sect 0.015 1.15 0.017 1.31 0.017 0.26

Rho 0.23*** 4.13 0.24*** 4.37

Lambda

n. obs 630 630 630

R squared 0.042 0.041 0.055

Adj. R suqared 0.028 0.027 0.041

Log likelihood �322.25 �322.09

AIC 664.19 664.19

BIC 708.65 708.65

Moran I 3.08***

LM (error) 6.54**

Robust LM (error) 0.77

LM (lag) 6.51**

Robust LM (lag) 0.05

MNEs in downstream sectors
Costant �0.734** �2.42 �0.760** �2.54 �0.64** �2.22

TFP level �0.022 �0.22 �0.005 �0.46 �0.008 �0.76

Human resources �0.253** 2.89 0.245*** 2.84 0.241*** 2.80

Avg size 0.027** 2.34 0.025** 2.24 0.026** 2.20

Var PPI 0.144** 2.49 0.133** 2.33 0.144** 2.29

Openness* LQ 0.011 0.21 0.007 0.13 0.002 0.04

LQ 0.046 1.15 0.048 1.20 0.052 1.31

Openness �0.066 �0.73 �0.055 �0.62 �0.062 �0.62

MNE sanie sect 0.024* 1.85 0.025* 1.94 0.030** 2.10

MNE other sect. 0.021 1.48 0.021 1.47 0.021 1.32

Rho 0.233*** 4.12 0.234*** 5.39

Lambda

n. obs 630 630 630

R squared 0.043 0.042 0.056

Adj. R suqared 0.029 0.028 0.042

Log likelihood �321.92 �321.65

AIC 663.84 663.29

BIC 708.31 707.75

Moran I 3.15***

LM (error) 6.73***

Robust LM (error) 0.27

LM (lag) 6.45**

Robust LM (lag) 0.00

*, **, *** indicate significance level at 10, 5, and 1% respectively
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are not efficient enough to generate agglomeration forces able to positively affect

regions’ productivity, as well as to compete successfully on the international

markets.20

In order to account for spatial heterogeneity, we include variable intercepts

representing the effect of the omitted variables that are peculiar to each region.

Results are shown in Table 2. To test the validity of the relaxation of these

restrictions (i.e. if dummy variables should be introduced into the model) the F

test has been performed. It allows us to reject the null hypothesis that the restricted

and unrestricted specifications are the same. When regional fixed effects are

considered, both intra and inter-sectoral spillovers become significant at the con-

ventional levels, though the latter are weaker than the former. The position of the

MNEs in the production value chain (i.e. upstream or downstream) does not seem to

affect the transmission of spillovers. Finally, the restrictions are relaxed for sectoral

dummies too, and the complete unrestricted model is estimated (Table 2). In this

Table 2 Estimation results: spatial panel fixed effects

MNEs in upstream sectors MNEs in downstream sectors

SEM spatial FE SEM all FE SEM spatial FE SEM all FE

coeff. t-stat coeff. t-stat coeff. t-stat coeff. t-stat

TFP level 0.003 0.28 0.004 0.35 0.000 0.02 0.002 0.15

HRST – – – – – – – –

Avg size 0.029** 2.54 0.032*** 2.83 0.030*** 2.64 0.32*** 2.85

Var PPI 0.598** 3.85 0.600*** 4.09 0.624*** 3.99 0.649*** 4.45

Openness* LQ �0.039 �0.74 �0.036 �0.68 �0.041 �0.77 �0.033 �0.63

LQ 0.077** 1.96 0.074* 1.9 0.075* 1.92 0.072* 1.85

Openness �0.002 �0.019 0.022 �0.19 0.006 0.05 �0.008 �0.07

MNE same sect 0.049** 2.67 0.058*** 2.86 0.045*** 2.77 0.072*** 3.96

MNE other sect 0.046** 2.4 0.056*** 2.67 0.049** 2.32 0.052** 2.04

Spat. Autocorr

coeff.

0.26*** 2.74 �0.30*** �2.80 0.25*** 2.73 �0.034** �2.54

Test F on fixed

effects

F[38, 592]¼ 1.47*** F[58, 572]¼ 0.25 F[38, 592]¼ 2.05*** F[58, 572]¼ 0.13

n. obs 630 630 630 630

R squared 0.14 0.18 0.14 0.19

Adj. R suqared 0.08 0.11 0.08 0.11

Log likelihood �511.78 �493.26 �511.57 �490.87

AIC 1,040 1,025 1,039 998

BIC 1,075 1,038 1,074 1,033

*, **, *** indicates significance level at 10, 5, and 1% respectively

20The insignificance of the coefficients of the openness variable may also be explained by a

complementary relationship between trade and FDI. This implies that the degree of openness of a

region is already captured by the presence of foreign enterprises. A spurious correlation may also

affect the specialization variable and the average size of firms: the larger the size of the firms, the

more concentrated is the sector.
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case, however, the test F is not significant; therefore the constraint of not including

sectoral dummies is valid.21

5 Summary and Conclusions

This paper has empirically analysed whether and to what extent multinational

enterprises were able to enhance productivity in the domestic manufacturing sectors

of three new EU member states, i.e. Bulgaria, Poland and Romania, and in so doing

foster growth and development at the regional level. In order to achieve this

research objective we applied theoretical arguments concerning FDI-induced

spillovers with issues related to the measurement of externalities with spatial

data. The previous empirical literature concerned with the determinants of such

spillovers has largely ignored spatial correlation effects, despite the fact that these

considerations are vital in modelling externalities. This paper has contributed to

fill this gap.

Overall, our results, based on panel data estimation, support the role played by

FDI as a vehicle for technology transfer, and its relationship with productivity

growth. More specifically, we found that spillovers from MNEs occur both within

and across complementary manufacturing sectors at regional level. The latter,

however, are less significant than the former in almost all specifications, indicating

that intra-sectoral spillovers are more robust than inter-sectoral spillovers.

Besides MNEs, there are other characteristics of sectors and regions that enable

or affect changes in aggregate TFP. In particular, we found that relatively concen-

trated sectors with large firms in regions well endowed with human capital enjoy

higher TFP growth rates. Spatial autocorrelation does exist in all countries, and

seems to work through omitted variables with a spatial dimension, as indicated by

diagnostics tests on spatial autocorrelation in the error term.

The use of spatial econometric techniques in the analysis of FDI-induced spil-

lovers has enabled this study to provide useful insights into the linkages between

FDI and regional economic development. The research could be further developed

by considering also non manufacturing FDI for comparative purposes, together

with the resultant implications for regional development and FDI promotion poli-

cies by national and regional governments. These refinements would help first to

focus on potential trade-off between manufacturing and non-manufacturing FDI

in enhancing regions’ productivity and, secondly, to better assess the effectiveness

of regional FDI promotion policies. The presence of positive spatial spillovers

make irrelevant the location of foreign firms within a country, given that

FDI-induced spillovers may cross regions’ borders, and affect productivity of

21The poor explanatory power of specification (4) may be explained by the fact that sectoral

heterogeneity is already captured by explanatory variables; therefore, adding sectoral fixed effects

may generate multicollinearity problems that worsen the goodness of fit of the model.
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neighbouring regions. This suggests, on the one hand, that national FDI promotion

policies may also play a role in promoting increased linkages between FDI inflows

and regional economic development; on the other hand, it casts some doubts on the

efficiency of regional FDI promotion policies, given the incentive of regions to free

ride on the efforts of other regions in attracting MNEs.

Appendix

Table A.1 Representativeness of the sample: distribution of manufacturing employment

By region By sector

1998 0.89 (p> 0.000) 0.89 (p> 0.000)

2003 0.97 (p> 0.000) 0.72 (p> 0.000)

Correlation with official data (EUROSTAT)

Table A.2 MNEs vs. TFP changes: the reverse regression

Estimated coefficients for TFP changes

(1) (2)

coeff. t-prob. coeff. t-porb.

Dep. Var.

MNE_forw same sect 0.184 0.1033 0.177 0.1083

MNE_forw other sect 0.076 0.5542 0.08 0.5104

MNE_back same sect 0.198 0.1223 0.191 0.1277

MNE_back other sect 0.107 0.3678 0.133 0.2613

OLS estimates (1) includes all the other regressors, while specification (2) includes as exogenous

variable TFP changes only
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Determinants of Entry and Exit:

The Significance of Demand and

Supply Conditions at the Regional Level

Jenny Grek, Charlie Karlsson, and Johan Klaesson

1 Introduction

Today there is an extensive research literature on entrepreneurship and firm demog-

raphy. However, even if many studies have identified substantial and persistent

variations in entrepreneurship rates across regions in a variety of countries (Georgellis

and Wall 2000), most attempts trying to explain entrepreneurship variations have

been restricted to industry determinants (Arauzo-Carod and Manjón-Antolı́n 2007).

As a matter of fact, location factors are neglected in most studies trying to explain

variations in entrepreneurship.1 This is astonishing, since there are studies, which

show that location factors matter.2 There are numerous examples of location factors

that might explain spatial variations in entrepreneurship in the literature on regional

economics and economic geography including institutional framework, size of

region, industrial and firm structure, in-migration, demand growth, employment

specialization, unemployment rates, educational level, university R&D, the availabil-

ity of financing, and population density. However, our understanding of the empirical

structure of the regional variations in entrepreneurship as well as the underlying

theoretical explanations is still incomplete. Thus, “the economics literature on

regional dimensions of entrepreneurship looks ripe for further investigation and

extension” (Parker 2004).3 In a similar manner, Audretsch and Feldman (2004)
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2See, e.g., Reynolds et al. (1993), Audretsch and Fritsch (1994), Garofoli (1994), Guesnier (1994),

Malecki (1993), Saxenian (1999), Fotopoulos and Spence (1999, 2001), Berglund and Br€ann€as
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remark that the life cycle of spatial units, such as agglomerations, clusters and regions,

with regard to the role of entrepreneurship is a relatively unchartered area.

A better understanding of the drivers of entrepreneurship is important, since many

authors assume a relationship between entrepreneurship and growth at both the

national and the regional level (Plummer and Acs 2004; Fritsch and Mueller 2004;

van Stel and Storey 2004; Audretsch et al. 2006).4 It is imagined that the continual

entry and exit of firms and plants is a necessary condition for regional growth. The

entry of new firms and plants tend to be connected with productive innovation, i.e. the

introduction of new or improved products and/or production methods (Baumol

2002). The entry of new actors in the market place increases competition and forces

incumbents to become more effective, i.e. to increase their productivity, move to

another region or to go out of business. Thus, when new innovative firms enter, some

existing businesses are displaced in a process of creative destruction (Schumpeter

1934; Robinson et al. 2006). However, far from all, entry of new firms generates

entrepreneur-driven Schumpeter-type creative destruction (Manjón-Antolin 2004).

Instead, new firm formation is a heterogeneous phenomenon where innovative

entrepreneurs are mixed with more normal entrepreneurs in the form of passive

followers, over-optimist gamblers and people trying to find an alternative to unem-

ployment (Vivarelli 2007). Cabral (2004) even claims that most entrepreneurial

ventures are “entry mistakes”. However, there seems to be a considerable consensus

that entrepreneurship plays a critical role for the introduction of radical innovations.

However, disregarding the large diversity of entrepreneurial ventures, entre-

preneurship has been identified by many authors as an important driver for

economic growth, competitiveness and job creation (Thurik and Wennekers 2004;

Friis et al. 2006), even if there are authors, such as Acs and Storey (2004), who claim

that the evidence remains inconclusive. However, Karlsson and Nystr€om (2007)

present a survey of empirical studies since 1996 of the relationship between entre-

preneurship and productivity, employment and economic growth that shows that two

thirds of the studies find a significant positive relationship.

The focus in this paper is how the conditions for entrepreneurship vary between

regions. Our starting point is the functional region approximated by the commuting

region. Our prime motivation for this is that the functional region for almost all

businesses makes up their home market but also offers most of the supply conditions

in terms of labour, business services, infrastructure, that are critical for both the start-

up of firms and for the efficient operation of firms. Since both the market and the

supply conditions vary with the size of functional regions, we have strong reasons to

believe significant variations in the entry and exit of firms between regions of different

size but also differences in terms of the sectoral composition, the size distribution, of

entering and exiting firms. A better understanding of how and why the entry and exit

of firms vary between different functional regions is important as a knowledge base to

develop regional policies that support the entry and exit of firms in regions of various

4Already Chinitz (1961) argued that the existence of many small firms and a culture of entre-

preneurship could explain why New York was much more successful than Pittsburgh.
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sizes. Since the background conditions vary with the size of functional regions so

must the regional policies that directly and indirectly are targeted at supporting the

entry and exit of firms to stimulate regional economic growth.

The theoretical and empirical literature gives a strong support to the idea that the

agglomeration of population and jobs in large urban regions offers favourable

incubator conditions for creative entrepreneurship and innovation (Hoover and

Vernon 1959; Thompson 1968; Leone and Struyck 1976; Pred 1977; Davelaar

1991) and has a positive effect on the location of firms and entrepreneurship

(Hansen 1987; Guimarães et al. 2000; Figueiredo et al. 2002). The clustering of

economic activities in a geographical space (Audretsch and Feldman 2004; Porter

1998) suggests that there are positive agglomeration economies influencing the

location of new firms and that these economies may compensate for the negative

effects in terms of higher rent, and wage costs in agglomerations and of potential

competition from incumbent firms located in the agglomeration. However, earlier

studies use administrative regions rather than functional regions as their spatial

units. We claim that a better understanding of the role of size of regions can be

achieved if the empirical analysis is based on functional regions. We also claim that

incomes are a better measure of size than either population or jobs, since they

represent a measure of the potential market demand in different regions. Further-

more, this potential market demand can for each locality within a functional region

be divided into three components: the intra-locality, the intra-regional, and the

inter-regional demand potential, respectively. This offers an opportunity to high-

light the relative importance of these three demand (¼size) measures in general for

entrepreneurship as well as for entrepreneurship in different sectors.

The purpose of the current paper is to analyse the theoretical arguments as to why

large regions generally should generatemore entrepreneurship and empirically analyze

the role of regional size in explaining variations in total entrepreneurship and entre-

preneurship in different sectors across functional regions using data from Sweden.

The paper is organized as follows: In Sect. 2 we present our theoretical frame-

work and our hypotheses. Our empirical approach and our data are presented in

Sect. 3. The empirical analyses are performed in Sects. 4 and 5 provides the

conclusions.

2 Regional Size as a Stimuli for Formation

of New Firms: The Theoretical Arguments

The variations in entrepreneurship between large and small functional regions are

related to variations in on the one hand, demand conditions and, on the other hand,

supply conditions. Regional variations in demand conditions, in terms of regional

market potential and regional demand for new products, generate spatial variations

in entrepreneurial opportunities. On the supply side, there are similar differences

between regions of different sizes in the number of economic agents with a capacity

to discover, create and exploit entrepreneurial opportunities due to differences in
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educational achievements, work experiences, networks and so on. On the supply

side there are also variations between regions of various sizes as regards conditions

such as the knowledge base, information supply, industrial structure, company

structure, supply of inputs and producer services, supply of financial services and

capital, infrastructure supply. At an aggregated level the differences in demand and

supply conditions between regions of different size create differences in the

agglomeration economies offered by different regions.

The interest in the effects of agglomeration economies goes back at least to

Marshall (1920), who identified three types of external economies: a common

labour market, information spillovers, and the development of specialised input

suppliers. However, it was Ohlin (1933), who by his classification of agglomeration

economies illustrated how individual firms and thus potential entrepreneurs are

affected by being localised to regions of varying size5:

l Internal economies of scale associated with the production function of the firm.

Since many products are distance-sensitive or have high geographical transac-

tion costs, the size of the regional market is critical for many firms to be able to

reach a break-even and make a profit.
l Location economies, which are external to the individual firm but are derived

from the size of its industry in the region where it is located.
l Urbanisation economies, which are external to both the firm and its industry, and

which are dependent upon the size of the total regional economy.
l Inter-industry linkages of input-output type where proximity to input suppliers

reduces the price of inputs due to scale advantages and reduced transport costs.

These factors explain why entrepreneurs may choose to locate in large urban

regions, and accept increased land and labour prices, in situations where simple

location analysis would suggest a decentralised location. However, the localisation

and urbanisation economies are in principle static concepts. If we ask about the

spillovers entrepreneurs look for we need to turn to the dynamic version of the

localisation economies, i.e. the Marshall-Arrow-Romer’s (MAR) and Porter’s

theories of specialisation, and the dynamic version of urbanisation economies,

i.e. Jacobs’ theory of diversity (Glaeser et al. 1992). The MAR’s and Porter’s

theories stress that the industrial specialisation of urban regions is the most impor-

tant source of spillovers, an attractor for entrepreneurs in the same industry. Jacobs,

on the other hand, claims that the most important spillovers come from outside the

industry with industrial diversity being an attractor for entrepreneurs. Henderson

et al. (1995) show that the importance of the two types of spillovers varies between

industries. Regarding manufacturing industry, they find that diversity doesn’t really

matter. However, the diversity of an urban region attracts new industries and more

particularly high technology industries. In the sequel, we discuss in more detail how

agglomeration economies in general and urbanisation economies in particular

influence entrepreneurial behaviour.

5A similar classification of agglomeration economies has been provided by Hoover (1948).
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2.1 Entrepreneurship and Regional Variations
in Demand Conditions

The best opportunities for entrepreneurial initiatives are offered by functional

regions, which combine a large home market with a high accessibility to markets

in other regions, i.e. large functional regions. Generally speaking, the larger the

functional region, the higher the per capita income. Entrepreneurs that make start-

ups in large functional regions may take advantage of close proximity to a concen-

tration of (potential) customers, i.e. of purchasing power, which of course can be

other firms.

Under certain conditions, entrepreneurs may grab incumbents’ market share if

they locate near them (Hotelling 1929). Admittedly, this gain may be short-lived if

more entrepreneurs enter, or if incumbents react to this unwanted competition.

When the competition in the product market is imperfect, geographical proximity

increases competition in the product market (Fujita et al. 1999), which implies that

entrepreneurs may suffer from proximity to firms offering similar products, in

particular if the demand is thin. However, when there is a demand for variety

among customers, large regions always offer entrepreneurs a greater possibility to

successfully launch a new product.

A third motive for entrepreneurs to locate start-up firms in large functional

regions may be more long-term. Entrepreneurs may choose to locate in a large

functional region because they are more likely to be better exposed to customers.

The underlying reason is that searching is costly for customers who, ceteris paribus,
prefer to minimize search cost by purchasing in areas of concentrated (and varied)

supply. This is particularly relevant in product markets with discerning potential

customers with specific demands and requirements, who wish to search and inspect

before purchasing. Such product markets are to a high extent concentrated in large

functional regions. It is these regions, which host the most demanding customers in

the form of company headquarters, R&D and product development units of large

companies as well as other advanced establishments, such as research universities,

university hospitals, R&D institutes, and specialised R&D firms.

A fourth advantage for entrepreneurs of locating in large functional regions is

the positive information externality in such regions, through which individual

(potential) entrepreneurs receive signals about the strength of the regional demand

by observing the successful trades of incumbent firms. Such observations also

provide information about varieties of existing products, which also might trigger

the development of new varieties that might be complements or substitutes to

existing product varieties. One further advantage for an entrepreneur of a location

in a large functional region might be the signalling effect to potential customers in

the form of an indication or image of quality.

A sixth advantage for entrepreneurs to locate in large functional regions is risk

reduction (Mills and Hamilton 1984). To the extent that fluctuations in demand are

imperfectly correlated across customers, demand can be stabilized since some

customers are buying while others are not. Finally, when an entrepreneur chooses
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a location in a large functional region, he can expect a local economic milieu of

qualified and demanding customers, which is important for entrepreneurs engaged

in innovation processes and product development.

2.2 Entrepreneurship and Regional Variations
in Supply Conditions

Onthesupply side, theregionaleconomicmilieu (including its culture, knowledge-base,

and attitudes to businesses) often appears to act as a critical success factor for

new forms of entrepreneurship (Camagni 1991). Large functional regions offer

advantages to entrepreneurs in terms of knowledge flows that are particularly

important when the product and/or process knowledge is complex and perhaps

tacit in nature (Jaffe et al. 1993; Karlsson and Manduchi 2001). Tacit knowl-

edge, which is vital to found new firms, is best communicated informally

through frequent face-to-face interactions, hence the importance of the proximity

offered by large functional regions. Major research universities and research

laboratories are normally located to large functional regions. This implies that

these regions offer a larger and more varied knowledge base for potential

entrepreneurs to draw upon (Audretsch et al. 2006).

A special type of information externality accrues to potential entrepreneurs from

observing a large number of successful incumbents in large functional regions,

i.e. there is large potential for product and production knowledge to spill-over in

large regions.6 This implies that the start-up rate for each industrial sector should

increase with the existing density of firms in each sector. Large and dense regions

offer physical proximity, which facilitates the integration of multi-disciplinary

knowledge that are tacit and therefore person-embodied rather than information-

embodied as well as allowing the rapid decision making needed to cope with

uncertainty (cf., Patel and Pavitt 1991). Due to urbanisation economies, these

regions also offer diversity, that is, economies of scope, in information, skills,

knowledge, competence, producer services, and other inputs, which are crucial for

innovative entrepreneurial processes. Furthermore, they offer advantages in terms of

access to a large pool of well-educated and specialized labour (Marshall 1920),

particularly specialized workers in accounting, law, advertising and different tech-

nological fields.7 This is partly a result of the fact that most leading higher education

institutions are located in large functional regions. This reduces the costs of starting-

up and expanding new businesses (Krugman 1993). It probably also leads to a higher

6We thus have a spatial version of the so-called “knowledge spillover theory of entrepreneurship”

(Audretsch and Lehman 2005).
7Florida (2002) has suggested that creative capital rather than human capital is the source of

entrepreneurship and economic growth in regions.
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proportion of high-quality start-ups but may also be an important success factor for

new firms following the start of operations.

Large, densely populated functional regions are also conducive to a greater

provision of non-traded inputs, i.e. their service infrastructure is more developed.

These regions provide these inputs both in greater variety, with a higher degree of

specialization at lower costs (Krugman 1991a, b). This implies that entrepreneurs

that start firms in large regions can take full advantage of all potential substitution

possibilities inherent in available production functions, i.e. taking full advantage

from outsourcing of functions and activities. One special aspect of the greater

provision of non-traded inputs is the larger and more varied supply of financial

services in large regions. Risk capital investors prefer to locate in large urban

regions since they try to lower their risks by investing in several new projects and

by keeping hands on relationship with the entrepreneurs and their new companies,

which demands geographical proximity and frequent face-to-face interactions

(Thornton and Flynn 2003). A larger and more varied supply of financial services

in large regions tends to stimulate the start-up of new firms in such regions (Back-

man 2008). The reason is that face-to-face contacts normally are required to obtain

funding for starting new firms, since there are normally no physical assets that can

serve as collateral.

There also exist physical infrastructure benefits for entrepreneurs to locate in

large functional regions in terms of, for example, access to major highways,

international airports and broadband capacity. A final reason for large functional

regions providing advantages for entrepreneurs arises from the reductions in spatial

transaction costs that is made possible by locating in a large and dense region

(Quigley 1998).8 In particular, search costs for customers, suppliers, services, and

knowledge are lower in large and dense functional regions.

The information flow economies (Acs et al. 1992) on both the supply and the

demand side are greater in large functional regions than small ones. Information

and knowledge is a sine qua non for entrepreneurial success. Learning-by-doing

supported by inter-firm network collaboration enhances, for example, the competi-

tive potential of new firm initiatives (Malecki and Poehling 1999). Since large

urban regions are the leading communication and transport network nodes, they are

the primary locations of emission and reception of information and knowledge.

Because these regions contain concentrations of complex communication equip-

ment and transport terminals, much information and knowledge diffuse more easily

from urban region to urban region, than to the hinterland around each urban region

(Florax and Folmer 1992; Guillain and Huriot 2001). Thus, new firms are likely to

be started where such economies are greatest. Large functional regions, in particu-

lar, offer favourable conditions for innovative entrepreneurship as a result of

a larger and more varied access to knowledge and to skilled and educated labour,

8It may be observed that while in some respects spatial transaction costs have fallen over time,

there are other aspects in which spatial transaction costs appear to have actually increased over

time (McCann and Sheppard 2003).
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economics of density and entrepreneurial opportunities generated by the large

functional regions being a nucleus of innumerable networks with a scale ranging

from local to global (Nijkamp 2003). Regional economic milieus which offer a rich

supply of various types of networks (i.e. mainly large functional regions) tend to

encourage entrepreneurship, since participation or involvement in regional or

broader economic networks makes it possible to externalize some of the risks

involved (Shapero 1984).9 This implies that conditions that can generate potentially

synergetic situations and support for learning are mostly available in large func-

tional regions.

Besides general demand and supply conditions, one may assume that the larger

and richer a functional region, the larger the number of potential entrepreneurs,

since individuals in such regions in general are better educated, have a more varied

work experiences, and so on. We may even assume that large (and dense) functional

regions offer increasing returns in the acquisition of entrepreneurial skills and

entrepreneurial competence due to more numerous, more varied and more effective

interactions between individuals in such regions (Glaeser 1999; Desmet 2000).

Since larger functional regions offer larger opportunities and higher capacity for

entrepreneurship, they bound to experience a build-up of entrepreneurial knowl-

edge, which will stimulate further entrepreneurial action.

Furthermore, entrepreneurs are change agents who will not only make decisions

to start firms but they will also actively try to shape the regional economic milieu and

regional institutions by trying to influence political decision makers in the region or

try to take their own initiatives (Stimson et al. 2006). They will spend resources and

develop relationships that further their own interests as well as the interests of

potential entrepreneurs, through the creation of a positive regional entrepreneurial

environment (Feldman 2001). Good conditions for entrepreneurial actions and good

conditions in general in large functional regions will stimulate potential entrepre-

neurs, often well-educated people, in smaller regions to move to larger regions.10

When more potential entrepreneurs gather in larger functional regions, the condi-

tions for entrepreneurial actions will improve due to an increased availability of

entrepreneurial knowledge. This will further induce entrepreneurial initiatives and

encourage in-migration of potential entrepreneurs from other (smaller) regions. In

this sense, entrepreneurial spatial behaviour generates a dynamic cumulative con-

centration process of entrepreneurial knowledge, skills and competence.

9This does not exclude the possibility that some smaller functional regions may offer favourable

seed-bed conditions for entrepreneurship within, for example, specialized industrial clusters.
10The concept potential entrepreneurs is used here to stress that when well-educated people move

into larger regions from smaller ones the major attractor is probably the dynamic labour market in

larger functional regions. However, as soon as the in-migrants are established in the larger region,

they become potential entrepreneurs that sometimes are better at discovering business opportu-

nities than people who have lived in the larger region for a long time. It seems, on the other hand, to

be well-established in the literature that entrepreneurs rarely move when they establish new (Stam

2007) and, in particular new high-tech firms (Cooper and Folta 2000). However, they may have

migrated to the region well before they become entrepreneurs.
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It is clear that new enterprises in a functional region contribute significantly to its

economy and employment but, in particular, to its renewal. It is important in this

connection to understand that all entrepreneurial start-ups can be seen as experi-

ments. All potential and active entrepreneurs benefit from learning the outcome of

such experiments and the knowledge spillovers from such experiments are propor-

tional to the number of experiments. Since larger functional regions normally host

many more such experiments than smaller ones, they also benefit proportionally

more from such entrepreneurial learning. Thus, they accumulate a larger stock of

entrepreneurial knowledge over time, which implies that externalities from

entrepreneurial knowledge are dynamic in nature. In a multi-regional context,

each functional region may build up a stock of regional entrepreneurial knowledge

based upon past and current entrepreneurial activity (Glaeser et al. 1992), involving

sets of cumulative experiments. Such regional accumulation of entrepreneurial

knowledge affects the probability that entrepreneurial actions will take place and

be successful and since large functional regions accumulate more entrepreneurial

knowledge, they will also generate more entrepreneurial activities.

Even if there are many reasons why larger regions should be expected to offer

better supply side opportunities for entrepreneurship, it is not clear in the available

literature whether more diversified or more specialised regional economic milieus

offer the best conditions for entrepreneurship and firm growth (Glaeser et al. 1992;

Henderson et al. 1995). It has in this connection been suggested that firms and thus

entrepreneurs prefer different regional economic milieus depending upon the stage

of the life cycle of their products (Duranton and Puga 2001). However, the

distinction between diversified and specialised regions is no easy issue, since

large diversified regions also exhibit many different specialisations.

2.3 Entrepreneurship and Agglomeration:
The Empirical Picture

The general relationship between agglomeration economies and location has been

analysed extensively from both a theoretical and an empirical point of view.11

However, the more specific relationship between agglomeration economies and

entrepreneurship has been less extensively analysed.

In van Ort and Stam (2006) the relationship between agglomeration economies

and entrepreneurship is analysed. The authors find evidence that agglomeration

effects have a stronger effect on new firm formation than on growth of incumbent in

the ICT industry. According to van Ort and Stam (2006), there are two reasons that

can explain this relationship. The first reason, incumbent firms usually have a wider

spatial orientation, and the second reason is that the incumbent firms usually tend to

11See, e.g., McCann (1995), Guimarães et al. (2000), Fujita and Thisse (2002), Rosenthal and

Strange (2003), McCann and Sheppard (2003), Holl (2004), and Viladecans (2004).
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keep their knowledge inside the company as much as possible in comparison to new

firms. According to Acs (2000), the geography of innovation and the new economic

geography suggest that the extent to which a country is entrepreneurial and its

economic system is agglomerated can be a factor that explains technological

change. He concludes that, entrepreneurial activity and agglomeration have a

positive effect on technological change in the EU. McCann (1995) analyses the

characterization of various types of agglomeration economies, i.e. internal returns

to scale, localization economies and urbanization economies. Intermediate loca-

tions are indeed the norm regarding agglomeration economies. Agglomeration

factors are available in a larger metropolitan area, like sheer size of medium-

sized agglomerations and access to high-level knowledge in local universities.

Agglomeration economies, foot looseness, are probably to increase in the future,

based on growing globalization. This would mean that medium-sized agglomera-

tions at some distance from the large cities are facing additional opportunities for

economic growth.

2.4 Hypotheses

Based upon the above discussion we now launch our first hypothesis:

H1: The higher the regional income level the larger the gross rate of firm

formation However, it must be stressed that start-ups and newly established firms
face substantial risks for numerous reasons. As a consequence, the death rate
among start-ups is relatively high but tends to decrease rather rapidly over
time.12 A high death rate among newly formed firms is natural since they are
involved in the introduction of new products and/or new production processes in
the market place. Accordingly, they provide a major challenge to established firms
and encourage or force them to improve product quality and services, or to reduce
prices or to leave the market. This means that entrepreneurs play a fundamental
role in the renewal of regional economies by strengthening competition and
initiating competitive processes at the ultimate end in a creative destruction of
existing modes of production. Thus, we shall expect regions with extensive
entrepreneurial activities to also be characterized by extensive firm exits, i.e.
we expect entry and exit rates across regions of various sizes to be correlated
(Cf., Keeble and Walker 1994; Reynolds et al. 1994). Earlier studies show that high
population density leads to relatively low survival rates of new businesses, but to
higher average employment in those start-ups that manage to survive (Fritsch et al.
2006; Weyh 2006). This implies that higher intensity of competition in larger
agglomerations results in a more rigorous market selection in these regions with
the surviving businesses performing relatively well there.

12Naturally, the survival or success rates of new entrepreneurs show large variations between

sectors and regions (Acs 2000).
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This discussion allows us to formulate our second hypothesis:

H2: The larger the regional income the larger the rate of firm deaths The idea
here is that entries, among other things, can be expected to generate a displacement
effect that causes exits to increase. However, exits might free niches in the market
place and economic resources that might increase the ability and willingness of
potential entrepreneurs to enter the market (Acs and Audretsch 1990; Nystr€om
2006; Arauzo et al. 2007). If we consider hypotheses H1 and H2 together, we run
into uncertainty concerning the effects of regional size on the net entry of firms.
However, based upon our basic arguments about the importance of regional size
for new firm formation we launch the following hypothesis concerning the net entry
of firms.

H3: The larger the regional income the larger the net entry of firms In the
introduction to this paper, we made the remark that it is possible to work with a
more sophisticated representation of the regional income and its influence on
entrepreneurship. Our starting point is that the geographical space of any nation
can be divided into a number of functional regions, where each functional region
contains a number of localities. For practical reasons these functional regions can
be approximated by labour market, i.e., commuting, regions. Entrepreneurs start
their firms in a locality and, depending upon their type of product, they market their
product within the locality, within the region and/or within the whole national
economy.13 Thus, the different markets are not of equal importance for all products.
In this paper, excluding the primary sector and the public sector, we make a
distinction between four types of products or industries: primary products,
manufacturing products, ordinary services and advanced business services,
where ordinary services have a high content of household services. For these
four product groups, we now launch the hypotheses H4–H6.

H4: We expect entrepreneurship in advanced business services to have the

highest dependency on the size of the intra-regional market potential The
motivation for this hypothesis is the general tendency among advanced business
services to locate in large functional (urban) regions, where their major customers
are located and where they can interact face-to-face with their customers.

H5: We expect entrepreneurship in manufacturing to have the highest depen-

dency on the size of the inter-regional market potential Producers of
manufacturing products on average have a lower need for face-to-face contacts
with their customers than producers of advanced business services. Manufacturing
production is also more space demanding. This induces entrepreneurs in
manufacturing to start their enterprises in regions with plenty of space but with a
good location in the logistical networks to be able to deliver efficiently to the
customers in the most important markets.

13The international market is of course also an alternative but an alternative that we disregard here.
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H6: We expect entrepreneurship in ordinary services to have the highest

dependency on the size of the intra-locality market potential Most enterprises
in the household service sector operate with a very small market area. Thus,
entrepreneurs starting firms delivering household services will prefer to locate in
localities with a high market potential.

3 Empirical Approach and Data

This paper uses FEVD regressions, i.e. fixed effects vector decomposition regres-

sions, to investigate the market potential and new firm formation in industrial

sectors at the local level.14

The regional concept in focus in this study is the functional region, which for

practical purposes is approximated with the commuting region. A functional region

normally consists of a central municipality surrounded by a number of hinterland

municipalities.

To model size we measure for each municipality its total accessibility to Gross

Regional Product (GRP), which we interpret as accessibility to market potential and

thus to potential demand. For each municipality we break down the total accessi-

bility to GRP into two components:

l Local accessibility to GRP
l External accessibility to GRP

This makes it possible for us to make statements about which accessibility that

matters most for gross entries, exits and net entries of firms in different sectors in

the economy. In this study we make a distinction between four sectors: (a) the

primary sector, (b) the manufacturing sector, (c) the ordinary service sector and (d)

the advanced service sector. Gross entry of firms in a municipality is defined as

(number of entering firms +1)/(population in working age in 1,000s). Exit of firms

in a municipality is defined as (number of exiting firms +1)/(existing firms). Net

entry of firms in a municipality is defined as (number of entering firms – number of

exiting firms)/(existing firms +1).15

To control for the influence on gross entries, exits and net entries from other

factors, we also include a number of control variables in our analysis. These control

variables are (a) the employment rate, (b) the share of the labour force with

more than 3 years of university schooling, (c) the share of small firms with one

to four employees in all sectors, (d) local accessibility to GRP, (e) external

accessibility to GRP.

14See Pl€umper and Troeger (2007) for further details.
15We add one to all observations to avoid any zeros in entries and exits in any municipality. This

“transformation” will only have a very slight influence on our econometric results.
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The data used in this paper comes from Statistics Sweden and spans over the

years between 1993 and 2004.16 Tables 1 and 2 below give a short presentation of

the data.

Table 1 Variable descriptions

Variable Description/explanation

Population in working age Population in the ages between 20 and 64 years of age

Entry (Number of entering firms + 1)/(population in working

age in 1,000s)

Exit (Number of exiting firms + 1)/(existing firms + 1)

Net entry (Number of entering firms – number of exiting firms)/

(existing firms + 1)

Local accessibility to GRP Accessibility to Gross Regional Product in municipality

m coming from economic activity in municipality m
External accessibility to GRP Accessibility to Gross Regional Product in municipality

m coming from economic activity in all other

Swedish municipalities

Education Population with more than 3 years of university

schooling/population in working age

Employment rate Population holding a job/population in working age

Share of small firms Number of firms with 1–4 employees/all firms

Table 2 Descriptive statistics

Variable Mean Median Std. dev. Min Max

Entry in primary sector 0.346 0.256 0.310 0.012 3.256

Entry in the manufacturing sector 0.980 0.885 0.489 0.092 4.889

Entry in the ordinary service sector 1.857 1.741 0.780 0.202 8.160

Entry in the advanced service sector 1.533 1.395 0.808 0.170 8.537

Exit in the primary sector 0.228 0.179 0.199 0.014 3.000

Exit in the manufacturing sector 0.108 0.098 0.051 0.012 0.571

Exit in the ordinary service sector 0.137 0.132 0.045 0.017 0.533

Exit in the advanced service sector 0.193 0.175 0.086 0.016 1.000

Net entry in the primary sector �0.006 0.000 0.365 �0.857 0.889

Net entry in manufacturing sector �0.059 �0.060 0.255 �0.900 0.875

Net entry in the ordinary service sector �0.051 �0.046 0.189 �0.857 0.857

Net entry in advanced service sector 0.037 0.037 0.237 �0.889 0.900

Local accessibility to GRP 0.006 0.003 0.017 0.001 0.289

External accessibility to GRP 0.026 0.011 0.044 0.001 0.319

Education 0.098 0.087 0.043 0.040 0.366

Employment rate 0.749 0.750 0.044 0.514 0.882

Share of small firms 0.606 0.602 0.056 0.417 0.809

Note: N ¼ 3,420

16See tables of correlation matrix in the appendix for further details/characteristics of the variables.
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4 Empirical Results

Here we present our empirical results. We start by analyzing the determinants of

firm entry in our four different sectors during the time period 1993–2004.17 Then

we analyze the determinants of firm exit in our four different sectors and thereafter

we investigate the determinants of net entry of firms in the different sectors.

4.1 Firm Entry

The dependent variable is defined as entry of firms in each one of our four sectors,

for the time period 1993–2004 (Table 3).

Local accessibility to GRP has a strong significant impact on entry of new firms.

For the primary sector and the manufacturing sector this impact is negative and for

the ordinary service sector and the advanced service sector it is positive. External

accessibility to GRP also has a strong significant impact on entry of new firms.

However, the negative impact is only valid for the primary sector and positive for

the three other sectors. Further, the strong significant impact on new firm formation

can be interpreted as follows. In municipalities with a high external accessibility

to GRP, potential entrepreneurs tend to form new firms. A high employment rate

Table 3 Results from the FEVD regressions for firm entry

Dependent variable FEVD (fixed effects vector decomposition)

Entry (1)

(primary sector)

Entry (2)

(manufacturing

sector)

Entry (3)

(ordinary

service sector)

Entry (4)

(advanced

service sector)

Local accessibility

to GRP

�2.547

(11.08)***

�0.979

(2.35)**

9.274

(16.18)***

12.991

(24.38)***

External accessibility

to GRP

�1.590

(15.50)***

0.577

(3.08)***

3.292

(12.89)***

5.556

(23.33)***

Education �0.666

(5.92)***

�3.266

(16.03)***

�6.380

(22.26)***

1.643

(5.86)***

Employment rate �1.073

(12.17)***

�3.192

(19.19)***

�3.778

(17.30)***

�2.385

(11.94)***

Share of small firms 0.997

(15.31)***

1.687

(14.22)***

2.227

(13.82)***

2.484

(16.79)***

Constant 0.669

(8.54)***

2.660

(18.11)***

3.817

(19.56)***

1.421

(7.97)***

Observations 3,420 3,420 3,420 3,420

R-squared 0.61 0.48 0.62 0.70

**Significant at 5%, ***significant at 1%

17The four sectors used in this paper are: the primary sector, the manufacturing sector, the ordinary

service sector and the advanced service sector.
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implies that there is a strong negative impact of firm entry in all sectors. This is in

line with what one could expect, since there is less need for individuals to start their

own business when compared to situations where the employment rate is low. If a

municipality or a region has a high level of education among its citizens, there is a

strong negative impact on the entry of new firms in all sectors except in the

advanced service sector where the impact is positive. Further, the presence of

many small firms in different sectors also has a strong positive significant impact

on new firm formation in all sectors.

4.2 Firm Exit

The dependent variable is defined as exit of firms in each one of our four sectors, for

time period 1993–2004 (Table 4).

Local accessibility to GRP has a strong negative significant impact on firm exit

in all sectors except in the ordinary service sector. External accessibility to GRP

also has a strong significant impact on entry of new firms for all sectors. In this case

the impact is positive, which means that given that a municipality has a high degree

of external accessibility to GRP, firm exit is assumed to increase. As in the case of

firm entry, a high employment rate and a high level of education implies that there

is a strong negative impact of firm exit in all sectors. Further, the presence of many

small firms in the different sectors also has a strong positive significant impact on

firm exit in all sectors, i.e. the higher share of small firms the higher the exit of

firms, for all sectors.

Table 4 Results from the FEVD regressions for firm exit

Dependent

variable

FEVD (fixed effects vector decomposition)

Entry (1)

(primary

sector)

Entry (2)

(manufacturing

sector)

Entry (3)

(ordinary

service sector)

Entry (4)

(advanced

service sector)

Local accessibility to GRP �0.877

(4.80)***

�0.134

(2.84)***

0.071

(1.63)

�0.355

(4.19)***

External accessibility

to GRP

0.945

(11.50)***

0.197

(9.22)***

0.293

(14.60)***

0.116

(3.04)***

Education �0.492

(5.50)***

�0.112

(4.84)***

�0.267

(12.21)***

�0.253

(6.13)***

Employment rate �0.997

(14.10)***

�0.718

(33.92)***

�0.463

(25.33)***

�0.673

(20.00)***

Share of small firms 0.060

(1.16)

0.237

(17.58)***

0.142

(11.44)***

0.191

(7.95)***

Constant 0.968

(15.41)***

0.508

(27.85)***

0.416

(26.04)***

0.604

(20.49)***

Observations 3,420 3,420 3,420 3,420

R-squared 0.40 0.38 0.32 0.31

***Significant at 1%
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4.3 Net Entry of Firms

The dependent variable is defined as net entry of firms in our four sectors, i.e. firm

entry – firm exit in each sector, for the time period 1993–2004 (Table 5).

Both local and external accessibility to GRP have a strong positive significant

impact on net entry of new firms in all sectors. There is no such significant impact

for the primary sector in the case of external accessibility to GRP. A high employ-

ment rate implies that there is a strong positive impact of net firm entry in the

primary sector, the manufacturing sector, and in the ordinary service sector. A high

level of education implies a strong negative significant impact on net entry of new

firms in all sectors. As in the case of new firm formation and firm exit, the presence

of many small firms in the different sectors also has a strong positive significant

impact on new firm formation in all sectors except for the primary sector.

5 Conclusions

The purpose of the paper is to show how entrepreneurship conditions vary between

regions of various sizes, and to analyse the theoretical arguments as to why large

regions generally should generate more entrepreneurship. The purpose also covers

analyzing empirically the role of regional size in explaining variations in total

entrepreneurship and entrepreneurship in different sectors across functional

regions, using data from Sweden for the period 1993–2004.

Table 5 Results from the FEVD regressions for net entry of firms

Dependent variable FEVD (fixed effects vector decomposition)

Entry (1)

(primary

sector)

Entry (2)

(manufacturing

sector)

Entry (3)

(ordinary

service sector)

Entry (4)

(advanced

service sector)

Local accessibility

to GRP

0.851

(2.02)

1.927

(6.03)***

1.278

(5.78)***

0.694

(2.52)

External accessibility

to GRP

0.199

(1.05)

0.618

(4.54)***

0.649

(6.64)***

0.528

(4.23)***

Education �0.568

(2.74)***

�1.683

(8.97)***

�0.748

(6.25)***

�0.656

(4.64)***

Employment rate 0.273

(1.68)

1.237

(8.77)***

0.438

(5.10)***

�0.095

(0.91)

Share of small firms 0.129

(1.07)

0.283

(3.38)***

0.159

(2.61)***

0.137

(1.76)

Constant �0.244

(1.69)

�1.021

(8.78)***

�0.426

(5.70)***

0.071

(0.76)

Observations 3,420 3,420 3,420 3,420

R-squared 0.05 0.06 0.08 0.05

Significant at 10%, significant at 5%, ***significant at 1%
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Using FEVD regressions, we estimate how the conditions for entrepreneurship

vary between regions of various sizes. The empirical results from the estimated

FEVD regressions show that local and external accessibility to GRP have a strong

significant impact on both entry of new firms and on firm exit. For the primary

sector and the manufacturing sector this impact is negative and for the ordinary

service sector and the advanced service sector it is positive. Hence, both local and

external accessibility to GRP are of great importance for the two different service

sectors. However, accessibility to GRP is not that important for new firm formation

in the primary sector and the manufacturing sector. Further, a high employment rate

implies that there is a strong negative impact of firm entry in all sectors. This is in

line with what one could expect, since there is less need for individuals to start their

own businesses compared to times when employment rate is low. The presence of

many small firms in the different sectors also has a strong positive significant

impact on new firm formation in all sectors. Hence, the more small firms there

are the higher the potential for new firm formation.

Appendix

Table A.1 Correlation matrix for the primary sector

Entry (1) Exit (1) Net

entry (1)

Local

accessibility

to GRP

External

accessibility

to GRP

Share

of

small

firms

Employment

rate

Education

Entry (1) 1.0000

Exit (1) 0.0798 1.0000

Net entry (1) 0.3344 �0.3124 1.0000

Local accessibility

to GRP

�0.2259 �0.0614 0.0119 1.0000

External

accessibility

to GRP

�0.3087 �0.0843 0.0043 0.1571 1.0000

Share of small firms 0.1571 0.0396 0.0119 �0.1655 0.1445 1.0000

Employment rate �0.1571 �0.0887 0.0054 �0.1175 0.2449 0.0462 1.0000

Education �0.3581 �0.0436 �0.0088 0.3806 0.5519 0.0926 0.2695 1.0000

Note: N ¼ 3,420

Table A.2 Correlation matrix for the manufacturing sector

Entry (1) Exit (1) Net

entry (1)

Local

accessibility to

GRP

External

accessibility

to GRP

Share

of

small

firms

Employment

rate

Education

Entry (1) 1.0000

Exit (1) 0.3088 1.0000

Net entry (1) 0.4577 �0.4388 1.0000

Local accessibility to

GRP

�0.1341 �0.0255 0.0053 1.0000

External accessibility

to GRP

�0.1550 �0.0057 0.0319 0.1571 1.0000

Share of small firms 0.1677 0.2565 0.0396 �0.1655 0.1445 1.0000

Employment rate �0.1841 �0.3346 0.0223 �0.1175 0.2449 0.0462 1.0000

Education �0.2994 �0.0959 0.0163 0.3806 0.5519 0.0926 0.2695 1.0000

Note: N ¼ 3,420
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Table A.3 Correlation matrix for the ordinary service sector

Entry (1) Exit (1) Net

entry (1)

Local

accessibility

to GRP

External

accessibility

to GRP

Share

of

small

firms

Employment

rate

Education

Entry (3) 1.0000

Exit (3) 0.2709 1.0000

Net entry (3) 0.4365 �0.4410 1.0000

Local

accessibility

to GRP

0.1019 �0.0004 0.0573 1.0000

External

accessibility

to GRP

�0.0062 0.0625 0.1068 0.1571 1.0000

Share of small

firms

0.1108 0.1707 0.0385 �0.1655 0.1445 1.0000

Employment rate �0.2040 �0.2006 0.0329 �0.1175 0.2449 0.0462 1.0000

Education �0.0097 �0.0594 0.0983 0.3806 0.5519 0.0926 0.2695 1.0000

Note: N ¼ 3,420

Table A.4 Correlation matrix for the advanced service sector

Entry (1) Exit (1) Net

entry (1)

Local

accessibility

to GRP

External

accessibility to

GRP

Share

of

small

firms

Employment

rate

Education

Entry (1) 1.0000

Exit (1) 0.0415 1.0000

Net entry (1) 0.3619 �0.4745 1.0000

Local accessibility

to GRP

0.3484 �0.0909 0.0180 1.0000

External

accessibility

to GRP

0.3857 �0.0889 0.0401 0.1571 1.0000

Share of small

firms

0.1723 0.1179 0.0263 �0.1655 0.1445 1.0000

Employment rate �0.0069 �0.0069 �0.1916 0.0050 �0.1175 0.0462 1.0000

Education 0.5701 �0.1809 0.0202 0.3806 0.5519 0.0926 0.2695 1.0000

Note: N ¼ 3,420
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Creativity and Diversity: Strategic

Performance Management of High-Tech

SMEs in Dutch Urban Areas

Karima Kourtit and Peter Nijkamp

1 The Role of High-Tech SMEs: Introduction

The world of business environments in modern economies and cities has changed

dramatically the way of pursuing business (Spence 2004), and depends nowadays

heavily on the performance in generating and utilizing new knowledge, imagi-

nation, creativity, innovations and technologies. This holds even more so in the

high technology industry which is usually characterized by an extremely volatile,

dynamic and uncertain business climate.

The trend in this high technology sector is that – next to the presence of large

multinationals corporations – small and medium-sized enterprises (SMEs) emerge

and grow continuously, thus increasing their employment, while large firms tend

to decline in number (down-size and focus on their core business activities) and

to cut their employment (Tether and Storey 1998). The decline in the manufacturing

employment in large firms in the West corresponds with the industrialization of

China and India and the relocation of many large firms to these and other nations

which act as a magnet for manufacturing.

High-tech firms are the most active forces of the dynamics in SMEs. High-tech

SMEs are creating and implementing technological innovations (a major source of

developing the high-tech industry) and represent a powerful medium for the

creation of new jobs and wealth for society as suggested often in the literature

(Lee et al. 2004; McGranahan and Timothy 2007). Policy makers increasingly view

high-tech SMEs as key contributors to industrial creativity and innovation per-

formance, technological change, social development and (building and sustaining)

economic growth and progress (Jones-Evans and Klofsten 2005; Bommer and

Jalajas 2002).

The increasingly vital role of high-tech SMEs in creativity and innovation –

in both regional and national economic growth and social development and
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global competitiveness – has been widely acknowledged in the economic and

entrepreneurship literature (Berry and Taggart 1998; 2007; Cooper and Park

2008). High-tech SMEs are designed to be flexible and innovative and are often

built around a successful innovative product (Trumbach et al. 2006). However, the

death rate of high-tech SMEs is higher than that of large enterprises due to capital

scarcity and their small scale. They operate and compete in continually changing

business environment where innovation is continuous (Torraco and Swanson 1995)

and the competition is often so intense that there is no breathing space for relaxation

and strategy development (Sureshchandar and Leisten 2005).

The above sketched uncertainty, whether in terms of competition, technology

advancements or business culture (Sureshchandar and Leisten 2005) warrants the

design of a valid and tailor-made model for these firms that shows how they are

performing and that offers the means to improve their creative and innovative perfor-

mance and to support (control and manage) them better in the challenging business

environment. This, in order to enhance their performance by remaining viable and to

realize sustainable competitive advantages associated with their human capital.

The growing importance of external and environmental changes puts much

emphasis on entrepreneurship (information and knowledge-based activities) and

has further intensified and supported the need for efficient and effective manage-

ment techniques which encourage businesses to stay competitive and profitable

(Zeng and Zhao 2005).

Currently the most popular management technique in business practice is Strategic

Performance Management (SPM) (Davis and Albright 2004). There is no universally

valid definition of SPM, however. Cummings and Worley (2005) define SPM as

an “integrated process of defining, assessing, and reinforcing employee work,
behaviours and outcomes”. In this respect, SPM can be understood as a “business
supporting process where steering of the organization takes place through the
systematic definition of mission, strategy and objectives of the organization, making
these measurable through critical success factors and key performance indicators,
in order to be able to take corrective actions to keep the organization on track”
(de Waal 2007).

Following this definition, the SPM concept offers opportunities not only for

managing human capital, but also for acquiring a sustainable competitive advantage

through providing an environment that fosters entrepreneurship. SPM is often seen as

a sine qua non for executing an effective business strategy (Mohrman and Mohrman

1995), and offers aids and knowledge to evaluate and monitor how a business per-

forms, provides reliable and robust steering measures at both the management level

and at the workforce level that are in tune with the manifold circumstances of firms.

Against this background, the first aim of the present paper is to review the

current state-of-art knowledge on SPM, with a particular view to the high-tech

SME sector. To that end, a systematic framework will be offered to position various

contributions from the recent literature and to create a frame of reference for the

comparative studies that follow later in this paper. Next, the empirical part consists

of amuse of findings from a previously undertaken study on corporate firms,

followed by the successes and failures of SPM strategies of high-tech SMEs.
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The paper will be concluded with an outline of the future research question: “do the
SPM use and outcomes depend on business geographic clustering?” This research
examines the relation between business performance and location choice factors

that high-tech enterprises concern in the choice of location.

2 Strategic Performance Management

SPM has become a critical and an increasingly important approach for business

management which not only reflects the growing complexity in today’s unpre-

dictable, open, diverse and dynamic business world, but also monitors the firm’s

strategic response to this complexity. Today’s turbulent business environment

demands regular adaptation of organizational strategies based on market and

economic conditions. And therefore, it is important to understand and recognize

that firm’s strategic objectives can change constantly and to anticipate changing

circumstances throughout the organization, from top-level further to operational

level. This also demands more clarity of people about their role and contribution

(transparency in the added value is of the employees) towards the achievement of

the strategy and organizational goals and a better strategic alignment of individual

objectives to organizational objectives (better operationalization of the strategy

through further cascading of SPM) to improve the performance of the firm and to

ensure a sustainable competitive advantage in regards to its chosen organizational

strategies, in a dynamic environment.

The development of today’s business and managerial strategies have been influ-

enced by Sun Tzu’s “Art of War” (1910) to understand the importance of competi-

tion, competitive advantages and positioning in strategy to make the correct decisions

and to create innovations in the competitive business environment to ensure financial

viability. The findings in the book, which have influenced government and military

policy, illustrated and recommended a (military) strategic method “How to achieve
a mission” without conflict, an approach which had already become favourite in the

Napoleonic time. To link the company’s long-term strategy to the day-to-day opera-

tions in modern business, an operational Performance Measurement System (PMS)

has to be designed (Kald and Nilsson 2000). PMS may be defined as: “the formal,
information-based routines, procedures and process of collecting and tracking data
used in Performance Management by managers to maintain or alter pattern in
organizational activities” (adapted from Simons 2000; de Waal 2002).

There are numerous, operational methods for PMS, which can be used by

management to regularly assess the performance of the firm e.g., shareholder

value, human resource accounting, activity-based costing, knowledge management

scorecards. The currently most popular PMS method in business practice is the

Balanced Scorecard (BSC), created by Kaplan and Norton (1992, 1996a, 2001a,

2001b). It is a strategic management system that uses Critical Success Factors

(CSFs) and Key Performance Indicators (KPIs) for translating an organization’s

mission and strategy into a balanced set of integrated performancemeasures (Ho and
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Chan 2002; Brignall 2002). The performance measures provide a complete picture

of an organization’s progress towards its mission and goals (Ho and McKay 2002).

The BSC contains a varied set of performance measures, a combination of

non-financial measures (leading indicators) and financial measures (lagging indi-

cators), organized according to four distinct perspectives, namely financial perfor-

mance, customer relations, internal business processes, and the organization’s

learning, innovation and growth activities (Kaplan and Norton 1992; Lipe and

Salterio 2000). The BSC essentially follows a linear one-way approach (Kaplan

and Norton 1992); it assumes the following causal relationship: it starts with the

learning, innovation and growth perspective and culminates in financial results or

outcomes (Brignall 2002). But this research does not only concentrate on the

measurement tool BSC, but on all types of measurements tools, and therefore, the

more general term SPM is used in this type of research.

The effectiveness of the SPM process is defined as the achievement of financial

as well as non-financial targets, the development of skills and competencies, and

the improvement of customer care and process quality (de Waal 2007). In order to

get the right approach, firms need to start thinking in terms of strategy and business

activities instead of IT systems. They need to get straight into the necessary detail

to describe what they are doing (their market position), what they want to do and

how they want to achieve it (a top-down framework). The starting point of the

process of SPM begins with:

1. Reviewing the mission and strategy

Firms have to establish a mission and determine a strategy, they need to ask:

“what do we want to do and accomplish” and “how can we achieve that mission?”

2. Formulating strategic objectives

In order to make a firm’s strategy concrete and tangible, strategic objectives

need to be formulated, so that it becomes clear which activities have to be under-

taken in order to implement the organization’s strategy.

3. Monitoring with critical success factors (CSFs) and key performance indicators

(KPIs)

Finally, whether or not objectives and value creation are being achieved (guide

and improve all the business functions within the firm) can be monitored with the

help of indicators that are expressed in the form of critical success factors (CSFs)

(which factors define their success), and measured by key performance indicators

(KPIs). Thus, firms need to ask: “What is the measurement for the objective?” and
“how can this objective be measured?” The use of CSFs and KPIs enables the

measurement, and thus the control of strategic objectives and value creation of

a firm. Figure 1 gives an illustration of the development of these measures.

SPM involves performance measurement at the following levels: mission, stra-

tegies, objectives, critical success factors and finally key performance indicators

and to establish a clear link between performance and strategy. Thus, firms need

a starting point of access to view, monitor and measure their performance, which in

turn can improve performance at all levels of a firm; firms and their agents need to
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know and understand the strategy and their role and contribution in it. Thus, it is

more a process that starts with understanding where the organization is today

(positioning), which direction it wants to take, what targets should be set, and

how resources should be allocated to achieve those targets. Furthermore, it helps

firms to continuously anticipate changing circumstances within their industry and

build a flexible capacity for continuous adaptation of their firm. As Sun Tzu said:

“All men can see the tactics whereby I conquer, but what none can see is the
strategy out of which victory is evolved”. We will now address the link between

SPM and the development and performance of SMEs.

3 High-Tech SMEs and SPM

There is no commonly accepted definition of high-tech SMEs, regardless of the

overall recognition of their important contribution to (regional) economic growth.

For the selection of these firms or sectors within the industry, our study draws on the

broad conceptual approach of the Commission of the European Communities

(2003). Table 1 below outlines the key aspects of the definition as recommended

by the European Commission; which are those enterprises with fewer than 250–300

employed persons.

These high technology enterprises operate in an extremely volatile, dynamic and

uncertain business climate with continually changing technologies, markets, and

business strategies, and shifting consumer needs for products and services (funda-

mental transformations). They are engaging in development, manufacturing, and

distribution of high-tech products, technology transfer and consultation. The Dutch

SMEs include 14,500 technology firms, concentrated in high-tech sectors, as well

as in the machine and devices industry, the chemical industry, the food and nutrition

industry, the engineering and architecture branch and the ICT-branch (CBS 2011).

They are frequent users of the creative and innovation policy with a particularly

high degree of professional specificity to generate significant new value for the

stakeholders and their firm, both economically and morally.

Mission

Strategy

Strategic objectives
CSFs & KPIs

(for firm and department)

Operational CSFs and KPIs
(crucial business activities)

Measures the effective execution of 
particular aspects of the 

organization.

Based on critical elements and 
standards that are aligned with 

balanced measures and mission.

Measures the firm’s overall 
performance in delivering on the 

mission and strategic goals.

Fig. 1 The development of CSFs and KPIs illustration
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Creativity is changing the way the world does business; it is becoming an

increasingly important input into the production process of all goods and services

– and therefore also critical for a business’s long-term viability over the years – and

an essential part of the economy (Glaeser 2005). Creativity and development are

the key elements of innovation and are improving competitiveness, particularly

high-tech SMEs, in a rapidly changing global economy. They are challenged to

continually innovate and improve – continual process of improvement – the quality

of their already existing products and services, and methods and techniques to stay

ahead of the heavy – often global – competition in which the combined pressures

of economic liberalization, technological change and shifts in regulatory systems

lead to a complex action space and create a changing and challenging business

environment.

High-tech SMEs have to embrace innovation in their business strategies;

their strategic goals have to be growth oriented and to search for new (long- and

short-term) opportunities or even create new products and services or business

models that change their strategies and generate significant new value for the

stakeholders and the firm (strategic innovation). They need to do things differently

by using performance management strategies for executing their business strategies

(Mohrman and Mohrman 1995), which not only affects the current organizational

performance, but also their future performance and (strategic) directions (Millett

1998; de Haas and Kleingeld 1999; Norreklit 2000); and bring people together,

aiming to achieve more teamwork. Innovation is a “magic word”, in particular

when it becomes a part of management and when it is managed further to an

operational level, because fast (integration of) innovation (operationalizing) in the

entire organization increases through a structural approach e.g. with high inter-

action with different actors, collective goals and creativity which increases also

the employees’ involvement by triggering discussions and calling attention of

organizational members.

The SPM concept is not new and has only been acknowledged more recently,

because of the changing business environments. Firms are now also recognizing

the importance of non-financial information which can be related to the strategic

indicators, such as customer and employees satisfaction, research and development,

changes in external environment of the corporate organization, manufacturing and

production, sales and marketing. The traditional approach focused mainly on

financial results (e.g., sales, turnover, profit, costs) and lacked match between the

company’s competences and its dynamic business environment; there was no

strategic alignment, and management had a short-term vision overwhelmed with

data (Kald and Nilsson 2000; Bourne et al. 2003; Kanji 2005). These shortcomings

Table 1 Number of employees and financial thresholds determining the categories of enterprise

Enterprise category Headcount Annual turnover Annual balance sheet total

Medium-sized <250–300 � € 50 million � € 43 million

Small <50 � € 10 million � € 10 million

Micro <10 � € 2 million � € 2 million

Source: Commission of the European Communities (2003)
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enticed organizations to search for performance measurement systems that supported

them better in the challenging business environment (Waal and Counet 2006). As

a result, the traditional financial indicators (past performance) were complemented

with “non-traditional soft indicators” – the drivers of future performance – about e.g.

customer and employees satisfaction, innovation and growth for translating a firm’s

mission and strategy into a balanced and comprehensive set of integrated perfor-

mance measures (Brignall 2002; Ho and Chan 2002) “blending traditional and non-
traditional approaches to business strategy” (Fernandes et al. 2006), e.g. a balance
between short- and long-term objectives, between financial and non-financial mea-

sures, between leading and lagging indicators, and between internal and external

performance perspectives (Fernandes et al. 2006). The BSC has become one of the

first SPM methods that really succeeds in translating mission and strategy into

financial (lagging indicators) and non-financial indicators (leading indicators) that

can lead to action (Waal and Counet 2006).

Nowadays SPM has become “paramount” to the overall success of organizations

in the today’s business environment (innovative strategic business practice). SPM

offers opportunities to encourage entrepreneurial spirit and competition in the

longer term, creativity and development; to contribute to the growth and pro-

gression of knowledge needs; to attract and maintain competent human capital

(qualified and technological workers), and to achieve superior financial perfor-

mance (survival and growth strategies). Both the popular and scientific literature

(Berry et al. 1995; Kaplan and Norton 1996b; Chow et al. 1998; Zairi and Jarrar

2000; Niven 2002; Andersen et al. 2006) indicates a broad coverage of SPM

e.g. to perform health checks throughout the organization; to clarify and translate

vision into operational strategy; to clarify the objectives of the organization; to

facilitate the setting of targets for the organisation and its managers; to understand

the processes within the organisation; to communicate and link strategic objectives

and business measures; to enhance strategic feedback and learning; to use perfor-

mance levels to conduct detailed operational planning of activities and processes;

to establish an early warning system through monitoring of key indicators; to

influence and alter employee behavior to promote desired changes, and to promote

the accountability of the organization to its stakeholders.

It is estimated that around 60–70% of medium-to-large sized for-profit firms

in the US and Europe – as well as many governmental departments – have adopted

(with varying degree of adaptation rates) – or are familiar with – the SPM concept

(Silk 1998; Rigby 2001; Neely et al. 2004; Marr et al. 2004). SPM is mainly

adopted by large organizations (Fernandes et al. 2006). Translating SPM into

SMEs requires light to be shed on the following questions:

1. To what extent have firms practiced SPM?

2. What are the implications of SPM use:

(a) Advantages

(b) Disadvantages

(c) Reasons for implementation?

3. How do the reasons for SPM influence advantages and disadvantages?
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Various literature, case studies and practical experience (Hronec 1993; Lynch

and Cross 1995; McDonald and Smith 1995; Lingle and Schiemann 1996, 1999;

Kaplan and Norton 1996b; Atkinson et al. 1997; Armstrong and Baron 1998; Waal

2001; Lawson et al. 2003) show that companies that have implemented SPM

perform better, financially as well as non-financially, than companies that are

less SPM-driven over a longer period of time. Nonetheless, many of these studies

of SPM’s positive impact on performance is anecdotal (Neely et al. 2004) and stems

from case studies that are less based upon a rigorous, systematic, scientific analysis

of empirical facts or solid business management theory, and focus on research in

large firms in general, and are very limited within high-tech SMEs. This is mainly

due to:

l The gap in the literature of the perception and knowledge of high-tech SMEs

regarding SPM
l The understanding and application of SPM concepts by high-tech SMEs is

often unknown e.g. no linking to business strategy, unstructured assessments,

inconsistent measures throughout the firm
l These firms tend to focus only on the core business (purely technological side

of their business) and neglect other key strategic issues.

Furthermore, despite recent empirical research, little is actually known about the

specific reasons why high-tech SMEs (or normal organizations) have implemented

SPM (Robinson 2004), because specific reasons for using SPM can yield auto-

matically particular advantages (positive relationship) and disadvantages (negative

relationship).

Because SPM has attracted much research interest in recent years from both

the academic and business communities, it is essential to know whether the imple-

mentation of SPM in high-tech SMEs will yield particular advantages and dis-

advantages, as predicted by the literature (Dumond 1994; Groves and Valsamakis

1998; Haas and Kleingeld 1999; Lovell et al. 2002; Hoque and James 2000; Kald

and Nilsson 2000; Norreklit 2000; Malina and Selto 2001; Shulver and Antarkar

2001; Sim and Koh 2001; Hoque 2003; Braam and Nijssen 2004; Davis and

Albright 2004; Papalexandris et al. 2004; Robinson 2004; Scheipers et al. 2004;

Lawson et al. 2005; Tapinos et al. 2005). To provide answers to these three

questions it is necessary to undertake empirical research. The research methods

adopted in this paper include:

(a) Analysis of the literature

(b) Structured interviews

(c) Common Factor Analysis (1st-stage: identify the main components: advantages,

disadvantages and reasons for use)

(d) Multivariate Analysis (2nd-stage: identify the various relations between the

factors).

This paper has nine sections. Section 3 examines the advantages, disadvantages

and reasons for SPM use, as identified in the literature. These are reviewed, sum-

marized and then tested on 43 high-tech SMEs in Netherlands. Additional testing
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using common factor analysis and multiple regression analysis is presented in

Sects. 6–8. Finally, the last section provides a summary and discusses the limitations

of our research.

4 SPM Advantages, Disadvantages and Reasons

for Use: Analysis of Key Literature

An analysis of key literature focusing on advantages, disadvantages and reasons for

use SPM in practice was undertaken. This involved a review of a wide range of

measurements tools relevant to the application of SPM. The analysis identified 3

financial advantages, 22 non-financial advantages, 8 non-financial disadvantages

associated with SMP and 41 reasons for using SPM. The financial and non-financial

advantages indicators refer to People (P),Results (R),Information (I) and Organiza-
tion (O), the disadvantages indicators refer to Systems (S) and Information (I), and
the reasons for use SPM indicators refer to Control (C) and Strategy (S). These
indicators are summarized in Table 2.

Table 2 Listing of SPM advantages, disadvantages and reasons for use, as identified from the

literature

Indicators refer to Literature source

Quantitative advantages
Increase in revenue R ¼ Result Malina and Selto (2001), Sim and Koh

(2001), Davis and Albright (2002),

de Waal (2002), Said et al. (2003),

Braam and Nijssen (2004), Davis

and Albright (2004), Neely et al.

(2004) and Robinson (2004)

Increase in profit Epstein et al. (2000), Davis and

Albright (2002), de Waal (2002),

Said et al. (2003), Braam and

Nijssen (2004), Davis and Albright

(2004), Neely et al. (2004) and

Robinson (2004)

Reduction in costs Sim and Koh (2001) and Neely et al.

(2004)

Qualitative advantages
More focus on the achievement

of results

R ¼ Result Dumond (1994), Bititci et al. (2004),

Lawrie et al. (2004), Neely et al.

(2004) and Self (2004)

Higher innovativeness Sim and Koh (2001), de Waal (2002)

and Self (2004)

Better achievement of

organisational goals

de Waal (2002), Hatch (2005) and

Tapinos et al. (2005)

Higher quality of products

and services

de Waal (2002) and Brown (2004)

(continued)
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Table 2 (continued)

Indicators refer to Literature source

Closer collaboration and better

knowledge sharing and

information exchange between

organisational units

O ¼ Organization Mooraj et al. (1999), Kald and Nilsson

(2000), Neely et al. (2004), Lawrie

et al. (2004), Papalexandris et al.

(2004) and Robinson (2004)

Strengthened focus on what is

important for the organization

Mooraj et al. (1999), Kald and Nilsson

(2000), Baraldi and Monolo (2004),

Neely et al. (2004) and Self (2004)

Better strategic alignment of

organisational units

Malina and Selto (2001), Shulver and

Antarkar (2001), Lovell et al.

(2002), Neely et al. (2004), Lawson

et al. (2005)

Higher operational efficiency de Waal (2002), Neely et al. (2004) and

Robinson (2004)

Improvement in the decision-

making process

Dumond (1994), Mooraj et al. (1999)

and Kald and Nilsson (2000)

More effective management control Malina and Selto 2001 and Neely et al.

(2004)

Stronger process orientation Shulver and Antarkar (2001) and Neely

et al. (2004)

Strengthened reputation of the

organisation as a quality firm

de Waal (2002) and Self (2004)

Better strategic planning process Lovell et al. (2002) and Tapinos et al.

(2005)

Improvement in communication in

the organization on the strategy

I ¼ Information Lovell et al. (2002), Baraldi and

Monolo (2004), Heras (2004),

Neely et al. (2004), Papalexandris

et al. (2004), Robinson (2004) and

Lawson et al. (2004)

Higher quality of performance

information

Lawson et al. (2004), Neely et al.

(2004), Robinson (2004), IOMA.

Business Intelligence at Work

(2005) and Tapinos et al. (2005)

Better understanding of

organizational units of the

strategy

Lovell et al. (2002), Heras (2004) and

Neely et al. (2004)

More clarity of people about their

contribution towards

achievement of the strategy and

organizational goals

Lawson et al. (2004), Neely et al.

(2004) and Papalexandris et al.

(2004)

Improvement of management

quality

P ¼ People Malina and Selto (2001), de Waal

(2002) and Neely et al. (2004)

Higher commitment of

organizational members to the

organization

Malina and Selto (2001), Neely et al.

(2004) and Bititci et al. (2004)

More pro-activity of organizational

units

Neely et al. (2004), Hatch (2005),

Tapinos et al. (2005)

More clarity for organizational units

about their roles and goals to be

achieved

Lawson et al. (2004) and Neely et al.

(2004)

Higher employee satisfaction Sim and Koh (2001) and Papalexandris

et al. (2004)

(continued)
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Table 2 (continued)

Indicators refer to Literature source

Qualitative disadvantages
It causes too much internal

competition

S ¼ System Kald and Nilsson 2000 and

Papalexandris et al. (2004)

There is too much financial

information

Kald and Nilsson 2000 and IOMA,

Business Intelligence at Work

(2005)

It is too expensive and too

bureaucratic

Braam and Nijssen (2004) and IOMA,

Business Intelligence at Work

(2005)

There are too many performance

indicators

Dumond (1994), Kald and Nilsson

(2000), Self (2004) and IOMA,

Business Intelligence at Work

(2005)

The performance information is too

aggregated

I ¼ Information Kald and Nilsson (2000) and Neely

et al. (2004)

There is not enough strategic

information in the system

Kald and Nilsson (2000) and Sim and

Koh (2001)

The performance indicators are too

subjective and therefore

unreliable

Kald and Nilsson (2000) and Malina

and Selto (2001)

There is too much historical

information

Kald and Nilsson (2000), IOMA,

Business Intelligence at Work

(2005)

Reason for use
More accurate measurement of

performance

C ¼ Control Robinson (2004)

Stronger accountability Robinson (2004)

Need for a broader set of measures

of performance

Robinson (2004)

Stronger individual accountability

of employees

Robinson (2004)

Handling the increase in complexity

of the organization

Tapinos et al. (2005)

Improve the performance of the

organization

Lawson et al. (2004)

Obtain a better understandings of

knowledge and skills of people

Lawson et al. (2004)

Better control and with that a better

“obedience” of people

Lawson et al. (2004)

Tracking progress towards

achievement of organizational

goals

Lawson et al. (2004)

Being able to measure people,

projects and strategy

Lawson et al. (2004)

Being able to measure performance

at various organizational levels

Lawson et al. (2004)

Need to correlate measures and

actions better

Lawson et al. (2004)

Linking rewards to performance Lawson et al. (2004)

Enforcing and monitoring

regulatory compliance

Lawson et al. (2004)

(continued)
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Table 2 (continued)

Indicators refer to Literature source

Expectation of the stock market Lawson et al. (2004)

Requirement of governmental

regulations

Lawson et al. (2004)

Providing a better picture of

customer and product

profitability

Lawson et al. (2004)

Making responsibility accounting

possible

Lawson et al. (2004)

Facilitate comparison with other,

similar business units

Lawson et al. (2004)

Determination of the bonus of

management and/or staff

Lawson et al. (2004)

Monitor whether the business is

creating value for shareholders

Lawson et al. (2004)

More focus on the strategy S ¼ Strategy Robinson (2004)

Better facilitation of cross-

functional understanding

Robinson (2004)

Better goal setting Robinson (2004)

Formalization of the strategic

planning process

Robinson (2004)

Stronger commitment of top

management

Robinson (2004)

Higher commitment to the strategy Neely et al. (2004)

Better description of mission,

strategy and goals

Neely et al. (2004)

Aligning employee behaviour with

strategic objectives

Lawson et al. (2004)

Better communication of strategy to

everyone in the organization

Lawson et al. (2004)

Aligning the organization to the

strategy

Lawson et al. (2004)

Translating the strategy into

operational terms

Lawson et al. (2004)

Need to make strategy everyone’s

job

Lawson et al. (2004)

Requirement of a business

opportunity

Lawson et al. (2004)

Decision support at top

management level

Lawson et al. (2004)

Decision support at operational

level

Lawson et al. (2004)

Identity possible needs for changes

in strategy

Lawson et al. (2004)

Facilitate implementation of

business strategy

Lawson et al. (2004)

Provide information for external

reporting

Lawson et al. (2004)

Enhance quality of the organization Lawson et al. (2004)

Facilitate a process orientation Lawson et al. (2004)

154 K. Kourtit and P. Nijkamp



An analysis of these findings from the literature indicates that profit and

non-profit organizations using SPM achieved better organizational results (signifi-

cant increase in both financial and non-financial terms) than those organizations

that are less SPM-driven. Organizations achieved for instance a significant increase

in revenue and profit and succeeded in establishing a continuous forum for strategic

communication. However, the implementation of SPM varies widely from orga-

nization to organization, but has a common feature, namely a focus on KPIs.

The introduction of SPM and new style of fashionable management technique

that came with it resulted not only into enhanced strategic awareness among the

top and middle management but also into a significant shift in “governance policy”

at board level. The creative thinking required to understand the need for change

sharpened the vision for the future of the organization and the way it intended

to fulfil its mission.

The development of corporate and department SPM made it possible to achieve

quantifiable and qualitative breakthrough results. In general, the changes and

increases in scorecards outcomes and financial performance have encouraged

organizations to continue using SPM. However, various studies emphasised that

the insignificant impact of SPM in the areas detected is not only a result of the

inadequacies of SPM but also of those implementing it. Thus, it is understood

that the factors that determine the success of SPM initiatives require commitment,

effort and resource allocation at all organizational levels. A further conclusion

from various sources is that the increase of complexity either expressed with the

organizational size or with environmental turbulence increases the need for infor-

mation, which can be provided by making effective utilisation of SPM. Further, the

literature highlights the fact that there is relatively little evidence into performance

impact of SPM and whether the SPM actually works. Therefore, it still requires an

empirical investigation of more organizations that implemented SPM into a longer

timescale over which this performance impact can be observed, because this would

allow for a more detailed analysis. Finally, based on this literature SPM tools in

general helped organizations to communicate the strategy of the business to the

managers and their subordinates and determine what impact a potential change

will have on the rest of the organization.

5 Research Approach: A Prior SPM Study

Recently, a major study on SPM among major business firms in the Netherlands

was carried out (Kourtit 2007). This prior study provides now the basis for crafting

a conceptual framework, which can be used for further research on experiences of

advantages, disadvantages and reasons for use in high-tech SMEs. The same

quantitative and qualitative methodological approach is undertaken for the present

study in order to address the experiences of SPM in high-tech SMEs active in the

three enterprise category (see Table 1) operating in the Netherlands, which are

familiar with the firm’s SPM and performance.
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In the present study, a total of 52 members of a top management team - managers,

CEOs and company owners – of 43 SMEs that had implemented SPM and a total of

15members of a topmanagement team –managers, CEOs and/or company owners –

of 15 high-tech SMEs that were not using SPM at all, selected from the high-

technology industries, participated in the research. The main research instrument

was a self-established survey questionnaire based on the previous research and

in-depth interviews.

Our sample comprised a new set of high-tech SMEs that were recently

approached. Based on the answers to the interview questions, a comparison can

now be made in terms of the performance of firms using SPM for a period of less

than or more than 1 year.

Table 3 lists the average scores for the financial and non-financial advantages,

disadvantages and reasons for implementing SPM, on a scale of 1 (not at all) to 5

(very strong) of high-tech SMEs – both with and without SPM – which are active

in the enterprise categorization from Table 2. The higher the score in Table 3,

the stronger the firms experienced the (dis)benefits and more important the reasons

for implementing SPM are to steer the business firms into long lasting success.

Table 3 shows that the scores on advantages for small firms using SPM do

actually differ significantly from other small firms not using SPM. These firms

using SPM indicate that both financial as well as non-financial performance indi-

cators (clear and determined KPIs) – e.g., increase in revenue, profit, communica-

tion, customers and employees satisfaction – really need attention to survive in

a turbulent business environment.

The small firms not using SPM are only focused on very tight financial indicators

and outputs, and less on the non-financial aspects. However, the disadvantages

turn out to be hardly experienced by the small firms using SPM (m is 1.7; ơ ¼ 0,6),

while small firms that are not using SPM definitely experienced the disadvantages.

This suggests that the use of SPM brings clear advantages which outweigh the

disadvantages.

Furthermore, all firms using SPM (or without another fashionable management

technique) want to improve continuously the performance of their organization

and to achieve sustainable success to become and stay at a world-class level in

everything they do. They all indicate that the identified reasons to steer the business

are virtually equally important (m is between 3.64 and 4.58). This suggests there is

Table 3 Average score of advantages, disadvantages and reasons for use with (out) SPM

Average scores per experienced SPM variable

Business

firms

Financial advantages Non-financial advantages Disadvantages Reasons for use

Average

scores (m)
Standard

deviation (s)
Average

scores (m)
Standard

deviation (s)
Average

scores (m)
Standard

deviation (s)
Average

scores (m)
Standard

deviation (s)

SMEs with

SPM

3.56 0.8 3.49 0.7 1.72 0.6 4.58 0.8

SMEs without

SPM

3.03 0.6 2.86 0.7 2.53 0.5 4.33 0.9
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no particular reason that plays a dominant role in the decision to implement and

use SPM (or another fashionable management technique). Further details on our

results are recorded in Fig. 2.

Our sample of businesses was categorized in two groups, in relation to their size

and use of SPM. The first group consists of 52 members of a top management team

of 43 high-tech SMEs, which are engaged in the development, manufacturing,

distribution of high-tech, bio- and agro-products, software and web design, tech-

nology transfer and consultancy (Commission of the European Communities 2003)

and is using SPM for a period of less than or more than 1 year. The second group

comprises in total 15 members of a top management team of 15 high-tech SMEs,

which are engaged in the same sectors but not using SPM at all (or another

management approach); they are also categorized. Figure 2 shows that the scores

on both financial as non-financial advantages are strong for both the large firms and

the high-tech SMEs using SPM which had practical experience with it, a finding

which can be attributed to the introduction of SPM in practice, as described in the

management and scientific literature. The introduction of SPM has had a positive

impact on the financial and non-financial performance of firms, in particular of

small firms with less than 10 employees followed by small firms with employees

between 10 and 50. Through SPM, they have:

1. Strengthened their focus

In the first place they have strengthened their focus on what is important for the

organization and the achievement of organizational results e.g. consciousness and

involvement of personnel, better set-up priorities. Members of the business firms

want to understand the KPIs and through determining clear objectives and KPIs

they understand things better and what is important, which lead them to become

more target-oriented and performance-driven. This is more a continuous process,

which translates the strategies into focus, points out and clearly identifies individual

activities (responsibility), and which also stimulates the participation of personnel.

This leads to a better focus on transparency and clarity in the alignment of the

Average score of small firms (not) using SPM
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Fig. 2 Average score of advantages, disadvantages and reasons for use per firm size class
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strategy and the related KPIs (understanding how each KPI is related to the

strategy) and the importance of employees’ activities and actions as well as their

(individual) responsibilities in achieving desired performances.

2. Higher operational efficiency

Next, a higher operational efficiency that is reflected in a better organizational

structure (e.g., clarify processes through a decrease in ad hoc work) and flexible

management to anticipate (external) changes can be achieved. They do not spend

time on activities that will not lead to achievement of organizational objectives.

Through this, a strong employee commitment is developed; they actually perform

better in order to achieve their objectives (independent of the rewards). Managing

on results helped them to focus more clearly on the position they take (operation-

field) and where they ultimately want to be (success).

3. Better achievement of organizational goals

And in the third place, a better achievement of organizational goals is possible,

because operational objectives have been translated into better and clearly measur-

able KPIs and undertaken actions, which are related to strategic objectives. There is

a constant focus on the questions “what do we want to do?” “what are we doing?”,
“what are the real priorities and real focus points”, and is it feasible and how to
deliver it?

Furthermore, small firms using SPM experienced the financial advantages

(e.g. revenue, profit) mainly through non-financial advantages. They indicate that

through a better organizational structure e.g. better process and costs orientation,

transparency, direct communication lines, and steering on structured methods and

modes of outputs e.g. continuous focus on management and efficiency managers

achieved the desired levels of performance and operational excellence, and realize

what is promised in an efficient manner. And through enhanced strategic inten-

sive periodical feedback, learning and evaluation (bottom-up) of what has been

realized, objectives can be adapted, “it is a learning process”. Finally, SMART (i.e.

Specific, Measurable, Achievable, Realistic, and Timed) objectives and result-

oriented appointments coupled with sustained improvement in decision-making

through cutting off pointless discussions and reliable information – supported by

informative reports – leads to more pro-activity, people react fast in developing

actions and taking better “GO-NO/GO” decisions, “Focus + Facts ¼ Actions”,
that contribute to organizational improvements. However, various external factors,

e.g. economic, social, environmental, political, governmental, technological and

competitive forces, influence also the financial advantages.

The scores on the advantages for small firms not using SPM are in general

resulting from less experienced firms or are unclear (m is 1.4 and 3.0), in particular

small firms with employees less than 10. A possible explanation is that not all

(important) organizational performances are determined and (well) measured to

achieve sustainable success, in particular the “soft” performance indicators are not

or poorly defined and not all indicators are identified correctly, and considered as

important for these firms. This may cause firms to use their metrics ineffectively,
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because they believe that the best way to achieve a better focus on organizational

performances is not to manage it! They do not plan consciously, because people

have their own responsibility. If performance indicators that measure the execution

of the strategy and the creation of value are not included in the SPM process, it will

not be transparent whether strategic objectives and value creation are being

achieved (Waal 2001). If organizations cannot define the overall performance of

their organization, they cannot measure or manage it (Armstrong and Baron 1998).

Clearly, the feedback of the results and measurement of various issues (hard and

soft indicators) have to be clear, before an unambiguous statement can be made.

The disadvantages are rarely experienced by small firms using SPM (m is 1.7 and

1.8). Their perception is “we can learn from our experiences, thus from historical

information in the system”. These firms indicate e.g. historical information in the

system as a positive point of departure to determine their objectives, which are

actually adjusted in the course of the time (process), and give them an image to steer

the organization on it in order to be able to take corrective actions to keep the

organization on track. They confirm that each action plan to achieve organizational

objectives includes important strategic information (highly focused and result-

oriented), so to know all the strategic assessments makes little sense to them.

They said: “How to steer the organization without a clear (definition of the)
strategy and objectives of the organization?” Thus, organizational objectives

have to be specific and unambiguous by using structured business taxonomy,

explained with simple terminology for the masses; understandable for organiza-

tional members. In other words “they must be well defined and precisely delimited

by the start” (measurable and feasible). They content to have a dashboard scorecard

with 5 or 6 performance indicators (mix of internal and external measures) to

measure and focus on, but find it difficult sometimes to determine good quantitative

objectives. Through regular communication and discussion of the “abstract con-

text” on the indicators people remain focused. This suggests that the use of SPM

brings clear advantages which are dominant over the disadvantages.

The scores on the disadvantages are strong for small firms not using SPM, in

particular small firms with employees between 50 and 300, followed by small

firms with employees between 10 and 50. They have to pay too much attention to

various drivers of business performance that included too much historical and

financial details (focusing excessively on the past and on the short run) without

enough strategic information to choose a uniform and appropriate business direc-

tion and to consider what and how to improve, instead of prominent indicators

that forecast future results. This can create frustration and unfocused decision

making. Too much information and indicators can overload individuals and the

provision of too many, or conflicting, performance measures may create an oppo-

site reaction. This means that structurally the financial perspective dominates over

the other, non-financial indicators (short-term strategy). This appears to give an

unbalanced view of the total organization’s performance, with a focus on mainly

“hard indicators,” e.g. revenue, profit, costs. These firms indicate that the financial

perspective is an easy factor to measure and manage on, which may create a “tunnel

vision” (narrow perspective) especially where problems, decisions and other issues
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are viewed from a “disciplinary” viewpoint; only from a “financial perspective”.

With a lack of openness to other organizational excellence outcomes (e.g., improve

employee and customer satisfaction, improve organizational performance and

productivity, innovativeness), which promotes a form of blindness given the com-

plexity of the environmental factors, firms do not recognize the importance of

non-financial measures of performance for both managing and evaluating their

achievements, as financial figures alone did not identify the elements that may

lead to good or poor future financial results. It is important to understand organiza-

tional excellence, which potentially leads to the success of a business in the future

(better achievement of organizational goals).

Finally, all interviewees indicate that all the reasons for use of SPM (or other

fashionable management techniques than SPM) to steer the business firm are

important, in particular small firms not using SPM with employees between 50

and 300 (m is 5.0), which showed also a strong score on the disadvantages. This

suggests that they all want to improve continuously and optimize the performance

of the organization (e.g. higher quality of products and services) which has now

become standard, and to achieve sustainable success through a particular approach

or mentality. Therefore, learning and innovation perspectives are very important

for them, because it is intended to measure an organization’s capacity to innovate,

continuously improve and (cooperative) learn, and creative approaches to addres-

sing business results.

Therefore, they have to be able e.g. to analyse how economic and social changes

affect their businesses now and in the future; to anticipate on changing circumstances

in the industry and to stay ahead of the extreme – often global – competition; to build

a capacity for continuous adaptation of their organisations in order to achieve

sustained high performance; translate strategy into action at each level within the

organisation in order to bring the business strategy to successful life; to focus on

‘doing the right things right’ which implies that the link between information and

successful management action in the business environment is essential; to have the

right information at the right time to make the best decisions, to take the best actions

for the benefit of the development of continuous and sustained organizational

improvement and to enhance quality of the organization. In conclusion, they suggest

that the fundamental reason for implementing a particular management technique is

improvement of e.g. strategy and communication. Strategy and communication

included both the need to communicate strategy to everyone and the need to align

employee behaviour with strategic objectives. Thus, communication is essential for

employee acceptance of SPM. They need to know the reason(s) behind the imple-

mentation of SPM and how it benefits both the organization and themselves.

6 Application of Common Factor Analysis

In this sectionwe apply “Common factor analysis (CFA)” (Tucker et al. 1969; Rummel

1970; Ford et al. 1986) based on a “Maximum Likelihood Method” as a multidimen-

sional analytical tool, to identify the main independent components: advantages,
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disadvantages and reasons for use. This approach avoids generation of an overwhelm-

ing amount of data. The results of this are discussed below.

6.1 CFA Results of SPM Advantages for Small
Firms Using SPM

The application of CFA to the SPM advantages yielded four factors, namely Higher

Result-Orientation of workforce (HROW), Better Organizational Structure (BOS),

Better Information communication (BIC) and Higher Result-Orientation of

Management (HROM), as shown in Table 4.

Table 4 Common factor analysis of the SPM advantages components

SPM advantages Factor 1

(HROW)

Factor

2 (BOS)

Factor 3

(BIC)

Factor 4

(HROM)

Strengthened reputation of the organization

as a quality firm (O)

0.884 0.209 �0.166

More innovativeness (R) 0.774 0.207 �0.106

Higher quality of products and services (R) 0.748 0.236

Increase in revenue (R) 0.746 �0.114

Increase in profit (R) 0.711 0.168

More pro-activity of organizational members (P) 0.697 0.368

Reduction in costs (R) 0.474 �0.181 �0.248 0.253

Better understanding of organizational members

of the strategy (I)

0.466

More effective management control (O) 0.780

Better focus on the achievement of results (R) �0.130 0.737

Stronger process orientation (O) 0.185 0.711 �0.316 �0.144

Better strategic alignment of organizational units (O) 0.137 0.682 0.158

Higher quality of performance information (I) 0.603

Improvement in the decision-making process (O) 0.570 0.229

Better strategic planning process (O) 0.759 0.228

More clarity for organizational members about their

roles and goals to be achieved (P)

0.713 �0.129

Higher commitment of organizational members to the

organization (P)

0.384 0.519 0.334

Improvement in communication in the organization

on the strategy (I)

�0.207 0.492 0.514

More focus on the achievement of goals (R) 0.295 0.458 0.295

Higher employee satisfaction (P) 0.327 0.205 0.453

Better focus on what is important for

the organisation (O)

0.213 0.430 �0.145

More clarity of people about their contribution

towards achievement of the strategy and

organizational goals (I)

0.343 0.402

Higher operational efficiency (O) 0.191 0.117 0.185 0.705

Improvement of management quality (P) 0.176 0.241 0.604

Better knowledge sharing and information exchange

between organisational units (O)

0.172 0.202 0.410
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Factor 1, labeled as a higher result orientation of workforce (HROW), consists

of variables which all have to do with a good communication, customer focus,

higher result orientation and accountability of employees (shared governance

become more efficient) on achieving organizational results, by using SPM.

Firms want to manage effectively by clarifying the individual’s responsibilities

(defining specific goals and objectives) for employees which is part of the process

of delegation, and developing accountabilities with employees through participa-

tion in decision-making and management processes to evaluate their needs to

make better use of themselves and time, because within small firms the workforce

is actually the “management” mainly due a simple and flat organizational struc-

ture (which encourage employees to take part in decision-making and manage-

ment processes) with less or no organizational levels (removed middle management

layers).

Thus, the level of participation of employees in decision-making and manage-

ment processes is partly dependent on the degree to which an organization has

many or few levels of management hierarchy. And because of the simpler organi-

zational structures, fewer customers and flexibility and more adaptable to market

changes, it seems plausible that result-orientation of small firms are higher on

achieving organizational results than for large firms.

Furthermore, this factor can be explained by considering this advantage as

a logical consequence or outcome measures of the other factors, which result in

a higher orientation on organizational results. They make and communicate effec-

tively a clear and understandable plan regarding the desired results aligned to

the strategy (well-organized report of the results and how people perform). This

is the result of the top-down and bottom-up method to make strategies tangible and

understandable (better focus on defining objectives which furnishes also more

quality), and to stimulate the participation of employees (responsibility and

accountability) in the thinking-process throughout the entire organization in order

to make the strategy owned and understandable.

The strengthened involvement and understanding of people of the strategy,

coupled with the improvement in the quality (e.g., qualitative solutions lead to

customers retention), motivated employees (“lower employees illness, less internal

blockades and less complaints”), pro-activity (e.g., employees want to take a step

further, anticipate fast on positive as well as negative situations, and are enthusias-

tic because thing are going well), better steering on projects (e.g., determined

“Critical to Quality” parameters for improvement and secure) and more innova-

tiveness (e.g., people are now thinking from different perspectives to achieve

organizational objectives and many ideas and processes are carried out and devel-

oped, which give employees the space and time to realize these objectives and

innovations without personal and financial consequences), considerably facilitates

the achievement of organizational goals and results.

Finally, small firms also experienced an increase in revenue of approximately

10–15% on average, and a decline in cost of approximately 6% on average, (e.g.,

better insight and understanding into costs, failure reduction, less internal blockades

and complaints, improved business activities), resulting in an increase in profit.
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Factor 2, labeled as better organizational structure (BOS), consists of variables

depicting advantages which are caused by SPM increasing focus, control, responsi-

bility and alignment throughout the organization on the strategic goals to be achieved.

The business activities in small firms are more focused and structured on clear

(financial) facts and targets (e.g. revenue, costs and profit consciousness of employ-

ees, clear measurable KPIs, conscious undertaken actions which are related to

strategic objectives) more tightly planned, managed and monitored (clear rules

and timelines, fast and simple to adjust) and objective decision-taking (fixed

procedures, clear and determined values and norms, benefit-cost analysis, action

and decision list), because of simple measurement tools (e.g., BSC, LEAN, Six

Sigma), simpler organizational structures (e.g., enabled to delegate responsibility

for operational activities and to focus more on planning and strategic functions,

better flow of information, effective communication, better flow of authority and

responsibility in the organization), greater flexibility of change (e.g., more ability

to adept to changes in the environment), shorter communication-lines and higher

interaction and consensus between various disciplines (e.g. implementation of

extensive ICT-systems such as CRM, prick plate, clarity and openness, constructive

and active meetings, a frequent review of progress performance regarding the

strategy leads to a better alignment), daily face-to-face evaluation moments between

manager(s) and their employees for improvements and their customers (e.g., clear

appointments, delivery times), and fast reaction on pursuing and achieving desired

strategic goals (e.g. to realize optimal sales results). In addition, this factor can be

explained by clarity and accountability; a continuous strategic thinking-process

which translates the strategy into operational results, identifies individual activities

and responsibilities, and which also stimulates the participation of personnel or units

and the alignments throughout the organization towards achieving the strategy.

SPM improve the business structure by systematic translating vision into opera-

tional strategy, which define tactics and processes to support the strategy and

demonstrate measurable organizational and individual results; supported by regular

and better quality of performance information. This creates more structure and

insight for organizational members on goals to be achieved and their role in this and

in (fixed) business processes (less ad hoc work) which leads to fast links and

reaction within the management. A better translation of the strategy into clear

focus points and individual activities (better cascading of the strategy), people

better understand how their contribution fits within the total process (transparent

added value of employees) or know why they are engaged in particular activities, it

prevents a great deal of (behavioural) frustration and employees perform better.

Thus, the outcome measures of BOS leads to a more transparency and clarity in the

alignment of the strategy and the relevant KPIs (understanding how each KPI is

related to the strategy), a better integral approach of distribution of people and

production, the importance of employees’ activities and actions as well as their

specific responsibilities and accountabilities in achieving desired performances,

a good planning and a more conscious strategic choice, coupled with actions

(and rewards). This includes that there is a movement of “loose control” to “tight

control” and frequently communication between members of the organization
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e.g. periodical feedback and evaluation, which created clarity and a better focus in

the business (better focus leads to more effort of people and a better efficiency in

sale actions), and a better steering and execution of business activities that help

people to take a consistent business direction and to consider what and how to

improve things and focus on issues that are important for the organization. This

leads to tremendous results for instance increase in revenue, profit, innovativeness,

and pro-activity which have also been improved and achieved in the organizations.

Factor 3, labeled as better information communication (BIC), consists of

variables depicting the increased clarity and better communication on the strategy

and business’s performance to organizational members and their participation.

A better and effective communication on the organizational strategy contributes

to operationalizing the strategy from management further to individual objectives

e.g. clear and transparent focus points. It creates more focused discussions on what

is important for the organization, the business direction and segmentation(s), and

on future performances and opportunities. BIC contributes to a better translation of

the strategy into more concrete and tangible objectives and clear KPIs, with clear

and well understood language (taxonomy). These firms want to make their mem-

bers more aware and to provide a better understanding of the business direction and

to encourage them to be more committed to their organization which contributes to

a better achievement of business results. Employees are continuously informed

(qualitative reports and communication-tools) about the business performance, the

direction of which the organization intends to take (communicating clear targets),

what their individual contribution is expected to be in the relation to the entire

process (clear constructions) and how they fit within it (integral improvement) and

their responsibility and accountability (this results in less external complaints and

higher efficiency). All these factors make personnel more concerned about the

overall success of the organization.

Firms make and communicate a clear and understandable plan regarding the

desired results aligned to the strategy (well-organized report of the results and

how people perform). This is the result of the top-down and bottom-up method to

make strategies tangible and understandable, and to stimulate the participation of

employees (accountability) in a integral process throughout the entire organization

in order to make the strategy owned and understandable, and to perform more

effectively. This leads to no-nonsense discussions on objectives and targets (result-

oriented), people can refer to various policies, relate their work and to the strategy

(know which direction the organization aims), and various issues are better to

follow. Through this, a strong employee commitment is developed; they actually

perform better in order to achieve their objectives and mainly independent of the

rewards. Managing on results helped them to focus more clearly on the position

they take in the operation-field and where they ultimately want to be (success).

Finally, Factor 4, labeled as higher result orientation of management (HROM),

consists of variables, which have to do with improving the quality of management

and processes on achieving organizational results, by using SPM. Managing real

value drivers (quantitative as well as qualitative) behind the business with

a continuous strategic planning process combined with learning- and thinking
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process for value-creation and achieving organizational results is a daily preoccu-

pation for these firms. Thereby, it is important to communicate clear the key

performance indicators (empowerment), which clear-up the accountability and

responsibility of people and leads them to a better action-orientation and improve-

ment of executing strategic planning and realising a competitive advantage.

Through improved and intensive communication, knowledge share and exchange

and cooperation have been improved between firm parts and members. Through

this, members indicate earlier discrepancies in the indicators and understand the

business strategy better, which reduce Ad Hoc work, reduce costs and increase

profit. A better steering and execution, which in using specific concepts and

taxonomy that everyone is expected to know, help people to take a consistent

business direction and to consider what and how to improve things and a better

focus on issues that are important for the organization and its shareholders.

6.2 CFA Results of the Disadvantages

The CFA of the SPM disadvantages yielded two factors, as depicted in Table 5.

Table 5 shows that Factor 1, badly aligned system (BAS), consists of variables

showing that the implemented SPM system leads to a meaningless discussion and

unclear focus on the business, which does not have the right fit with the organiza-

tion. Despite that historical information in the system provides its users with

appropriate information about their past performances; much historical information

in the system is not always the best “measuring norm” for the future. However,

historical information which gives a good overview of the achieved organizational

performances is necessary during the implementation of SPM, which they can learn

from the experiences (e.g. market prices, machine calculations, work hours and

labour-intensive trade) in order to be able to take corrective actions to keep the

organization on track. However, high-tech firms have not experienced too much

historical information, because it is the starting point to define mission, strategy and

short and long term goals and objectives of the organization. But that has to be

adjusted with new and strategic information after the introduction year. Firms have

Table 5 Common factor analysis of the disadvantages high-tech SMEs

SPM disadvantages Factor 1 (BAS) Factor 2 (LIQ)

There is too much historical information in the

system (S)

0.760

There is not enough strategic information in the

system (S)

0.685

It is too expensive and too bureaucratic (S) 0.576

The performance indicators are too subjective

and therefore unreliable (S/I)

0.471 0.440

It causes too much internal competition (I) �0.130 0.700

There are too many performance indicators (I) 0.598

The performance information is too aggregated (I) 0.493
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to work on this minor experienced disadvantage; they have to use a combination of

non-financial and financial measures to assess how well their operations are aligned

with their business strategy to make it possible to measure strategy aspects.

However, each action to achieve the determined objectives related to the strategy.

This approach is a crucial component, because there is actually a strategy that goes

beforehand at the choice of the performance indicators; and in managing the

strategic direction and decisions of an organization and measuring its success:

“how would you like to organize without a strategy?”.
In addition, a quite technical organized system can be costly and time-consum-

ing (i.e., depends on the size of a firm) for instance to develop “product information

manual” for stakeholders and “manpower” which demands a lot of work hours and

specialized employees (investing in specialized co-workers is a little risk and it can

be costly on short term), but it yields opportunities and possibilities when there are

good, clear and determined appointments without a lot of rules and bureaucracy.

Factor 2, low information quality (LIQ), consists of variables which depict the

bad quality of the performance information generated by SPM system. The system

contains too many performance indicators, which are too aggregated and do not

give strategic information; and leads to too many reports, and finally bureaucracy. It

becomes difficult for employees to focus on to many issues and results, and

moreover to discus these in short time; important indicators will lose their value

and context. However, improvements are certainly possible to make a selection of

KPIs that are meaningful. The art is to get successful business information (find-

ability and system usability) that serve both individual users and their organisation,

which leads to “no-nonsense” discussions. The objectives are simple and good to

understand, but the problem is the “translation” to other levels because of difficult

terms and priorities statement. There are various terms and performance-indicators,

which some of the employees do not always understand and concrete these in the

frontline due to e.g. low-educational background. In addition, the system causes

unwanted behaviour of employees as peer pressure escalates in internal competition

and mutual strive. It leads to isolation of information for job security, low commit-

ment to the organization, minimal collaboration improve the corporate, and other

negative effects, which cause islands culture mainly due to miscommunication

and poor alignment between collective and individual KPIs.

6.3 CFA Results of the Reasons for Use in High-Tech SMEs

The CFA of the reasons for use of SPM yielded two factors in high-tech SMEs,

as depicted in Table 6.

Table 6 shows that Factor 1, focus on strategy (FoS), consists of reasons for use

that have to do with creating a focus on formulating, deploying, communicating,

implementing and understanding the strategy throughout the organization. A better

two-way exchange of information (top-down and bottom-up), systemic direction

of communication (structurally more attention for communicating results) with
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limited number of concretely and objectively defined KPIs allows the cascading of

the strategy to the operational level to be more successfully carried out. Through

that employees do not lose their focus on the business (people are not overwhelmed

with information). Consequently, a greater awareness develops and more consistent

attention is given to matters that relate to quality performance.

Factor 2, focus on control (FoC), consists of reasons for use that have to do with

a better control of the organization and strategic objectives. SPM is used to deploy

accountabilities and responsibilities on all levels in the organization and subsequently

measure and control the performance of these levels. Firms want to be the “best-

in-class” and achieve better organisational goals, therefore it is important that they have

to create a better focus on the strategy (Factor 2, FoS), future performances,market and

business changes, and new challenges and opportunities through e.g. a better commu-

nication and translate of the strategy to the operational level. Managing actively

changes which take place in order to respond to new opportunities, is a transform of

“re-active” into “proactive” approach to anticipate on changes and to avoid threats,

indicate earlier discrepancies in organization and understand the business better.

7 Results of the Correlation Analysis

It is necessary that the factors are not subjected to the principle of multicollinearity,

nor with a strong correlation, to analyze the relationships between the factors (Hoerl

1959, 1962; Hoerl and Kennard 1970, 1976). This is because strongly correlated

Table 6 Common factor analysis of the reasons for use high-tech SMEs

High-tech SMEs: reasons for use Factor 1 (FoS) Factor 2 (FoC)

Better communicating of strategy to everyone

in the organization (S)

0.911

Aligning employee behaviour with strategic

objectives (S)

0.749

Stronger accountability (C) 0.739

Stronger individual accountability of employees (C) 0.734 0.132

Translating the strategy into operational terms (S) 0.638 0.273

Higher commitment to the strategy (S) 0.610 0.167

Improve the performance of the organization (C) 0.557 0.260

Linking rewards to performance (C) 0.548

To measure better the performance of organisation

parts (C)

0.493 0.269

To obtain a better understanding in knowledge

and skills of people (C)

0.484 �0.130

Better control and with that better “obedience” (C) 0.416

Handling the increase in complexity of the

organization (C)

�0.248 0.922

To describe the mission, strategy and targets

of the organisation (S)

0.190 0.617

Enhance quality of the organization (S) 0.185 0.428

More focus on the strategy (S) 0.216 0.417
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factors would explain the same phenomenon. Although there is no clear limit in the

literature for the strength of a correlation, an informal rule of thumb suggests it has to

be around 0.6 (X1 ¼ lX2). Table 7 gives the correlation matrix.

Table 7 shows that the correlations indicate a linear positive as well as a negative

relationship between two variables that are not stronger than (�) 0.6, which aremainly

autonomous features. But the variables will almost always have some correlation with

one another. These results make it possible, initially, to launch a multiple regression

analysis without fearing an obvious problem of multicollinearity between factors.

8 Results of Multiple Regression Analysis

Using a multiple regression analysis, a structural model can be created from the SPM

advantages, disadvantages and reasons for use factors (Fig. 3). This model is con-

structed to identify the various relationships between the factors. In this respect,

several hypotheses can be made, such as: (1) specific reasons for using SPM will

yield specific advantages (positive relationship) and disadvantages (negative relation-

ship); (2) specific SPM advantages will create specific disadvantages (negative rela-

tionship); and (3) specific SPM advantages will cause specific other SPM advantages

(positive relationship). Figure 3 depicts the results of the multiple regression analysis.

Figure 3 shows there are several significant relations between the SPM

advantages, disadvantages and reasons for use factors. Results indicate that the

reasons for use factors have significant positive relations with three of the

advantages factors, namely Better Organizational Structure (BOS), Better Infor-

mation and Communication (BIC), and Higher Result Orientation Management

(HROM), and a significant relation with one disadvantage factor, namely Low

Information Quality (LIQ). However, the reasons for use do not have a direct

relation with the advantage Higher Result Orientation Workforce (HROW). This

can be explained by considering this advantage as a logical consequence of the

other advantages: a better organizational structure, which is drive by the orga-

nization’s strategy to help firms translate the strategy into operations and reach

their objectives, and better information and communication will result in a

higher orientation on results by the workforce and subsequently achieving higher

organizational results.

Moreover, a better organizational structure improves organizational efficiency

or effectiveness, reflects efficient (information) flows and internal business pro-

cesses, and identifies lines of authority and splits responsibilities (less ad hoc work).

Next, results indicate that there is a significant relationship between the reasons

for use Focus on Control (FoC) and the disadvantage Low information Quality

(LiQ). A possible explanation is that firms during the introduction of SPM still

feel traditional financially oriented and therefore still too much and emphasis

on financial indicators and measures. The provision of too many performance

measures can effect the quality of information and overload individuals. Employees

do not always understanding and are not always conscious of these indicators.
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Further, results indicate also that there is a significant relationship between the

advantage High Result Orientation of Management and the disadvantage Low infor-

mation Quality (LiQ), a possible explanation is information that is needed to build

quality-oriented decisions and actions. For many employees too many performance

indicators, in particularly financial measures, are too aggregated and not appropri-

ately and accurately related to outcomes they directly influence, and organizational

goals to provide useful feedback on their decisions and actions. Finally, the dis-

advantages, which did not occur very often anyway (see Table 5), do not ‘automati-

cally’ stem from specific reasons for use or are inescapably linked to specific

advantages. If these disadvantages are experienced in firms, they occur stand-alone.

9 Summary and Evaluation

The research described in this paper focused on answering the research questions

first introduced in Chap. 3 as follows: To what extent have small high-tech business
firms practiced SPM? What are the advantages, disadvantages and reasons behind

Reasons for use Advantages

Higher
Result Orientation

Workforce

Focus
on

Control

Better
Organizational

Structrue

Badly
Aligned
System

Low
Information

Quality

Better
Information and
Communication

Focus
on

Strategy

Higher
Result

Orientation

.488

.239

.257.383

.329

.318

.376

.243 .278

.273

.289 .456

Disadvantages

Fig. 3 Structural relations in high-tech SMEs
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the implementation of SPM in these firms in practice? How do the reasons for SPM
influence advantages and disadvantages? At this point, the study undertook to solve
the research questions by exploring the understanding of and knowledge about

SPM and experiences in practice by the Dutch high technology business firms.

The evidence in this research supports a well-developed understanding of and

extensive knowledge about SPM by the Dutch high technology firms. These firms

have incorporated a number of unique financial as well as non-financial perfor-

mance measures to enforce their quality and service initiatives in terms of e.g.

employees, customer focus and improvements points, related to the strategy for

achieving organizational sustainability and long-term success, and for maximizing

opportunities for gaining and enhancing a competitive advantage.

They strengthened involvement and understanding of employees (cost and

added value consciousness of personnel) in the decision-taking and determining

and formulating organizational and individual objectives which are fast and simple

to adjust. In particular small-sized firms, with less than 10 employees followed

by small firms with employees between 10 and 50, have a more distinct focus on

firm and employee performance than the large-sized firms, because of simple

measurement tools, simpler organizational structures, shorter (and informal) com-

munication-lines and higher interaction and consensus between various disciplines

(e.g. daily face-to-face evaluation moments between manager(s) and their employ-

ees for improvements) and fast reaction on achieving organizational results (e.g. to

realize optimal sales results).

Further, based on a literature study and practical research at 43 Dutch high-tech

firms, four main advantages, two main disadvantages and two main reasons for use

were discovered, which are to be expected from using SPM. The practical implica-

tion of this research is that implementing and using SPM in crafting and executing

of strategy and increase the contribution of employees to strategic plans in a daily

preoccupation yields specific benefits for an organization in gaining and sustaining

their competitive advantages in terms of products and services. Overall, the findings

and their possible implications give insight into the firms’ experiences and enables

management to adopt a useful approach to increasing their potential to progress

(local) firms’ health and create a strong and professional human capital pool that

sustains the firm’s competitive advantage.

This research contains a few limitations. Although there have been statistically

significant improvements and correlations after using SPM within the business

firms, findings are not generalisable beyond the context of this study in which the

research was conducted, because the sample size is limited to 43 Dutch high-tech

firms. On the other hand, the study approach facilitated the understanding of SPM

using and its experiences in various Dutch high technology business firms. Further

research might replicate this study in a large sample of similar organizations for

further research on SPM. A large sample of similar organizations would increase

the overall validity of the results. Another limitation is that this research is not

longitudinal. Longitudinal studies would better examine and observe (without

manipulating) the developments and shifts in the relations between SPM advan-

tages, disadvantages at different points of time, and reasons for use.
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9.1 Future Research

Future research is needed into environmental factors (external driving forces) such

as spatial dimensions (e.g. accessibility, agglomeration principles) or localized

concentrations of economic activity. This interest is warranted because of the far-

reaching influence that localized concentrations of economic activity (development

of creative clusters) and business performance have on regional and national

modern economies.

The future research will be able to answer these research issues address the

location challenges identified in the future research.
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Part III

Evidence-Based Analysis:
Non-European Studies



Modelling Endogenous Regional Employment

Performance in Non-metropolitan Australia:

What Is the Role of Human Capital, Social

Capital and Creative Capital?

Robert J. Stimson, Alistair Robson, and Tung-Kai Shyy

1 Introduction

Over the years many studies have been conducted in Australia investigating

regional spatial differentials in regional economic performance, including investi-

gations of the inter-relationships between regional economic growth, population

growth, structural shifts in employment distribution across industry sectors, indus-

trial diversification, levels of income, and the location of regions in the national

settlement system. It has been relatively common for variables relating to human

capital to be included in such studies, but rarely has research incorporated a

consideration of social capital and creative capital. There are difficulties in pursuing

such research because there are no national data sets that explicitly provide opera-

tional measures of human capital, social capital and creative capital. As such, it is

necessary to use data derived from the Census of Population and Housing to form

proxy measures relating to those constructs.

Building on our previous research (Stimson et al. 2008, 2009a), the modelling

discussed in this chapter explicitly does that in an exploratory investigation of what

roles variables relating to human capital, social capital and creative capital might

play within a broader modelling framework in which we seek to identify which

variables relating to a broader range of factors might explain the spatial variation in

endogenous regional employment growth performance over the decade 1996–2006

across Australia’s non-metropolitan regions. The spatial units of analysis used are

Local Government Areas (LGAs) outside the Australia’s five major capital city

metropolitan Statistical Divisions.
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The chapter begins with an overview of the findings from existing research

investigating differentials in regional economic development and performance in

Australia. The paper then discusses the data sources used to compile a battery of 32

independent variables relating to factors that the literature suggests might influence

regional economic development and growth that are incorporated within an explor-

atory analytical modelling framework that was developed by the to investigate the

potential determinants spatial variation in regional performance, and in particular

to identify the degree to which the variables measuring aspects of human capital,

social capital and creative capital are significant explanatory factors. The results of

that modelling are discussed. The chapter then concludes with a brief discussion

of the potential policy implications of this research.

2 Existing Research on Differential Regional Economic

Performance in Australia

Understanding the factors influencing regional economic development and growth

(or decline) and isolating those which might explain the differentials that exist

across the regions of a national economy is an important issue. It has been attracting

the attention of regional scientists for a long time.

It is not our purpose here to rehearse the arguments in the copious literature

international literature on regional development and growth theory and how that

has evolved over the last half century and what might be the factors that explain

spatial differentials in regional economic performance. A summary of that is

provided by Stimson and Stough (2009) and Stimson et al. (2009b). The reader is

also referred book edited by Capello and Nijkamp (2009) which provides a com-

prehensive coverage of research to the study of regional economic development

theory and its application.

However, it is evident that with the emergence of the “new growth theory” there

is an increasing interest in the role of endogenous factors and process in regional

economic development and growth. That incorporates a consideration, inter alia,
of explanatory factors such as the following:

l Regional resource endowments (see, e.g., Blakely 1994)
l Industrial structure, specialisation and diversification (Henderson et al. 1995;

Gordon and McCann 2000)
l Urbanisation, population growth, market size, and agglomeration economies

(Patten 1991; Duranton and Puga 2000; Maier 2001; Taylor et al. 2002;

Rosenthal and Strange 2001; van Oort and Atzema 2004)
l Innovation and entrepreneurship (Grossman andHelpman1991;Hubbard andHall

1998; Acs et al. 2002; Nijkamp and Stough 2004; D€oring and Schnellenback 2006)
l Knowledge spillovers and human capital (Romer 1986, 1990; Lucas 1988;

Krugman 1991; OECD 1998, 2001; Hanushek and Kimko 2000; Goetz and

Rapasingla 2001; Faggian and McCann 2009)
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l Social capital (Coleman 1990; Bolton 1992, 1999; Fukuyama 1995)
l Creative capital (Florida 1995, 2002, 2005)
l Leadership and institutional factors (North 1990; Blakely 1994; de Santis and

Stough 1999; Clingermayer and Feiock 2001; Vazquez 2002; Stimson et al.

2009b)

In developing operational models of regional development and growth, for some

of those factors it is relatively easy to specify variables that are widely used

surrogates measuring an aspect of aspects of a factor using, for example, national

data collections such as census data that is readily available at different levels of

spatial scale. But for others of those factors there are not readily available national

data sets that may be used to derive variables that are satisfactory surrogate

measures of a factor.

There is a relatively rich literature that has investigated aspects of regional

economic performance in Australia, some of which explicitly seeks to examine

the influence of endogenous factors in explaining differentials in regional economic

performance. What follows is an overview of that research.

The Bureau of Transport and Regional Economics (2004a: p. ix) has argued that,

in Australia, the distribution of a region’s economic activity across industry sectors,

the mix of occupations, and the skills mix of jobs, all combine to determine the level

and distribution of income in a region and the resilience of its economy and its

ability to grow. Its research suggests that how regional industrial mix changes over

time is an important consideration for regional economic performance and compet-

itiveness. In particular, this is in consideration of the context of how that perfor-

mance reflects shifts in the structure of the national economy and how the shifts

produce an increase or decline in gross value added for regions and their industry

sectors. In the Australian context in particular, a region’s industry structure, its

occupation mix and its human capital structure, will be affected not only by the size

of a region’s economy, but also by its level of remoteness in the context of the

nation’s settlement system. Over the years there have been a number of studies that

have investigated the nature of regional industry structure and regional economic

performance (see, e.g., Department of Home Affairs and the Environment 1982;

Beer and Maude 1995; Beer 1999) and the effects of structural change on employ-

ment growth (see, e.g., Productivity Commission 1998; Bradley and Gans 1998;

Garnaut et al. 2001; Lawson and Dwyer 2002).

The role of human capital – its development and levels – has received specific

attention by The Bureau of Transport and Regional Economics (2004b: p. 4) which

notes that education, skills and qualifications are not evenly distributed across

populations and regions. Earlier Quiggin (1999) had pointed out that higher levels

of education and skills have benefits, including higher employability, increased

earnings and higher job quality. Education is thus seen as a significant contributor

to economic growth and regional performance. There may also be non-monetary

benefits, including better health knowledge and health status, transmission of

cultural values and reduced criminal behaviour.
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Research by Baum et al. (1999) has demonstrated that variation in levels of

human capital is highly significant in differentiating between the performance

of statistical local areas (SLAs) across Australia’s cities and towns. When linked

to other aspects of labour force engagement, income distribution, and employ-

ment in the “symbolic analyst” occupations, human capital is shown to be crucial

in Baum et al.’s (1999) development of a typology of community opportunity/

vulnerability. Furthermore, the Bureau of Transport and Regional Economics

(2004b: p. 1) has stated that

. . . education, skills and qualifications are increasingly considered to be central to regional

productivity, employment opportunities, personal development and the resilience of

communities. (p. 1)

Thus, the

. . . acquisition, production, distribution and use of knowledge are valued as a contributor

to individual and social well-being and economic prosperity. (p. 1)

In another study, Stimson et al. (2004) analysed the patterns of human capital

and industry and occupation diversification/specialisation across the settlement

system in Australia’s states and the Northern Territory using data from the 2001

Census of Population and Housing. They investigated the relationship between the

population size of urban centres and localities (UCLs) and their performance on

three derived indices of human capital and on three indices measuring the degree of

diversification/specialisation in employment across industry sectors and across

occupation categories, and in the distribution of people across levels of educational

qualifications/skills.

The findings of studies such as those referred to above seem to indicate that in

Australia a rise in education levels nationally is being reflected widely across all

regions nationally over the decade 1991–2001. This is even though the level of

educational attainment does continue to decline with increasing remoteness and

also with the size of a region or place (Bureau of Transport and Regional Economics

2004b). It is among the Indigenous population that that decline is most marked.

In the late 1990s and early 2000s there seemed to be emerging something of an

over-supply of skills in some of the more populated regions. Additionally, there

has been greater absorption of skills in the regional areas of Australia, and that was

reflected through the increasing shares of some employment in some of the pro-

fessions across some of the regional areas. But there is a continuing dichotomy at a

general level between the capital cities and regional urban areas in their human

capital performance.

Research by the Bureau of Transport and Regional Economics (2004b: p. ix)

suggests that a degree of equalisation was occurring in educational levels across

Australia’s regions. They found that there was some evidence of convergence

in skills and qualification outcomes for the more populated regions. However, there

also some evidence that this diminishes with increasing remoteness. That work

reveals how professionals in other fields – such as teaching – are becoming more

evenly distributed regionally. Comparatively, some professions – such as computing
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professionals – are highly concentrated in the major cities and some of the larger

regional centres. That study shows the following:

. . ..Overall, regions with higher 1991 shares of university educated residents tended to

experience higher income growth over the 1991 to 2001 decade (p. 42). The regions with

high shares of Managers, administrators and professionals – the highly skilled workers –

showed no clear link with income growth. The research findings suggest that ‘the relation-

ship between higher education and income growth does not persist indefinitely’. (p. 42)

The Stimson et al. (2004) research shows that, across the nation’s urban system,

there does seem to be a positive relationship between the size of an urban place and

its level of performance on the human capital indices derived by that research.

It also found that there is a tendency for occupation diversity and skills density to

increase with increasing size of a place. But the relationships for the latter are of a

considerably lesser magnitude than for the former. Additionally, it is evident that

some larger places do not have high levels of human capital performance, and that

some of them have specialised occupation and skills structures. Comparatively,

some smaller places have strong human capital performance and reasonably diverse

occupational and skill structures.

Taking a different approach, research by Stimson et al. (2008) have uses a spatial

econometric model to analyse the patterns of endogenous employment growth

performance across the non-metropolitan regions in the five mainland states.

It identifies those factors that explain spatial variations in regional economic per-

formance over the decade 1991–2001. Using a battery of variables derived from

census data, those authors model the explanatory power of variables relating to both

static and dynamic measures of regional industrial structure and specialisation/

diversification; population size and growth; labour force participation and unem-

ployment; human capital and income; occupational structure; and the effects of

proximity to the state capital city which is the metropolitan area and proximity to

the coast. The findings indicated the following:

1. Population growth was a particularly factor with a strong positive impact in all

five mainland States, and population size at the beginning of the decade had an

important positive impact in all States except New South Wales.

2. The level of industry sector specialization, and the change in it over time, both

had an important positive effect in all States except New South Wales, and the

structural change index and the dynamics in it over time were important positive

factors in Queensland, South Australia and Western Australia.

3. The level of income at the end of the decade 1991–2001 had a significant factor

only in Queensland.

4. Only in New South Wales did the unemployment variables have an impact.

5. There was amixed picture regarding the impacts of the degree of concentration of

jobs in broad industry sectors, and the effects were most apparent in New South

Wales and in Western Australia; but there was neither a consistent directional

effect for these variables, nor for the change over time in their location quotients.

6. There was a particularly marked impact from the incidence of people with

university and technical qualifications in New South Wales and Queensland,
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but to a lesser degree in Victoria and the other States; however, the incidence of

people with university qualifications at the beginning of the decade had a

negative impact, but the change in that incidence over the decade was a positive

impact factor in New South Wales and Western Australia, where the change in

incidence of people with technical qualifications also had a positive impact.

7. There was no really discernable pattern in the impact of the incidence of jobs in

the Reich (1991) broad occupation categories, except in Victoria where the

effects were negative, while in South Australia, Western Australia and Queens-

land the effects were positive when such a variable is significant.

8. Only in Western Australia and South Australia was it evident that the proxy

variables relating to location on or near the coast or proximity to the metropoli-

tan area have a significant effect, and that effect is negative.

From a review of the Australian literature investigating differentials in regional

economic development and performance in Australia, Stimson (2007) suggested

four general conclusions that might be drawn. Those were:

1. Diversification is important but not a panacea for economic growth, and a

. . . regional push for greater industrial diversity might better reflect preferences for slow

and steady growth over a boom and bust economy. (Bureau of Transport and Regional

Economics 2004a: p. 46)

2. Where people live can certainly affect the diversity of job opportunities with

respect to the mix of industry, occupation and skill requirements, and it can

affect overall levels of labour market participation and engagement. Thus,

“place does matter” (Stimson et al. 2004, Ch 4).

3. The level of human capital is a factor differentiating the performance of places.

Thus, “people skills do matter” (Stimson et al. 2004, Ch 10: p. 4).

4. Population size does matter, as seen in the degree to which large urban places

have more diversified job opportunities across both industry sectors and occu-

pational categories, and larger places have higher levels of human capital

performance:

. . .. Large urban places also tend to offer employment opportunities for a greater range of

educational attainment skill levels. This is not surprising and most likely it represents a self-

selection outcome as the best people seek the better performing places so the direction of

causation becomes blurred. (Stimson et al. 2004, Ch 10: p. 5)

3 Investigating the Role of Human, Social and Creative

Capital in Differential Endogenous Regional Growth

Performance

We now turn to discuss new research which explicitly attention is directed to

ascertaining the degree to which variables that are surrogate measures of human

capital, social capital and creative capital play a role within what is a battery of
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variables referring to a broader set of factors that are hypothesised to be potential

explaining factors accounting for spatial variations in the endogenous regional

employment growth/performance of non-metropolitan regions in Australia over

the decade 1996–2006.

3.1 Data Issues

The five yearly Census of Population and Housing conducted in Australia by the

Australian Bureau of Statistics (ABS) provides researchers with a wealth of aggre-

gated data at various levels of geographic scale that may be used in spatial

econometric modelling. In particular it provides cross-sectional information and

time-series data at one particular level of spatial scale, namely the Statistical Local

Area (SLA), which tend to be Local Government Areas (LGAs) or parts of them.

The census data provides statistics on the demographic and socio-economic

characteristics of people, the labour force, households and dwellings. This infor-

mation relates to place of enumeration (where a person is on census night) and

not to place of employment (which would be an ideal for labour market related

analysis and modelling). Additionally, researchers are restricted to use the specific

categories that are defined in the census and which relate to attributes such as

individual and household income, the industry and occupation of people working,

and the levels of educational attainment and skills of people.

Thus, there are significant constraints that researchers face in using data from the

census of population and housing to derive measures for variables relating to factors

such as human, social and creative capital. There are also constraints in the data

which might be used in operational analytical models to investigate the role of

those constructs in explaining differentials in the pattern of regional economic

development and growth.

Typically in using census data, researchers are restricted to use categories of the

demographic and socio-economic attributes of people as defined by the Australian

Statistician. Often those categories may only be used to identify inadequate surro-

gate measures as variables depicting those constructs that might be hypothesised to

be of importance with respect to a dynamic outcome state – that is, the dependent
variable – across specified geographic regions. It might involve the use of a

surrogate variable measure derived as a summative combination of a number of

categories for an attribute or across a number of attributes. Researchers might also

select a battery of variables derived from range of data from the census that attribute

categories which relate to constructs which are hypothesised to influence the

outcome state. Those variables represent the explanatory variables which may be

used in a model – such as a multiple regression model – to investigate the relation-

ship between the dependent variable and the explanatory variable. In addition,

it is common for the battery of explanatory variables to subject a data reduction

tool, such as principal components analysis, in order to derive a smaller number

of synthetic variables which represent a small number of summary dimensions
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relating to constructs which are hypothesised to be explanatory factors and to use

those measures as the explanatory variables in a model.

From our analysis of the literature on endogenous growth, and based on our

previous research reported in Stimson et al. (2008, 2009a), particular variables were

derived from census data to represent surrogate measures for factors which,

a priori, were viewed as having a significant contribution to endogenous regional

performance. Those variables were derived from data available in the last three

censuses (1996, 2001, and 2006).

3.2 The Dependent Variable

There are difficulties encountered in the use of data from the census to derive a

satisfactory measure of the outcome state that is the dependent variable in a model

investigating spatial differentials in regional economic performance. Here we need

a variable measuring regional economic growth or performance over a period of

time. We followed the method proposed by Stimson et al. (2005, 2009b) and which

has been as used in a previous investigation into the determinants endogenous
regional employment growth across Australia’s regions over the decade 1991–2006
conducted by Stimson et al. (2008, 2000). That methodology used the regional
(or differential) shift component in a shift-share analysis of employment change,

standardised by the size of the labour force at the beginning of the period, as a

surrogate measure of endogenous regional employment growth.

3.3 The Explanatory Variables

For the categories of 32 variables used as the explanatory variables in the analysis it
was important to include a mixture of both cross-sectional and dynamic measures of

regional characteristics that might impact on endogenous regional performance.

As the purpose of this paper is to give explicit attention to investigating the

potential roles of human capital, social capital and creative capital as factors that

might account for spatial variations in patterns of regional endogenous growth

performance across non-metropolitan LGAs in Australia, surrogate measures for

those factors were deliberately included in the set of variables used in the analysis

reported here.

The categories of factors that were deemed to be important to include in the

model and the resultant operational variables that were derived mostly from census

data are the variables are listed in Table 1.1 The variables are surrogate measures

1Here we do not provide detailed descriptions of all of the variables listed in Table 1 that are used

in the modelling undertaken and which is presented in this chapter.
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Table 1 Variables used in the modelling

Variable label Variable description

Dependent variable

REG_SHIFT Regional shift (1996–2006)/labour force (1996)

Independent (explanatory) variables

SPEC_96 Specialization index for 1996 (Herfindahl–Hirschman index)

SPEC_CH Change in specialization index from 1996 to 2006 (Herfindahl–Hirschman

index)

SCI Structural change index (1996–2006)

SCI_CH Change in the structural change index (from 1996–2001 to 2001–2006)

L_INC_96 Median individual income – 1996 annual (log) (real)

L_INC_CH Change in median individual income – 1996–2006 annual (log) (real)

UNEMP_96 Unemployment rate in 1996 (%)

UNEMP_CH Change in unemployment rate from 1996 to 2006 (pps)

L_POP_96 Log of population (1996)

L_POP_CH Change in log of population (1996–2006)

LQ_MAN_96 Location quotient for the manufacturing industry in 1996

LQ_INF_96 Location quotient for the information media and telecommunications industry

in 1996

LQ_FIN_96 Location quotient for the financial and insurance services industry in 1996

LQ_PRO_96 Location quotient for the professional, scientific and technical services

industry in 1996

LQ_MAN_CH Change in the location quotient for the manufacturing industry, 1996–2006

LQ_INF_CH Change in the location quotient for the information media and

telecommunications industry, 1996–2006

LQ_FIN_CH Change in the location quotient for the financial and insurance services

industry, 1996–2006

LQ_PRO_CH Change in the location quotient for the professional, scientific and technical

services Industry, 1996–2006

POSTGRAD_96 Proportion of labour force with a postgraduate degree of higher in 1996
BACHELOR_96 Proportion of labour force with a bachelor degree of higher in 1996
TECHQUALS_96 Proportion of labour force with technical qualifications in 1996
POSTGRAD_CH Change in the proportion of labour force with a postgraduate degree of

higher, from 1996 to 2006
BACHELOR_CH Change in the proportion of labour force with a bachelor degree of higher,

from 1996 to 2006
TECHQUALS_CH Change in the proportion of labour force with technical qualifications, from

1996 to 2006
SYMBA_96 Proportion of symbolic analysts (Managers + Professionals) in employment

in 1996

SYMBA_CH Change in the proportion of symbolic analysts (Managers + Professionals) in

employment from 1996 to 2006

VOLUNTEER_06 Proportion of volunteers in working age population (15–64) in 2006
CREATIVE_06 Proportion of total employment in creative industries in 2006
A_COAST Border is adjacent to coastline (No ¼ 0; Yes ¼ 1)

P_METRO Border is adjacent to metropolitan statistical division (No ¼ 0; Yes ¼ 1)

D_URBAN Classified as urban under Australian classification of local government

system (1 ¼ Yes; 0 ¼ No)

D_REMOTE Classified as remote under Australian classification of local governments

system (1 ¼ Yes; 0 ¼ No)

Note: The variables that are surrogate measures for human capital, social capital and creative

capital are in italics
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relating to factors that the regional science literature has suggested might be factors

that might explain variation in endogenous regional employment performance.

The factors are: industrial structure, including industry specialisation and structural

change; population size and growth; labour force participation; human capital

(skills); income distribution; occupational shifts; social capital; creative capital.

Some variables listed in Table 1 are cross-sectional measures at the beginning or

end of the period 1996–2006 while others are change-over-time dynamic variables.

In addition four locational proxies were included.

As we have an explicit interest in this chapter to investigate the degree to which

human capital, social capital and creative capital might play a role as explanatory

factors in the modelling, a full description of those variables follows:

1. The human capital measures were based on the highest level of qualification

at the time of the census. Two main categories of human capital measures

are used: first category of variables measured the number of people with a

particular level of qualification as a proportion of the working age popula-

tion (15–64). The levels of qualification selected were: Postgraduate degree

(POSTGRAD_96); Bachelor degree (BACHELOR_96); and, those with tech-

nical qualifications2 (TECHQUALS_96). The second category of variables

was the change in these human capital measures from 1996 to 2006 (that is:

POSTGRAD_CH; BACHELOR_CH; and, TECHQUALS_CH).

2. It was not until the 2006 census that any information was collected that might

be used as a surrogate measure for social capital. The only meaningful variable

the people who report being involved in volunteering, which is a rather surrogate

measure of social capital. The variable used is VOLUNTEER_06, which mea-

sures the proportion of Volunteers in the working age population (age groups

15–64) in 2006.

3. Identifying and constructing ameasure of creative capitalwas also a challenge. Part
of the reason for this is the difficulty in gaining employment data at the disaggre-

gated industry level to discern “creative” industries at the spatially disaggregated

level of the LGA. Two-digit employment by industry data from the working

population profile of the census LGAwas based on the place-of-work countmethod

rather than the place of enumeration count method. Identifying which two-digit

industries considered to be “creative”was somewhat subjective, and those included

were: The industries are: Construction services; Information media and telecom-

munications/Not defined; Publishing (except internet and music publishing);

Motion picture and sound recording activities; Broadcasting (except internet);

Internet publishing and broadcasting; Library and other information services;

Computer system design and related services; Tertiary education; Arts and recrea-

tion services\Not defined; Creative and performing arts activities The number of

jobs in those industries was then divided by the total number of jobs to identify the

proportion of jobs in creative industries in each LGA (CREATIVE_06).

2This includes the categories of: Advanced Diploma and Diploma, Certificate nfd, Certificate I and

II, Certificate III and IV.
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3.4 Spatial Units of Analysis

The focus here is on investigating non-metropolitan regional across Australia.

It was thus decided to focus on spatial units that relate to the third tier of govern-

ment, namely LGAs. But for various technical reasons – and in particularly for

future spatial autocorrelation analysis – it was necessary to actually use three

different units of geography, including in some remote parts of the nation Statistical

Local areas (SLAs) and/or Statistical Sub Divisions (SSDs).3

A total of 493 spatial units drawn from the above three units of geography are

used as the spatial framework for the analysis reported here. For the sake of

simplicity the term LGA is used throughout the chapter to refer to the spatial

units used in the analysis of non-metropolitan regions discussed in what follows.

3.5 The Analytical Model

Our objective here was to investigate the potential determinants of spatial variations

in endogenous regional employment performance over the decade 1996–2006 across

non-metropolitan regions in Australia. Within that context we wished to specifically

identify the degree to which variables that are surrogate measures of human capital,

social capital and creative capital might be explanatory factors. We employed the

same modelling approach used in our earlier study (Stimson et al. 2008).4

As discussed above, the dependent variable of interest is endogenous regional

employment (the REG_SHIFT variable) derived from a shift share analysis, which

3A problem with using LGAs in some parts of Australia (particularly in Queensland and the

Northern Territory) is that a few LGAs are non-contiguous. Mostly those tend to be Indigenous

communities. To solve this problem, those LGAs were removed in Queensland. In the Northern

Territory, the solution to the non-contiguous LGA problem is to use the spatial scale of the

Statistical Sub-Division (SSD). Statistical Local Areas (SLAs) – which are based on the bound-

aries of incorporated bodies of local government where these exist – often are in fact LGAs or may

be aggregated into LGAs. A LGA is an SLA if it fits entirely within an SSD and is broadly similar

in size, economic significance and user needs for statistics to other LGAs in Australia. An LGA

will be composed of two or more SLAs when the above conditions are not met. This can occur if an

LGA is divided by the boundary of one or more SSDs or where the LGA is substantially different

in size, economic significance and user needs for statistics to other LGAs. Unincorporated SLAs

are defined for unincorporated on-shore area(s) and/or off-shore island(s) in an SSD or are defined

for that part of an unincorporated area which is considered of sufficient economic significance as to

warrant the formation of a separate SLA (ABS 2006: p. 11). There are, however large parts of

Australia that are not administered by incorporated local government bodies. Those unincorpo-

rated areas tend to be in remote mainly inland areas that are largely uninhabited, and where they

are the habitation tends to be concentrated with Indigenous peoples. For such areas, an SLA is an

unincorporated area. Finally, in some cases, such as in the remote parts of the Northern Territory,

the Statistical Sub Division (SSD), which comprise one or more SLAs, had to be used.
4Note that in the earlier study by Stimson et al. (2008) separate modelling was undertaken for the

five mainland states of Australia. Here the modelling was performed for non-metropolitan LGAs

across the whole nation.
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was expected to exhibit a high degree of spatial variability across the non-

metropolitan regions.

The initial analysis undertaken was to investigate the simple ecological relation-

ships between this regional endogenous growth/decline performance measure and

the surrogate measures for human capital, social capital and creative capital that are

listed among the explanatory variables in Table 1. That involved the calculation of

simple product moment correlation coefficients. However, that simple ecological

correlation analysis did not inform us as to whether or not any one or all of those

the variables measuring human capital, social capital and creative capital plays a

significant role in explaining the differential patterns of spatial performance of

the non-metropolitan regions across Australia as measured by the REG_SHIFT

variable of regional endogenous growth/decline.

In order to do that the full set of potential explanatory variables listed in Table 1

were used in a replication of the modelling undertaken in the previous research by

Stimson et al. (2008) which had used a two-stage regression modelling approach:

1. First a general model Ordinary Least Squares (OLS) model was run.

2. Second, that was followed by running a specific model to address the issue

of multi-colinearity, a stepwise backward iterative elimination method was used
to determine a model that exhibited the minimum number of statistically

significant variables, but maximised the explanatory power of the model. The

threshold for eliminating a variable was the variable which had the highest

p-value. This procedure was completed when the variable had a p-value of

0.05. This technique has encountered some criticism, such as missing the

optimal model, treating p-values too literally, picking models that are smaller

than desirable, etc. (Faraway 2002: p. 126).

3. Third, and most importantly, we then proceeded to incorporate a spatially

weighted regression approach to account for the effects of spatial autocorrelation

that was evident. The neighbourhood matrix approach was used. Both a spatial
error model and a spatial lag model were run, and the Moran’s I test and the

Lagrange Multiplier Test Statistics for spatial autocorrelation were calculated.

The modelling approach adopted enabled us to explicitly identify the degree to

which the surrogate measures of human capital, social capital and creative capital

do or do not have a statistically significant role in helping explain the spatial

variation in the endogenous growth/decline performance of non-metropolitan

regions across Australia over the decade 1996–2006.5

5Note that in the modelling it was decided to remove some influential observations (spatial units)

from the general model. The technique used was the Cooks Distance Method. The threshold for

removing an observation selected was 0.5 (that is, there was a 99.5% confidence that no other

observation influenced the model). That resulted in five spatial units being removed from the

analysis, all in either the Northern territory or in Western Australia. The observations removed

from the general model were Daly (Northern Territory, with a cook score of 11.6); Murchison

(Western Australia, with a Cook score of 1.1); Ravensthorpe (Western Australia, with a cook score

of 1.0); and, Palmerston Eat Arm (Northern Territory, with a cook score of 0.5).
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4 Results

The results of the application of the methodology discussed above to model the

potential determinants of spatial variability in endogenous regional employ-

ment performance over the decade 1996–2006 in non-metropolitan LGAs across

Australia to explicitly investigate, and explicitly to investigate the explanatory

role of human capital, social capital and creative capital are discussed in what

follows.

4.1 Mapping Patterns of Regional Performance

An important task was to be able map the geographic patterns, across non-

metropolitan Australia, of the dependent variable (REG_SHIFT). The method

used was to produce maps that display the pattern for a variable by using shaded

symbols which differentiate the spatial units of analysis according to population

size categories of LGAs, and which classifies the level of a region’s performance

on that variable.

The pattern of regional performance on the REG_SHIFT variable is mapped

in Fig. 1. Note that scores in his measure may generate a negative or positive score

for a LGA because of the regional (differential) shift component derived from a

shift-share analysis is a residual that may be positive or negative after allowing for

the national shift and the industry mix shift effects:

1. A positive score indicates a LGA has endogenous processes or factors within

the region that are creating employment growth over and above that which is

occurring as a result of the national and the industry shifts that are occur-

ring. It is indicative that a region has particular local attributes that are

advantageous in creating comparative and competitive advantage for the

region.

2. In contrast, a negative score indicates a LGA has endogenous processes or

factors within the region that are conducive to declining employment. While

the region may have been experiencing aggregate growth in employment, after

taking account of the impact of national and industry shift effects there is a

residual negative endogenous effect which has been detrimental to the job

generation processes within the region.

Figure 1 shows that across Australia there is a preponderance – N ¼ 298

(or 60%) – of non-metropolitan LGAs with negative scores that had experi-

enced negative endogenous processes over the decade 1996–2006. Conversely, a

minority – N ¼ 195 (or 40%) – of non-metropolitan LGAs had experienced

positive endogenous employment growth.
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From a visual inspection of the patterns in Fig. 1 it would seem that:

l The incidence of negative endogenous regional performance is most heavily

concentrated in LGAs with smaller populations that have urban places that are

well down the settlement hierarchy
l The incidence of positive endogenous regional performance is more associated

with larger population LGAs
l A greater incidence of negative endogenous regional employment performance

is evident across the inland areas of Australia, and in particular in smaller

population regions and remote areas; however, positive endogenous regional

employment growth is associated with a number of remote locations, and in

particular with mining towns

Fig. 1 Pattern of endogenous regional employment performance, 1966–2006.

Source: The authors
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l Some of the regions across the wheat-sheep belt of inland Australia – the rural

heartlands – that have larger population urban service centre have a positive

endogenous regional employment growth
l There is a mixture of both positive and negative endogenous regional employment

performance along the coastal areas of Australia, and it appears that positive

growth is more associated with regions with larger population urban centres
l Close proximity to a metropolitan state capital city is associated with positive

endogenous employment growth performance

The modelling that will be discussed later will test the degree to which some of

those apparent locational attributes are or are not significant explanatory factors

in differentiating between non-metropolitan LGAs in their performance on this

REG_SHIFT outcome dependent variable.

4.2 Factors Explaining Spatial Variations in Endogenous
Regional Employment Performance, with Particular
Reference to the Roles of Human, Social and
Creative Capital

4.2.1 Simple Correlation Analysis

The ecological correlations between the REG_SHIFT variable and surrogate

variable measures for human capital, social capital and creative capital measures

are presented in Table 2:

l The strongest positive relationship between the endogenous regional employment

growth variable (REG_SHIFT) and thesemeasureswaswith theBACHELOR_CH

variable, followed by CREATIVE_06; TECHQUALS_CH; TECHQUALS_96;

POSTGRAD_96; and POSTGRAD_CH
l The strongest negative relationship between endogenous employment growth

and these measures was with the BACHELOR_96 variable, followed by

VOLUNTEER_06

Table 2 Correlations

between REG-SHIFT

variable and human capital,

social capital and creative

capital measures

Variable Correlation coefficient Rank

POSTGRAD_96 0.07 5

BACHELOR_96 �0.09 8

TECHQUALS_96 0.12 4

POSTGRAD_CH 0.05 6

BACHELOR_CH 0.34 1

TECHQUALS_CH 0.18 3

VOLUNTEER_06 �0.07 7

CREATIVE_06 0.26 2

Source: The authors
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4.2.2 Regression Modelling

We now turn to consider the results of the regression modelling conducted on the

dataset.

An OLS General Model

Initially an OLS regression approach was used to investigate which of the 32

independent variables listed Table 1 might be significant in explaining the spatial

variation across non-metropolitan regions using the total data matrix. That gener-

ated a general model solution with an adjusted R2 ¼ 0.89 (that is, the variables

explained 89% of the variance in the dependent variable).6 In that general model,

several statistically significant relationships with the dependent variable (REG_-

SHIFT) were found:

l Positive relationships: SPEC_CH, SCI_CH, L_POP_CH, LQ_MAN_CH,

LQ_MAN_CH, POSTGRAD_96, POSTGRAD_CH, BACHELOR_CH, TECH-

QUALS_CH, SYMBA_96
l Negative relationships: UNEMP_96, UNEMP_CH, LQ_PRO_96, BACHE-

LOR_96, SYMBA_CH, VOLUNTEER_06

However, it was evident that only two of the variables that are measures of

human capital, social capital and creative capital used in the model were found

to be significant in explaining variations in endogenous employment perfor-

mance over the decade 1996–2006 across the non-metropolitan regions of

Australia:

1. One was the BACHELOR_CH variable, which had a positive impact. This

indicated that an increase in the proportion of workers with a bachelor level

degree over the decade 1996–2006 was likely to enhance endogenous

regional employment performance. This is supportive of the notion that

attraction of higher levels of human capital can enhance regional growth

performance.

2. The other was the BACHELOR_96 variable, which had a negative impact. This

indicates that regions with a higher proportion of bachelor level qualified work-

ers at the beginning of the period in 1996 were more likely to have a lower level

of endogenous regional employment performance over the period 1996–2006.

This result that might seem to be somewhat counter-intuitive against that theory

of human capital enhances regional growth.

6For reasons of space we do not provide a table showing the results one of the OLS general model

solution.
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An OLS Backward Step-Wise Specific Model

To address the high level of multi-colinearity that exists between many of the

independent variables in the general model, a stepwise backward iterative

elimination method was used to determine a specific model that exhibited

the minimum number of statistically significant variables, but maximised the

explanatory power of the model. The threshold for eliminating a variable was

whether it had the highest p-value of 0.05. The results of this model are shown

in Table 3.

In that specific model:

l The variables found to have a positive statistically significant impact on the

endogenous growth variable at a 95% confidence level were: SPEC_CH; SCI;

SCI_CH; L_POP_CH; LQ_FIN_CH; BACHELOR_CH; TECHQUALS_CH;

and, SYMBA_96
l The variables found to have a negative statistically significant impact on the

endogenous growth variable at a 95% confidence level were: UNEMP_96;

UNEMP_CH; LQ_PRO_96; BACHELOR_96; SYMBA_CH; and, VOLUN-

TEER_06

Thus four of the variables that are measures of human capital and social

capital that are significant in explaining the spatial differentials in endogenous

Table 3 Specific model results

Coefficients Estimate Std. error t value Pr(>|t|)

(Intercept) �0.18 0.02 �8.13 0.00***

SPEC_CH 0.54 0.06 9.31 0.00***

SCI 0.00 0.00 2.00 0.05*

SCI_CH 0.00 0.00 2.32 0.02*

UNEMP_96 �0.01 0.00 �6.08 0.00***

UNEMP_CH �0.02 0.00 �9.60 0.00***

L_POP_CH 2.24 0.05 44.44 0.00***

LQ_PRO_96 �0.04 0.02 �2.40 0.02*

LQ_FIN_CH 0.04 0.02 2.08 0.04*

BACHELOR_96 �0.84 0.21 �4.08 0.00***
BACHELOR_CH 1.66 0.25 6.67 0.00***
TECHQUALS_CH 0.90 0.12 7.50 0.00***
SYMBA_96 0.40 0.06 7.25 0.00***

SYMBA_CH �0.51 0.10 �5.34 0.00***

VOLUNTEER_06 �0.11 0.05 �2.17 0.03*

Note: The variables that are surrogate measures of human capital, social capital and creative

capital are in italics

Residual standard error: 0.06 on 475 degrees of freedom

Multiple R-squared: 0.8949, adjusted R-squared: 0.8918

F-statistic: 289.00 on 14.00 and 475 DF, p-value: <2.20E-16

Significance codes: *** 0.001, ** 0.01, * 0.05

Source: The authors
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employment growth/decline performance over the decade 1996–2006 across the

non-metropolitan regions on Australia:

1. The BACHELOR_CH variable has a positive impact. This indicates that an

increase in an incidence of workers with bachelor level qualifications over the

decade 1996–2006 was likely to have a positive effecting endogenous employ-

ment growth in a non-metropolitan region. This is what would be expected from

the human capital theory of regional development.

2. However, the BACHELOR_96 variable has a negative impact. This indicates

that a region with a higher incidence of workers with bachelor level qualifica-

tions at the beginning of the study period (1996) was more likely to experience a

lower level of endogenous performance. This is somewhat counter intuitive with

the theory of human capital effects on regional development.

3. The TECHQUALS_CH variable has a positive impact. This indicates that those

non-metropolitan regions that had experienced a greater increase in the incidence

of workers with technical qualifications over the decade 1996–2006 were more

likely to have experienced stronger endogenous employment growth performance.

4. The VOLUNTEER_06 variable has a negative impact. This indicates that those

non-metropolitan regions with a higher incidence of volunteering in 2006 were

more likely to have experienced a lower level of endogenous regional employ-

ment performance over the decade 1996–2006. This finding questions the notion

that a high level of social capital might have an enhancing effect on endogenous

regional growth; from this result it might have a negative effect at least in non-

metropolitan regions of Australia.

It is noteworthy that the creative capital variable (CREATIVE_06) was not

included in the specific model and thus is not a significant factor in explaining spatial

differentials in endogenous regional employment over the decade 1996–2006.

Addressing the Spatial Autocorrelation Problem: A Spatial Error Model

and a Spatial Lag Model

The Moran’s I test was run to test for spatial autocorrelation in the specific model.7

From this we discovered that the probability of spatial autocorrelation in the specific

model was statistically significant at the 99.9% confidence level (with a p-value of
less than 0.01). Furthermore, the Moran’s I statistic was positive, which indicates

that nearby LGAs have similar rates. That indicates global spatial clustering.

There are two options to adjust for spatial autocorrelation effects, namely: the

spatial error model, and the spatial lag model. The results from applying those

7For the specific model, the Moran I statistic standard deviate ¼ 3.6756, p-value ¼ 0.0001187.

Alternative hypothesis: greater.

Observed Moran’s I: 0.0973747747.

Expectation: �0.0070965101.

Variance: 0.0008078735.
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modelling approaches are shown for the specific model (step-wise approach) in

Tables 4 and 5. It is evident that there some differences in these results compared to

that for the OLS specific model.

As seen in Table 4, for the spatial error specific model the SCI_CH,

LQ_FIN_CH, and VOLUNTEER_06 variables are no longer statistically significant

in explaining spatial variations in endogenous regional employment performance

over the decade 1996–2006 across the non-metropolitan regional of Australia.

But the LQ_PRO_CH variable becomes a more significant explanatory factor in

the spatial error model.

Turning to the spatial lag specific model results in Table 5, all the variables

from the OLS specific model remain significant explanatory variables, but in thr

spatial lag model solution the SCI, LQ_PRO_96 and VOLUNTEER_06 variables

are of greater significance, while the UNEMP_96 and BACHELOR_96 variable are

of lesser significance.

In comparing the results of the spatial error specific model and the spatial lag
specific model, we see the following:

l The SCI variable has lesser explanatory significance in the spatial error model

than in the spatial lag model
l The UNEMP_96 and BACHRLOR_96 variables are of lesser explanatory sig-

nificance in the spatial lag model than in the spatial error model

Table 4 Spatial error model: specific model coefficients

Estimate Std. error z value Pr(>|z|)

(Intercept) �0.19 0.02 �8.09 0.00***

SPEC_CH 0.52 0.06 9.27 0.00***

SCI 0.00 0.00 2.54 0.01*

SCI_CH 0.00 0.00 1.28 0.20

UNEMP_96 �0.01 0.00 �5.57 0.00***

UNEMP_CH �0.02 0.00 �9.37 0.00***

L_POP_CH 2.27 0.05 43.45 0.00***

LQ_PRO_96 �0.05 0.02 �2.91 0.00***

LQ_FIN_CH 0.03 0.02 1.73 0.08

BACHELOR_96 �0.82 0.20 �4.03 0.00***

BACHELOR_CH 1.69 0.24 6.97 0.00***

TECHQUALS_CH 0.90 0.12 7.68 0.00***

SYMBA_96 0.40 0.06 7.18 0.00***

SYMBA_CH �0.51 0.09 �5.57 0.00***

VOLUNTEER_06 �0.10 0.05 �1.82 0.07

Lambda: 0.053845, LR test value: 13.18, p-value: 0.00028299

Asymptotic standard error: 0.012582, z-value: 4.2794, p-value: 1.8739e-05

Wald statistic: 18.313, p-value: 1.8739e-05

Log likelihood: 685.758 for error model

ML residual variance (sigma squared): 0.0035109, (sigma: 0.059253)

Number of observations: 490

Number of parameters estimated: 17

AIC: �1337.5, (AIC for lm: �1326.3)

Significance codes: *** 0.001, ** 0.01, * 0.05

Source: The authors
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l In the spatial error model the SCI_CH, LQ_FIN_CH and VOLUNTEER_06

variables are not significant explanatory factors whereas they are in the spatial

lag model
l The L_POP_CH variable is significant in both models but in different directions,

it being positive in the spatial error model and negative in the spatial lag model
l The BACHELOR_96 and the BACHELOR_CH variables are significant in both

models, but in different directions, with the BACHELOR_96 having a negative

effect in the spatial error model and a positive effect in the spatial lag model,

while the BACHELOR_CH variable has a positive effect in the spatial error

model and a negative effect in the spatial lag model
l The SYMBA_CH variable is significant in both models but the direction of

influence is different, it being negative in the spatial error model and positive in

the spatial lag model

It is evident that of some of the variables that are surrogate measures of human

capital do play significant explanatory roles in the spatially-weighted regression

modelling approaches. In both the spatial error and the spatial model solutions the

change in the incidence of workers with technical qualifications over the decade

1996–2006 has a significant positive impact on endogenous regional employment

Table 5 Spatial lag model: specific model coefficients

Estimate Std. error z value Pr(>|z|)

(Intercept) �0.19 0.02 �8.09 0.00***

SPEC_CH �0.18 0.02 �8.24 0.00***

SCI 0.54 0.06 9.44 0.00***

SCI_CH 0.00 0.00 2.04 0.04*

UNEMP_96 0.00 0.00 2.35 0.02*

UNEMP_CH �0.01 0.00 �6.16 0.00***

L_POP_CH �0.02 0.00 �9.76 0.00***

LQ_PRO_96 2.25 0.06 40.12 0.00***

LQ_FIN_CH �0.04 0.02 �2.41 0.02*

BACHELOR_96 0.04 0.02 2.08 0.04*

BACHELOR_CH �0.84 0.20 �4.15 0.00***

TECHQUALS_CH 1.66 0.25 6.78 0.00***

SYMBA_96 0.90 0.12 7.60 0.00***

SYMBA_CH 0.40 0.05 7.34 0.00***

VOLUNTEER_06 �0.51 0.09 �5.43 0.00***

Rho: �0.0015433, LR test value: 0.089998, p-value: 0.76418

Asymptotic standard error: 0.0050134, z-value: �0.30783, p-value: 0.75822

Wald statistic: 0.094756, p-value: 0.75822

Log likelihood: 679.213 for lag model

ML residual variance (sigma squared): 0.0036604, (sigma: 0.060501)

Number of observations: 490

Number of parameters estimated: 17

AIC: �1324.4, (AIC for lm: �1326.3)

LM test for residual autocorrelation

Test value: 13.682, p-value: 0.00021653

Significance codes: *** 0.001, ** 0.01, * 0.05

Source: The authors
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performance. The incidence of workers with bachelor qualifications at the begin-

ning of the decade has a positive impact in the spatial lag model while it is negative

in the spatial error model. And the change over the decade in the incidence of

workers with a bachelor degree has a negative effect in the spatial lag model

solution while in the spatial error model it has a positive impact on endogenous

regional employment performance.

With respect to the variable measuring social capital, in both the spatial error

and the spatial lag model solutions the incidence of people engaged in volunteering

in 2006 had a negative impact on endogenous regional employment performance.

We note again that the variable measuring creative capital is not a significant

explanatory factor influencing regional endogenous employment performance

over the decade 1996–2006 across the LGAs in non-metropolitan Australia.

These differences referred to above between the spatial error model and the

spatial lag models in the significance of variables – and for some of them in the

direction of their influence on the dependent variable – is an issue of interest and

perhaps of concern, and it makes it important to be able to ascertain which of the

models might be more valuable or the “preferred” model for furnishing explanation

of variation in the dependent variable (REG_SHIFT).

Thus, in order to determine which of these two models might represent the

“better” approach for modelling the determinants of spatial variation in endoge-

nous regional employment performance over the decade 1996–2006 across non-

metropolitan LGAs across Australia. To assist with this, Lagrange multiplier
diagnostics for spatial dependence were run.8

It would seem that the spatial error model is the preferred model to use. This

is because the probability of the spatial autocorrelation (both with the normal

language multiplier and the robust version) being present in the error term is

statistically significant at the 99.9% level of confidence (with p-values of less

than 0.01), whilst for the lag model it is not (with p-values of 0.77 for the normal

Lagrange Multiplier and 0.12 for the robust version).

5 Policy Implications and Conclusions

The review of the literature on regional economic development and differentials

in regional performance in Australia conducted by Stimson (2007) had suggested

that an important question for policy makers to address is the degree to which the

differentiation that exists across regions can be addressed by people-based as

8The Lagrange Multiplier results are:

l LM spatial error model ¼ 11.7, df ¼ 1, p-value ¼ <0.01.
l LM spatial lag model ¼ 0.09, df ¼ 1, p-value ¼ 0.77.
l RLM spatial error model ¼ 14.0, df ¼ 1, p-value ¼ <0.01.
l RLM spatial lag model ¼ 2.4, df ¼ 1, p-value ¼ 0.12.
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against place-based policies and programs or by a mixture of both approaches. That

had also been proposed in earlier studies by O’Connor et al. (2001) and Baum et al.

(1999).

The argument may be summarised as follows:

1. People based approaches certainly enhance human capital development, and

thus post-secondary education and training become critical. “And enhancing

geographical access to those education and training services also became impor-

tant” (Stimson et al. 2004: p. 108).

2. The overwhelming evidence is that investment in human capital development

as a people-based policy is associated with advantageous place-based outcomes,

as well as advantages for people (Stimson et al. 2004: p. 108).

3. Place-based interventions are typically oriented towards selective industry

assistance, payroll tax exemptions, land deals, and the like. But such measures

can have detrimental impacts on the economic welfare of populations in partic-

ular regions (Industry Commission 1993, 1996). Additionally, industry assis-

tance packages in reality have limited potential for State and local government

regional development policy to impact on regional economic activity in the

longer-term (Giesecke and Maddern 1997: p. 17).

4. Strategies for regional development “need to be built upon local comparative

advantage, and capitalize on region-specific resources, knowledge and location”

(BTRE 2004a: p. 45).

In his overview Stimson (2007) pointed out that:

. . .the nature of Australia’s space economy is changing rapidly and the processes of change

are impacting people and places in differential ways. One of the challenges will be to

develop and implement regional policies and strategies that build successful regions and

places into even more success.

In an earlier paper, Stimson had stated that:

. . .inevitably that will require greater selectivity, but would be more likely to result in

enhanced national performance and improved competitiveness, giving a better return on

limited government resources. (p. 35)

Stimson (2007) also noted that:

. . .it is inevitable that tensions result from differential levels of regional performance and

that will continue. The challenge is how best might Australia, with its three-tier system

of government respond with appropriate people-based and place-based policies for all the

nation’s regions.

What might be added as a result of the research as a result of the new modelling

reported in this chapter?

It is clear from the modelling results discussed in this chapter that a number of the

variables that are surrogate measures of human capital, social capital and creative

capital do play some role as potential explanatory factors accounting for the spatial

variation in endogenous regional employment performance over the decade

1996–2006 across non-metropolitan regions in Australia; but that is not necessarily
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a pervasive powerful explanatory role. For example, from the “preferred” spatial
error model solution results, four of those surrogate variables – BACHELOR_CH,

BACHLLOR_06, TECHQUALS_CH and VOLUNTEER_06 – are statistically

significant at the 95% confidence level. The direction of that influence was positive

in the case of BACHELOR_CH and TECHQUALS_CH; but it was negative in the

case of the BACHELOR_96 and for the VOLUNTEER_06 variable. Thus, there is a

mixed impact of the human capital variables, being both positive and negative in

their impact on endogenous regional employment performance. The social capital

variable measure derived from the 2006 census that was used in the modelling shows

that there might be a negative relationship between the incidence of social capital

and endogenous regional employment performance. However, the incidence of

employment in creative industries (CREATIVE_06) is not a significant factor

influencing endogenous regional employment performance.

What the modelling does indicate is that there were also a number of other

factors that are significant in explaining differentials in endogenous regional

employment performance over the decade 1996–2006 across Australia’s non-

metropolitan LGAs. Positive impacts were evident from the variables that purport

to measure the following: change in industrial specialisation and the structural

change index; population growth; and the incidence of workers in the symbolic

analyst occupations at the beginning of the period. In contrast, it seems that there

was a negative impact on endogenous regional employment performance as a result

of a region having the following: a higher incidence of unemployment at the

beginning of the decade and where there was an increase in the incidence of

unemployment over the decade; an increase in the incidence of jobs in the profes-

sional, scientific and technical services industries; and an increase in the incidence

of workers with symbolic analysis occupations over the decade.

In many respects these findings are similar to those uncovered in the pre-

vious analysis by the authors (Stimson et al. 2008) which focused on explaining

differentials in patterns of endogenous employment performance across non-

metropolitan regions separately within each of the five mainland states of Australia

over the decade 1991–2001.

There are, however, two caveats need to be stated regarding the modelling

results discussed in this chapter:

1. First, the use of the LGA as the predominant spatial unit for analysis is not

particularly satisfactory. It would be much better if future analysis was to use

functional labour market areas that are being demarcated in research that is

being undertaken at the time of writing that will produce a new national

geography that will greatly enhance the spatial analysis of labour market

performance in Australia.

2. Reliance on census data to derive the surrogate measures of social capital and of

creative capital is most restrictive, and the variables thus used – VOLUNTEER_06

and CREATIVE_06 – are far from satisfactory measures for those constructs.

Nonetheless, the research reported here is a first if exploratory attempt to

explicitly investigate the roles of human capital, social capital and creative capital
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as explanatory factors in the variation that exists in endogenous regional employ-

ment performance over the decade 1996–2006 across regions in Australia – albeit

restricted to non-metropolitan LGAs. The results highlight the apparently limited

explanatory roles of those factors using variables that are surrogate variable derived

from census data, and indeed the directional influence of some of those variables

revealed in the modelling may be somewhat counter-intuitive.
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Domestic Innovation and Chinese Regional

Growth, 1991–2004

William Latham and Hong Yin

1 Introduction

Many other papers, notably those of Jefferson et al. (1996, 1997, 2002, 2003) have

examined foreign investment and innovation in China. Other papers listed in the

Appendix to this paper give the history and development of examinations of the

modern Chinese innovation system. The contribution of this paper is its focus

on the contributions of Chinese domestic innovation to economic growth at the

provincial level.1 Such an examination is a necessary part of an assessment of

whether or not policies that promote domestic R&D, such as China’s Science and

Technology Policy, could be productive for China’s regions.2 The return to domes-

tic innovation at the provincial level is estimated using a value-added Cobb-

Douglas production function. The measure of the effect of innovation (patenting

activity) is valued-added industrial output. The data are a balanced panel for 30

provinces for the period 1991–2004. The estimation results indicate that technology

plays a positive role in China’s provincial growth, but the contribution from

technology (and thus from China’s Science and Technology Policy) is small.

The effects of inter-regional innovative-knowledge spillovers on value added

industrial output are also examined. Econometric evidence of positive inter-

regional knowledge spillovers is found, however, the magnitude of these spillover

effects is even smaller than that of the own technology effect.

Section 2 describes the basic model specifications. Section 3 describes data

sources and problems. Section 4 presents the results of estimating the models

W. Latham (*) and H. Yin

Department of Economics, University of Delaware, Newark, DE 19716, USA

e-mail: latham@udel.edu

1We have elsewhere (Latham and Yin 2009) described the nature of China’s domestic innovation

system.
2We are grateful for the comments of an anonymous referee for helping us to clarify that our work

on the effects of innovation on growth cannot reveal whether or not the Science and Technology

policies in place during the whole period have actually had any effect because we do not have data

for the counterfactual. Our results show only that, if S&T policies promote innovation and

innovation has an effect on grow, then S&T policy may be effective in promoting growth.

K. Kourtit et al. (eds.), Drivers of Innovation, Entrepreneurship and Regional Dynamics,
Advances in Spatial Science, DOI 10.1007/978-3-642-17940-2_10,
# Springer-Verlag Berlin Heidelberg 2011

205



with the data. Section 5 describes alternative model specifications and estimation

results. Section 6 presents the impact of knowledge spillovers on value-added

industrial output and Sect. 7 presents conclusions and suggestions for further

research. In an appendix we provide an extended list of references on Chinese

patenting for researchers interested in pursuing this subject.

2 Basic Model Specification

Griliches (1990) showed the power of using aggregate production functions to

model innovation and the knowledge economy. While alternative formulations

have been found useful, the basic framework continues to be a powerful analytic

tool. Our analysis is consistent with this tradition. Assuming a conventional Cobb-

Douglas production function, the basic model specification is:

logðYitÞ ¼ ai þ aðtÞ þ b1logðCitÞ þ b2logðLitÞ þ b3logðPitÞ þ eit; (1)

where Yit is the value added industrial output in the region i at time t; a is the rate of

exogenous technical progress; Cit and Lit are capital and labor inputs in the region i

at time t; Pit is the technology input in the region i at time t, which is proxied

alternatively by either contemporaneous patent applications or patent stocks. Fixed

effects of regional specific characteristics are controlled by ai. In this equation the

elasticity of valued added output to technology is measured by the coefficient b3.

3 Data Sources and Problems

Our investigation of this topic would certainly be improved by using more disag-

gregated data, especially in the regional dimension, over a longer time period.

However, the data are quite limited as we discuss in the following paragraphs. In the

end we are able to obtain meaningful results with the available data.

Fourteen years (1991–2004) of industrial data by province and by domestic and

foreign-owned firms are available and are collected directly from the various issues

of the China Statistical Yearbook (NBS 1992–2005). These data are based on

reporting by all the independent accounting units by regions.

Output, Yit, is constructed as the sum of value-added industrial output by domestic

firms by region. Capital, Cit, is constructed as regional total assets of domestic firms.

Total assets are a reasonable measure of capital input compared to fixed assets

because total assets are the net values of funds used plus the fixed assets. Both

value-added industrial output and total assets are reported in nominal terms and are

adjusted to constant 2,000 yuan by an ex-factory producer price index.

It is very difficult to find an accurate measure of labor input, Lit, since no

effective measure of working hours is reported in the statistical yearbooks.
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We have no alternative to using the official number of manufacturing employees in

domestic firms for labor input, although China’s employment data are considered to

be deeply flawed (Banister 2005; Wu 2001), compared to the other official data.3

Before the industrial restructuring of 1994–1999, unproductive working hours were

common in state-owned enterprises (SOE) due to shirking, lack of jobs, shortages

of energy and/or political reasons. Thus manufacturing employment figures were

highly inflated. After 1995 there were massive lay-offs in the SOEs: total

manufacturing employment in SOE’s declined from 66.1 million in 1995 to 37.5

million in 2002. Figure 1 presents total manufacturing employment along with

value-added industrial output for the years 1991–2004. The structural break in

manufacturing employment is very clear: manufacturing employment has declined

continuously since 1995, while valued added output has a continuous upward trend

over the years. Because of the large measurement errors and the structural change in

labor inputs, the precision of our estimation results will be greatly affected.
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Fig. 1 Aggregated value-added industrial output and manufacturing employment (staffs and

workers) in China from 1991 to 2004. Note: Data are based on the total manufacturing employees

from 30 provinces reported in the various issues of China Statistical Yearbook (Tibet is excluded)

3We attempted to adjust the employment data for changes in human capital as measured by years

of education per worker in the provinces. However, data on the education levels of employees by

province are only available from 1996 to 2000, so the education levels of employees for the years

1991–1995 and for the years 2001–2004 had to extrapolated. The equations were then estimated

with labor input adjusted by educational levels, however, the estimation results were not signifi-

cantly improved.
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Technology input, Pit, is measured both by both contemporaneous patent applica-

tions and by ameasure of patent stocks. The patent data and the construction of patent

stocks are described in this and the following paragraphs. Chinese patent data are

available both on-line and on CD-ROMs. There are at least two official databases

distributed by the State Intellectual Property Offices (SIPO): (1) CNPAT ABSDAT,

which is in Chinese, and (2) CNPAT ACCESS, which is in English and has been

distributed worldwide. However, the covered periods of these two databases vary

slightly: CNPAT ABSDAT is the most comprehensive one which covers patent

applications beginning in April 1985 when the first Chinese patent was filed. In

contrast, CNPAT ACCESS began only in November 1985. Thus the CNPAT ABS-

DAT database is slightly more comprehensive and is the database used for this study.

There are two official on-line versions of the chosen database (CNPAT ABS-

DAT) that are maintained by the SIPO and which have the most complete patent

documents up to the present.4 Careful comparisons of search results retrieved from

these two on-line databases and to the patent data published by SIPO revealed that

the on-line databases are identical and comparable to the published patent data.

Thus we used one of the official on-line databases (www.sipo.gov.cn) to retrieve the

patent data for this study. All the patent data were retrieved between March 10,

2006 and April 30, 2006.

Patent applications are used as a proxy for innovation output in this study. There

are two reasons for us to use patent applications rather than patent grants. First,

there are potentially long lags between a patent’s application and its grant: it might

take 3–5 years for a patent to be examined and granted (and some patents may not

be granted at all). Accordingly, if patent grants were used, the most dynamic and

interesting period of 2000–2004 would be excluded in the analysis.

Second, it has generally been observed that patents are applied for relatively

early in the lifecycle of a research project. Most studies find that there is a very

strong relationship between R&D and patent applications at the cross-sectional

level: the median R-square is around 0.9 (Griliches 1990). This relationship is close

to contemporaneous with some small lags which are difficult to be estimated

(Hausman et al. 1984). Thus most studies use patent applications as an indicator

for innovation output.

There are three types of Chinese patents: (1) invention patents, (2) utility model

patents and (3) design patents. An invention patent is comparable to a utility patent

in the USA. A utility model patent is a “petty” patent, not recognized in the USA.

A design patent is for improvement in aesthetic features rather than technical

features. For the purpose of analyzing China’s true technological capabilities,

only invention patents are used in this study. Hereafter, the term patent refers to

an invention patent application.

Because patent documents are not accessible to the public until 18 months after

an application has been filed, the period of patent filings in this study is restricted to

the period of April 1, 1985 to December 31, 2004. It should be noted that the reported

4The two websites of on-line databases are www.sipo.gov.cn and www.cnipr.com.
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numbers of patents from 2004 might be slightly biased downward because some

patent filings were not yet published when the data for this paper were collected due

to the 18-month restriction before publication. In addition, there can be multiple

patentees on a single patent located in different provinces. In this case, both provinces

are recorded since the address of first patentees is not separated from those of other

patentees in the patent documents. We carefully compared the results of a multiple-

provinces search with those of a single-province search and found that the statistical

error caused by double counting is very small, on average only about 2%.

There are several additional potential problems related to Chinese patent data.

First, China’s patent law went through a significant change in 1992 and was further

revised in 2000. Consequently, we may expect that those changes might have a

considerable impact on both domestic and foreign filings. Our analysis should be

considered within this context. Second, Chinese patents include filings from both

domestic and foreign patentees, and the majority of invention patents are actually

filed by foreigners. We treat domestic patents as those patents with patentees’

addresses from the 31 provinces and independent municipal cities of China. This

raises the question of patents applied for by joint ventures with foreign firms.

Compared to purely domestic firms, firms with foreign partners may be more

competitive and may have more intensive innovation activities. However, unfortu-

nately it is impossible to separate patents filed by joint ventures from other domestic

filings in our data, as patentees from joint ventures are classified as having origins in

China. With respect to the impact of foreign firms’ R&D and patenting activity, the

evolution of technological development in China has been greatly influenced by

and has benefited from its increasing exposure to world-class technologies from

foreign firms. China’s domestic innovation activities have been stimulated and

pushed forward by their foreign competitors. In recent years, more and more

R&D centers of multinational corporations have moved to China. It is not clear

how many patents filed by multinational corporations are actually generated in

these offshore R&D centers in China. Surely, intensive and high-quality innovative

activities in these R&D centers will generate spillover effects on domestic innova-

tion activity. Unfortunately, in our data it is impossible to separate these spillover

effects of foreign inventions from domestic firms’ own innovations efforts.

Table 1 presents summary statistics for the variables. The correlation matrix of

the variables in logs is in Table 2. As expected, among the three inputs, labor is least

Table 1 Summary statistics of variables in levels (1991–2004)

Variables Observations Mean Std.

Dev.

Min. Max.

OUTPUT (Y) (value-added industrial

output in 100 million constant 2,000

yuan)

420 793.97 933.63 2.12 6,763.23

CAPITAL (C) (total assets in 100 million

constant 2,000 yuan)

420 3,572.27 3,451.51 15.03 20,805.20

LABOR (L) (manufacturing employees in

10,000 persons)

420 175.87 125.37 1.30 547.60

PATENTS (P) (patent applications) 420 612.08 973.76 2 6,847
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correlated with value-added output: the correlation coefficient between the output

and labor is only about 0.83. In contrast, the correlation coefficient is 0.98 and 0.92

between the output and capital and between the output and patents, respectively.

4 Estimation Results

Equation (1) is first estimated with both a fixed effects estimator and a random

effects estimator. Table 3 presents the robust estimation results and the Hausman

specification tests for comparisons of the fixed effects and random effects estima-

tors. In columns (2) and (5), the contemporaneous patent applications are used as

the technology input. In columns (3) and (6), the patent stocks are used as the

technology input. The equation without the technology input are estimated and

reported in columns (1) and (4).

First, we notice that the estimated coefficients of fixed effects models and

random effects models are quite different. Although the random effects estimations

seem to be better, with higher R-squared values and better-estimated coefficients,

the Hausman tests reported in the first three columns reject all the random effects

estimators. In the following analysis, only the estimation results of fixed effects

estimators are reported [column (1) to column (3)].

In column (1) without the technology input, the estimated elasticity of value-

added output to capital is only 0.194, which is much smaller than the one usually

found in the literature. The estimated elasticity to labor is 0.305. The overall fit of

the model is improved when the technology input is included: the R-squared

increases from 0.833 in column (1) to 0.871 in column (2) and 0.85 in column (3),

respectively. The estimated elasticity of value-added output to technology is 0.26

for the contemporaneous patent applications and is 0.385 for the patent stocks.

The higher coefficient for the patent stocks is not surprising, as the magnitude of

cumulated patent stocks is much larger than that of contemporaneous patent

applications.5 The elasticity of labor drops significantly to 0.135 when the patent

stocks are used. This result is common in the literature: an increase in the elasticity

to technology is at the expense of a declining elasticity to labor.

Table 2 Correlation matrix of variables in logs

Variables OUTPUT CAPITAL LABOR PATENTS

OUTPUT 1.000

CAPITAL 0.980 1.000

LABOR 0.829 0.812 1.000

PATENTS 0.916 0.915 0.716 1.000

5The results are robust to the use of different depreciation rates in the construction of the patent

stocks.
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Although the overall fit of models in columns (2) and (3) is good, the large

measurement errors in the labor input may have biased the estimates of technology

input upward: the elasticities to technology are even larger than those to capital

input. The structure break in the manufacturing employment is obviously not

captured by the model specifications. Further, it is found that the estimation results

are sensitive to the price index used to deflate the capital input.6 In addition, there

might be an omitted variable problem: the R-squared increases significantly when

the technology input is included in the estimations. Using a single time trend in the

model may be also inappropriate as the exogenous technological change is unlikely

to be linear over the years. Because of these problems, the model specification of

(1) is modified to improve the estimation results in the next section.

5 Alternative Specifications

As there are large labor shocks during the years 1995–1999, we consider using a

set of year dummies to capture these changes. The modified equation with year

dummies is:

logðYitÞ ¼ ai þ
X14
t¼1

at þ b1 logðCitÞ þ b2 logðLitÞ þ b3 logðPitÞ þ eit; (2)

where at is a set of year dummies from 1991 to 2004. Estimation results of fixed effects

models are reported in Table 4. The estimation results with contemporaneous patent

Table 4 Estimation results of the modified knowledge production function at the Chinese

provincial level (1991–2004); (2)

Dependent variable: LOG OUTPUT

Independent variables Fixed effects

(1) (2) (3)

LOG CAPITAL 0.449** (0.000) 0.419** (0.000) 0.424** (0.000)

LOG LABOR 0.326** (0.000) 0.304** (0.000) 0.237** (0.000)

LOG PATENT 0.099** (0.000)

LOG PATENT STOCKS 0.235** (0.000)

YEAR DUMMY YES YES YES

R-squared 0.913 0.911 0.919

Observations 420 420 420

Notes: The P-values are reported in parentheses. All estimation results are based on robust standard

errors. PATENTS refers to contemporaneous patent applications. PATENT STOCKS is con-

structed from a perpetual inventory model using a 7% depreciation rate. The R-squared is within

R-squared for the fixed effects estimators. Diagnostics tests reveal both heteroscedasticity and

serial correlation. Therefore, the estimated results reported are heteroscedasticity and autocorrela-

tion consistent (HAC) robust standard errors

**Significant at 0.05 level

6The capital input (total assets) is also deflated by the fixed-asset price index and the equation is

re-estimated. The precision of estimated coefficients of all variables drops sharply.
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applications are presented in column (2); results with patent stocks are listed in

column (3); and results without patent variables are reported in column (1).

5.1 Revised Results for Effects of Technology

Compared to the models reported in Table 3, the overall fit of the regressions has

improved with an R-squared of about 0.91 for all the three models. The estimated

elasticities have also increased: without the technology input the estimated elasti-

cities to capital and labor are 0.449 and 0.326, respectively. Those elasticities are in

line with the ones found in the literature (Movshuk 2004; Wu 1996). Wu (1996)

reports that the elasticities of gross industrial output to capital and labor are 0.54

and 0.23, respectively, at the Chinese provincial level for the years 1985–1990.

Movshuk (2004) estimates a similar Cobb-Douglas production function for

Chinese domestic firms for the years 1988–2000 and finds that the elasticities of

gross industrial output to capital and labor are 0.14 and 0.63, respectively.

The estimated elasticity of output to technology is 0.099 for contemporaneous

patent applications, which implies that a 1% increase in a region’s patent applica-

tions results in a 0.099% increase in that region’s valued-added industrial output,

other things being equal. In comparison, the estimated elasticity to technology is

0.235 for the patent-stocks model. The impact of patent stocks is much larger as

expected: a 1% increase in a region’s patent stocks increases the value-added output

by 0.235%. However, the magnitude of technology’s contribution to the value-

added output is small, either with the patent applications or patent stocks. Similar

studies conducted at the level of European regions and US states usually find that

the elasticity coefficient of technology inputs is closer to that of capital input.

5.2 Time Effects

To see the effects of time in the analysis, the coefficients of the year dummies are

plotted in Fig. 2. The structural break due to the industrial restructuring of

1994–1999 is clear: the coefficients of the year dummies started to drop in 1994

and were particularly low in 1995. The effects are most striking when patent stocks

are used in the equation: there was practically no economy-wide exogenous techni-

cal progress during the period 1995–1999. In contrast, the effects of technical

progress increase linearly for the years 2000–2004. Those results seem to suggest

that using year dummies in the equation is a better choice to capture the effects of

structural changes.

As a robustness check, capital input (total assets) is further deflated by the fixed

asset price index and the equation is re-estimated. The estimation results are similar

to those reported in Table 4. The results are also robust to the depreciation rates of

patent stocks. Thus it can be concluded that the results in Table 4 are robust and (2)
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is more appropriate for estimating the knowledge production function at the

Chinese provincial level. In the following analysis, only the results using patent

stocks with a 7% depreciation rate are reported.

5.3 Effects in Three Macro Regions

The empirical results of our prior work (Latham and Yin 2008) point out that there

are enormous regional differences in technological development (patenting activ-

ity) among the three major macro-regions of China. Here, the contribution of

regional variations in technology to industrial growth is further explored.

Location dummies for the EAST, CENTRAL, and WEST regions, are created

and are interacted with the technology input (the patent stocks). The estimated

equation is:

logðYitÞ ¼ ai þ
X14
t¼1

at þ b1 logðCitÞ þ b2 logðLitÞ þ
X3
j¼1

bj logPit þ eit; (3)

where bj is the elasticity of value-added output to technology input in the macro-

region j.
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Fig. 2 Estimated coefficients of the year dummies of (2). Note: The data points marked with “o”

mean that the estimated coefficients are not significant at the 10% significance level
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Estimations with separate slopes of patent stocks are reported in column (1) of

Table 5. The elasticity coefficient of technology in the eastern region is 0.23,

compared to 0.21 in the central region and 0.155 in the western region. These

estimates suggest that the separate treatment of three macro-regions is appropriate.

The evidence points out how the western region lags behind in terms of technol-

ogy’s contribution to valued-added output. With respect to the role of technology in

industrial growth, the differences among the three macro-regions are relatively

small, and are significantly smaller than the differences in the effect of R&D on

patenting found in our prior work (Latham and Yin 2008). This result suggests that

regional variations in the adoption of new technology are smaller than differences

in the production of new technology. Given the small elasticities of output to

technology input, the disconnect between innovations and commercialization of

new technology seems to be a common problem across the regions.

5.4 The Effects of Industrial Reforms

The estimated coefficients of the year dummies only capture certain time-specific

effects of industrial reforms on economy-wide rates of technical progress. In this

section, the effect of industrial reform on technology’s contribution to value-added

output is further examined. Dummies are created for: (1) the pre-reform period of

Table 5 Effects of locations and the year dummies on the estimations of the knowledge produc-

tion function at the Chinese provincial level (1991–2004); (3) and (4)

Dependent variable: LOG OUTPUT

Independent variables Fixed effects

(1) (2)

LOG CAPITAL 0.414** (0.000) 0.450** (0.000)

LOG LABOR 0.263** (0.000) 0.293** (0.000)

LOG PATENTSTOCKS_EAST 0.233** (0.000)

LOG PATENTSTOCKS_CENTRAL 0.216** (0.001)

LOG PATENTSTOCKS_WEST 0.155** (0.006)

LOG PATENTSTOCKS_91_94 0.041** (0.038)

LOG PATENTSTOCKS_95_99 0.013 (0.515)

LOG PATENTSTOCKS_00_04 0.039** (0.018)

YEAR DUMMY YES YES

R-squared 0.920 0.915

Observations 420 420

Notes: The P-values are reported in parentheses. All estimation results are based on robust standard

errors. PATENTSTOCKS_EAST (CENTRAL and WEST) is the interaction term between PAT-

ENT STOCKS and the macro region dummy, EAST (CENTRAL and WEST). PATENT-

STOCKS_91_94 (95_99 and 00_04) is the interaction term between PATENT STOCKS and the

time dummy D91_94 (D95_99 and D00_04). PATENT STOCKS is constructed from a perpetual

inventory model using a 7% depreciation rate. The R-squared is within R-squared for the fixed

effects estimators

**Significant at 0.05 level
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1991–1994; (2) the reform period of 1995–1999; and (3) the post-reform period of

2000–2004. The three time dummies are interacted with the technology input

(patent stocks), so the separate slopes of patent stocks of three periods can be

estimated. The estimated equation is:

logðYitÞ ¼ ai þ
X14
t¼1

at þ b1 logðCitÞ þ b2 logðLitÞ þ
X3
T¼1

bT logðPitÞþ eit; (4)

where bT is the elasticity to patent stocks for the period T. The results are presented
in column (2) of Table 5.

The elasticity coefficient of patent stocks is 0.041 for the pre-reform period of

1991–1994 and is 0.039 for the post-reform period of 2000–2004. In contrast, the

coefficient of patent stocks for the period 1995–1999 is not only smaller (0.013) but

also insignificant, which implies that there is no technology’s contribution to the

valued-added output at the provincial level during the industrial reform period. The

empirical results here again support the findings in our previous work (Latham and

Yin 2008) and point out that the effects of industrial reform on China’s technologi-

cal development during the period 1994–1999 are very negative: there is no

economy-wide technical progress and technology’s contribution to industry growth

is nonexistent.

We notice that the estimated coefficients of patent stocks for the three separate

periods decrease significantly, while the coefficients of capital and labor increase.

This is not surprising: the fixed effects estimators only use within variations of the

data. The within-variations of the patent stocks decline substantially when 14 years

are divided into three sub-periods. Consequently, the precision of estimated coeffi-

cients of patent stocks declines sharply.

6 The Effects of Technology Spillovers

In this section, the impact of technology spillovers to value-added industrial output is

investigated. Equation (2) is extended by including a spillover variable. This spillover

variable is the weighted patent stocks from other regions, which are described in an

appendix. The estimated knowledge-spillover production function is:

logðYitÞ ¼ ai þ
X14
t¼1

at þ b1 logðCitÞ þ b2 logðLitÞ þ b3 logðPitÞ

þ b4W logðSitÞ þ eit;

(5)

where W is the weight matrix and Sit is the technology stocks (patent stocks) from

other regions. The spillover variable is represent by Wlog (Sit). Two different
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weights are used to construct the spillover variable: a contiguity weight and a

gravity-weight.7

The robust estimation results of (5) are presented in Table 6.8 Results with the

contiguity-weighted spillover variable are reported in column (1) and results with

the gravity-weighted variable are listed in column (2). The coefficient of the

contiguity-weighted spillover variable is 0.098, which implies that 1% increase in

the patent stocks from the neighboring regions will lead to a 0.098% increase in the

region’s valued-add output. In comparison, the coefficient of the gravity-weighted

spillover variable is 0.134, but it is only significant at 0.16 significance level.

The estimated results seem to suggest that geographical proximity is very

important in the inter-regional technology spillovers: solid technology spillovers

are only found with the contiguity-weighted spillover variable and the magnitude of

technology spillover is much smaller than that of own technology. This implies that

the inter-regional technology linkage only exists between the bordering provinces

and even that linkage is not strong.

Table 6 Effects of technology spillovers on the estimation results of the knowledge production

function at the Chinese provincial level (1991–2004); (5)

Dependent variable: LOG OUTPUT

Independent variables Fixed effects

(1) (2)

LOG CAPITAL 0.425** (0.000) 0.417** (0.000)

LOG LABOR 0.224** (0.000) 0.232** (0.000)

LOG PATENT STOCKS 0.225** (0.000) 0.227** (0.000)

Spillover variable

LOG SPILLOVER (PATENT STOCKS)

(Contiguity-weighted)

0.098** (0.038)

LOG SPILLOVER (PATENT STOCKS)

(Gravity-weighted)

0.134 (0.164)

YEAR DUMMY YES YES

R-squared 0.918 0.917

Observations 420 420

Notes: The P-values are reported in parentheses. All estimation results are based on robust standard

errors. PATENT STOCKS is constructed from a perpetual inventory model using a 7% deprecia-

tion rate. SPILLOVER (PATENT STOCKS) refers to the knowledge stocks available in the other

regions, proxied by the patent stocks in the other regions. The results are similar with patent stocks

using a 0% depreciation rate and a 12% depreciation rate. The R-squared is within R-squared for

the fixed effects estimators

**Significant at 0.05 level

7The equation with an unweighted spillover variable is also estimated and no evidence of spillover

effects is found at all.
8Robustness checks for the results reported in Table 6 are conducted. The estimation results are

insensitive to either the price index used to deflate the capital input or the depreciation rates of

patent stocks.
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7 Conclusion

We find that the production function including innovation fits the Chinese provin-

cial level data. The elasticities of value added industrial output to capital and labor

are 0.425 and 0.224, respectively. The elasticity of value-added industrial output to

the region’s own technology is 0.099 for the contemporaneous patent applications

and 0.235 for the patent stocks. These estimates indicate that technology plays a

positive role in industrial growth at the provincial level; however, the contribution

of technology is far too small which indicates that China’s economic growth is

largely driven by the factor inputs. The results here seem to support the views that

the linkages between innovation activity and commercialization of new technology

are weak within Chinese domestic firms (Sun 2002). Domestic firms apparently

have difficulties in exploiting and adopting the new technologies. This naturally

raises the questions about the current technology policy in China: does current S&T

policy emphasize too much on the generation of new technology, compared to the

adoption of new technology? For long-term sustainable economic growth, how to

facilitate and encourage the adoption of new technology should be the main

concerns for China’s policymakers.

The results also indicate that the inter-regional technology spillovers are positive

but relatively small and weak, compared to the European regions and the states in

the USA. The evidence here confirms the low developmental stage of China’s

industry as the ability to adopt and diffuse the new technology is weak across the

Chinese provinces.

The estimated results further confirm that the impact of industrial reforms during

the period of 1994–1999 on China’s technological development is negative, as there

seems to be neither exogenous technical progress nor technology’s contribution to

the value-added industrial output at all in those years.
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The Spatial Dynamics of China’s High-Tech

Industry: An Exploratory Policy Analysis

Junbo Yu, Peter Nijkamp, and Junyang Yuan

1 Introduction

In recent years, increasing attention has been paid to the development of China’s

high-tech industry, not only because it reflects China’s domestic achievement in

transforming its industrial structure, but also because it represents a challenge, from

a global perspective, to the preeminence of the technological competitiveness of

developed countries (Chen and Shi 2005; Gilboy 2004; Jefferson 2005; Liu and

Buck 2007). However, existing studies largely concentrate on describing and

analyzing the temporal dynamics of China’s high-tech industry against a global

competition scenario rather than drilling down and exploring more details of the

issue from a complementary point of view (OECD 2007, 2008). As a result, apart

from a convinced impression that China’s production and R&D investment is

soaring in high-tech industry, very little is known about the spatial pattern of

China’s high-tech industry, the underlying factors that drive the formation and

evolution of this pattern, its profound socioeconomic influences on crucial issues

like regional competitiveness and disparity, and their implications for policymak-

ing. The objective of this paper, in response, is to address the gap in studies on

China’s high-tech industry from a spatial perspective.

Studies analyzing the experience of developed countries or regions have pro-

gressed to the point of concluding that much of the traditional location theory
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is applicable to explain the spatial pattern of high-tech industry (Norton 2000). For

instance, high-tech firms tend to agglomerate and collocate, after historical acci-

dents and exogenous forces created the initial critical mass in one location; they are

to be attracted to this place by traditional location factors that are generally referred

to as “cost-of-doing-business-measures”; then the spinoff mechanism and the

incentive to exploit agglomeration economies will increasingly reinforce the exist-

ing location pattern (Cortright and Mayer 2001; DeVol et al. 1999; Maggioni 2002;

Polese and Shearmur 2006). Nevertheless, there are also some novel elements

identified and this distinguishes the clustering process of high-tech industries, for

example, the capabilities of local economic agents to absorb and utilize spillovers

from high-tech agglomerations are not only bounded by pure physical distance, but

they depend also strongly on territorialized and indigenous endowments such as

entrepreneurship, trust and creativity (Capello 2009; Florida 2005); contrary to

common wisdom, high-tech regions tend to specialize more exclusively in a few

products or technologies and thus differ significantly from one another (Cortright

and Mayer 2001; Keeble and Wilkinson 1999, 2000); other factors such as the

access to a trained/educated workforce and close proximity to excellent educational

facilities and research institutions weigh more heavily in terms of attracting and

retaining high-tech firms (Audretsch and Feldman 1996; Feldman and Audretsch

1999; Capello 1999). In general, the high-tech industry assumes a geographic

feature in the form of specialized locational clusters (Scott 2006). It resembles

traditional industries in concentration behavior, but the glue to hold such concentra-

tions differs, while its degree of specialization is also much higher (Cutrini 2010).

Drawing upon the preceding observation, our attempt to investigate the spatial

dynamics of China’s high-tech industry is directed to first examine its pattern in

agglomeration and specialization. Similarities and differences in comparison with

the experience of developed countries from these two perspectives will be identified

and highlighted. Next, in search of explanations to the similarities and differences, a

tentative explanatory framework is constructed and applied to the Chinese context

in high-tech industry development. And lastly, the validity of our explanatory

framework is assessed in the concluding section, while its implications for policy-

making are also discussed.

2 Exploratory Spatial Analysis

The high-tech industry is normally distinguished by an industry’s relatively higher

research and development (R&D) intensity and proportion of professionals and

scientists or skilled workers in the workforce (Goetz and Rupasingha 2002; OECD

2006). The definition of high-tech industries in China is consistent to the one used in

OECD countries (Appendix, Table 1). However, associated industrial statistics based

on this definition only came into being after 1994, when the most recent adjustment

took place in the Chinese industrial classification (IC) system aiming at a better

accordance with the International Standard Industrial Classification (ISIC) system.
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Therefore, official statistics about China’s high-tech industries under the current IC

system have only been available since 1995. Our subsequent analysis finds in general

its sources in the China Statistical Yearbook on High Technology Industry

(2002–2008), an annually publication released by the National Bureau of Statistics

(NBS) of China since 2002. Thus, it can only report data for most statistics from 1995

to 2007 (13 years). Our analysis begins with a sketch of high-tech industry develop-

ment history before the year 1995, when the official statistics became available, and

proceeds by organizing and mapping relevant industrial data to reveal and analyze the

agglomeration and specialization pattern of China’s high-tech industry after 1995.

2.1 Industrial Geography Before 1995

Although there are no statistics for an explicitly defined high-tech industry in China

before 1995, some sub-industries well-known for their high-tech features, for

example, the spacecraft and aircraft industry, have existed and developed at various

scales in different regions ever since the late 1950s, primarily driven by military

and defensive purposes. As a result, they were intentionally designed to disperse

across the country so as to increase their survival rates as a whole during wars –

some located in far interior places like Sichuan (southwest), some situated in close

proximity to ideological comrade countries such as the Soviet Union and North

Korea (northeast) (Chen and Shi 2005; Simon 1989).

The social and economic reform since 1978 has initiated an incremental and

moderate restructuring of China’ high-tech industry. On the one hand, in response to

the surging domestic demand from civil sectors, foreign investment and technology in

sub-industries like electronic and telecommunication and medical and pharmaceutical

sectors were introduced into authorized regions and these thus proliferated the compo-

nents of the industry; on the other hand, in face of the inability of domestic firms in these

emerging sub-industries, the Chinese government aspired to build indigenous capabil-

ities by fostering Chinese firms to cooperate, and then to compete, with foreign firms

under the assistance of policy intervention (Sigurdson 2004; Sutherland 2007; Ning

2007). As a result of this twofold concern, the following eight regions were officially

selected as the priority areas for high-tech center development in China since 1988: the

Shanghai–Suzhou–Wuxi–Changzhou region of east China; the Pearl River Delta in

Guangdong province; the Qi–Lu region of Shandong; the Guanzhong district Shaanxi;

the “Five Districts and One Corridor” region in Hunan; the South Fujian High-tech

Corridor; the Beijing–Tianjin–Tangshan region of north China, and the Songjian-

g–Liaohe region of northeast China (Chen and Shi 2005; Zhou and Sun 2006).

2.2 Spatial Dynamics (1995–2007)

To demonstrate the spatial high-tech patterns, three maps have been aggregated in

Fig. 1 to compare the distribution of high-tech regions as planned by the
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government in 1988 and the real concentration of high-tech industry across pro-

vinces in 1995 and 2007. As can be seen, after less than a decade of development

(1988–1995), discrepancies have already appeared between the reality and the

government design. Judging from the gross output value of the high-tech products

in 1995,1 Sichuan has replaced Hunan and turned into China’s interior high-tech

center along with Shaanxi province; a continuous coastal high-tech band has

apparently emerged which should be attributed to the rise of Zhejiang province;

on the contrary, high-tech industries hardly thrived in Jilin province, where the

whole manufacturing industry plunged due to its historical overdependence on the

state economy and thereby the institutional reluctance to reform (Pearson 2007).

Unlike the contrast between 1988 and 1995, the high-tech industry gross output

value in 2007 reveals that the “interior center” in Sichuan and Shaanxi and the

“band” region constituted by coastal provinces are still far ahead of other regions in

high-tech production capacity. Therefore, our first impression on the spatial dynam-

ics of China’s high-tech industry is that, after a cluster reformation period since

1978 and especially between 1988 and 1995, the spatial distribution of the industry

production capacity has concentrated in one interior center and a costal band, and

thereafter entered a stage of path dependence, implying stabilization and constant

self-reinforcement.

Fig. 1 High-tech regions in China, 1988, 1995 and 2007

1All values in this paper have been deflated into 1996 prices based on a relevant associated price

index.
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2.3 Agglomeration

After an overview of the spatial dynamics, our research next proceeds by investi-

gating the agglomeration and specialization features of China’s high-tech industry

in retrospect, while it will contrast the results with experiences from developed

countries in pursuit of the uniqueness of the Chinese case. With respect to the

identification of agglomerations, two approaches have proven to be effective in the

literature: first, employing a variety of direct measures associated with the magni-

tude of industrial economic activities and mapping them to highlight regional gaps

and the agglomeration locus; second, when a mapping technique is unavailable or

regional gaps are not visually significant, computed indirect measures such as

location quotients are often adopted (Cruz and Teixeira 2009). In this paper, we

start with the first approach, and complement this with the second one, if necessary.

In Figs. 2–4, the spatial-temporal dynamics of establishment and comprehensive

production capacity in China’s high-tech industry in 1995 and 2007 are mapped. As

shown in Fig. 2, the spatial distribution of the first tertile provinces in terms of high-

tech establishments remains largely the same in 1995 and 2007, where an interior

center at Sichuan province and a band constituted by coastal provinces conspicu-

ously outnumber other regions2. Meanwhile, as the arithmetic average of high-tech

establishment numbers across provinces increased from 1,168 in the year 1995 to

1,503 in the year 2007, the gap between the average of the first tertile provinces and

the average of the remaining provinces expanded from 987 in the year 1995 to

1,476 in the year 2007. The existing literature alleges that establishment numbers,

which in the Chinese context include incumbents and firms newly founded through

foreign direct investment (FDI), domestic entrance and spinoffs, not only provide a

Fig. 2 High-tech establishment numbers, 1995 and 2007

2The underlying rationale of grouping all 31 provinces with the three quantiles conforms to the

NBS norm of conducting economic-geographic analysis in China (see Demurger et al. 2002).
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Fig. 4 Regional comprehensive high-tech production capacity, 2007

Fig. 3 Regional comprehensive high-tech production capacity, 1995
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measure for agglomeration (Lu 2010), but also indicate the potential to agglomer-

ate, since investors and spinoffs are both prone to follow their precedents regarding

location choice (Ran et al. 2007; Cheng 2008; Lyons 1995). In light of this

observation, it can be argued that, while high-tech firms are persistently concen-

trated in the previously defined “interior center” and “coastal band”, the extent of

this agglomeration has been intensified between 1995 and 2007, and this is

expected to deepen afterwards as a result of the path-dependency mode in firm

location choice.

In addition, the relative comprehensive high-tech production capacity for each

province, by measuring their individual proportion in the national total along an

array of conventional industrial input–output measures, is mapped in Figs. 3 and 4,

respectively, for the year 1995 and 2007. As a supplement to the establishment

measure, the term “relative comprehensive production capacity” is defined, which

serves to verify the previously identified pattern and tendency in agglomeration for

China’s high-tech industry from additional perspectives. These specific measures

chosen to assess “comprehensive production capacity” include output-oriented

measurements, i.e., the gross output value of high-tech products (“Output value”),

the number of patents that has been issued (“Patent”), and input-oriented measure-

ments, i.e., the capital stock of high-tech industry (“Physical Capital”), the man–

years statistics for skilled labour in research and development (R&D) activities

(“RDLT”) and the R&D expenditure (“RDE”). The usage and effectiveness of these

measures to distinguish industrial agglomeration from the perspective of material

production, innovation generation and human capital accumulation have already

been discussed and recognized in a vast literature (Sun 2003; Cruz and Teixeira

2009; Cutrini 2010). For parsimony, details explaining the construct of these

measures are skipped here; interested readers are referred to Yu and Nijkamp

(2009) for methods of deflating monetary measurements and calculating the capital

stock in the high-tech industry.

Since it might seem banal to restate the temporal dynamics of China’s high-tech

industry as a phenomenon of rapid growth in comprehensive production capacity

from 1995 to 2007, we pay greater attention to examining the capacity’s spatial

distribution and evolution. First of all, our preliminary impression on the spatial

stability in high-tech industry agglomerations after 1995 is confirmed: no matter the

output indicators or input indicators, a coastal high-tech “band” stands alone

stretching from Liaoning to Guangdong, while it is accompanied by two neighbour-

ing interior provinces – Sichuang and Shaanxi. Second, as the static spatial distri-

bution of comprehensive production capacity remains, an underlying process of

self-reinforcing development has progressed – in 1995, non-high-tech regions that

are next to the coastal “band” made modestly minor contributions to the national

high-tech industry input and output, shown from their relatively short stack bars in

Fig. 3; in 2007, however, the industrial map became increasingly flat beyond the

coastal areas in Fig. 4, where even the contributions from Sichuan and Shaanxi

shrank drastically. This implies that the coastal regions’ dominant position in high-

tech production capability has been significantly strengthened, while the gaps

between them and those interior regions have been enlarged during 1995–2007.
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In view of this, China’s high-tech industry resembles its counterparts in devel-

oped countries very much with respect to its character of agglomeration. On the one

hand, associated industrial activities are highly concentrated in a relatively handful

regions, where dense population and a great extent of urbanization quite often exist.

On the other hand, once the industrial centers are formed, the strength of these

places then becomes locked-in, self-reinforcing movements themselves, while

marginalizing competing locations and effectively crowding them out of the field.

This observation, therefore, further backs up the argument of Scott and Storper

(2007) on the similarities between developing countries and developed countries in

agglomeration patterns in knowledge-intensive industries.

2.4 Specialization

Another important discovery from the literature regarding the spatial pattern of

high-tech industries of developed economies is that high technology varies

significantly from place to place (Cortright and Mayer 2001; Maggioni 2002).

This more delicate division of labour in high-tech industry has often been

interpreted as the result of the increased interdependencies among firms in

response to the more differentiated and constantly changing consumer demands

on high-tech products (Scott 2006). Taking the US as an example, at the metro-

politan statistical area (MSA) level, regions tend to specialize in certain technol-

ogies and have major concentrations of firms, employment and patenting in

relatively few product categories. A few places, like Silicon Valley, may excel

in many areas, while most of the high technology centers usually concentrate in

relatively few products or technologies; for instance, Phoenix concentrates in

hardware employment with strong innovation performance in electronics and

Washington DC exceeds in software and biotechnology innovation. In this

section, accordingly, we turn to explore the spatial dynamics of specialization

in China’s high-tech industry.

First, the provincial gross output value as a percentage of the national total

in each sub-industry has been calculated and mapped in Fig. 5 for the year 1995 and

in Fig. 6 for the year 2007. Following the categories of high-tech industry defined in

the Appendix (Table 1), it can be observed that within the coastal high-tech “band”,

there exists very little variation in the way that each province contributes to every

sub-industry’s national output in 1995. Other than Guangdong province, which

apparently leads in the production of Electronic and Telecommunications Equip-

ment (EleTel) and the manufacturing of Computers and Office Equipment (Com-

Off), the rest of the “band” peers appear to tie in their outputs in these two segments.

With regard to the Manufacture of Medical and Pharmaceutical Products (MedPha)

and the Manufacture of Medical Equipment and Meters (MedMeter), all “band”

provinces seem to split their output rather equally. In comparison, the two interior

high-tech centers, viz. Sichuan and Shaanxi, account for a minor share in the EleTel
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Fig. 6 The composition of high-tech industry output, 2007

Fig. 5 The composition of high-tech industry output, 1995
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and ComOff sub-industries but, yet a more significant role in the Manufacture of

Aircraft and Spacecraft (AirSpa).

The preceding pattern of specialization is somewhat more pronounced in Fig. 8.

First, the two interior high-tech centers outrun the coastal “band” provinces signifi-

cantly in the AirSpa industry and overwhelmingly specialize in that market niche.

Meanwhile, their previous production capacities in ComOff and EleTel, albeit very

limited, have decreased to a trivial level. Second, inside the coastal “band”, the

formerly spread-out ComOff industry and EleTel industry have remarkably relo-

cated and concentrated in Jiangsu, Shanghai and Guangdong, viz. the vast Yangze

River Delta and the Pearl River Delta. However, in contrast, the production

capacities in MedMeter industry and MedPha industry remain noticeably dispersed

in a balanced manner among the band provinces.

In summary, our perception of the specialization process in China’s high-tech

industry between 1995 and 2007 is multi-faceted in general and is contingent on the

specific sub-industry under concern. Compared to the experience of developed countries

and other developing countries, for example, India and Mexico, China’s high-tech

industry exhibits a more complex spatial feature in specialization which therefore

challenges the prevalent “delicate specialization” assertion in high-tech industry devel-

opment. Concomitantly, it also suggests the existence of impacts fromother unidentified

or insufficiently recognized factors on the progress of high-tech industry specialization,

aside from intensified firm linkages and demand diversification.

3 A Conceptual Framework

In order to account for the empirics in agglomeration and specialization which we

previously discovered for China’s high-tech industry, a conceptual model will now

be constructed in this section to form an explanatory framework and then applied

and assessed for the Chinese scenario. As shown from preceding evidence, the

spatial dynamics of China’s high-tech industry has exhibited both resemblances

and distinctions in comparison with the ones of the developed countries – high-

tech industry agglomerates in China – like it does in other countries – and is also

subject to the rule of path dependency; however, while certain regions become

specialized in sub-industries like AirSpa, ComOff and EleTel, most of the high-

tech provinces still preserve a nearly equal ability in manufacturing MedMeter

and MedPha products, which remarkably contrasts in view of the experiences of

other countries. Acknowledging these, we attempt to build an exploratory frame-

work that would not only draw on the existing literature in explaining the

resemblances, but also augment or modify prevailing theories by incorporating

those underlying unique Chinese elements that account for distinctions from the

general experience.

Agglomeration and specialization have long been taken as accompanying one

another and are widely believed to be driven by factors from two opposite ends –

exogenous factors such as the location advantage, the endowment in scarce but
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necessary resources and the benefits from historical incidents, and endogenous

factors, for example, the dynamic backward and forward linkage of firms in indus-

trial systems, the formation of a rich local labour pool and the emergence of a local

milieu conducive to spillover and knowledge transfer (Marshall 1890; Scott and

Storper 2007; Cutrini 2010). Notwithstanding the numerous efforts of employing

these two sets of factors in analyzing industrial spatial dynamics, a generic structure

and operational procedures to associate these factors effectively with the constant

variations in the industrial landscape are rarely seen. This is less problematic in the

context of developed countries where the free market runs smoothly for most of the

time with relatively less exogenous interference; hence the research focus of rele-

vant studies could substantially concentrate on endogenous factors while controlling

exogenous effects (Capello 1999). In contrast, when exogenous interferences

become usual, for instance, as a result of frequent government intervention, the

interactions between exogenous factors and endogenous factors and their direct and

indirect effects on agglomeration and specialization would quickly make the analy-

sis unmanageable without a clear conceptual structure and associated operation

procedures. An explanatory analysis on the spatial dynamics of China’s high-tech

industry, therefore, would necessarily have be framed according to such a cognitive

map, because of the significant role that government intervention has played in

stimulating the formation of industry clusters by integrating resources and providing

incentives and encouragement (Pearson 2007; Young 2000; Chen and Shi 2005).

The key features of the explanatory framework we proposed are outlined in

Fig. 7. The driving forces of the formation and change in industrial spatial patterns

Fig. 7 Total numbers of HTIPs and EDZs, 1993
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are generalized to comprise the exogenous factors and the endogenous factors, as is

suggested by the vast amount of existing literature. Nevertheless, the occurrence of

exogenous factors, specifically in the form of policies and regulations, is speculated

to assume a recursive relationship with the endogenous factors in China, which

derives from persistent government supervision and intervention (Young 2000). In

particular, this speculation accentuates the reality that new industrial policies there

are often initiated to confront the undesirable outcomes resulting from the interac-

tions between the market and earlier interventions. Theoretically, this speculation

can be also applied to free market economies, whereas government interventions

are strictly restrained and thereby exogenous factors are found to include external

shocks or structural changes such as post-war reconstruction, industrial revolution

and economic downturn.

The interference of exogenous factors, in many occasions, can exert an

enormous and immediate influence on resource allocation and may generate a

significant “level effect” on the extent of agglomeration and specialization in

certain industries and places. However, the level effect will not last to sustain the

status of agglomeration and specialization, unless endogenous factors could

create a “growth effect” on the degree of agglomeration and specialization in

order to reinforce the “first-mover” advantage (Scott and Storper 2007; Capello

1999). As mentioned, the discussion on the level effect of exogenous factors and

its impact on the initial status of agglomeration and specialization are often

understated in the literature rooted in the experience of developed countries.

Regarding the Chinese high-tech industry, in contrast, its spatial dynamics in

terms of agglomeration and specialization is understood here to be composed by

radical status changes (“Status”) and incremental evolution (“Evolution”), and

reflects the compound (level and growth) effects from policy interventions and

market forces.

3.1 Explaining Agglomeration in China’s High-Tech Industry

In view of our proposed conceptual framework, the formation of the agglomeration

pattern of China’s high-tech industry in 1995, from a static perspective, should first

be attributed to the level effect of the most important government policy relating to

technology development, viz. the “High-tech R&D Program” (also known as the

“863 Plan” – named after the date of its establishment, March 1986) which was

endorsed by the State Council and signified a government-directed effort to develop

China’s high-tech industry (Sutherland 2005; Chen and Shi 2005; Yu and Nijkamp

2008). The interaction between the government supports and China’s fledging

high-tech product market soon after revealed that the lack of institutions that

would support new- and high-technology firm formation and mechanisms of

technological diffusion had severely jeopardized the prospect of the program. In

response, the “Torch Program” was put in place in 1988 with the main objective to

deliver high-tech products, establish technology-oriented enterprises, and pave
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the way for the commercialization of innovations that would come out of major

national science and technology programs. A major ingredient of the Torch

Program was the establishment of High-tech Industry Parks (HTIPs), where most

of the new- and high-technology commercialization efforts were expected to take

place and where such efforts were to receive various forms of government sub-

sidies. In March 1991, the State Council approved the establishment of 27 national

level HTIPs, followed by yet another 25 in the following year and only 1 additional

after 1993. These HTIPs together with the national level Economic Development

Zones (EDZs), which are all deliberately designed to be equipped with superior

infrastructure, R&D funding priority, highly preferential tax rates and streamlined

bureaucracy – an array of exogenous factors that opens the “window of locational

opportunity” in developing of high-tech industries (Scott and Storper 2007) –

immediately became the engine of high-tech industry development across China.

As shown in Fig. 8, the spatial distribution of all the HTIPs and EDZs in 1993

clearly resembles the agglomeration pattern of China’s high-tech industry devel-

opment revealed from Figs. 2–4. Therefore, government policies and their level

effects appear to have exerted a structural impact on the geography of high-tech

industry clusters.

Meanwhile, endogenous factors represented by the market force also matter to

a great deal and especially in terms of the self-reinforcing process among

agglomerations. First, since the very beginning, the design of the aforementioned

government high-tech programs and particularly their location choices for HTIPs

and EDZs are strictly subject to estimations of the candidate regions’ indigenous

capability to provide supporting industrial linkages, skilled labor forces and

synergies between research institutions and industries (Hu 2007; Sutherland

2005; Yu et al. 2009). This in part demonstrates how market force is restraining

the range and scale of government intervention in the development of China’s

high-tech industry. Second, as is illustrated in Sect. 2, the concentration of the

comprehensive production capacity toward the coastal “band” regions has prom-

inently characterized the agglomeration dynamics in the high-tech industry of

China between 1995 and 2007. This process can be largely explained by the

geographically focused growth effects that come into being in those regions – the

Exogenous
(Policies)

Endogenous
(Market)

Driving Forces

level effect

Status

Spatial
Dynamics

Evolution
growth effect

Fig. 8 Factors and processes shaping spatial dynamics
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initially dispersed firms and production capacities are increasingly attracted to

and absorbed by relatively few clusters that are equipped with conductive indig-

enous factors to achieve increasing returns effects. And these places begin to

move ahead as their self-reinforcing concentrations of capital and labour make

them progressively more efficient and competitive.

The most intriguing part of the agglomeration dynamics in China’s high-tech

industry is that it is not only incrementally reinforced by the growth effects of

market forces, but also radically upgraded by new policy intervention’s level

effects – the rapid economic growth in China is well-known for its reliance on

export (Gilboy 2004; Liu 2002); however, while traditional manufacturing sec-

tors gradually began to experience declining terms of trade, the high-technology

sectors were increasingly seen as the most dynamic areas of global demand. As a

result the Chinese government was pressured to undertake a structural update of

its export by moving away from labor-intensive low value-added manufactures.

To gear its export trade towards the high-tech sector, therefore, HTIPs were

intervened to accommodate high-tech products’ export processing rather than

R&D and to depend on FDI whose production capability is already in place rather

than those domestic startups (Ning 2007; Story 2005). In early 2000, the Ministry

of Science and Technology and Ministry of Foreign Trade approved 16 of the 53

national level HTIPs as a trial group of high-tech export bases. As a consequence

of this revised national emphasis on increasing high-tech products export by

engaging foreign producers, the expansion of comprehensive production capabil-

ity in the “band” cluster has been remarkably accelerated because of its location

advantage in attracting FDI. Next, success breeds success – the promotion of

high-tech products export has exemplified the location advantage of coastal

provinces in terms of attracting implanted foreign production capacities; and

the level effects of this policy would be locked-in and create more favorable

endogenous factors for both foreign and domestic firms to concentrate more

densely in the “band”.

3.2 Explaining Specialization in China’s High-Tech Industry

Specialization is believed to happen only if the relevant regional and national

governments refrain from policy intervention in the uninhibited trade of goods

and services, in the freedom to locate production activities, and in the establishment

of inter-regional or international risk-sharing arrangements (Bai et al. 2008).

However, two types of protectionism policies against specialization have been

recognized to prevail in China ever since the reform: national protectionism on

the so-called lifeline industries, for example, defense, energy, telecommunication

and banking, which strictly forbids the entrance of private and foreign competitors

(Pearson 2007; OECD 2002), and regional protectionism which fosters local firms

and industries by discriminating competitors outside the region (Bai et al. 2008;

Holz 2009; Young 2000). Accordingly, the firm victims of protectionism can be
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distinguished by their ownership – domestic non-state-owned enterprises and foreign

enterprises are normally discouraged by national protectionism policy, while only

domestic non-state-owned enterprises suffer from regional protectionism policy,

since foreign and state-owned enterprises are independently regulated by state

agencies (OECD 2002).

Next, we will attempt to explain the specialization dynamics of China’s high-

tech industry by incorporating protectionism policies as exogenous factors in the

explanatory framework. First, in Fig. 5, the interior centers constituted by Sichuan

and Shaanxi are found to be specialized in AirSpa. As a sub-industry with high

relevancy to national security, AirSpa has been completely operated by state-owned

enterprises which historically sit in the hinterland. Due to the political geographical

concern on safety, new investment in this sub-industry will still be largely directed

to Sichuan and Shaanxi as long as it is state-owned. Meanwhile, the comparative

advantages in endogenous factors, as we discussed previously, can to a large extent

explain the specialization of the “band” regions who capitalized on their HTIPs and

EDZs to attract emerging foreign and non-state-owned enterprises in civil sub-

industries. Therefore, the separation line of specialization between the interior

centers and the “band” regions in 1995 seems to be primarily drawn by the national

protectionism policy and the market force.

In Fig. 6, the spatial dynamics of specialization from 1995 to 2007 is seen to

comprise two notable changes (1) the interior centers and the “band” regions are

increasingly specialized in AirSpa and the remaining civil sub-industries, respec-

tively; (2) within the “band” regions, places like Jiangsu, Shanghai and Guangdong

are evidently specialized in ComOff and EleTel industries, whereas a few provinces

in fact concentrate in MedMeter and MedPha industries. The first change is fairly

easy to understand when placed in our explanatory framework considering that

market forces will reinforce the specialization status formed in 1995 and thus lead

to a more explicit division of labour. In addition, the combined facts that foreign

invested firms have dominated the production in China’s high-tech industry while

they are still excluded from the AirSpa business also suggest that they can only

specialize in other civil sub-industries while locating the superior production

capacities in their favorable coastal regions. In view of this, the increased segrega-

tion between the interior centers and the coastal “band” can be most effectively

accounted for by market forces, continued national protection on AirSpa, and the

soaring FDI in the high-tech industry after China has redirected the industry toward

exports since the late 1990s.

The interpretation of the second change, however, is complicated by the recur-

sive relationship between market forces and multiple policy interventions besides

national and regional protectionism. First, in open and competitive industries like

ComOff and EleTel, the market force determines the dynamics of specialization –

local governments are motivated to match other provinces’ preferential policies to

attract foreign producers, who dominate the Chinese market because of their

advantages in technology development and thus can substantially boost the local

economy by creating jobs and tax revenues (Fung et al. 2004; Ran et al. 2007). As a

consequence, foreign companies are enabled to be rather footloose in terms of
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acquiring a favorable policy environment across the country. This eventually

allows their location choices to follow the economic rationale to a larger extent

and facilitates the agglomeration of the ComOff and EleTel industry in the most

competitive provinces (Wei et al. 2009; Yang 2009). In contrast, the nominally

open market in the MedPha and MedMeter industries have been mostly turned into

a battlefield for domestic firms, both state-owned and non-state-owned, because

foreign enterprises in these sub-industries have exceedingly high concerns on

intellectual property protection and are very cautious in market entry. As highly

profitable sub-industries, local governments in China were motivated to develop

and protect their own MedPha and MedMeter enterprises and thereby to generate

more fiscal revenues by taxing the industry. The prevalence of local protectionism,

therefore, continues to create fragmented industries by hampering an industry

consolidation and conducting overlapping investment (OECD 2002; Young 2000;

Yu and Nijkamp 2008).

In an attempt to further demonstrate the impact of the aforementioned local

protectionism on the spatial dynamics of China’s high-tech industries, we apply a

shift-share analysis on 28 municipalities and provinces (Tibet, Qinghai and Ningxia

are excluded due to severe missing value problems in their official statistics) for the

period 1995–2002 and 2002–2008.3 The standard formula was used (Polese and

Shearmur 2006), which is considered adequate for the needs of this study. MedPha

and EleTel are subjected to the shift-share analysis which represent the sub-

industries affected by regional protectionism and vice versa.

Unlike a location quotient analysis which compares static distributions of

production capacity, shift-share analysis looks at a dynamic change. In particular,

we take its regional component as follows: as a measure of the relative GDP

growth (or decline) of a given industry in a geographic analytical unit, compared

to the national performance. As shown in Tables 2 and 3 in the Appendix,

variations in the regional component across different municipalities and pro-

vinces are increasing both in the MedPha industry and in the EleTel industry,

as is indicated by a comparison of their standard deviation between 1995–2002

and 2002–2008. However, when compared to the MedPha industry, the EleTel

industry’s variation in regional component is consistently and significantly

larger, which highlights the divergence among regions in developing the EleTel

industry – provinces like Jiangsu, Shandong and Guangdong have outstandingly

high regional shares in the EleTel industry development, while others are mostly

losing their regional components. The MedPha industry witnesses the same

tendency of divergence, nevertheless in a much more moderate manner, which

could be attributed to local governments’ strict restrictions on cross-region

business activities.

3The year 2002 has been chosen to separate these two periods, because China became a member of

the World Trade Organization (WTO) since 2001, after which the magnitude of FDI in China has

experienced a remarkable surge.
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4 Conclusion

The spatial pattern of China’s high-tech industry and its dynamics during the last

two decades are a less studied theme compared to the industry’s well known story

of an economic miracle based on rapid growth. By constructing and mapping

relevant numerical measures based on recently released official statistics, the

general spatial trends and unique locational characters of China’s high-tech indus-

try are for the first time identified and highlighted in this research. They are

particularly observed from the perspective of agglomeration and specialization.

We then seek for explanations of these spatial dynamics by developing a generic

conceptual model that attempts to take account of the variable impact of policy

intervention and its interaction with market factors. This conceptual framework is

later validated by tapping into a pool of historical, industrial and economic devel-

opment policies which, in combination with indigenous market forces, have

advanced our understanding of the multi-faceted spatial dynamics of China high-

tech industry. For policy makers, the results of our analysis suggest that adjustments

in China’s economic growth strategy, which used to depend highly on export, the

removal of regional market barriers and the abandonment of industry protection,

may significantly affect the spatial pattern of China high-tech industry in the future.

Appendix

Table 1 The codes for high-tech industries in China’s “industrial classification for national

economic activities” (ICNEA)

ICNEA GB/T4754-2002 ISIC revision 3

Manufacture of medical and pharmaceutical products 27 2423

Chemical pharmaceutical products 2710&2720

Processing of traditional Chinese medicine 2730&2740

Biology products 2750

Manufacture of aircraft and spacecraft 376 353

Manufacture and repair of aircraft 3761

Manufacture of spacecraft 3762

Electronic and telecommunications equipment 40 32

Telecommunication equipment 401

Telecommunication transmission unit 4011

Telecommunication exchange unit 4012

Telecommunication terminal unit 4013

Radar and peripheral equipment 4020

Broadcast and television equipment 403

Electronic apparatus 405

Electronic vacuum apparatus 4051

Semiconductor separated parts 4052

Integrated circuits 4053

Electronic components 406

Household audiovisual equipment 407

(continued)
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Table 2 Shift-share analysis results for the MedPha industry

Province

1995–2002 MedPha 2002–2008 MedPha

National

component

Industrial

component

Regional

component

National

component

Industrial

component

Regional

component

Beijing 62.72 (27.97) 36.66 185.62 (38.67) (31.65)

Tianjin 81.27 (36.24) 16.49 178.80 (37.25) (54.08)

Hebei 165.09 (73.61) 27.02 350.33 (72.99) (156.51)

Shanxi 37.44 (16.69) 1.40 70.04 (14.59) (28.27)

Inner Mongolia 18.64 (8.31) 1.01 35.49 (7.40) 32.88

Liaoning 130.27 (58.09) (49.93) 134.69 (28.06) 45.81

Jilin 96.47 (43.01) 20.53 214.15 (44.62) 3.54

Heilongjiang 87.62 (39.07) 13.79 184.84 (38.51) (106.20)

Shanghai 232.49 (103.67) (49.44) 319.30 (66.53) (167.76)

Jiangsu 293.21 (130.74) (7.16) 512.48 (106.77) 29.33

Zhejiang 168.09 (74.95) 79.31 459.77 (95.79) (26.03)

Anhui 93.43 (41.66) (49.55) 69.25 (14.43) 23.04

Fujian 50.98 (22.73) (10.92) 69.85 (14.55) (1.39)

Jiangxi 82.51 (36.79) (15.08) 118.24 (24.63) 83.97

Shandong 206.83 (92.22) (10.25) 351.16 (73.16) 484.52

Henan 158.48 (70.66) (60.25) 164.82 (34.34) 191.21

Hubei 117.94 (52.59) 25.89 263.39 (54.88) (102.91)

Hunan 49.50 (22.07) (3.30) 82.35 (17.16) 84.65

Guangdong 293.89 (131.04) (33.50) 461.30 (96.11) (167.20)

Guangxi 63.16 (28.16) (9.69) 94.19 (19.63) (25.08)

Hainan 18.76 (8.37) 11.40 56.38 (11.75) (39.47)

Chongqing 51.82 (23.10) (0.77) 91.55 (19.07) (1.81)

Sichuan 113.59 (50.65) 5.88 215.76 (44.95) 79.28

Guizhou 23.28 (10.38) 25.19 91.94 (19.16) (17.14)

Yunnan 25.52 (11.38) 17.34 80.34 (16.74) (21.25)

Shaanxi 77.59 (34.59) 19.78 178.74 (37.24) (88.40)

Gansu 17.11 (7.63) 3.91 38.52 (8.03) (16.48)

Xinjiang 11.56 (5.16) (5.79) 9.26 (1.93) (6.58)

Standard

deviation

79.87 35.61 29.95 139.49 29.06 124.03

Note: Negative values are in parentheses

Source: Authors’ calculation

Table 1 (continued)

ICNEA GB/T4754-2002 ISIC revision 3

Other electronic equipment 4090

Manufacture of computers and office equipment 404&415 30

Computers 4041

Peripheral equipment of computer 4043

Office equipment 415

Manufacture of medical equipment and meters 368&411 33

Medical equipment and instruments 368

Instruments and meters 411

Note: The terminology for each respective industry in accordance to the ISIC code above is:

pharmaceuticals-2423; aircraft and spacecraft-353; radio, TV and communication equipment-32;

office and computing machinery-30; medical, precision and optical equipment-33

Sources: OECD (2004, 2006)
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Regional Psychological Capital and Its Impact

on Regional Entrepreneurship in Urban Areas

of the US

Ryan C. Sutter and Roger R. Stough

1 Introduction

Investigation of the determinants of entrepreneurship has been extensively pursued

by academics in many disciplines. Two dominant but alternative approaches to

understanding these determinants have been used. The first systematically studies

individual entrepreneurs in an effort to identify characteristics or tendencies com-

mon to successful entrepreneurs. The second examines the role of various hypothe-

sized structural attributes and conditions across regions in an effort to explain

variation in levels of entrepreneurial activities. Both approaches reveal consider-

able insight into how and why entrepreneurial activities emerge, yet much remains

unanswered as no study exists to confirm or refute the evidence pertaining to the

manifestation of the psychological characteristics found at the individual-level at

the meso or regional level.

The literature focusing on individuals tends to emphasize characteristics that are

common to successful and/or nascent entrepreneurs. Many studies have found

that characteristics such as: social networks, (Saxenian 1999; Sorenson 2003;

Johannisson 1988; Larson 1991) work experience, educational attainment (Evans

and Leighton 1990) and family history (Dunn and Holtz-Eakin 2000; Blanchflower

and Oswald 1990) have an important influence on which and how many individuals

engage in entrepreneurship. As well, many studies of entrepreneurs suggest that

individual differences in human psychology play a large role in an individual’s

tendency to engage in entrepreneurship as discussed below.

Risk aversion is one psychological characteristic that has been widely studied.

This body of literature consistently finds that entrepreneurs are risk prone (Kilstrom

and Laffont 1979; Brockhaus 1980; Van Pragg and Cramer 2001). The basic

supporting conceptual or theoretical argument is that risk prone individuals are

more willing to bear the burden of “Knighterian” uncertainty, a fundamental

characteristic of those who engage in entrepreneurship. Other individual-level
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studies suggest that self-efficacy, or the belief in ones ability, plays a large role in an

individual’s willingness to engage in entrepreneurial activities (Markman et al. 2002).

Still, other authors suggest that an individual’s need for achievement and tolerance for

ambiguity are characteristics of entrepreneurial individuals (McClelland 1961;

Schere 1982).

The regional or meso level approach to entrepreneurship research necessarily

leaves aside individual or micro level characteristics, focusing instead on regional-

level structural factors that drive entrepreneurial activities. This body of literature

argues that opportunities are not homogeneously distributed across space and, as a

result, structural differences, and not individual differences, are driving regional

variation in rates of entrepreneurship. This approach has focused primarily on

factors such as: transport costs, human capital concentrations, employment char-

acteristics, industrial structures, research and development activities (new knowl-

edge creation), diversity and financial capital availability (see, e.g., Bartik 1989;

Reynolds et al. 1994; Dunn and Holtz-Eakin 2000; Acs et al. 2009). As well, others

have argued that structural factors like population (or employment) and income

growth are important determinants of entrepreneurship (Acs and Armington 2002).

More recently, regional-level studies have begun to tilt toward an emphasis on

pseudo-psychological factors,1 which essentially underlie regional stocks of social

capital (trust), creativity and tolerance. Coleman (1988, 1990) and Putnam (1993),

among others, have argued that regional stocks of social capital make possible trust

and cooperation among regional agents, which the individual-level studies have

found to be important ingredients for entrepreneurship (see, e.g., Brusco 1982;

Piore and Sable 1986; Saxenian 1999). Other psychological factors, such as,

creativity and tolerance have crept into regional analyses of entrepreneurial activ-

ities via occupation-based indicators. The authors of these studies have suggested

that agglomerations of creative individuals along with a tolerant and open regional

culture exert significant positive impacts on levels of entrepreneurial activities (Lee

et al. 2004; Florida 2002; Mellander and Florida 2006).

The basic arguments underlying the importance of these factors are that higher

levels of social capital make entrepreneurship relevant social networks denser and

thus strengthen the links between increasingly larger numbers of nodes, while

creative and tolerant regional cultures facilitate entrepreneurship by advancing

lower barriers to entry, thus making these regions more open to new or radical

ideas and innovations. To a lesser extent, this latter body of literature has argued

that “open” and “creative” environments contain larger stocks of individuals which

are more apt to both demand and adopt new and innovative types of products with

the implication being that such regional attributes attract these sorts of people. The

probability for entrepreneurial activity, then, is higher in these types of places

1This is not to say that this is research into the regional expression of individual psychological

attributes but to indicate that this line of research implies that there may be an underlying

interrelated complex of psychological variables at work. If so, then one might argue that there is

a sort of “psychological capital” at work and that this may underlie variables like regional social

capital, creativity and trust.
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because there is a larger willingness to produce and a larger ability to consume

radical types of products. Essentially, there exist better markets for the types of

products and processes often introduced by entrepreneurs in these places.

It is likely that positive reinforcement is an important attribute of these high

social capital environments. The role theory model of learning is well validated and

shows that it is powerfully associated with high performing group (classroom)

learning. High social capital environments (regions) with large numbers of creative

and talented people provide a context where there are more entrepreneurial role

models and that these likely enable higher levels of learning about the entrepre-

neurial role among new comers and residents of such regions. This is important

because it offers a theory about how high level presence of certain psychological

types influences the behavior of others and positively reinforces increasing

entrepreneurial behavior.

While the individual and regional level studies approach entrepreneurship from

different perspectives, both seek to explain variation in entrepreneurial activities.

The individual-level approach has found considerable evidence suggesting that

psychological characteristics are important determinants of entreprenerial behavior.

The regional-level approach has yet to fully grasp the issue of psychological

characteristics and their possible relevance. At the same time it has provided

evidence that some social psychological-like characteristics, such as: social capital,

creativity and tolerance, have important influences on entrepreneurial activities.

What these two approaches seem, then, to have in common is that certain

psychological characteristics may underlie the regional level or intensity of

entrepreneurial activity. This is especially interesting because an emerging field

of psychological research, denoted “positive psychology” in the psychology litera-

ture, has begun to clamor that positive aspects of human psychology need to be

better understood and integrated into the field’s scholarly pursuits. This is relevant

to scholars of entrepreneurship because the recent evidence suggests that pseudo-

psychological characteristics are important ingredients of the process of entre-

preneurship and that these characteristics are positively underlain by various but

specific psychological characteristics. This brings about a new and interesting

question relevant to entrepreneurship research. Does variation in positive psycho-

logical environments exist at the regional level, and if so, does this variation

influence regional levels of entrepreneurship?

From here on in the paper we will refer to positive psychological environments

simply as psychological environments with the understanding that the “positive” is

implied. The reason for this is to ensure we do not confound the notion of

psychology aspiring to more relevance, i.e., facilitating human and organization

adaptation and change with the notion that such environments are necessarily

positive. It is not difficult to imagine that a region may have a psychological profile

or character that is negative or at least noticeably “less” positive, e.g., in declining

regional economic environments that have hollowed out due to cyclical or techno-

logical change patterns.

In light of these arguments and findings, this paper seeks to add to the existing

entrepreneurship literature in four important ways. First, this paper appears to be
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one of, if not the first, attempts at incorporating a measure of the regional psycho-

logical environment into an analysis of the determinants of entrepreneurship.

Second, it formally investigates the interesting question of whether or not variation

in psychological environments exists across US metropolitan areas. Third, it

explores whether or not variation in psychological environments explain some

portion of the variance in regional-levels of entrepreneurial activities, regardless

of whether or not entrepreneurial opportunities are homogeneously or heteroge-

neously distributed. Lastly, this research explicitly incorporates the considerable

model uncertainty inherent in these untried waters into the analysis. Considerable

model uncertainty is likely associated with the specification of any empirical model

explaining variation in entrepreneurial activities, but it is especially relevant to this

paper, as the importance of psychological environments have no theoretical basis,

to date, other than the supposition that role model learning may be driving a positive

reinforcement effect that creates/maintains a regional psychological character

or culture.2

The developments of Bayesian Model Averaging methodologies provide a quite

suitable if not a breakthrough approach for advising development of theory in this

area. In fact, much of the regional level entrepreneurship research should use this

method more frequently, especially when considerable uncertainty exists with

regard to some or all of the candidate explanatory variables.

The arrangement of this paper is as follows. Section 2 will discuss the dataset

and the definitions of the variables used in this analysis. Section 3 lays out the

methodological approaches, including discussions of the statistical issues surround-

ing spatial dependence and model uncertainty. Section 4 provides the estimation

results while Section 5 contains a discussion and the conclusions.

2 Data

The effect of regional differences in psychological environments on entrepreneur-

ship across metropolitan regions in the USA is investigated using data from a

sample of Metropolitan Statistical Areas (MSAs). The dataset covers 173 MSAs,

which is about one half of all MSAs. The reason that not all MSAs were used is due

in part, to a lack of reliable data for each explanatory variable covering the entire set

of MSAs in the USA. Specifically, the data availability for the psychological

variables is limited as only a small number of individual responses exist for many

MSAs. As a result, the ability of these data to adequately represent the entire MSA

population is questionable. Thus, about half of the MSAs were dropped from the

analysis, resulting in a final dataset containing 173 metropolitan regions. Although

this loss would on the surface appear to be significant, the remaining 173 metros

2This last issue deserves attention in its own right as it has been largely ignored in all previous

research on entrepreneurship.
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contain nearly 85% of the US urban population, as many of the omitted MSAs were

small. Further, given that the focus of the research is on entrepreneurship in

technology intensive establishments and that over 90% of all technology enterprises

(Stough and Kulkarni 2001) and entrepreneurship occurs in large metropolitan

regions, then the narrowed list of 173 metropolitan areas would seem to be

defensible.

2.1 Entrepreneurship

The dependent variable utilized in this analysis is high technology single establish-

ment formations, a variable frequently used in the entrepreneurship literature to

proxy Schumpeter’s notion of “creative destruction” brought about by entrepre-

neurs. These data were requested and purchased from the US Bureau of the Census

and were broken out by county and by five-digit North American Industrial

Classification System (NAICS) codes. Year 2003 data was utilized, as it corre-

sponded to the most recent available data, and was aggregated to the appropriate

metropolitan definition using aggregations of relevant counties.3

The Census defines a single establishment as a single physical location where

business is conducted or where services or operations are carried out. A single-

establishment birth is defined to be a single establishment having no payroll in the

first quarter of an initial year with a positive payroll in the first quarter of a

subsequent year. In this paper, single establishment firm formations constitute

entirely new agents of firm-level economic organization or activity.

High technology single-establishment births were isolated from the complete set

for a number of important motives. First, it is well known that the technology

intense sectors of the US economy are highly dynamic, urban centric (Stough and

Kulkarni 2001) and transitory. These sectors embody the outcomes of the process of

new knowledge commercialization, which incumbent firms were unwilling or

unable to commercialize (Acs and Plummer 2005; Acs et al. 2009). Furthermore,

these sectors are responsible for a large amount of the growth in aggregate US

output; rendering them crucial players in the growth processes of the evolving

“knowledge economy”. Second, the high tech sectors epitomize the “Schumpeterian”

sense of entrepreneurship, where new economic knowledge is being introduced in a

highly competitive and dynamic environment. Thus, the “Schumpeterian” process

of “creative destruction” is most certainly at work in these rapidly evolving sectors

of the US economy. Third, these sectors exclude certain types of non-basic new

establishments that are known to be approximately proportional to the population

growth, such as: coffee shops, dry cleaners. Including these types of firms in

the definition of entrepreneurship clouds the investigation of the determinants of

new firms engaging in “creative destruction” as these types of firms are, in large

3MSA definitions correspond to the 2005 Office of Management and Budget (OMB) definitions.
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part, simply serving demand created by local growth and include little or no new

knowledge. While it is certainly the case that many non-high tech sectors of the US

economy, such as business services, are engaging in creative destruction, the

inclusion or exclusion of these sectors should have little impact on the fundamental

results. This is because the process of creative destruction is certainly captured by

the high tech sectors and so this measure serves the purposes of this paper well on

its own.

High technology firms were isolated using Varga’s (1998) definition of high tech

industries, which was based in part on earlier work by Glasmeier et al (1983) and

Stough et al. (1995). Varga’s (1998) high tech industry criteria involved three

elements (1) an above average research and development to industry sales ratio;

(2) an above average percentage of mathematicians, scientists, engineers and

engineering technicians compared to total industry occupations; and, (3) the total

number of innovations per 1,000 employees. This work resulted in a list of SIC

codes that met the criteria for being classified as high technology industries. The

resulting list of three-digit SIC codes were then mapped to a list of five-digit NAISC

codes. For the purposes of this research, high tech single establishment firm

formations were those new firms in the set of unique high tech industry codes

found in Appendix (Table 4). For standardization purposes, the number of high tech

firm formations in each MSA was divided by the Census’s 2000 population figures

for that metropolitan region in order to standardize the measure with respect to size.

2.2 Psychological Characteristics

A growing body of literature has emerged regarding positive aspects of human

psychology as discussed above. This approach has particularly interesting implica-

tions for entrepreneurship research efforts that, to date, have been unexplored.

Studies of individual entrepreneurs, such as those mentioned in the introduction,

have provided arguments and evidence supporting the importance of psychological

characteristics to entrepreneurial action. As well, many economists have argued

that social capital characteristics, such as: trust and cooperation have important

implications for collective action (Coleman 1988, 1990; Putnam 1993). Still,

economists and scholars of urban environments have professed the importance of

regional variation in human creativity, tolerance and ingenuity to regional eco-

nomic outcomes (Florida and Gates 2001; Florida 2002; Lee et al. 2004).

While originating in different fields of research and for considerably different

purposes, all of these efforts have a common theme or thesis; that human psycho-

logical disposition varies across regions and that this variation has important

influences on general economic situations and circumstances. It is only a small

step to consider the hypothesis that regional differences in human psychological

orientation have important influences on entrepreneurial behavior and in turn

entrepreneurship systems at the regional level. Much it seems may be added to
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understanding the determinants of regional technology intensive entrepreneurship

by integrating the psychological study of the entrepreneur.

To do just that, data on psychological characteristics were obtained from the

Positive Psychology Center in Philadelphia, Pennsylvania. These data cover 24

strengths of character contained in the Values in Action Inventory of Strengths

(VIA-IS).4 The strengths of Character are defined as positive traits reflected in

thoughts, feelings, and behaviors existing in various degrees and can be measured

as individual differences (Park et al. 2004). All of these measures were placed

online at www.authentichappiness.org and www.positivepsychology.org/strengths

(Park et al. 2004) along with associated geographic information represented by a

three-digit zip code location.

Uniform tools exist to assess each of the positive traits in the classification, one

of which is a 240 item self-reported questionnaire that asks individuals to report the

degree to which statements reflecting each of these 24 strengths apply to themselves

using a 5-point Likert scale (Park et al. 2004). Investigations have demonstrated

acceptable reliability and validity for each of these 24 character strengths (see, e.g.,

Peterson and Seligman 2004). Peterson and Seligman (2004) conducted a validity

study using the nomination known-groups procedure where individuals were asked

to identify individuals they believed to possess a given strength to a notable degree.

The nominated individuals were then asked to complete the questionnaire without

being told why. People nominated as a paragon of a particular type of character

strength tended to score higher on that strength than non-nominated individuals

(Peterson and Seligman 2004).

Table 1 contains the 24 character strengths and their associated synonyms and

definitions that are used to proxy personality characteristics in this paper. Park et al.

(2004; 604) state that, “the identification of each strength with a list of synonyms

was a deliberate strategy that attempted to capture the family of resemblance of

each strength while acknowledging that the synonyms are not exact replicas of each

other”. The point was to provide descriptions of the 24 measures in a manner that

would distinguish and describe exactly what the given attributes were attempting to

measure.

A sample of 203,003 individual respondents was contained in the data

concerning psychological characteristics. All respondents associated with the

same three-digit zip code were averaged to create an average of each personality

category for every three-digit zip code. The three-digit zip codes were then assigned

to metropolitan statistical regions using a simple visual basic script run in ArcView

9.1. The script served to calculate the centroid coordinates associated with each

three-digit zip code. These coordinates were then overlaid on an ArcView shapefile

containing the geographic boundaries associated with each metropolitan region

contained in the sample. All centriods falling into any given MSA boundary were

4The VIA-IS is an instrument bearing similarity to such methodologies as the California Personal-

ity Inventory and the Holland Self Directed Search as described above in footnote number 2.
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Table 1 Definitions of personality variables

Variable Synonym(s) Description

Beauty Awe, wonder, elevation Noticing and appreciating beauty, excellence, and/

or skilled performance in all domains of life,

from nature to art to mathematics to science to

everyday experience

Bravery Valor Not shrinking from threat, challenge, difficulty, or

pain; speaking up for what is right even if there

is opposition; acting on convictions even if

unpopular; includes physical bravery but is not

limited to it

Teamwork Social responsibility,

loyalty, citizenship

Working well as a member of a group or team; being

loyal to the group; doing ones share

Creativity Originality, ingenuity Thinking of novel and productive ways to do things;

includes artistic achievement but in not limited

to it

Curiosity Interest, novelty-

seeking, openness to

experience

Taking an interest in all of ongoing experience;

finding all subjects and topics fascinating;

exploring and discovering

Fairness None given Treating all people the same according to notions of

fairness and justice; not letting personal feelings

bias decisions about others; giving everyone a

fair chance

Forgiveness Mercy Forgiving those who have done wrong; giving

people a second chance; not being vengeful

Gratitude None given Being aware of and thankful for the good things that

happen; taking time to express thanks

Hope Optimism, future-

mindedness, future

orientation

Expecting the best in the future and working to

achieve it; believing that a good future is

something that can be brought about

Humor Playfulness Liking to laugh and tease; bringing smiles to other

people; seeing the light side; making (not

necessarily telling) jokes

Honesty Authenticity, integrity Speaking the truth but more broadly presenting

oneself in a genuine way; being without

pretense; taking responsibility for ones feelings

and actions

Judgment Open-mindedness,

critical thinking

Thinking things through and examining them from

all sides; not jumping to conclusions; being able

to change ones mind in light of evidence;

weighing all evidence fairly

Kindness Generosity, nurturance,

care, compassion

Doing favors and good deeds for others; helping

them; taking care of them

Leadership None given Encouraging a group of which one is a member to

get things done and at the same time maintaining

good relations within the group; organizing

group activities and seeing that they happen

Love None given Valuing close relations with others, in particular

those in which sharing and caring are

reciprocated; being close to people

Learn None given Mastering new skills, topics, and bodies of

knowledge, whether on ones own or formally;

obviously related to the strength of curiosity but

goes beyond it to describe the tendency to add

systematically to what one knows

(continued)
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used to create an average of each personality characteristic associated with the

given metropolitan region.

The city-level averages represent the 24 strengths of character underlying the

specific regional positive psychological environment index (PPE) used in this

paper. The PPE index measures latent unobservable variation in a generalized

positive psychological environment over a sample of US MSAs and is interpreted

here as a form of psychological capital. It was created by extracting a single

principle component from the responses on these 24 variables. A single component

was used in the analysis because an examination of the associated eigenvalues

revealed one dominant component. Every individual loading greater than 0.50 on

the orthogonal rotation was included in the index.

The varimax component rotated factor loadings were then used as weights in the

calculation of this index.5 Table 2 contains the varimax rotated factor loadings for

each of the 24 psychological attributes. Larger values of this index can be viewed as

Table 1 (continued)

Variable Synonym(s) Description

Modesty Humility Letting ones accomplishments speak for

themselves; not seeking the spotlight; not

regarding oneself as more special than one is

Perseverance Persistence,

industriousness

Finishing what one starts; persisting in a course of

action in spite of obstacles; “getting in the door”;

taking pleasure in completing tasks

Perspective Wisdom Being able to provide wise counsel to others; having

ways of looking at the world that makes sense to

oneself and to other people

Prudence None given Being careful about ones choices; not taking undue

risks; not saying or doing things that might later

be regretted

Self-regulation Self-control Regulating what one feels and does; being

disciplined; controlling ones appetite and

emotions

Social

intelligence

Emotional intelligence,

personal intelligence

Being aware of the motives and feelings of other

people and oneself; knowing what to do to fit in

to different social situations; knowing what

makes other people tick

Religiousness Spirituality, faith,

purpose

Having coherent beliefs about the higher purpose

and meaning of the universe; knowing where

one fits within the larger scheme; having beliefs

about the meaning of life that shape conduct and

provide comfort

Zest Vitality, enthusiasm,

vigor, energy

Approaching life with excitement and energy; not

doing things halfway or halfheartedly; living life

as an adventure; feeling alive and activated

5The varimax rotation searches for the linear combination of the original factors that maximizes

the variance of the loadings.
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indicative of a more “positive” psychological environment and, hence, indicate

larger stocks of psychological capital. One would expect the coefficient estimate

associated with this variable to be positively related to entrepreneurial activities for

the reasons discussed above.

A result such as this would be supportive of the existing research pertaining to

social capital, the literature on creativity and tolerance as well as the discussed

individual level entrepreneurship literature.

Lastly, it should be noted that every metropolitan area associated with less than

100 respondents was omitted to mitigate problems with bias that may result when

too few respondents form the basis of the personality measures in the given

metropolitan area. Furthermore, the distributions of the individual psychological

characteristics tended to approach a bell-shape when a minimum of 100 individual

respondents was defined as the minimum acceptable value.6

Figure 1 depicts the geographic distribution of the PPE index. Values for this

index are highest in the southeastern US metropolitan areas. As well, there exists a

cluster of cities in the south-central Midwestern region of the US that exhibit high

Table 2 Rotated factor

loadings
Characteristic Loading

Beauty 0.398

Bravery 0.750

Love 0.672

Prudence 0.547

Teamwork 0.599

Creativity 0.529

Curiosity 0.407

Fairness 0.666

Forgiveness 0.493

Gratitude 0.795

Honesty 0.793

Hope 0.789

Humor 0.563

Perseverance 0.682

Judgment 0.530

Kindness 0.731

Leadership 0.825

Learning 0.207

Modesty 0.426

Perspective 0.741

Self control 0.620

Social intelligence 0.695

Spirituality 0.479

Zest 0.738

6Sensitivity analysis with respect to this minimum specification was carried out at several

alternative thresholds (20, 50, 100, 150 and 200) and revealed that no notable differences in the

mean parameter estimates or in the posterior distributions of those estimates existed.
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values for the PPE. A handful of Southwest and Pacific coast metropolitan regions

also exhibit higher PPE values.

2.3 Human Capital

It is well known that variation in human capital has important implications for both

economic growth and for the underlying entrepreneurship ushering in that growth.

To robustly account for this variation, two measures of human capital are included

in the analysis. These measures correspond to the traditional measures of human

capital, which are based on educational attainment. The first measure corresponds

to the percentage of the 25+ 2000 population in each metropolitan region having

obtained at least a bachelors degree. The second educational attainment measure is

the percentage of the 25+ 2000 population having obtained a graduate or profes-

sional degree.

2.4 Knowledge

Potential entrepreneurs require an opportunity to exploit in the form of new firm

formations (Shane and Venkataraman 2000). Therefore, some indicator of entrepre-

neurial opportunity should be included into any study of the determinants of

entrepreneurship. The difficulty, however, is that opportunities cannot be directly

observed until after they have been exploited. While this may be the case, it seems

PPE  Index

46.7534 - 47.5547

47.5547 - 47.9419

47.9419 - 48.3876

48.3876 - 48.9218

48.9218 - 49.9157

Fig. 1 The geographic distribution of the PPE index
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logical to assume that the regions with larger amounts of knowledge ought to be

associated with regions with larger amounts of entrepreneurial opportunities. To

sufficiently account for these opportunities, two measures of the knowledge are

included into the analysis; one measuring the per capita knowledge and the other

the growth of knowledge. Patents represent a readily available measure of the

amount of codified knowledge existing in various places; therefore, patents are

commonly used to measure the amount of knowledge in those places.7 Specifically,

the growth of patenting activities over the period 1975–1999 was used to measure

the growth of knowledge production, while year 2000 patents per 10,000 indivi-

duals was used to measure the amount per capita of knowledge available in any

given region.

2.5 Diversity

Many authors have suggested that diverse regions, or more specifically diverse

cities, act as magnets of both talent and ideas (Jacobs 1961; Lucas 1988; Lee et al.

2004). The more diverse is the region, the more ideas and talent to draw from,

thereby, facilitating more entrepreneurship in the form of new high technology

firms. To adequately incorporate diversity into this analysis, two measures were

used, both of which measure a particular variant of ethnic diversity. The first

measure represents the percentage of the total 2000 population that is foreign

born. The second measure corresponds to the percentage of the total 2000 popula-

tion that is non-white. These measures are included to explain variation in entre-

preneurship due to the impact of diversity.

2.6 Structural Control Variables

The last sets of variables included in this analysis correspond to structural variables

that reflect a region’s economic dynamic. These variables are: the average annual

growth in the share of regional economic output coming from high tech industries

when compared to the national average over the period 1990–2000, the percentage

change in per capita income over the period 1990–2000, and the percentage change

in total private employment over the period 1990–2000. These variables were

introduced to control for systematic variation in entrepreneurial activities that result

from: differences in industrial structures (or industrial legacies), differences

in income growth and differences in the growth of the labor force. Including

these structural variables captures systematic regional variation in high tech

7The author is well aware of the critiques associated with the use of patenting activity as a measure

of knowledge, however, the alternatives are few and far in between. Therefore, patents are used in

this paper in spite of the known weaknesses associated with doing so.
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entrepreneurial activities due to economic differences. These control variables

work to impede the positive psychological environment index from capturing

variation in entrepreneurship that is really due to structural economic factors.

2.7 Data Transformations

A log transformation was used on the dependent variable vector to produce a

distribution that looked to be more normally distributed. Second, all of the explan-

atory variables were studentized to accommodate the use of Zellner’s g-prior

(Zellner 1986), for reasons described in Sect. 3.

3 Methodology

There are two pertinent issues pertaining to regression modeling of high technology

entrepreneurship that this paper explores. These issues are spatial dependence and

model uncertainty. These issues are important because the existence of spatial

dependence has been shown to cause bias in the resulting parameter estimates

(LeSage and Pace 2004) while model uncertainty creates a situation yielding

suboptimal results for a number of reasons (Raftery et al. 1997). For one, consider-

able uncertainty over which specific variables to include in the regression exists and

estimates based on saturated regression models containing many possible variables

does not address this issue in any consistently reliable theoretical framework.

Secondly, simply introducing all of the explanatory variables into the regression

will result in the possibility of including irrelevant variables, which will tend to

increase the dispersion of the estimated coefficients. This will make it difficult to

identify the important variables influencing entrepreneurship. On the other hand, a

strategy that relies on subsets of candidate explanatory variables will likely suffer

from omitted variables bias if important variables are excluded. As well, the

considerable uncertainty regarding which explanatory variables are truly relevant

in explaining variation in high tech entrepreneurship can lead to explanatory

variable matrices suffering from collinearity, further reducing the precision of the

coefficient estimates (Belsley et al. 1980). Collinearity also yields instability with

regard to the parameter estimates because the inclusion or exclusion of any single

explanatory variable can dramatically alter the coefficient estimates associated with

any given explanatory variable.

To handle these issues, Bayesian Model Averaging is employed in the context of

a spatial autoregressive regression framework. This modeling approach is espe-

cially advantageous for this study because it adequately addresses the considerable

model uncertainty inherent in this analysis of the determinants of entrepreneurship,

while at the same time it accounts for suspected spatial autocorrelation of entrepre-

neurial activities.
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3.1 Spatial Dependence

Numerous regional-level studies of entrepreneurship have noted that entrepreneur-

ial activities are clustered across space, resulting in outcomes that are spatially

correlated (see, e.g., Acs and Plummer 2005; Acs et al. 2009). The spatial clustering

of these activities in previous empirical studies results in the expectation that spatial

dependence may exist in the sample of data utilized in this paper, as entrepreneurial

activities form the dependent variable. However, it is unclear whether or not the use

of non-contiguous metropolitan data, further exacerbated by the exclusion of

certain metropolitan regions, as was discussed above, has resulted in a sample of

data that is unaffected by the existence of spatial dependence. To handle this

situation, the Bayesian Model Averaging strategy discussed in Sect 3.2 will be

carried out in the context of a spatial autoregressive regression framework. It is

important to note here, that this strategy will produce parameter estimates statisti-

cally equivalent to the least-squares type approach should spatial dependence not be

an important issue in this particular dataset.

Before introducing the Bayesian Model Averaging approach used in this paper, a

brief discussion of the specification of the spatial weight matrix (W) is in order as

this estimation strategy requires this. The standard specification is one based on first

order contiguity (also known as the Queens criteria). However, the current set of

sample data is not contiguous, inhibiting this type of specification. An alternative

strategy is to specify this matrix such that it extracts the m nearest neighbors to any

yi. Under this specification, the individual elements ofW, denoted wij, correspond to

a value > 0 if yj is contained in the set of nearest neighboring observations and to a
value of 0 if yj is not contained in this set. All wi¼j are set equal to zero to prevent an

observation from exhibiting dependence on itself. The matrix is then row standar-

dized yielding a row stochastic matrix (since W is non negative). The purpose of

obtaining a row stochastic weights matrix is that this type of weight matrix has nice

numerical and interpretive properties (see LeSage and Pace 2004 for specific

details). Once, W is specified in this manner, it will be used to represent the spatial

relationships inherent in this analysis.8

3.2 Bayesian Model Averaging

Considerable uncertainty exists regarding how relevant each of the candidate

explanatory variables are in explaining variation in high tech entrepreneurship

over the sample of metropolitan regions used in this paper. While many empirical

8A spatial weight matrix extracting the five nearest neighboring observations was used throughout

this paper. This specification was used because evidence suggests that knowledge absorbed by

high tech firms tends to be bound to an area approximately 50–75 miles from its source. The

specification of W, here, is based on this empirical evidence (see Anselin et al. 2002).

258 R.C. Sutter and R.R. Stough



studies suggest that the economic and human capital measures utilized here, such

as job growth or educational attainment are important predictors of high tech

entrepreneurship, relatively little information exists to offer insights into which

specific measures of educational attainment and diversity are appropriate. Further-

more, it is unclear whether or not the positive psychological environment index is

truly relevant in explaining variation in the dependent variable. As a result, a

considerable amount of model uncertainty exists with regard to the analysis carried

out in this paper.

Fortunately a literature exists to address these issues in a consistent framework

that has been empirically verified. The literature is called Bayesian Model Averag-

ing and involves comparing alternative sets of explanatory variables. This method-

ology overcomes any problems associated with misspecification, collinearity and/or

including irrelevant personality variables that this work might otherwise encounter.

The basic theory was provided by Zellner (1971) and involves cases where there are

a small number of alternative models to compare.

The basic process begins with the specification of prior probabilities for each of

the m models as well as prior distributions for each of the model parameters. The

priors for the models and parameters are then combined with the likelihood

function, conditional on the parameters and models in order to produce a posterior

distribution for each of the m alternative models under consideration. The posterior

distributions are used to calculate posterior model probabilities for each of the m
models, which are then used to compare the alternative model specifications.

While this procedure works well for cases with where m is small, its computa-

tional demands inhibit its application to cases where m is considerably larger, as is

the case here. However, Madigan and York (1995) introduced a technique known as

Markov Chain Monte Carlo Model Composition (MC3) that enables the analysis to

be carried out in cases where m is large, through a systematic sampling of the large

model space. Work by Fernandez et al. (2001a, b) and Raftery et al. (1997) then

extend this work to applications of econometric regression modeling.

The MC3 procedure starts with an initial randomly selected set of explanatory

variables then deriving a proposal model to compare to the initial model through the

use of three steps, where the use of each step is equally probable (i.e., each step has

a probability of 0.33 of being used). These three steps are a birth step, a death step

or a move step. The birth step adds an explanatory variable to the model, the death

step removes an explanatory variable from the model and the move step randomly

switches an included variable with an excluded variable. The initial model is then

compared to the proposed model through the use of a procedure known as the

Metropolis–Hastings step. The Metropolis–Hastings step is used to compare the

two alternative models where either the initial model or the proposed model is

accepted. If the proposed model is accepted, it becomes the initial model and the

process is repeated. If the initial model is accepted, it remains the initial model and

the process is repeated. Madigan and York (1995) show that one can systematically

walk though the large model space by repeating this procedure many times,

essentially solving the problems associated with Bayesian Model Averaging in

cases where m is large.
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The key step in this process is the comparison of the initial and proposed models

in the Metropolis–Hastings step. This comparison involves the calculation of the

odds ratio, shown in relation (1).

min 1;
pðMpj yÞ
pðMij yÞ

� �
(1)

In relation (1), Mp represents the proposed model and Mi represents the initial

model, both of which are based on the inclusion of different sets of explanatory

variables. The terms in this ratio can be obtained by first combining the priors (p(M)

and p(M,b,s|M)) with the likelihood function (p(y|b,s,M)), to arrive at the joint

probability for the models and parameters, shown in relation (2),

pðM; b; sj yÞ ¼ pðMÞpðM; b; sjMÞpðyj b; s;MÞ (2)

then by obtaining the joint posterior for the models and parameters shown in

relation (3)

pðMj yÞ ¼
ðð

pðM; b; sj yÞdb; ds (3)

and analytically integrating b and s out of the expression to arrive at a scalar

expression for the numerator and denominator which are used in relation (1).

To arrive at the posterior model probabilities over the set of all unique models, it

is necessary to save the log marginal density vectors for each unique model found

by the sampling scheme. The models with posterior model probabilities that are

greater than 0.001 were saved for use in constructing model averaged coefficient

estimates, which account for the model uncertainty inherent in this application. To

create these estimates each of the saved models are estimated (including an

intercept term). The coefficient estimates associated with these models are then

multiplied by their specific posterior model probabilities and summed to create a

weighted average across all models with posterior model probabilities that are

greater than 0.001.

It should be noted here that work by LeSage and Parent (2007) demonstrates that

the least-squares model comparison inferences will be adversely affected by spatial

autocorrelation. As a result, the basic model averaging strategy outlined above will

have to be augmented to account for spatial autocorrelation. This can be done by

relying on the strategy laid out by LeSage and Parent (2007) in the context of a

spatial autoregressive model. This strategy is conceptually the same strategy as was

laid out above, with the addition of the parameter r to expressions (2) and (3) with

one computational difference. The difference is that the parameter r cannot be

analytically integrated out of expression (3) as were b and s. To handle this

problem, LeSage and Parent (2007) suggest storing the vectors of the log marginal

values for both the current and proposed models over a grid of values for the

parameter r. These vectors can then be scaled and integrated with respect to this

parameter to produce the odds ratio shown in (1).
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The last two issues involved in the implementation of the model averaging

strategies, outlined above, are the specification of the priors for the model para-

meters and diagnosis of convergence in the MC3 sampling scheme. In accordance

with the standard convention, Zellner’s g-prior (Zellner 1986) is utilized for the

parameter b (Fernandez et al. 2001a, b). A gamma prior is used for the parameter s
and following LeSage and Parent (2007), a beta prior is used for the spatial

dependence parameter r. Fifty thousand draws were initially utilized and conver-

gence in the sampling scheme was insured by carrying out the procedure twice and

inspecting the results to see if the same results were obtained. Since the same results

were, indeed, obtained the 50,000 draws were enough to ensure that the models

with the most posterior support were among those sampled. Model averaged

estimates can be obtained with confidence after ensuring that convergence in the

sampling scheme has been attained.

4 Results

Several important findings were obtained via the particular methodological

approach relied on in this paper. For one, the resulting posterior model probabilities

lent empirical support for the preconception that a considerable amount of model

uncertainty exists with regard to modeling the determinants of entrepreneurship.

This was reflected by the fact that the most probable model was associated with a

posterior model probability of only 0.25. This finding is interpreted as meaning that

the most probable model only has a 25% chance of being the “true” data generating

model. Furthermore, just under 1,000 unique models were found by the sampling

scheme, yet only two of these were associated with posterior model probabilities

greater than 0.1. The results suggest that no particular model dominated and that

posterior support was spread rather evenly across the alternative model specifica-

tions. This suggests that substantial uncertainty exists regarding which set of the

candidate explanatory variables are truly relevant in explaining variation in high

tech entrepreneurship and reliance on any individual model, alone, may provide

incorrect inferences. In general, this result supports our reliance on model averaged

estimation as model uncertainty is particularly large in this application.

Table 3 contains the set of model averaged estimates. Column 2 contains the

mean coefficient estimates, while columns 3 and 4 contain the upper and lower

bounds of a 95% confidence interval computed around the means. The 95%

confidence interval was computed to provide inferences regarding the statistical

significance of the respective coefficient estimates, where intervals that do not

contain 0 indicate such significance. The estimates were obtained by estimating

the set of unique models that were associated with posterior model probabilities

greater than 0.001 or 1/10th of 1%. The posterior probabilities correspond to the

weights underlying the averaged estimates. Each individual model was estimated

via a Bayesian heteroscedastic variant of the spatial autoregressive regression

model, initially introduced by LeSage (1997), that is robust to the influence of
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outliers and heteroscedasticity. Each model was estimated with an intercept term

included and with 8,000 draws (4,000 were omitted for burn in purposes).

The set of model averaged estimates reveal several important findings. Begin-

ning with spatial dependence, one can see that the coefficient estimate on the

parameter, rho, is positive and statistically significant. This confirms the suspicion

that entrepreneurial activities are correlated across space.

Regarding the structural economic variables, these results indicate that growth in

high technology as a share of regional output is positively related to high technology

entrepreneurship, as is total private employment growth. Per capita income growth,

on the other hand, appears to be negatively related to the prevalence of high tech

entrepreneurship. The two variables of ethnic diversity are both statistically signifi-

cant as well, with foreign born being associated with a positive coefficient estimate

while non-whites are associated with a negative estimate. With regard to the knowl-

edge variables, the results suggest that the growth of patent activities over the period

1975–1999 is negatively associated with high tech entrepreneurship while the

amount of knowledge per capita is positively related to it. Regarding human capital,

the measure of the share of the 25+ 2000 population holding bachelor’s degrees is

associated with a positive coefficient estimate while this share holding graduate and

professional degrees is associated with a negative estimate. Lastly, the PPE index is

positively related to high tech entrepreneurial activities.

5 Discussion and Concluding Remarks

Several important conclusions are provided in this paper. This final section will

discuss each of the individual results in considerable detail. The discussion will

focus on how the coefficient estimates ought to be interpreted as well as what these

coefficient estimates imply with regard to the determinants of high tech entre-

preneurship.

Considerable model uncertainty was shown to exist between the alternative

model specifications. This finding suggests that many empirical studies purporting

to explain the determinants of entrepreneurship may be relying on models that have

Table 3 Model averaged estimates

Variables Coefficients Lower 0.05 Upper 0.95

PPE index 0.0017 0.0002 0.0032

Tech. growth 0.0034 0.0012 0.0056

Foreign born 0.1058 0.0908 0.1209

Non-white �0.0046 �0.0069 �0.0024

Pc. inc. growth �0.0026 �0.0046 �0.0005

Job growth 0.1342 0.1164 0.1526

Pat. growth �0.0358 �0.0482 �0.0232

Ba 25+ 0.4567 0.414 0.4994

Pat. 10k pop. 0.0137 0.0082 0.0195

Gp deg. �0.1953 �0.2358 �0.1543

Rho 0.0845 0.0401 0.1271
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small probabilities of being correctly specified. This is particularly important

because scholars of entrepreneurship have completely ignored this issue in all

previous research on the determinants of entrepreneurship. Yet, these studies are

increasingly being used to formulate entrepreneurship policy.

The results provide additional evidence that high technology entrepreneurship is a

phenomenon clustered in space. This means that there exist latent unobservable

sources of variation in entrepreneurial activities that are region specific. However,

the impact of this variation is considerably small with regard to this particular dataset.

The range of the possible values for this parameter is 0–1, where a 0 represents no

spatial correlation and a 1 represents complete correlation.9 Therefore, the coefficient

estimate of 0.08 indicates that the spatial correlation that exists in this dataset is

considerably small. However, this finding should be interpreted with caution due to

a reliance on non-contiguity based data, which was further impacted, no doubt, by the

exclusion of a large number of cities for reasons of data availability.

In the rest of this discussion, attention is focused on the explicit explanatory

variables that underlie the current modeling framework, beginning with the struc-

tural economic variables. Three structural economic variables deemed important in

the entrepreneurship literature were investigated in this paper. These variables

were: growth in high technology output as a share of total regional output, per

capita income growth and total private employment growth. All of these variables

were measured in terms of their growth rates. This was deliberate as it facilitates an

“apples to apples” comparison of the magnitudes of their coefficient estimates.

Of these structural economic variables, employment growth has, by far, the

strongest relationship to high technology entrepreneurship. The coefficient estimate

on employment growth was positive, indicating that cities with growing numbers of

employees are associated with growth in high technology entrepreneurship. It is not

surprising to find that the coefficient estimate on the growth of the share of high

technology output is positively related to high technology entrepreneurship. This

finding suggests that a history of an expanding share of output in technology

intensive sectors has a positive relationship to high technology entrepreneurship.

This implies two things; one, that the commercialization of new high technology

knowledge (which is fundamentally what new high technology entrepreneurship is)

is considerably path dependent and two, that the returns to the expanding share of

output in high technology that occurs in any given city may in fact be recycled in

that city, spurring the formation of new high tech entrepreneurial firms. The

surprising result is that income growth is negatively associated with high tech

entrepreneurship. This evidence seems to suggest the following; that high tech

entrepreneurial activity tends to occur in less expensive places, holding constant all

9In actuality the range of possible values is�1 to 1, however, the range�1 to 0 represents that case

of negative spatial correlation. Negative correlation was ignored in this discussion because such

correlation would indicate that the presence of entrepreneurial activities in one region would

discourage its presence in neighboring regions. This seemed to be particularly absurd when

considering the literature on entrepreneurship and so this case was ignored here.
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of the other factors. In short, technology entrepreneurs are, in final analysis, cost

sensitive.

Two commonly used measures of diversity were included to control for variation

in the dependent variable that results from concentrations of diverse populations.

The results indicate that high concentrations of foreign born populations in a given

city has a tighter relationship to entrepreneurial activities than do concentrations of

non-white persons. There is considerable literature on the high entrepreneurship

levels among immigrant populations that helps to explain this. For example, new

immigrants have constrained access to participation in the local labor force and thus

to compensate have a higher propensity to initiate new enterprises. Further, because

they come from other cultural environments they often perceive opportunities that

locals miss. This is evidenced by the fact that the mean coefficient estimate on

foreign born populations is approximately ten standard deviations above zero, while

the mean coefficient estimate on non-whites is only approximately two standard

deviations above zero. Furthermore, concentrations of non-whites are associated

with a negative impact on entrepreneurship, while the opposite is true with respect

to concentrations of foreign born persons. These suggest an interesting possibility;

that it’s not racial diversity that is important to entrepreneurship (in fact the

coefficient on racial diversity is negative), but rather that it’s the diversity of the

immigrant population that is important.

Two alternative measures of knowledge were included in this paper to proxy

entrepreneurial opportunity. The differences between these two variables are that

the per capita level of patenting activities measures the amount of recent codified

knowledge (3 years ago in this case), as a percentage of the population, whereas the

other measures the growth of codified knowledge over the last 25 years. The fact

that the coefficient estimate associated with the former is positive while the latter is

negative suggests that higher percentages of recent codified knowledge in a given

population is positively related to high tech entrepreneurial activities while growth

in the amount of codified knowledge over the past quarter century is not. This

further suggests that it is the level of the availability of new knowledge in a city that

relates to high tech entrepreneurship and not the growth of knowledge in past years.

As well, two alternative measures of human capital were included to account for

variation in entrepreneurship resulting from differences in levels of talent. These were

the shares of the 25+ 2000 population holding bachelors and graduate and professional

degrees. The results indicate that 4-year degrees are positively associated with high

tech entrepreneurship whereas advanced degrees have a negative association. This

finding suggests two possibilities. One, that people who have obtained a graduate

degree are less willing to leave their jobs to start new tech companies while those with

bachelor’s degrees are more willing to do so. Perhaps the incomes that persons with

advanced degrees are earning make them less willing to bear the “Knighterian”

uncertainty associated with entrepreneurship. Second, this could mean that small

cities with large universities or research laboratories create observations where large

concentrations of persons holding graduate and professional degrees exist, yet these

places do not have enough access to the other necessary preconditions for emergence

of high tech entrepreneurship. Therefore, the global impact shows up as negative.
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Finally, focus will now be placed on the primary variable of interest in this

paper; the PPE index. The results demonstrate that variation in psychological

environments does exist across US cities; implying the existence of and variation

in what we have called psychological capital. Furthermore, the results indicate that

this variation has important influences on high technology entrepreneurship, hold-

ing all other explanatory variables constant.10

Many of the individual factors, which have been shown to be related to the latent

unobservable variable (Psychological Capital), measured by the PPE (see Table 2),

have precedence in the literature. The factors: honesty, leadership, teamwork,

kindness and love all relate well to the contributors to social capital (see Table 1).

Therefore, the importance of these factors in the PPE index provides evidence

supporting conclusions drawn in the existing literature on social capital. The results

also provide evidence in support of the importance of creativity and tolerance to

high tech entrepreneurship. The individual factors: creativity, judgment and fair-

ness match up appreciably well to creativity and tolerance (see Table 1) as defined

in the literature. For instance, the factor creativity obviously relates well to the

definition of creativity as laid out in the regional science literature. In this paper, the

factor, fairness, is designed to measure the following: treating all people the same,

not letting personal feelings bias decisions about others, giving everyone a fair

chance (see Table 1). As a result, the factor, fairness, appears to be almost synony-

mous with the definition of tolerance espoused in the regional science literature.

However, while social capital, creativity and tolerance are important determinants

of high tech entrepreneurship, this paper suggests that there is more to the story than

just these elements. Other factors are also found to be important measures of latent

psychological capital; some of which have precedence only in the individual-level

approach to entrepreneurship research. Individual-level studies of entrepreneurs have

found considerable evidence suggesting that risk taking, self efficacy and tolerance for

ambiguity are important characteristics of entrepreneurial individuals. However, to

date, these variables have not been investigated with regard to regional units.

The results contained in this paper have shown that the factors: bravery, hope

and perseverance capture variation in the latent regional PPE (see Table 2). These

particular findings, then, are especially interesting because the definition of the

bravery factor corresponds well to the individual-level definitions regarding risk

aversion and tolerance for ambiguity, while factor definitions pertaining to hope

and perseverance correspond well to the definition of self efficacy. In light of this, it

is evident that this research supports the cited individual-level studies at the

regional-level and provides evidence that the proclivity of these characteristics in

a particular population have a positive relationship with the amount of high

technology entrepreneurship occurring in it.

10The relative size of this coefficient is rather small. However, it should be noted that the size of

this coefficient is not comparable with the size of other coefficients. This is because the interpre-

tation of the partial is complicated. The partial with respect to this variable reflects a change in a

weighted average of Likert scales, thus, the small magnitude of this coefficient does not necessar-

ily imply a small impact with regard to this variable.
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Lastly, several of the remaining factors that this research has shown to contribute

to the PPE have been unexplored in all previous research on entrepreneurship.

These factors are: zest for life, gratitude, humor, perspective, self control and social

intelligence. These factors capture variation in characteristics, such as: enjoying

other people and one’s life, an ability to control one’s emotions, being gracious and

exhibiting knowledge regarding what makes other people “tick”. This set of

psychological characteristics capture an unexplored area of psychological disposi-

tion that tends to reflect an ability to relate to other people along with a general

“excitement” for life. These factors are related to the concept of social capital but

go beyond the existing definition to include a more dynamic concept which we

describe as “human energy”.

The overarching goal of this paper was to examine several important issues

pertaining to entrepreneurship that have not been adequately examined in the

existing entrepreneurship literature. This paper has argued that psychological

determinants of entrepreneurship are important factors. At the same time they

may be inputs or underlying causal factors or vice versa (i.e., a reflection of these

other factors) to other factors heretofore identified, i.e., social capital with consid-

erable variation across MSAs in the US. This research has shown that social capital,

creativity and tolerance are subcomponents of a more general socio-environmental

determinant of entrepreneurship, denoted psychological capital. Additionally, this

research provides empirical evidence that several factors found to be important at

the individual-level are at work at the regional-level as well. This work has also

demonstrated that regional variations in psychological environments and subse-

quently psychological capital exist and that they have important influences on

entrepreneurial activities. While the evidence suggests that psychological environ-

ments have important influences on high technology entrepreneurship, in all likeli-

hood, these environments are not, themselves, explicit producers of

entrepreneurship, rather, they probably serve to enhance a regions propensity to

commercialize new knowledge, i.e., they help produce a positive reinforcing

environment for entrepreneurship and commercialization. The psychological envir-

onments or capital, then, are more likely “conductors” of entrepreneurial activity,

increasing the probability of the commercialization of new knowledge.

Appendix

Table 4 High technology NAICS codes

Industry classification Five-digit NAICS codes

Agricultural chemicals 32531, 32532

Aircraft and parts 33641, 54171

Audio and video equipment 33431, 33461, 51222

Communication services not elsewhere

classified

48531, 51332, 51334, 51339

Communications equipment 33421, 33422, 33429, 33441

(continued)
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Incubators in Rural Environments:

A Preliminary Analysis

Peter Schaeffer, Shaoming Cheng, and Mark Middleton

1 Introduction

State policy makers and local leaders have long placed a high priority on local

economic development (Isserman 1993; Pulver 1989; Ekstrom and Leistritz 1988),

but the changing structure of traditional industries and the impact of those changes

on local communities have challenged the efficacy of established policies and

strategies. Many of the forces responsible for past economic changes continue to

have an impact. One of these changes was the emergence of computer-based

technology in production, administration and information, which has reduced the

role of economies of scale in many sectors. Studies by Loveman and Sengenberger

(1991) and Acs and Audretsch (1993), for example, have shown a shift in industry

structure toward decentralization and an increased role for small firms. This was

mainly due to changes in production technology, consumer demand, labor supply,

and the pursuit of flexibility and efficiency. These factors led to the restructuring

and downsizing of large enterprises and the entry of new firms. Brock and Evans

(1989) provide extensive documentation of the changing role of small businesses in

the US economy, which are likely the result of responses to structural adjustments.

In addition, new patterns of consumer expenditures and demand resulting from

rising living standards contributed to the emergence of fragmented consumer

markets that also favor small consumer-oriented firms over high volume, produc-

tion-oriented firms. Thus, new business opportunities in small and medium size

enterprises resulted as large firms downsized in response to a changing environ-

ment. The emerging view among policy makers is that small business and
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entrepreneurship are key elements for generating economic development. This

paradigm shift has brought about a revival in small businesses promotion and

entrepreneurial initiatives at local, national and international levels.

The hypothesis of this research is that a dynamic economic environment poses a

special challenge to rural regions to adapt to changing conditions because of their

distance from centers of innovation and venture capital. The small size of rural

markets and their distance from major consumer and supplier markets add to the

challenge for rural entrepreneurs trying to exploit emerging opportunities. The cost

advantage of rural over urban locations does not necessarily compensate for such

disadvantages, particularly when offshore locations offer the promise of even lower

production costs. To counter such disadvantages and help rural regions adjust with

due speed, programs supportive of entrepreneurs, entrepreneurship, and new busi-

nesses may be needed. Public support for such programs may be justified since it is

likely that some rural disadvantages are the result of market failure (Scorsone and

Weiler 2004; T€odtling and Wanzenbock 2003; Weiler 2000).

The support program investigated in this article is the business incubator. The

purpose of business incubators is to improve the probability of creating new firms,

as well as their likelihood of survival and success relative to new firm formation

without such assistance. If the hypothesis that in a dynamic economic environment

rural areas are at a disadvantage relative to urban areas is true, then it follows that

rural incubators are faced with a more difficult task than their urban counterparts

(Cheng and Schaeffer 2009). Therefore, first, is it possible that incubators are

relatively less common in rural than in urban regions? Second, if incubators are

relatively less common in rural areas, what alternatives exist to providing services

and support to entrepreneurs and new businesses in their place? These are the two

main questions this article will try to answer.

The rest of the article is organized as follows. Section 2 provides a brief

introduction to business incubators. This is followed by an analysis of the geo-

graphical distribution of incubators by rural versus urban counties. Section 4 pre-

sents possible alternatives to business incubators, and Sect. 5 provides a summary

and conclusions.

2 Introduction to Business Incubators

Business incubators provide a nurturing environment, through an array of business

support resources and services, where entrepreneurs, start-ups, and small businesses

can commercially validate and transform their ideas and concepts into viable and

tangible products and services (Acs and Armington 2006; Storey 2003; Yu et al.

2006). Business incubation, consequently, has been increasingly recognized as a

viable approach for promoting new business formation and accelerating new

business growth.

The first incubator in the United States appeared in Batavia, NY, in 1959

(Adkins 2001; Lewis 2002) and the number grew to only 12 by 1980 (ASME

272 P. Schaeffer et al.



1996–2008). In the mid-1980s the US Small Business Administration (SBA)

supported several business incubator initiatives, as well as the founding of the

National Business Incubator Association (NBIA). It was estimated that more than

half of the currently existing incubation projects were established since the late

1980s, in part because business incubators were treated as a means to utilize idle

manufacturing facilities and create jobs in response to economic recession (Adkins

1996). Hackett and Dilts (2004), however, maintained that the fundamental reason for

the flourish of business incubators in the late 1980s and early 1990s was the passage of

the Bayh-Dole Act that expanded and amplified commercialization of federally

funded research and hence produced significant profit opportunities. Lalkaka (2000)

added that incubators in the 1980s essentially offered affordable space and shared

facilities, while incubators in the 1990s provided a wide range of professional

counseling, skill enhancement, and networking services to seed capital, suppliers,

and potential buyers. The number of business incubators in the EU-15 has also

increased to currently over 900 (Costa-David et al. 2002). Our own research in the

United States found 726 incubators. This number should be viewed with caution,

however, because the definition of what constitutes an incubator is not rigorous. Thus,

some claim some 1,000 incubators in the United States (ASME1996–2008), but based

on our research, we suspect that not all of them are offering the services of business

incubators but may be little more than landlords to start-up businesses.1

Incubators are often funded by public resources. About 90% of incubators in the

United States have non-profit status; in the EU-15 77% are organized as non-profit

organizations (ASME 1996–2008; Costa-David et al. 2002). Universities and

colleges sponsor 25% of all US incubators, economic development corporations

15%, and governments 16%. Nineteen percent have no sponsor; multiple sponsor-

ships exist in 5% of all US incubators (ASME 1996–2008). The rationale for

publicly funded business incubators lies ultimately in addressing market failures,

i.e., gaps and deficiencies in the support structure available to new and small firms.

These market failures stem from the relatively high costs and risks of providing

services to new and small companies compared with larger firms and the unwill-

ingness of the private sector to assume these costs and risks given the often modest

returns and/or the fact that private incubators need “deep pockets” to survive for

often considerable periods of time before returns sufficient to even recover costs

can be achieved (for relationship between high fixed costs and market provision of

services, see Waldfogel 2007). Most existing business incubators are publicly

funded, despite visions that incubators should become financially self-sufficient

and profit oriented (Bearse 1998; Quittner 1999). Large numbers of for-profit

1We established our database with information on incubators from lists such as the kept by the

NBIA and by state organizations. We cross-checked the lists and then attempted to establish

contact with the listed incubators, to find out if they were still active. We had to drop quite a large

number of incubators from our database at that point. After this paper was completed in summer

2009, we conducted a survey of the incubators in our data base; the survey was completed in spring

2010. In summer 2010 we plan visits to a sample of incubators to achieve more insight and learn

more about metro/urban and rural differences.
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incubators were founded only during the dot.com boom of the 1990s and not many

of them survived the eventual bust. Apparently, most current for-profit incubators

are sponsored by large companies (ASME 1996–2008).

Services provided by incubators almost always include facilities, that is, space.

Beyond this basic offering, incubator services span a range that includes financing,

business support services, know-how and technical support, and management

consulting (ASME 1996–2008). Table 1 lists incubator sponsors and the types of

services that incubators provide.

While some incubators focus on a particular sector (e.g., manufacturing) or

industry (e.g., “high tech”), others accept a mix of businesses. According to

ASME (1996–2008), 47% of US incubators belong to the latter group, 37%

specialize in technology industries, and 7% in manufacturing.

3 Geographical Distribution of Incubators in the United States

Previous research indicates that incubators in rural regions do not perform as well

as those in urban regions. Compared to their urban peers, business incubators in

economically challenged and rural regions typically operate in a much more

challenging context, e.g., small and often insufficient budgets, and fewer qualified

and promising new businesses. In a competitive market, this would imply that

business incubators are relatively more common in urban regions. As we have

learned in the previous section, however, incubator sponsors are not necessarily

entirely market-driven and only approximately one-fifth of all US incubators are

without sponsors. Therefore, we cannot assume that market forces alone decide the

geographical distribution of incubators.

Our main interest in this research is the difference between urban and rural areas.

Unfortunately, the concept of rurality is ambiguous and different definitions exist

(Isserman 2005, 2007; US Census Bureau 2005). We suspect that specific results

with respect to density are sensitive to the choice of within-region geographical unit

of analysis. To check this suspicion, we look at the incubator data using different

urban and rural definitions.

3.1 Geographic Distribution of US Business Incubators
by Major Region

We first look at US Census Divisions as major regions (Fig. 1), utilizing the Office

of Management and Budget (OMB) definitions for Metropolitan Statistical Area

(core area containing a population nucleus of 50,000 or more) and Micropolitan

Statistical Area (core area containing a population nucleus of between 10,000 and

50,000). In both definitions, an additional criterion is that adjacent communities
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have a high degree of economic and social integration with the core. All other

regions are referred to as Outside Core Based Statistical Areas (OCBSAs) (HAC

2008). Table 2 provides information about the geographical distribution of incuba-

tors, measured in number of incubators per 100,000 inhabitants.

Table 2a presents a mixed result. The density of incubators relative to population

size differs as much between major regions as between OMB areas within a region.

Overall, the density is lowest in the Pacific region and almost as low in the

Mountain region. The similarity between these two regions ends there, however.

Although the Pacific region has a very low incubator density in OMB Metro areas,

the density in OMB Micro areas is the fifth-highest and the density in OCBSAs is

the fourth-highest in the nine regions. By contrast, the density in the Mountain

region ranks last in all three OMB areas. Thus, it appears that in the Mountain

regions business incubators are comparatively rare, while in the Pacific region they

are relatively rare only in the OMB Metro areas.

The East South Central region has the highest total business incubator density

per population by a clear margin. However, the density in its OCBSAs is the second

lowest in the United States, indicating that in this region, business incubators are

largely a core urban phenomenon. In fact, the data suggest that incubators in the

East South Central region are primarily located in OMB Metro areas.

Fig. 1 Census regions and divisions
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The West North Central region has the highest incubator density per population

in OMB Metro areas and the second-highest density in OMB Micro areas, just

barely behind the nation-leading East North Central region. Although it ranks fifth

in the nation, the density in the OCBSAs is very low, almost as low as those of the

regions ranked sixth through eighth. Only the last ranked Mountain region has a

density in its OCBSAs that is much lower (more than three times lower) than that of

the East North Central region.

In three regions incubators are relatively more common in non-core areas (OMB

OCBSAs) than in core urban areas (OMB Metro and Micro areas). In the East

Central region this difference is not very pronounced. In the other five regions,

incubators are relatively more common in the core urban areas. The highest

incubator density in non-core urban areas occurs in the New England region, with

a density more than twice that of the second-ranked South Atlantic region.

Table 2b presents the same information as Table 2b, except that we use the urban

and rural definitions of the Housing Assistance Council (HAC 2008). To check for

sensitivity of results to the choice of definitions, we focus on the comparison of

columns HAC Rural and OMB OCBSA in Table 2a, b.

The comparison reveals significantly different densities between HAC Rural and

OMB OCBSA areas. For example, when HAC definitions are used, the ratio of

urban-to-rural density is higher in the Mountain, Pacific, West North Central, and

West South Central regions than in New England, which ranks first when the OMB

Table 2 Distribution by major US region and by (a) OMB area (business incubators per 100,000

population); (b) HAC area (business incubators per 100,000 population)

(a)

Region OMB metro area OMB micro area OMB OCBSA Total

East North Central 0.2684 0.3923 0.3621 0.2901

East South Central 0.3171 0.1865 0.0373 0.5409

Middle Atlantic 0.2766 0.3690 0.1231 0.2798

Mountain 0.0864 0.0257 0.0151 0.1043

New England 0.1968 0.0926 0.7693 0.2155

Pacific 0.0926 0.2379 0.2504 0.1022

South Atlantic 0.2824 0.2579 0.3682 0.2859

West North Central 0.4534 0.3904 0.0562 0.3691

West South Central 0.2324 0.0801 0.0401 0.3526

(b)

Region HAC

urban

HAC rural OMB

OCBSA

Total HAC rural

rank

OMB OCBSA

rank

East North Central 0.2745 0.3437 0.3621 0.2901 1 3

East South Central 0.3171 0.2238 0.0373 0.5409 5 8

Middle Atlantic 0.2781 0.2966 0.1231 0.2798 3 5

Mountain 0.0872 0.0378 0.0151 0.1043 9 9

New England 0.1994 0.3177 0.7693 0.2155 2 1

Pacific 0.0933 0.2162 0.2504 0.1022 6 4

South Atlantic 0.2844 0.2915 0.3682 0.2859 4 2

West North Central 0.4994 0.1870 0.0562 0.3691 7 6

West South Central 0.2324 0.1202 0.0401 0.3526 8 7
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definitions are used. However, New England still has the second-highest rural

incubator density when the geographical unit of analysis is HAC areas, but it has

the highest density by a factor of more than two when the unit of analysis is OMB.

The highest rural incubator density occurs in the East North Central region (HAC

definition); this region is third when using the OMB OCBSAs, just barely lagging

the South Atlantic region.

Table 2b confirms the existence of substantial differences in business incubator

density by major region. Some of the differences between using HACRural or OMB

OCBSA are large, but qualitatively the results in the two table point in the same

general direction. This is indicated by the value of the rank correlation between the

two columns, which is 0:77�7 and statistically significantly different from 0with level

of confidence better than 0.01 (the correlation between the raw densities is 0.679).

The difference one minus the correlation coefficient reflects that the definitions in

the two tables measure related but not identical urban and rural (or metro and non-

metro)2 areas. We also calculated the rank correlation between OCBSA and Total

ranks in Table 2a and obtained a value of � 0:28�3(the correlation between the raw

densities is �0.290). The result indicates a certain trade off tendency in major

regions in the United States between business incubator densities in Outside Core

Based Statistical Areas and in core urban areas, respectively. The rank correlation

between HAC Rural and Total ranks is 0.000 (the correlation between the raw

densities is 0.172), which indicates at best a weak relationship between incubator

densities in rural and non-rural areas between major US regions and no tradeoff,

unlike the tradeoff between core urban areas and the rest of the country.3

3.2 Distribution of US Business Incubators by State

Because of great population and economic size differences between states, a

meaningful comparison between them is one by densities. Figure 2 presents a

map that reflects the regional differences in business incubator density that we

already observed in Sect. 3.1. Specifically, incubators are comparatively less

common in the Pacific region than elsewhere. In this region, California and

Washington belong to the states with the lowest incubator densities.

The Mountain region is much more diverse in its use of incubators, measured by

incubators per 100,000 inhabitants, than the earlier Sect. 3.1 suggests. While

Arizona and Nevada are among the states with the lowest incubator densities,

Idaho and New Mexico belong to the states with the highest densities. The Upper

Midwest also has high densities, particularly North Dakota and Wisconsin. The two

rural states Maine (New England) andWest Virginia (South Atlantic) also belong to

the eight states with the highest densities. By contrast, Arkansas and Texas in the

2Although rural and non-metro are sometimes used as synonyms, their definitions differ.
3A significance test has not been performed because the degree of freedom is too small to justify

using an approximate t-distribution.
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West South Central region, South Carolina in the South Atlantic region, and

Massachusetts in the New England regions have among the lowest densities.

3.3 Distribution of Incubators by Rural Versus Urban Areas

The third look at the spatial distribution is by rural versus urban areas (Fig. 3). In 9 of

48 states, at least half of all incubators are located in rural areas (Oregon, Montana,

Wyoming, Oklahoma, Mississippi, Kentucky, Vermont, New Hampshire, and

Maine). In 13 states, we found no record of business incubators in rural areas

(Oregon, Nevada, Arizona, Colorado, Texas, Arkansas, Tennessee, Florida, New

Jersey, Connecticut, Rhode Island, Massachusetts, and Alaska – not shown on map).

Some of these findings are expected. For example, New Jersey is a primarily

urban and Vermont is maybe the most rural state in the United States. Other results,

however, are not as easily explained. For example, there is no obvious reason why

there should not be any incubators in rural areas in Oregon, Texas, or Arkansas.

There is also no easy explanation for the stark difference between the neighboring

states Kentucky and Tennessee, both of which have counties located in rural

Fig. 2 Business incubators per 100,000 inhabitants by state
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Appalachia, a region that is targeted for economic development by the federal

government through the Appalachian Regional Commission.

The correlation coefficient between HAC Rural and HAC Total incubator den-

sities at the state level is 0.803, and the correlation coefficient between OMB

OCBSA and OMB Total is 0.680. This result differs from that obtained at the

Census Division level and indicates that states that use incubators more frequently

(higher incubator density) also use them more frequently in rural areas. The corre-

lation coefficients are even higher at the county level and have the values of 0.981

(HAC definitions) and 0.907 (OMB definitions). These results indicate no signifi-

cant differences in the use of incubators between core urban and metro areas on one

side, and non-core statistical and rural areas on the other side. The result shows,

however, how important the choice of the geographical unit of analysis can be.

3.4 Distribution of Business Incubators by County

Four-hundred and sixty-five counties, or 14.8% of the 3,141 counties in the United

States, have at least one incubator. However, only 6.6% of the 2,213 rural counties

(HAC definition) have at least one incubator, compared to 40% of 463 urban

counties. This suggests that business incubators fit better in urban than in rural

areas, but the evidence is inconclusive because it is possible that incubators serve a

geographically larger area to compensate for thinner markets in rural regions. Of

the 726 incubators that we were able to identify, 54.9% located in 138 counties with

multiple facilities. All but 12 of these multi facility counties are classified as OMB-

Fig. 3 Business incubators in rural versus urban areas
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metro counties. The 12 non-metro counties tend to be counties with large land

masses and more than one large area of clustered development.

The economic profile (Table 3) of counties with incubators indicates that they

have per capita, household, and family incomes above the national median. When

separated into metro and non-metro counties, we find that the former account for the

higher income level, whereas the latter tend to be below the national median. Using

the OMB definition, metro areas with incubators have substantial higher economic

indicators for per capita, household median and family median incomes than

counties without incubators. The same does not hold for OMB micro and

OCBSA incubator counties, which show income levels near or below the national

and non-incubator counties median incomes. Incubator counties also tend to have a

higher percentage of families living below the poverty level than counties without

incubators. This is the case for urban and rural, and metro and non-metro counties

and suggests that incubators do locate in response not only of economic opportu-

nities, but also economic development need.

The population in counties with incubators tends to have higher levels of education

and they are also far more likely to have a college offering at least a 2-year degree than

non-incubator counties. This may partially account for the seeming paradox of higher

education levels and higher poverty in rural incubator compared to rural non-incubator

Table 3 Number of counties with (a) at least one incubator; (b) incubator counties; (c) non-

incubators counties

OMB rural/urban HAC rural/urban

Metro Micro OCBSA Urban Rural Total

(a)

Incubator 317 100 48 309 156 465

29.11% 14.84% 3.48% 40.03% 6.59% 14.80%

Non-incubators 772 574 1330 463 2,213 2,676

70.89% 85.16% 96.52% 59.97% 93.41% 85.20%

(b)

Per capita income 20,794.00 16,700.50 15,434.50 20,883.00 16,342.00 19,219.00

Household median income 40,421.00 32,780.00 29,958.50 40,617.00 32,132.00 37,485.00

Family median income 50,111.00 41,002.00 36,821.50 50,196.00 39,719.00 46,452.00

Percentage of families

below poverty level

8.06% 10.08% 11.16% 8.00% 10.33% 8.81%

Percent colleges 93.06% 86.00% 47.92% 93.53% 73.72% 86.88%

High school degree 83.40% 80.73% 77.80% 83.46% 79.38% 82.52%

BA degree 25.27% 17.23% 13.05% 25.39% 16.01% 22.47%

(c)

Per capital income 18,653.50 16,782.50 15,817.50 19,516.00 16,246.00 16,680.50

Household median income 39,523.50 33,460.00 30,534.00 41,541.00 31,943.00 33,001.50

Family mid income 46,337.00 40,526.50 36,918.50 48,674.00 38,455.00 39,926.00

Percentage of families

below poverty level

7.55% 9.57% 10.96% 6.93% 10.27% 9.69%

Percent colleges 46.63% 53.66% 15.11% 66.95% 25.26% 32.47%

High school degree 80.11% 78.45% 76.61% 81.62% 77.18% 78.54%

BA degree 16.17% 14.10% 12.68% 19.20% 13.02% 13.79%
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counties. In some counties with a college, students may account for a sizeable

percentage of the population. Since they usually have very low incomes while in

school, statistics show a higher degree of poverty than is actually the case.

Forty-seven percent of OMB OCBSA incubator counties and 73% of HAC rural

incubator counties have a college, compared to 15% of OMB OCBSA and 25% of

HAC rural counties without an incubator. At least in part, this reflects the significant

role of colleges as sponsors of business incubators. The number of residents in

incubator counties with a high school degree is 2% higher in rural and 3% higher in

urban counties than in their non-incubator counterparts. Similarly, the percentage of

the population with a college degree is also higher (Table 3).

3.5 Evidence of Clustering

We found evidence of clustering of incubators, and most clusters are found in the

Northeastern United States and Great Lakes Region, the so called rust belt of the

country (Fig. 4). This seems to support a view that incubators are created in

response to industrial decline. The p-value that these clusters are chance events is

very low. The observed mean distance is 0.34 km versus an expected mean distance

of 0.91 km.

Incubator
Cluster within 1 standard deviation
Cluster within 1.5 standard deviation
Cluster within 2 standard deviation

0 235 470 940 1410 1880
Kilometers
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Fig. 4 Incubator clusters
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Since accessibility is important to all businesses, we also checked for clustering

of incubators along Interstate highways, and such clustering is indeed readily

apparent (Fig. 5). The clusters along highways replicate some of the clusters

shown in Fig. 5, particularly in the Northeast. The likelihood that the incubator

location patterns relative to Interstate highways are a chance event is extremely low.

Thus, Fig. 5 provides some plausible insight into why remote rural areas may be at a

significant disadvantage, particularly if they are not served by an Interstate highway.

3.6 Summary of Review of Geographical Distribution

There are indications that incubators are used somewhat relatively less frequently in

rural than in urban areas. Additional insights result from the use of the rural-urban

continuum codes of the United States Department of Agriculture (USDA) (data not

shown). The data based on these definitions show that in rural areas, business

incubators are relatively more common (density is higher) in rural counties that

are adjacent to a metro area than elsewhere, even a bit greater than in metro areas.

This could indicate a greater need for business incubation in these than in metro

counties and possibly better conditions for incubator success than in non-adjacent

rural counties.

Incubator Location

Interstate Highway

Distance in Kilometers
Minimum:    0.001117
Maximum: 68.36501
Mean:            4.255583

0 205 410 820

W

N

E

S

1230 1640
Kilometers

Fig. 5 Incubator clusters and interstate highways
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Since rural areas have fewer inhabitants than urban areas, we are not surprised

that rural incubators are a majority in only a few states, but we are surprised that in

about a quarter of all states we found no incubators in rural areas. The very large

differences between Census Divisions, and even more those between states, are of

great interest. The reasons for these differences are not obvious and deserve to be

explored because they might be reflections of specific programs, agency initiatives,

regional or state needs, or legal frameworks that favor incubators, in general, or

urban over rural incubators. Thus, an exploration of differences might yield infor-

mation relevant for an improved understanding of incubator performance.

4 Alternatives to Incubators

We considered the possibility that business incubators may not be as well suited to

rural as to urban areas. This is generally not the case, however, although there are

indications that the most remote rural areas, those that are not adjacent to metro

areas, have lower incubator densities than other areas. As Weiler’s (2000) research

suggests, it is possible that market failure results in too few opportunities being

recognized and exploited in sparse markets. This applies to many remote rural

areas. It is also likely that some markets are just too sparse to support an incubator,

even with sponsors picking up some of the costs. In such areas, where according to

Weiler (2000) and Scorsone and Weiler (2004) informational market failures are

relatively likely, alternatives to business incubators will be most valuable.

4.1 Results of Literature Search

Our literature search for alternatives to business incubators yielded few relevant

results.4 The most interesting idea, and one particularly applicable to sparse markets,

is that of a virtual incubator (Zedtwitz 2003). Schwartz et al. (2008) describe the

Palestine-Israel Virtual Incubator, which is to be focused on information and technol-

ogy businesses. A major aspect of the proposal put forward by the authors is the

establishment of a knowledge network, primarily on-line based. In addition to facil-

itating access to and the exchange of technical information, in general, a particular

advantage of the proposed network is that it allows trading of tacit knowledge, such as

how a process is best organized, that is not readily available otherwise without regular

face-to-face contact. Thus, the network overcomes one of the major disadvantages of

remote or otherwise isolated regions, which is their effective distance from technol-

ogy, knowledge, and innovation centers. A somewhat related idea is currently being

promoted by Microsoft in its Mobile Incubation Week program (Hoskins 2009) and

4We conducted searches on Google, Business Source Premier, and EconLit.
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some incubators include virtual tenants, that is, start-up companies that are not co-

located with the incubator but that receive services.

Cooper and Dunkelberg (1986) list and analyze the various paths someone might

take to business ownership, such as start-up, purchase, or inheritance. Each path

comes with different needs for entrepreneurial skills. A new owner of an existing

business has some, but not all, of the same needs for information, knowledge, and

support as a start-up entrepreneur, and therefore could also benefit from some of the

services provided by an incubator (see Table 1). In the case of the purchase of a

business, for example, the network providing access to sources of capital may be as

valuable to the transfer of the management-ownership of an existing business, as it

is in the building of a new business. In the case of an inheritance, the new owner

may not be well prepared take over and run the business, and might benefit from

management services. Thus, the study of entrepreneurship and its support by

incubator organizations should include management ownership transfers. After

all, it is well known that independently owned business are particularly vulnerable

during their start-up, and again during the transfer-of-ownership phase. Mucalov

and Mucalov (not dated) mention that 70% of family businesses in Canada do not

survive the transition to the second and only 10% survive the transition to the third

generation.

Cooper and Dunkelberg (1986) analyzed a sample of some 1,800 owner-

managers. They found that 49% (890 firms) had started, 28% (504 firms) had

inherited, and 15% (275 firms) had purchased the business. The remaining 8%

had been promoted, brought in, or had acquired ownership through other means.

What is noteworthy is that the parents of half of those who started a new

business had also been business owners. In the case of purchases, this percent-

age was 43. Not surprisingly, with 83%, it was highest in the case of inheritance.

These percentages suggest that entrepreneurial skills can be passed on from

parents to children. If this is indeed the case, then maybe entrepreneurial

programs in schools should consider involving the students’ parents to increase

the success of such programs.

The importance of the entrepreneurs’ prior activities in the start-up of is one of

the factors influencing success of knowledge intensive start-ups in the business

service sector (Koch and Stahlecker 2004). The owner brings knowledge and

connections from previous experiences and activities, and spatial proximity was

found to be important to the exchange of knowledge. This does not come as a

surprise, as it is well known that many high technology firms were started by former

employees of other computer or software firms. Early in the twentieth century, the

same phenomenon was observed in the automobile industry. Thus, firms/previous

employers seem to fulfill some of the same functions as an incubator.

Related to the contributions of Cooper and Dunkelberg (1986) and Koch and

Stahlecker (2004), Zander’s (2007) research calls attention to the reasons of why

new firms are being established. While we have learned much about why firms

exist, the reason of why they are being started has not yet been well researched.

We found some interesting adaptations of the concept of an incubator. One of

these is Bucketworks in Milwaukee, Wisconsin, which was started in May 2002. On
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its website, it refers to itself as a health club for the brain (Bucketworks

2007–2009). Its facility has 22,000 square feet that house a café, art gallery, theater,

business combinator,5 workshops and labs for a variety of crafts and arts, computer

labs, print shop, and a library. The organization also has a garden. The geographical

target area of Bucketworks is its community. The idea is that bringing together

individuals with a wide range of skills and interests, and by offering training

programs, the organization will create an environment that produces new ideas,

encourages their implementation, and supports risk-taking.

Bucketworks claims 700 members who, in the last 5 years, “. . . have created

28 new companies, 65 new jobs, a high school, a student film festival, 7 theatre

companies, 3 technology companies, and innumerable pieces of art, items for

sale, performances, gatherings, shows, and events – there were over 863 events a

Bucketworks in 2006” (Bucketworks 2007–2009). Members represent a wide

range of professions, from lawyers and accountants to artists. Membership fees

range from $20 a year for students to $200 for corporations and membership is

open to anyone at least 14 years old. Educational and training programs range

from business and entrepreneurship to dance and theater. Bucketworks also

rents out space. The organization’s name alludes to the water bucket that was

passed from person to person to put out fires before more effective methods came

about. It reflects Bucketworks’ philosophy that economic and community revi-

talization require a holistic approach and the involvement of all members of the

community.

Finally, we know of instances where local governments purchased an old

building and turned it into space for rent to new and existing businesses. This

type of cohabitation provides only the most basic of incubator services, space, but

by bringing a number of such businesses together under one roof, they may be able

to share services and facilities, and to the extent that they share challenges, it is

easier to provide them with services to deal with them.

4.2 Other Start-Up Support Organizations

Our research alerted us to the importance of prior family entrepreneurial experi-

ence, and of the new entrepreneurs’ experiences in previous jobs and activities. This

suggests that parents and employers play a role as business start-up facilitators. We

also find some of these roles played by established members and/or the manage-

ment of cooperatives, when new members join. This applies particularly to agricul-

tural cooperatives, because each individual producer has an interest in the

competence, knowledge, and success of the other producer-members. This may

5Unfortunately, the term is not defined on Bucketworks’ homepage, but it seems to be a business

accelerator or something similar.
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also be true for cooperatives that bring together craftsmen and/or artists for the

purpose of joint marketing and selling.

Non-profit economic development organizations other than incubators can also

provide services to facilitate business start-ups. For example, one of the authors was

part of an effort that resulted in the establishment of a non-profit supported by a

local government that provides funding to new and existing small businesses.

Although the organization provides loans, the major objective is to help businesses

to become “bankable” by assisting them with the preparation of the business plan

and other for a sound start. The organization also seeks to facilitate the application

for conventional loans, by performing much of the work of a loan officer, so that a

bank would only have to meet due diligence requirements and not have to spend

time and resources on other activities that normally make small loans expensive to

provide. In the start-up phase, the non-profit organization may give the new firm a

line of credit to finance operating expenses, but leave the financing of facilities and/

or equipment to conventional lenders who are more inclined to give loans if they are

backed by assets such as real estate or tradable equipment. This reduces the funds

requirement for the non-profit and serves local and regional banks to make more

business loans, develop new clients, as well as meet the requirements of the

Community Reinvestment Act.

For businesses that receive start-up funding from venture capitalists, the venture

fund may enforce sound business practices by placing representatives in the top

management of the start-up firm, particularly in the position of chief financial

officer (CFO). Thus, in addition to capital, some venture funds also provide

managerial expertise to protect their investment.

Finally, there are a number of organizations that provide management and

entrepreneurial training. Land grant universities are particularly well positioned

to provide such services, and most of them do, through their Extension service. The

advantage of this delivery organization is that Extension has a state-wide presence

and can therefore bring expertise and knowledge to, or close to, where it is needed.

Local Extension offices may also have facilities where interactive online courses

can be delivered. Other colleges also provide entrepreneurial training and many

also have incubators. Increasingly, business schools host new business competi-

tions among students to encourage them to start their own business. Many high

schools offer related programs to their students. Last but definitely not least, the

United States Small Business Administration (SBA) provides many services to

small businesses that are also relevant for start-up businesses. One of these is SBA’s

Service Corps of Retired Executives, which brings managerial and marketing

experience to small businesses. SBA also maintains Small Business Development

Centers (SBDC), most of them located on university campuses. The range of SBA

services includes financing, from loans to grants. For small business owners and

those interested in starting a business, SBA offers online training courses. Finally,

the mission of SBA includes the facilitation of small businesses’ access to govern-

ment contracts (SBA not dated).
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5 Summary and Conclusions

Although the focus of this research was incubators, we do not want to lose sight of

the ultimate goal, which is the facilitation of business start-ups, business survival,

and entrepreneurship, in general. A look at the services provided by incubators in

Table 1 makes it clear that most of those services can also be delivered through

other types of organizations, though maybe not in the same combination or not

always as effectively. The reason we are interested in this issue is because we do not

think that incubators are equally viable in all environments. Although we did not

discover a systematically reduced presence of incubators in rural areas, we did find

evidence that the most remote rural areas, that is, those not adjacent to a census

metro area, have among the lowest business incubator densities. Since these regions

already face many challenges to adapt to changing economic conditions, such as

sparse or thin markets, distance from centers of innovation and often also from

suppliers and customers, searching for substitutes for and alternatives to incubators

serves an important policy purpose. In this article, we provide preliminary results

and some first ideas of incubator alternatives and substitutes.

We also leave some questions unanswered, particularly the question of why

different census regions and states use incubators to very different degrees. The

answers might provide new information about conditions that are supportive or

incubators in particular, and entrepreneurship in general. Factors responsible for

different degrees of popularity of incubators may include tax provisions for start-

ups, rules related to initial public offerings (IPO), including the tax treatment of the

proceeds, degree of complexity of complying with regulations, access to venture

capital, entrepreneurial training in schools and colleges, availability of appropriate

facilities, existence of industrial clusters, or the characteristics of the available labor

force. In addition, we should not forget need. Unfortunately, public policy, in

particular, becomes active only after a problem has occurred. In the case of new

start-ups, it is harder to create new businesses when the economy is down than when

it is doing well. This is also an important suggestion for those responsible for

policies supportive of entrepreneurship.
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Creative, Intellectual and Entrepreneurial

Resources for Regional Development Through

the Lens of the Competing Values Framework:

Four Australian Case Studies

John Martin

1 Introduction

Stories of regional development are resplendent with examples of businesses and

associations failing because many of the basics of business were simply not

followed. The entrepreneur who over extends themselves bringing a new product

to market; the business that fails to develop local support networks; the established

business that does not seek new and innovative products soon becomes irrelevant

and fails; as does the business that fails to find new markets for its products are

common stories. Our experience is that the same issues apply to associations

running local community events. Why is it that community event committees

become entrenched in a particular modus operandi and fail to see that there are

other business processes which need attention to ensure long-term business sustain-

ability?

Such behaviour applies equally to the creative entrepreneur who develops a new

service or product but does not attend to proper business management practices as it

does to the manager whose focus is attending to business relations within the firm at

the expense of developing new services and products in an ever changing market.

New and established businesses contributing to regional development are, at some

time in their history, inappropriately oriented in their management and organisation

values in terms of the needs of the firm and the market. So too with community

organisations. We are interested in ways in which we can assist local event

committees involved in regional development to obtain the strategic insight into

their modus operandi – and the needs of their market – to ensure they continue

contributing to sustainable regional economic development.

In this paper we first outline the Competing Values Framework before applying

it to four case studies to show how businesses need to balance competing values

if they are to be successful the long run contributing to sustainable regional
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development. We conclude with a discussion of these events in terms of the

Competing Values Framework asking what can governments do to ensure regional

events such as outlined and analysed remain viable over the long term.

2 The Competing Values Framework

Steven ten Have and his colleagues (2003) rank the Competing Values Framework

as one of the 40 most important frameworks in the history of business. The

originators of the concept, Bob Quinn and John Rohrbaugh (1983) did not set out

to develop a conceptual framework based on competing values. In analysing earlier

research by John Campbell and his colleagues who “created a list of thirty-nine

indicators that he claimed presented a comprehensive set of all possible measures

of organisational effectiveness” to “determine if patterns or clusters could be

identified” (Cameron and Quinn 1999, p. 30) Quinn and Rohrbaugh identified

two major dimensions that organised the indicators into four main clusters.

One dimension differentiates effectiveness criteria that emphasise flexibility, discretion,

and dynamism from criteria that emphasise stability, order, and control. . . . The second

dimension differentiates effectiveness criteria that emphasise an internal orientation, inte-

gration, and unity from criteria that emphasise an external orientation, differentiation, and

rivalry. (Cameron and Quinn 1999, pp. 30–31)

These values “compete” because individual managers, and thus organisations,

are typically oriented toward either one of these dimensions. Diagrammatically the

Competing Values Framework is represented as set out in Fig. 1. Over the last two

decades Cameron and Quinn and their colleagues at the University of Michigan

have refined and applied the Competing Values Framework such that it is, as ten
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Have and his colleagues (2003) have identified, an important framework for

students of business and management. We have previously used this framework

to assess the leadership styles or mayors and CEOs Australian local government

(Martin and Simonds 2002).

As Fig. 1 shows Cameron and Quinn have identified four leadership styles

characterising the four main clusters of the Competing Values Framework: clan,

adhocracy, hierarchy, and market. They refer to these as “culture types” and

organisations led by managers with these leadership styles create organisational

cultures reflecting their style. Cameron and Quinn have summarised these four

leadership styles as follows:

Leadership roles in the clan culture seeks consensus seen as facilitator or mentor. The

facilitator is people and process oriented. This person manages conflict and seeks consen-

sus. His or her influence is based on getting people involved in decision-making and

problem-solving process. Participation and openness hallmark actively pursued. On the

other the mentor is caring and empathetic. This person is aware of others and cheers for the

needs of individuals. His or her influence is based on mutual respect and trust. Morale and

commitment are actively pursued. (Cameron and Quinn 1999, p. 114)

The stereotypic view of entrepreneurs and innovators does not fit this descrip-

tion of the clan leadership style. Yet we will argue in this paper that there are

circumstances where this leadership style is entirely. More typically found in

successful community organisations the clan leadership style is effective in

appropriate settings.

Leadership roles in the adhocracy culture are either the innovator or the visionary. The

innovator is clever and creative. This person envisions change. In his or her influence is

based on anticipation of a better future and generates hope in others. Innovation and

adaptation are actively pursued. The visionary is future oriented in thinking. This person

focuses on where the organisation is going and emphasises possibilities as well as prob-

abilities. Strategic direction and continuous improvement of current activities is a hallmark

of this style. (Cameron and Quinn 1999, p. 114)

This leadership style fits well with the stereotypic view of the entrepreneur and

innovator. Being externally oriented to the possibilities in the world around them

looking for opportunities to add value is a common view of the way in which

entrepreneurs and innovators typically act.

Leadership roles in the hierarchy culture layout the monitor and the coordinator. The

monitor is technically expert and well-informed. This person keeps track of all details

and contributes expertise. His or her influence is based on information control. Documen-

tation and information management is actively pursued. The coordinator is dependable and

reliable. This person maintains the structure and flow of the work. His or her influence is

based on situational engineering, managing schedules, giving assignments, physical layout.

Stability and control are actively pursued. (Cameron and Quinn 1999, p. 114)

Neither does this leadership style fit with our expectations of the entrepreneur

and innovator. Their internal focus sees them preoccupied with ensuring the

organisation is properly managed and functions according to a set of rules and

regulations.
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Leadership roles in the market culture are the competitor and the producer. The competitor

is aggressive and decisive. This person actively pursues goals and targets and is energised

by competitive situations. Winning is a dominant objective, and the focus is on external

competitors and marketplace position. The producer is task-oriented and work-focused.

This person gets things done through hard work. He is or her influence is based on intensity

and rational arguments around accomplishing things. Productivity is actively pursued.

(Cameron and Quinn 1999, p. 114)

This leadership style also fits with our view of the typical entrepreneur and

innovator. Once again the active external orientation is what confirms this view.

In this paper is we argue that each leadership style is appropriate and important

for innovative and entrepreneurial regional development. In the four case studies

presented below we see that striking the right balance between these competing

tensions is required for success. It is a function of the leader’s ability to work across

all four styles and the competing values that underpin them that will determine the

success of their regional development project.

Cameron and Quinn developed The Organisational Culture Assessment Instru-

ment (OCAI) (1999, pp. 18–27) to assess important aspects of an organisation’s

underlying culture. The instrument has been used extensively and has been found to

predict organisational performance. It consists of six categories covering:

1. The dominant characteristics of the organisation

2. Organisational leadership

3. Management of employees

4. Organisation glue

5. Strategic emphases

6. Criteria of success

Within each category the respondent has four choices reflecting the four cultures

of the Competing Values Framework. They are asked to allocate 100 points across

each choice as to how they believe the organisation responds now.

As part of the organisational analysis the categories are reviewed twice, first time

to identify what they believe the organisation culture is like now, the second time

what they would prefer the culture to be like in 5 years time. In our analysis of the

four case studies below, based on our extensive evaluation of each event, we have

OCAI assessment process to each case, as it currently exists, and as we believe it

should be in 5 years time if each organisation is to continue run viable, and

sustainable regional events.

The assessment of an organisation’s culture is mapped on the diagram found in

Fig. 2. This diagram shows that there is an inherent tension between opposing

quadrants. For example between clan and market culture there is a collaborate

versus cooperate tension. Between the hierarchy and adhocracy culture there is a

control versus create tension. Cameron and his colleagues (2006) refer to the

“entrepreneurial cycle” as the inevitable process organisations progress through

to deal with these cultures and the inherent tensions between them.

We will use this schema to chart the current and the preferred future organisa-

tional culture of the four case studies presented in this paper.
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3 Case Studies

These case studies, described and analysed in terms of the Competing Values

Framework, were evaluated for their economic impact on the regional economy

of central Victoria on behalf of the City of Greater Bendigo. In undertaking this

research we gained a close appreciation of the organisation and management of the

respective associations responsible for each case. This paper provides them with

additional information for them to consider in the strategic management of their

events in the future.

3.1 The Elmore Farm Machinery Field Days

The Elmore Farm Machinery Field Days (field days) held every year in October

attracts around 40,000 visitors over 3 days. The Elmore field days are the largest of

their type in the southern hemisphere displaying the latest range of products and

services of interest to farmers and the agriculture industries. The field days have

been in operation for over 40 years and are a major source of income for community

External focus and
differentiation 

Internal focus and
integration 

Flexibility and discretion

Stability and control

50

40

30

20

10

10

20

30

40

5050

40

40

30

30

20

10

CLAN ADHOCRACY

HIERARCHY MARKET

50

10

20
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groups in the region. Staffed largely by volunteers income is generated through

admission and exhibitor fees. The field days committee is an incorporated body

which employers several staff all year round and owns and operates the events

centre, some 100 acres just outside the town of Elmore which now hosts a number

of other types of events each year.

As a community-based organisation the field days committee is fortunate to have

high levels of volunteering provided by members of the local Elmore community.

This is reflected in the relatively high score seen in the clan culture which is also a

preferred outcome for the future. As an organisation that has been running for over

four decades we see this tradition reflected in strong hierarchical culture that

underpins the successful operations of the field days and the events centre. While

this operational culture needs to continue the committee recognises that a greater

creative presence is required in the planning and operations of the annual field days

if it is to renew its offering to visitors. To this end the field days committee has

created the position of “Features Director” whose task it is to ensure a topical,

contemporary feature is organised for each annual field days. Last year this director

created a major new event, CO2 and You, which brought attention to the important

issue of effective carbon management in the context of understanding what farmers

can do to reduce their greenhouse gas emissions. Given the importance of this topic

the committee has installed this feature as the key theme for the next 5 years.

In Fig. 3 the current versus preferred organisational culture for the field days

committee shows a shift in emphasis from a hierarchical culture towards greater

creativity found in adhocracy. Given the success of the field days committee over

several decades developing a well organised approach to the management and

operations of the field days and the events centre for other functions the field

days would benefit from a focus on creativity and innovation around new ways of

engaging visitors to the event.

A similar shift from a focus on collaboration towards the competitive culture of a

market orientation will also give new life to the field days. With an extensive

support base in the local community as well as exhibitors who faithfully return year

after year the field days event can rely on this support while the committee focuses

on more effective ways to market the field days to a wider audience. With over

40,000 visitors over the 3 days of the field days the event is traditionally well

supported by the farming community.

A shift in the entrepreneurial cycle toward the creativity of adhocracy and the

speed and urgency of competition in a market orientation will add value to the

efforts of the field days committee making this event for sustainable as it addresses

challenging issues facing farmers in south-eastern Australia.

3.2 The Heritage Food and Wine Festival

Central Victoria is world-famous for the high-quality of the wines produced in the

region. Finding ways to showcase this product is important to the regional wine
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industry and the Heritage Food and Wine Festival, known as “Heritage Uncorked”

is an important event in this regard. Places are limited, primarily due to the amount

of seating at restaurants and tickets to the event are sold out early. It is held over a

weekend and participants have the opportunity to taste wine in a range of restau-

rants and heritage venues in the heart of Bendigo, a regional city of 100,000 people

with a history built on the discovery of gold in the 1850s. Bendigo’s defining

architectural heritage from the Victorian era was built on the rich deposits of gold

which lay under the city and are still mined today.

Heritage Uncorked is successfully embedded in the Bendigo events calendar.

From the point of view of the patrons of the event, the weekend in Bendigo is very

highly rated. The wines are the major draw card for what is essentially a mature and

slightly female biased customer profile. And nobody complains about the price.

The event revels in the heritage buildings of the inner city. Patrons have high

expectations of the event and those expectations are generally met. However the

evaluation report (Nanere and Reimers 2006) reveals that the major group attending

the festival are “enthusiastic locals” who return year after year to sample the local

fare. These locals, in fact, know the local winemakers and believe they are

supporting the local industry simply by their attendance. They are not great

purchases of wine at this event.
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While the large minority of visitors from outside the region staying in local

accommodation and making generous purchases of wine from the festival, more

could be done to market the festival to these outsiders through creative and

innovative campaigns.

The visitors to the city for a festival also commented that they did not see much

of the heritage of the city while they were here. This is clearly a marketing

opportunity for the city council and the festival organisers to open up more of the

heritage buildings for these events for visitors to enjoy.

In Fig. 4, depicting the current and preferred organisational culture for the

Heritage Food and Wine Festival we recommended a shift in emphasis along the

control and create tension toward more creative and innovative strategies for

conducting the annual festival.

The organising committee could look to more innovative ways of offering wine

tasting and local produce in other heritage buildings. Many of these buildings are

owned and managed by the city council, are open on weekends (the Art Gallery, the

Information Centre – a heritage listed property which was the original post office

for the city). The Art Gallery already serves food so a wine tasting opportunity

would require minimal changes.
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We also recommended a shift in emphasis along the collaborate and compete

tension towards a greater focus on competing for external markets to encourage the

more lucrative weekend visitors to the region. This could be done via conventional

marketing programs, through wine distribution outlets, media advertising, special

discounts for early birds, and so on. For many small businesses that make up the

region’s winegrowers association this may require a greater investment than they

have typically made.

The strong support provided the festival by local wine enthusiasts is expected to

continue under this strategy. With a greater emphasis on creative marketing poten-

tial visitors beyond the region will provide a greater opportunity for the festival to

grow and develop into an even more successful event.

3.3 The Bendigo National Swap Meet

The Bendigo National Swap Meet (BNSM) draws, largely men in their 50s, from

far and wide in search of rare motorcar and motorbike spare parts. While two thirds

of attendees are male our research informs us that their female partners also take the

opportunity to shop in retail stores while the men browse the avenues of motor

vehicle paraphernalia at the showground. People attending the BNSM usually do so

looking for specific items to assist them in the maintenance and re-creation of

typically vintage vehicles. They are very single-minded about this task and in

previous years have not responded well to ancillary events put on for their enter-

tainment (Guo et al. 2006).

Most event patrons come from outside Bendigo with around one quarter being

locals. As we have already noted 75% of patrons are male, as to be expected with an

event revolving around swapping old motorcar parts. They are more likely to be

above 30 years old and have high school and diploma education. Importantly the

majority of patrons were repeat customers. This is a well-established event with a

faithful clientele returning each year.

The most mentioned reasons for attending the event are “general interest”, “to

buy collectables” and “to buy car parts” and the majority of attendance depends on

“word of mouth” and, to a lesser extent, on “newspapers/industrial magazine” and

“motoring clubs”. This event is clearly for those men who have a particular interest

in restoring and maintaining motorcars. While they are not big spenders outside of

the swap meet venue our research discovered that their wives and partners made up

any shortfalls in spending in the city by attendees at the meet.

In Fig. 5 depicting the current and preferred organisational culture for the

organisation and management of Bendigo National Swap Meet we recommended

a shift in emphasis along the collaborate and compete tension towards a greater

market orientation. This event suffers through its success in having a large group of

loyal supporters who attend on a regular basis. It is a well-established event with a

clientele who faithfully return each year in search of elusive spare parts for their

favourite pastime. They do so with very clear intentions to comb the stalls at the
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showground looking for particular items of also being open to the possibility of

finding other treasures. The emphasis should be on ways in which stallholders at the

meet can market their wares more widely.

Our research also reveals a high proportion of attendees who simply enjoy

wandering through the stalls curious to see what is on offer. The nature of the

swap meet is such that the organisers cannot predict just who will return each year

to sell their wares. This challenges the organising committee in their attempts to

identify what we will be available at the swap meet each year. It requires a creative

marketing strategy designed to recognise these needs. For example, is it possible to

advertise prior to the meet the range of goods that will be available for purchase?

This needs to be done in such a way as not to deter potential visitors to the city. It

also needs to be done in such a way which recognises that a large part of the fun

attending the swap meet is the serendipity which goes with finding unique and rare

items amongst the bric-a-brac.

On the control and create tension we recommended a shift towards more

creativity and innovation in operation of the actual swap meet. As the event

currently functions the meet is simply row upon row of small store holders laid

out on a first-come basis. While this adds to the excitement of serendipitous shopper

it is also a source of frustration for the individual in search of a particular item.
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In recent years it is not uncommon for people to wander through the stalls carrying a

billboard advertising the items they are after. It is, we believe, this type of creativity

and innovation which is to be encouraged by the organising committee such that

people visiting the swap meet are more likely to be able to find the items they come

in search of.

We also recommended a shift in emphasis along the control and create tension

toward creative and innovative strategies especially for the partners of those

attending the swap meet. They typically have little interest in old motorcar parts

and are also looking to have an enjoyable weekend in the city. Apart from extended

trading hours for specialty retailers other events associated with Bendigo’s galleries

and theatres could also make visiting the city for these people a more memorable

occasion.

The challenge for the Swap Meet organising committee and the city officials is

to add value around creativity in running the event and prior marketing without

impacting on what is already regarded as a highly valued event by the loyal visitors

who faithfully return each year.

3.4 The International Madison

The Bendigo International Madison is a premier event on the cycling calendar for

central Victoria (Martin et al. 2006). Held in March each year this event draws

around 20,000 people over the weekend culminating in the Madison cycling race on

the Sunday evening. It is patronised by small groups of adults and while children do

accompany adults to the event, these types of social groups represent a minority.

Patrons tend to be within the ages of 20 and 50 and are marginally more likely

to be male, and to have completed some or all of a secondary school education

(Jorgensen 2007). Jorgensen’s evaluation summary of the event provides the

following picture of the Madison.

Patrons tend to be resident in the City of Greater Bendigo. Nonetheless, a sizeable

proportion of patrons from outside the City did attend. These patrons tended to hail

from other regional centres in Victoria and from Melbourne. However, there was

little evidence to suggest that visitors to Bendigo stayed overnight in paid accommo-

dation, or that they made use of the City’s many tourism experiences. Rather,

shopping and visiting friends were the most popular activities for non-residents.

The patrons of the International Madison demonstrate significant frequency

and reliability of attendance in general. The majority are not new to the Madison

experience, having visited on at least one occasion in the past. In fact, the bulk of

frequent visitors to the Madison make regular attendances at the event. While past

attendances did underpin the likelihood of future attendance, the extent of atten-

dance across the weekend of activities was also important. Individuals who

attended Madison events and activities on days other than Sunday spent more

money and, in some cases, held higher expectations of the Madison, were more

satisfied with the events they saw, and were more likely to recommend the Madison
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to others. There are significant benefits to be gained from promoting patrons

involvement over the Madison weekend.

The main reason motivating patrons to attend the Madison concerned the visual

spectacle of the event and its entertainment value. Other motives included catching

up with friends and family and supporting friends and family who were partici-

pating in events. These family/friendship motivations proved to be an important

justification for future attendance at the Madison, but patrons in this group tended to

experience less satisfaction compared with patrons motivated toward other goals.

For some patrons, friends and family relationships may invoke obligations to attend

the Madison.

For the most part, patrons were very interested in the Madison cycle race. It is

clearly a cornerstone event in the Madison programme and is symbolic of the

atmosphere of the event as a whole. Although, there was substantial interest in

events and activities other than the Madison cycle race, these were accompanied by

a significant lack of awareness and uncertainty. As might expect, the greatest

amount of uncertainty was associated with the corporate area, but there was also

reasonable deficits in awareness about the criterium (or street cycle race), the

community cycle, and the concert at Rosalind Park.

Patrons’ interest in cycling reflected interest in other cycling events such as the

Herald-Sun Tour and road racing in general. There was also significant interest

shown in non-cycling pursuits such as concerts, the arts, and sports in general.

Facilities and services at the Madison were rated between “fair” and “good” on

average. Overall, the Madison experience was highly rated on average, and only

moderately influenced by patrons’ evaluations of facilities and services. Key areas

of concern were, however, the quality and accessibility of toilets, food choices

and accessibility, the lack of shade, and uncomfortable seating. Security was also

an issue for some patrons, particularly those who either perceived or experienced

problems associated with youth drinking. And, as noted earlier, those patrons who

sought to catch up with friends and family tended to be less satisfied with the

International Madison compared with patrons holding other motivations.

Patrons’ expectations of the Madison and their satisfaction with the events on

offer were high on average. These positive evaluations tended to be based on

patrons’ interest in cycling, their past attendance, their extent of involvement in

the Madison, and their appreciation of the fun and exciting atmosphere of the event.

These general feelings of satisfaction had flow-on effects with respect to patron’s

intentions to recommend the Madison and attend again in the future. The only

significant limitation upon intentions was negative experiences with other patrons

(such as youth drinking).

In our analysis of the Madison Committee in terms of the OCAI we concluded

that its strengths are a strong local network of supporters and sponsors and a

systematic approach to staging the even each year. In Fig. 6, depicting the current

and preferred organisational culture for the organisation and management of the

Bendigo International Madison, we recommended the Committee make a shift

in emphasis along the collaborate and compete tension towards a greater market

orientation.
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The Madison weekend is seen as an event for cyclists and runners, the former

being, by far, in the majority attending the event. Yet the circular track cycle racing

under lights is an exciting event appreciated by non-cyclists. Recommendations

from the evaluation research (Jorgensen 2007) also indicate the need to develop a

communication strategy that integrate the interests of the Bendigo International

Madison Committee and the City of Greater Bendigo in its desire to use the event as

a wider marketing event for the city.

Part of this recommendation recognises the need to broaden and/or link existing

communication sources so that more comprehensive information might be rendered

accessible to potential visitors. Improving attendance and length-of-stay over the

whole Madison weekend, given the benefits shown to be associated with these

outcomes, should be a strategy of interest to the city council and the business

community.

With the control and create tension we recommended a shift towards more

creativity and innovation in the events across the weekend. The recently developed

Tom Flood stadium, home of the Madison and other major regional track cycling

events throughout the year now provides the opportunity to cater for the needs of

others attending the event with friends and family less interested in cycling. Other

options might be to enable patrons to sample particular products (local wine and
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Fig. 6 The current and preferred organisational culture assessment of the organisation and

management of the international Madison committee
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food), to learn more about tourism activities and attain some experience of them,

possibly a Chinese dragon performance prior to the fireworks, and to purchase tour

tickets and make bookings for other parts of the weekend. Activities for children

can be as simple as providing (or enabling) face painting opportunities, or providing

the chance to obtain autographs from athletes and photo opportunities with them.

More resource intensive options might include programming of racing events and

competitions for children.

4 Conclusion

When comparing these four, long standing community events it is clear they have

similar issues impacting their success, viability and sustainability. They are all

characterised as events which have a strong supporter base and preoccupied with

control and coordination functions at the expense of more creative and innovative

approaches to running their respective events, including a greater focus on market-

ing to bring new people to each event. This is not surprising as all are long standing

events having been in operation over several decades. Given that all four events are

well patronised the organising committees might believe that this is sufficient in

itself for them to maintain their current course and approach to organisation and

management. This, of course, is their choice. However if their vision is to enrich

and develop their particular event the Competing Values Framework provides a

rationale for doing so. To engage the creative, intellectual and entrepreneurial

talents of their supporter base in this process will create opportunities for each

event to grow in value to all involved; the patrons, the organisers, and the regional

community from which, in most cases, the majority of supporters come from.

For the city council, a major supporter of these events, the challenge is to engage

in a dialogue with the respective management committees to show them that

striking the right balance between the competing values of organisation and man-

agement will do much for the viability and sustainability of their event.

Each of the four case studies analysed in this paper are valued events in the

central Victorian regional community. Each has a different heritage, offer different

yet unique experiences for the people who attend and patronise these events.

Together they provide a diverse patchwork of events contributing to the economic

and social sustainability of the region. They are also at different stages of develop-

ment, in terms of the entrepreneurial cycle, and each will benefit from considering

the competing values inherent in alternative approaches to leadership and manage-

ment of their event.

The analysis reported in this paper has been done by third party evaluators

employed by the city council to assist them in their role as a major sponsor of

these events. The council’s sponsorship occurs by allowing access to council

property as well as financial grants to fund the development of each event. It is,

of course, different for each event. Assuming the key players working in the

committees associated with each event was to make a similar assessment the
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question remains: how do they make the shift in the entrepreneurial cycle from a

hierarchical culture towards greater creativity found in adhocracy, and from the

collaborative clan culture towards the competitive culture of a market orientation?

We believe there are several considerations the city council might consider in their

negotiations with the respective event committees.

Should the change be incremental or systemic? In the absence of wholesale

systemic change we believe each event committee should be looking for incremen-

tal steps towards the competing values we have outlined. This could be done

through the committee membership or by recruiting people on to the committee

who have experience and skills in innovation around events and marketing to wider

audiences. In any case a strategic review of each committee and event strategic and

business plan is essential.

Should change be driven internally or via an outside facilitator? Committee

members currently have specific roles relating to the annual planning and opera-

tion of each event. To take on this broader strategic role requires a different view,

additional energy, time and overall commitment if it is a member of the commit-

tee who assumes this role. Importantly the committee should be integral to

strategic and business planning. If they are not so involved there is less likelihood

that change will occur. This must be a key criteria for any facilitator engaged to

lead this task.

Should the new work be done by volunteers or by paid staff engaged for specific
purposes? The services of the latter could be obtained via a state government grant,

either through Regional Development Victoria, or other government departments

which support local community events. The theme of the changes would largely

determine which state department to approach.

A key issue for all committees is their motivation to engage in a change process.
We hope that the analysis completed by local university staff and the interpretation

given in this paper using the Competing Values Framework is reason enough to

review “the ways things are done around here”. An attitude pervades Australian

culture, one which we joke about, but can been seen in many community-based

activities: the “she’ll be right mate” attitude can limit the preparedness of commu-

nity groups to make the changes we are suggesting in this paper. They key, we

believe, is for them to understand and appreciate the findings and analysis presented

in this paper.

Finally, and most importantly, each event needs to develop a key set of indica-
tors to assess the performance of their annual event. This information should be

used as the basis for the type of change they desire for their event and the way their

committee functions in staging their annual event.

We believe the Competing Values Framework is a useful concept when consid-

ering entrepreneurship and innovation in regional development. It reveals both the

inherent tensions in the leadership, organisation and management of community-

based organisations contributing to sustainable regional development. It also

reveals to those running these organisations and events they have choices, over

time, in the way in which they orient their activities to achieve desired outcomes.

This will always be reflected in the personal leadership styles of key individuals,

Creative, Intellectual and Entrepreneurial Resources for Regional Development 305



however the success of their organisation is reflected in their capacity to consider

how their collective leadership and management style influences organisational

effectiveness and the ultimate outcomes they seek to achieve.

References

Cameron K, Quinn R (1999) Diagnosing and changing organizational culture: based on the

competing values framework. Jossey-Bass, San-Francisco

Cameron K, Quinn R, DeGraff J, Thakor AV (2006) Competing values leadership: creating value

in organizations. Edward Elgar, Northampton, MA

Guo W, Martin J, Jobling E, Nanere M (2006) The Bendigo National Swap Meet Survey Report,

CSRC Report. LaTrobe University, Bendigo

Jorgensen B (2007) The Bendigo international madison: a survey of visitor perceptions, CSRC

Report. LaTrobe University, Bendigo

Langfield-Smith K (1995) Organisational culture and control. In: Berry AJ, Broadbent J, Otley D

(eds) Management control theories, issues and practices. Macmillan, London

Martin J, Simonds R (2002) Managing competing values: leadership styles of Mayors and CEOs.

Aust J Publ Admin 61(3):65–75

Martin J, McCaig R, McLean J, Miles T (2006) Building on Bendigo’s cycling bookends: the

Madison and the Herald Sun Tour. Paper presented at the thinking on two wheels conference,

Adelaide, January

Nanere M, Reimers D (2006) Heritage uncorked: an attendee survey for the Bendigo & District

Winegrowers Association, CSRC Report. LaTrobe University, Bendigo

Quinn RE, Rohrbaugh J (1983) A spacial model of effectiveness criteria: towards a competing

values approach to organizational analysis. Manage Sci 29:363–377

ten Have S, ten HaveW, Stevens A, Vander Elst M, Pol-Coyne F (2003) Key management models:

the management tools and practices that will improve your business. Prentice-Hall, London

306 J. Martin



Regional Growth in the United States: Correlates

with Measures of Human and Creative Capital

William B. Beyers

1 Introduction

This paper presents a new classification scheme for looking at industrial structure in

the United States, and explores patterns of growth related to this new classification

scheme, with an eye towards examining the role of human and creative capital in

the growth process. The paper begins with a background discussion that is intended

to motivate the need for the development of a new industry classification scheme.

This section is followed by a description of the process of developing this new

industry classification scheme, a description of regional trends in the clusters

developed in this paper, and then by a section that reports on correlates of regional

growth and indicators of human and creative capital. The paper ends with some

concluding comments.

This paper is motivated by dissatisfaction on the part of the author with current

groupings of industries by the federal statistical establishment in the United States.

The current NAICS system relies largely on the definitions of what types of goods

or services are produced by business establishments, rather than on the way that

these goods or services are produced (such as a grouping of establishments by their

technical input requirements or production functions), or on the basis of their use of

particular categories of labor. Scholars such as Bryson and Daniels have cautioned

us about the changing nature of production processes, that are blurring the lines

between goods and services industries (Daniels and Bryson (2002)). In this paper

the author has used data on the occupational structure of industries to create new

groupings of industries based on their distinctive occupational structure. As will

become evident later in this paper, this classification scheme produces new ways of

organizing economic activity, and it also allows us to define industries with strong

concentrations of workers with high levels of human capital, or with high concen-

trations of people engaged in creative work.
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2 Background

2.1 Industry Classifications

Pioneering work by Clark (1957) and Fisher (1939) documented the transformation

of national economies in the first part of the twentieth century from dominant

employment in “primary”, and “secondary” industries into new forms of production

that became labeled as “tertiary”, or as we say today “services.” Beyers (2007a, b,

127) shows that over half of US employment has been in the service category since

1929, and that this share has expanded continuously to the present. Clark and

Fisher’s simple tripartite classification scheme was found to be too simple by

many scholars, who documented the need to decompose the “service” category

into more meaningful components. Greenfield (1966), Browning and Singelmann

1975, and Petit (1986) examined types of markets being served by various service

industries, and proposed functional classifications differentiated on this basis In

particular, this work differentiates between services with household markets as

opposed to business markets. Greenfield and Petit focused on the growing impor-

tance of services with business markets, which became labeled “producer services.”

In the United States the Standard Industrial Classification (SIC) system grouped

services into six broad categories (transportation, communications and utilities;

wholesale; retail; finance, insurance, and real estate; services; and government).

Within services, the statistical establishment did not develop industry categories

matching the functional categories suggested by Greenfield, Singelmann and

Browning, or Petit. Scholars interpreted these SIC codes to be correspondent with

conceptions such as producer services, but there was not unanimity as to how

inclusive to make the producer service classification (Beyers 1989; Daniels 1985).

With the change in the USA from the SIC classification scheme to the North

American Industry Classification System (NAICS) in 1997 this problem of defining

groupings of services became even more problematic. Not only was there not a

perfect cross-walk between the SIC and NAICS classification scheme, making

longitudinal analysis very difficult, there was also movement of some categories

that had been part of manufacturing into new categories such as “Information”, as

well as movement of some categories that had been classified in services into

manufacturing categories (such as software reproduction). There have been revi-

sions to the NAICS classification scheme that have also made it difficult to under-

take longitudinal analysis with the NAICS classification scheme. In 2002 there were

major revisions to the wholesale trade and telecommunications categories, includ-

ing the creation of new categories with no priors (such as internet service providers).

2.2 Occupations

At the same time as there has been this changing focus on the classification of

industries, there has also been recognition of the shifting composition of occupations.
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Greenfield (1966, 72–76) observed the high proportion of professional, technical,

and scientific personnel in selected producer services, and also the relatively large

number of clerical workers in producer services. Greenfield was writing before the

development of modern computers, that have had a dramatic impact on the size

of the clerical workforce, and have increased the share of professional, technical,

and scientific personnel in the producer services. A recent paper by Wyatt and

Hecker (2006) focused on occupational changes in the US economy over the long

1910–2000 time period. Figure 1 is based on data presented in this paper, and it

clearly shows the rise of professional, technical, and kindred; service workers;

clerical and kindred; and managers, officials, and proprietors occupations. This

figure also shows the decrease in the relative importance of farm workers, private

household workers, laborers, and operatives.

Wyatt and Hecker address the strong expansion of professional, technical, and

kindred workers:

Industrialization, technological development, and the growing size and complexity of

organizations; rapid growth in healthcare education, and social services; and the expanded

role of government all contributed to the increase.” “Computer specialists did not exist in

1910, and there were few if any, in 1950, so they do not appear in the 1950 census or the

IPUMS classification system. The first commercial electronic computer was delivered in

0

Farmers and farm laborers -
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Private household service
workers - 1910

Laborers, except farmers and
mine - 1920

Operatives and kindred - 1950

Craftsmen, foremen, and
kindred - 1950

Sales workers - 1970

Managers, officials, and
proprietors - 2000

Clerical and kindred - 1980

Service workers, except private
households - 2000

Professional, technical, and
kindred -2000

2000
1910
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Fig. 1 Composition of occupational employment in the United States 1910–2000 (maximum year

for percent of employment included with category label)
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1951, and employment data on computer specialists were first collected in the 1960 Census

(Wyatt and Hecker 2006, 38, 42).

Wyatt and Hecker discuss reasons for the expansion of a number of other lines of

professional, technical, and kindred workers, but space does not permit detailed

discussion of all their observations. They argue that accountants growth was due to

a combination of increasing complexity of business and government operations,

more sophisticated management techniques that require more accounting data,

greater government regulation, and more complex tax laws (Wyatt and Hecker

2006, 42). They note that engineers grew due to rapid industrialization and growing

technical sophistication, the growth in R&D laboratories, the growth of some lines

of manufacturing and defense spending. They note slower growth in engineers in

recent years:

“Slower growth after 1970 reflects the slower growth of manufacturing, in which engineers

are concentrated, and the use of computers in design work, which increased engineers’

productivity. The 1990–2000 trend also reflects a drop in defense spending with the end of

the Cold War.” “Growth (in health care occupations) occurred as improved medical

technology permitted many more medical problems to be treated, or to be treated more

aggressively, greater wealth and the spread of health insurance made healthcare more

affordable, and a more long-lived population increased the need for healthcare.” “Lawyers

and judges increased one-and-a-half times as a proportion of total employment between

1910 and 2000, with almost all growth coming since 1970.” “. . ..demand for lawyers

increased as many more laws were enacted, business activities became more complex,

and society became more litigious. Civil rights legislation for minorities, women, and older

and disabled persons; laws regarding the environment, employer–employee relations,

product safety, and consumer protection; and higher crime and divorce rates all contributed

to the growth of lawyers and judges.” (Wyatt and Hecker 2006, 42–43)

Service workers outside private households have also had strong growth, as

indicated in Fig. 1. Wyatt and Hecker provide interpretations of reasons for growth

of selected sectors. They note that building and grounds and maintenance occupa-

tions grew rapidly “due to the rapid growth in office buildings, hotels, stores,

healthcare facilities, apartment buildings, schools, and other structures requiring

cleaning and maintenance” (Wyatt and Hecker 2006, 44). Food preparation and

serving occupations have also grown rapidly; they argue that:

Greater income made food prepared away from home more affordable; the advent of

automobiles, improved roads, and greater urbanization made food and drink purveyors

more accessible; and an increasing percentage of women working outside of the home

intensified the need for prepared meals. More nursing home and assisted-living facility

residents and an expansion of school lunch programs also stimulated growth. (Wyatt and

Hecker 2006, 44)

Protective service workers also expanded strongly, and Wyatt and Hecker argue

that this was primarily growth in police, sheriffs, guards, and marshals. “Increased

urbanization, more motor vehicle traffic, higher crime and incarceration rates, more

properties and other assets to protect, and more laws to enforce all contributed to the

growth” (Wyatt and Hecker 2006, 44). Personal care and service occupations also

grew strongly, primarily professional and personal services attendants, such as

teachers aides and childcare workers.
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Another perspective on occupational structural change in the United States is

presented in Fig. 2. This figure covers the more recent 1950–2000 time period.

Clearly, the most dramatic structural change is the increase in the professional,

technical, and kindred occupations. These are the categories just discussed using

the work of Wyatt and Hecker, and as will be seen below they are strongly

associated with the growth of several clusters of service industries. Figure 2

indicates a turnaround in the proportion of clerical workers, which had their peak

share of total employment in 1980. The decline since 1980 reflects impacts of

computers and information technologies on the need for clerical labor. Managerial

employment can be seen to have grown in Fig. 2, while the share of non-household

service workers and sales workers have remained relatively constant since 1980.

Decreases are evident in the share of blue-collar workers in the 1950–2000 time

period, mirroring the longer-run pattern reported in Fig. 1.

2.3 Industry � Occupations

The simultaneous consideration of industries and occupations has also been a theme

in scholarly work, as well as a characteristic of data provided about employment.

Greenfield (1966) discussed these dimensions in his pioneering work on producer

services. The work of Gershuny and Miles (1983) also provided evidence on

shifting patterns of employment and occupations, as summarized in Fig. 3. This

figure, depicts in a stylized way changes in patterns of consumption, industrial
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Fig. 2 Occupational structure United States 1950–2000
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output, industrial employment, and occupation. Several categories in this diagram

need some explanation. Final non-marketed services are public sector services, paid

for out of taxes. Intermediate consumer services are visualized to be servicing

investments and equipment owned by households or other final market, such as

repair or advisory services. It has been over 25 years since publication of this

schema, and it is interesting to reflect on possible changes in trends in the tail end of

each of Gershuny and Miles graphics. From the standpoint of industry employment,

the decline in manufacturing and primary may have been more dramatic than

depicted by Gershuny and Miles, and final non-marketed services may not have

grown as much as anticipated, while final marketed services may have grown more

than expected (arts, culture, sports, entertainment, gambling), fueled by information

technologies not present at the time Gershuny and Miles were writing (the Internet,

PDAs, ISPs, DVDs, etc.). However, from an occupational standpoint there clearly

has been a trend as envisaged by Gershuny and Miles. The structural links between

“other knowledge workers” in Gershuny and Miles schema could be linked more

strongly back to categories of industrial production, differentiating between knowl-

edge workers in fields such as producer services from knowledge workers in

consumer industries. This differentiation will become clearer in the analysis to

follow.

While not developing an industry � occupation perspective, Illeris (1996) tried

a decade ago to sketch out a vision of an advanced service society, in which the

professional producer service sectors were providing coordination in produc-

tion with other industries, as depicted in Fig. 4. Leisure personal services; trade,

transport, and communication; education, welfare, and health; government;

finance; and marketing and public relations are visualized to have direct links to

households (Gershuny’s final marketed services). In some ways, it will be seen that

Illeris’ schema is similar to that developed later in this paper.

2.4 Problematic Labels

We have used various words to describe groupings of industries and groupings of

occupations, and in many cases these labels have been problematic. Let me touch

Fig. 3 Gershuny and Miles model

source: Gershuny and Miles 1983, p. 252
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on a few of these problematic labels very briefly. Markusen and Schrock (2006)

have made a strong case for using occupational data to identify those working in

cities in artistic activity. They note that industry statistics fail to isolate people

employed in artistic or creative work, and given the large number of self-employed

people in some of these lines of work, employment statistics fail to count their

effort. They used Census data on occupations to better identify the numbers of

people working in artistic activities, and made a strong case for the relevance of

these measures. Elsewhere, Markusen and her coauthors have wrestled with alter-

native definitions of the cultural economy, and they make it clear that there are

difficulties associated with any definitional choice due to the way in which official

statistics are collected (Markusen et al. 2008). Other scholars have wrestled

with these classification issues as well, and have suggested phrases such as “the

cognitive-cultural dimension” (Scott 2007), or the “new urban cultural economy”

(Hutton 2007) as ways of defining cultural industries.

Florida’s work is clearly rooted in the recognition of shifting occupational

structures in advanced economies, and his conception of a “creative class” is

directly tied to a set of occupations contained in Figs. 1 and 2 (Florida 2002).

Florida’s arguments have spawned a huge amount of research trying to either

validate or extend his assertions and analyses, and there has also been a strong set

of critical voices arguing that his analysis is not based on sound primary evidence

(see, e.g., Scott 2007 or Markusen 2006. Florida does not utilize industry � occu-

pation data in his analysis; he confines his definitions of the creative class to

selected occupational categories.

Fig. 4 Illeris’ service society

source: Illeris 1996, p. 185
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2.5 Summary Comments

It is quite clear that the US economy is experiencing ongoing occupational struc-

tural change. As suggested by Gershuny andMiles, as well as by Greenfield, there is

simultaneous structural change in the mix of industries, and the mix of occupations

within industries. The existing schema for classifying industries are ripe for review,

to provide possible updates to the service industry taxonomies that we are still using

that were developed over 40 years ago by scholars such as Greenfield. It is likely

that the industrial structure of many industries will lead them to be grouped with

industries that they have been affiliated with in the past. However, with the rise of

strong levels of employment in professional, technical, and managerial occupa-

tions, there may be newly emergent categories that bear closer examination by

scholars and policy-makers.

3 Development of a New Industry Classification

To evaluate current patterns of occupations across industries, the 2006 industry �
occupation matrix developed by the US Bureau of Labor Statistics was accessed.

This matrix was accessed with four digit NAICS industry codes (295 industries),

and six digit occupational codes. There are hundreds of occupational codes in this

matrix, including 21 two-digit codes, and then within each two digit industry there

are detailed codes for occupational subcategories. In many cases these detailed

codes are related to very few industries, while in other cases they are found in

almost every industry. The methodology used here estimated the equivalent of

location quotients, for the concentration of occupations within an industry com-

pared to the overall national composition of occupations across all industries.

An initial grouping of the 295 industries was undertaken with two-digit occupa-

tion codes, using Ward’s algorithm for cluster analysis in SPSS. This test did not

yield a very robust grouping of the 295 industries. On the other hand, the matrix with

all the six digit occupations included many occupations with a small number of

workers. Therefore, an aggregation of a number of the six digit codes was made,

attempting to create aggregates that were relatively large in terms of number of

employees. Frequently these were aggregates using the three-digit occupational

groupings. Appendix (Table 10) reports the occupational groups created through

this aggregation process, and the level of employment estimated by BLS in these

occupational categories. Occupational quotients were calculated for each of these

groups, and Ward’s Hierarchical Algorithm was used to classify the industry occu-

pational distributions using SPSS software. A dendrogram was created as a part of

this cluster analysis, which provides a visual means of identifying the groupings of

industries based on their occupational structure. Figure 5 presents an aggregate

version of this dendrogram. The original has all 295 industries in it, and in this

aggregate version the industries have been collapsed into 31 cluster groups, that are

in turn part of 18 clusters that form the most aggregate level in the present analysis.
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There have been previous studies that utilized hierarchical cluster analysis to

engage in classifications of industries and regional economies. A few examples will

be cited here. Noyelle and Stanback (1983) used this type of cluster analysis to

classify the industrial structure of cities. Beyers used the same technique as Noyelle

and Stanback to classify the industrial structure of the BEA regions; the BEA

regions are nodal regions encompassing all counties in the United States (Beyers

1989, 2007a, b). However, these analyses clustered industrial structure across

regions, and did not make use of occupational data. Barbour and Markusen (2007)

used industry � occupation data to evaluate the structure of California metropolitan

areas, compared to the USA as a whole, but their analysis did not involve the use of

cluster analysis to group either industries or occupations. Barbour and Markusen

(2007) also used industry � occupation data to identify industries that were consid-

ered to be part of the “creative economy.” Their analysis focused on the concentration

of selected artistic and creative occupations to define core industries in the creative

economy. The resulting classification is quite similar to one of the clusters reported

later in this paper.

Some years ago Thompson and Thompson (1993, 1985, 1987) suggested meth-

ods for considering simultaneously industry and occupational characteristics,

along with local economic characteristics, to define through a process they called

Fig. 5 Dendrogram from cluster analysis
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“cross-hairs targeting” to identify industries in particular communities that were

candidates for economic development programs.

Another application of hierarchical cluster analysis to occupational data was

undertaken by Feser (2003). He developed a matrix of occupations and knowledge

indicators, and used hierarchical cluster analysis to group the occupations and

knowledge indicators into “knowledge-based clusters.” This analysis was then

applied to regional occupational data, to identify concentrations of employment

in the knowledge clusters across 38 metropolitan regions. Feser does not group the

knowledge based clusters to industry � occupation matrices at the regional scale,

but this would be possible knowing the cluster membership of each occupation in

selected metro area industry � occupation matrices.

The dendrogram in Fig. 5 is a faithful reproduction of the SPSS groupings, but

the stems in this dendrogram are not entirely equivalent to the stems that appear in

the SPSS dendrogram. For example, the SPSS dendrogram clusters groups 1

through 9a in Fig. 5 into a single cluster. Within this cluster there are in fact

separate clusters, whose structure is more similar to other members of this cluster,

than to other clusters created by the SPSS program. To tease apart these differences

it was necessary to order the data used by the cluster analysis program into the

sequence of industries classified by the cluster analysis. Then it is necessary to

visually inspect the patterns of occupational concentrations by industry within

clusters. This procedure yields clear groupings of industries within what outwardly

appear to be undifferentiated components of a cluster. For example, the food cluster

is dominated by about ten times the national employment average in food prepara-

tion and serving occupations. Another example is the logging and support cluster,

that has occupational coefficients between 149 and 224 times the national average

in farming, fishing, and forestry occupations. The names of the clusters in Fig. 5

were given by the author; they are not an output of the SPSS software.

Not all clusters have such distinctive degrees of concentration of employment as

the two mentioned above. For example, group 4b, part of the cluster labeled as

creative, has a strong concentration in people engaged in repair; arts, design,

entertainment, sports, media; and computer-related occupations. This group also

has selected concentrations in other professional and technical occupations. The

repair-related occupational concentration is the defining basis for this group.

Many of the clusters are quite similar to “labels” used for decades: These

include: health, construction, transportation, retail and wholesale, finance, manu-

facturing, food manufacturing, petroleum and pipelines, mining, and logging and

support activities for primary activity. One of the most interesting results of the

clustering scheme reported here is the classification of industries in various lines of

services. With the flowering of occupations within professional, technical, and

service workers except private households since 1980, it is very clear that the US

economy has been on a different industrial and occupational path in the last 25

years. The cluster analysis has broken up lines of industries commonly classified

in the past as producer and consumer services into what appear to be new groups.

In the present analysis the two groups that seem to stand out are what have been

labeled as “creative” and “professional.” Closely related to these two is the
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group labeled as “travel and recreation.” The “food” and “education” groups are

also distinctive.

Summary information on the occupational concentrations associated with

selected clusters will now be presented. While the cluster analysis groups activities

with similar occupational structures, there are so many permutations and combina-

tions of these structures, such that it is not always possible to generalize without

leaving out some basis for specialization within a cluster.

The creative cluster’s members are reported in Table 1. This cluster has three

subgroups. Group 4a has strong employment concentration in Standard Occupa-

tional Classification (SOC) 37: arts, design, entertainment, sports, and media

occupations. Group 4b has strong concentrations in computer support specialists,

computer systems analysts, database and other computer systems administrators,

sales representatives, and repair, installation, and maintenance services. Group 4c

has strong concentrations of managers; arts, design, entertainment, sports, and

Table 1 The creative cluster

Subgroup NAICS Industry title

4a 519100 Other information services

4a 611600 Other schools and instruction

4a 711200 Spectator sports

4a 711300 Promoters of performing arts, sports, and similar events

4b 423400 Professional and commercial equipment and supplies merchant

wholesalers

4b 443100 Electronics and appliance stores

4b 515200 Cable and other subscription programming

4b 517100 Wired telecommunications carriers

4b 517200 Wireless telecommunications carriers (except satellite)

4b 517300 Telecommunications resellers

4b 517400 Satellite telecommunications

4b 517500 Cable and other program distribution

4b 517900 Other telecommunications

4b 811300 Commercial and industrial machinery and equipment

(except automotive and electronic) repair and maintenance

4c 323100 Printing and related support activities

4c 453100 Florists

4c 511100 Newspaper, periodical, book, and directory publishers

4c 511200 Software publishers

4c 512100 Motion picture and video industries

4c 512200 Sound recording industries

4c 515100 Radio and television broadcasting

4c 516100 Internet publishing and broadcasting

4c 518100 Internet service providers and web search portals

4c 518200 Data processing, hosting, and related services

4c 541400 Specialized design services

4c 541500 Computer systems design and related services

4c 541800 Advertising and related services

4c 711100 Performing arts companies

4c 711400 Agents and managers for artists, athletes, entertainers,

and other public figures

4c 711500 Independent artists, writers, and performers
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media occupations; and service sales representatives. Cluster 4a has some concen-

trations in computer related occupations, while cluster 4b also has concentrations in

arts, design, entertainment, sports, and media occupations. The word “creative” was

chosen to characterize the overall character of this cluster. Note that it includes

some sectors not typically thought of as part of cultural industries, such as florists,

printing, other schools and instruction, electronics and appliance stores, and pro-

fessional and commercial equipment and supplies merchant wholesalers. There are

many similarities between the industries included in cluster 4 with the group of

industries considered as cultural industries by Markusen et al. (2007).

The travel and recreation cluster is defined in Table 2. This cluster has strong

concentrations of employment in SOC 39, personal care occupations, as well as

personal care and building and grounds cleaning and maintenance. This includes

occupations such as airline stewards and stewardesses, hotel employees, gambling

table occupations, personal trainers, and museum staff.

The large professional cluster is defined in Table 3. This cluster has five

subgroups. Group 5a is characterized by a variety of occupational concentrations,

but they are largely in management, professional and technical, and computer

occupations. However, there are individual concentrations beyond these common

specializations. For example, land subdivision has a strong presence of architects;

services to buildings has a strong complement of SOC37 (building cleaning and

maintenance); and investigation and security services has a strong complement of

protective service occupations. Several categories of industries are included in this

group outside of traditionally considered producer services, including land subdi-

vision, reproducing electronic and optical media, electronic shopping, and grant

making and giving services. These industries are included given their occupational

concentrations in the core activities in this subgroup of cluster 5. Cluster 5b also has

a strong concentration of employment in management and professional/technical

workers, but with stronger concentrations of architectural and engineering, and

scientific employees than in cluster group 5a. Legal services has an extraordinary

concentration of legal occupations (66 times the national average). Cluster group 5c

is dominated by a concentration in tax-related occupations. As with all cluster

groups in this cluster, there are also significant concentrations of executive,

Table 2 Travel and recreation cluster

Cluster group NAICS Industry description

6 481100 Scheduled air transportation

6 487100 Scenic and sightseeing transportation, land

6 712100 Museums, historical sites, and similar institutions

6 713100 Amusement parks and arcades

6 713200 Gambling industries

6 713900 Other amusement and recreation industries

6 721100 Traveler accommodation

6 721200 RV (recreational vehicle) parks and recreational camps

6 721300 Rooming and boarding houses

6 813400 Civic and social organizations
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management, and other professional/technical occupations. Cluster groups 5d and

5e are essentially “isolates”, industries with very distinctive occupational classifi-

cations compared to others judged to be in their cluster. Cluster 5d is similar to

cluster 12 and 13, while cluster 5e is similar to clusters 15b and 4c. Cluster 5d is

dominated by employment in construction specialists and construction supervisors,

while also having a concentration of managers, and professional and technical

employees. Cluster 5e is dominated by employment in architectural and engineer-

ing occupations, but this cluster has lower levels of employment in management

and other professional and technical occupations. The position of cluster 5d and 5e

in the dendrogram is interesting, as it shows that not all professional service

dominated industries are tightly clustered only with service industries.

A number of other clusters are identified in Fig. 5, and many of these are similar

to industrial groupings used in previous analyses. In this paper these other groupings

will not be discussed further with regard to the analysis of the 2006 BLS occupa-

tional � industry matrix. Table 4 provides a summary view of the occupational

concentrations in the various clusters. In this table the occupational concentrations

Table 3 The professional cluster

Cluster

subgroup

NAICS Industry description

5a 237200 Land subdivision

5a 334600 Manufacturing and reproducing magnetic and optical media

5a 454100 Electronic shopping and mail-order houses

5a 531100 Lessors of real estate

5a 531300 Activities related to real estate

5a 533100 Lessors of nonfinancial intangible assets (except copyrighted works)

5a 541900 Other professional, scientific, and technical services

5a 551100 Management of companies and enterprises

5a 561100 Office administrative services

5a 561300 Employment services

5a 561600 Investigation and security services

5a 561700 Services to buildings and dwellings

5a 561900 Other support services

5a 611400 Business schools and computer and management training

5a 813200 Grant-making and giving services

5b 325400 Pharmaceutical and medicine manufacturing

5b 523100 Securities and commodity contracts intermediation and brokerage

5b 531200 Offices of real estate agents and brokers

5b 541100 Legal services

5b 541600 Management, scientific, and technical consulting services

5b 541700 Scientific research and development services

5b 561400 Business support services

5b 561500 Travel arrangement and reservation services

5b 813900 Business, professional, labor, political, and similar organizations

5b 999100 Federal executive branch (OES designation)

5c 523200 Securities and commodity exchanges

5c 541200 Accounting, tax preparation, bookkeeping, and payroll services

5d 562900 Remediation and other waste management services

5e 541300 Architectural, engineering, and related services
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have been collapsed to the two-digit SOC level of detail. The clusters in this table

with relatively high concentrations of human and creative capital – the focus of this

conference – are education, creative, professional, health, and finance. Four of these

sectors are also relatively strong sources of job growth over the 1998–2005 time

period, and will be the examined later in this in terms of their role in patterns of

regional growth (the exception is the education cluster – which includes only private

education employment – while most education workers are employed in the public

sector in the United States).

Two additional perspectives are presented with regard to the cluster analysis.

These are also based on the two-digit occupational aggregations of the underlying

occupational categories. Figure 6 presents estimates of coefficients of occupational

specialization. The lower the index the more widely dispersed is the occupation.

Thus, management and office and administrative support occupations are found to

be relatively widely dispersed across all the industry clusters, while occupations

with high values have concentrations only in a few industries. The inspection of

Table 4 and Fig. 6 simultaneously reveals these patterns.

Another perspective is given in Fig. 7, that presents measures of cluster speciali-

zation, analogous to coefficients of regional specialization for regional statistics.

In Fig. 7 we do not see nearly as much variation in the index as observed in Fig. 6,

precisely because the cluster analysis algorithm has produced clusters that are

differentiated from each other by their occupational structure.

3.1 Development of Regional and Longitudinal Data

The preceding section of this paper has developed a classification scheme for

industrial employment, based on occupational structure. This section of the paper

develops estimates of data for selected clusters by region, and over time.

The BLS data used for classification purposes in this paper were not available on

a regional basis or for other years in the same format. To develop a database that
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would allow estimates for geographic regions, and over time, two other federal

statistical series were used. They are US County Business Patterns (CBP), and the

Nonemployer data series reported by the Census Bureau. Data were developed for

the year 1998 and 2005 from these sources, using the classification of industries

developed from the cluster analysis for US states. Table 5 reports results of this

aggregation. The time frame used in this analysis is not long, but this is a byproduct

of the change nationally to the NAICS classification system, whereby longitudinal

data are not available for time periods before 1998 in this classification scheme at

the level of industrial detail used in the paper. A critical consideration in the present

paper was the inclusion of Nonemployer (proprietor) data, which are so important

in many lines of services. The Nonemployer data are not entirely compatible with

the CBP data, as in some cases only two-digit or three-digit levels of detail are

provided, while the CBP data and clustering schema are based on two, three, and

four-digit NAICS codes.

Table 5 reports on the composition and change in the cluster groups using the

combination of CBP and Nonemployer data. The time period 1998–2005 is not

long, and the US economy has been through a brief recession in this time period.

Average growth was 11% over this relatively short time period. In the next section

of this paper regional growth will be analyzed, and it will be of interest to see the

contribution of the relatively rapidly growing food, creative, professional, health,
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finance, and transportation clusters to regional employment trends. Figure 8 reports

the pattern of state growth rates, with strongest rates of growth in Florida, Arizona,

Nevada, Idaho, and Wyoming. Slowest growth appears in sections of the old

industrial belt, and in parts of the southern great plains and South.

Fig. 8 Growth rate 1998–2005

Table 5 Estimated employment by cluster

1998 2005 Change % Change

Food 7,908,842 9,394,854 1,486,012 18.8

Education 2,317,688 2,498,175 180,487 7.8

Government 129,052 171,686 42,634 33.0

Creative 8,224,712 9,438,000 1,213,288 14.8

Professional 22,388,085 27,052,198 4,664,113 20.8

Travel and recreation 4,049,768 4,403,528 353,761 8.7

Health 15,733,026 18,760,459 3,027,433 19.2

Construction 8,044,512 9,222,764 1,178,252 14.6

Social and retail/wholesale 21,684,646 23,842,154 2,157,508 9.9

Repair 1,467,051 1,524,078 57,027 3.9

Finance 5,986,479 7,164,584 1,178,105 19.7

Transportation 3,704,833 5,548,201 1,843,369 49.8

Process 1,057,668 918,831 �138,837 �13.1

Food mfg 4,896,453 4,371,522 �524,929 �10.7

Manufacturing 14,286,106 11,113,374 �3,172,732 �22.2

Petroleum and pipelines 154,475 160,880 6,405 4.1

Mining 579,258 597,010 17,752 3.1

Logging and support 323,641 311,934 �11,707 �3.6

Total 122,936,292 136,494,233 13,557,941 11.0
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A shift-share model was developed, and Fig. 9 reports the pattern of competitive

shifts estimated in this analysis. The shift–share model indicates that �2,644,219

jobs were created in regions outside where expected, given the share and industry

mix components. This represents 19.5% of the change in national employment. The

pattern reported in Fig. 9 is not dissimilar to that reported in Fig. 8. All of the states

with the highest percentage growth rates also show up in the positive competitive

shifts, while the pattern of negative competitive shifts is more clearly identified

with the old industrial belt.

Figures 10 and 11 present patterns of competitive shifts for the professional and

creative clusters. Space prevents inclusion ofmoremaps of the competitive shifts. The

largest contributor to the competitive shifts was the professional cluster, with Florida

being the state with the largest competitive shift in this cluster. Not unexpected, the

states with the strongest growth and competitive shifts also show strong positive shifts

in this cluster. However, some other states that were not among the fastest growth or

those with the largest positive competitive shift exhibit relatively strong positive

competitive shifts in the professional cluster (Georgia, Virginia, Maryland). Figure 11

shows the pattern of competitive shifts in the creative cluster. Here a very different

pattern is evident, with negative shifts in a band of states stretching from Colorado

east to New Jersey and Massachusetts. New York, with its strong concentration of

activity in the creative cluster stands out with its large positive shift. Washington

State, with its strong concentration in software also stands out in this cluster. Further

analysis is needed to determine the principle industrial contributors to the positive

and negative competitive shifts for the professional and creative clusters.

Fig. 9 Competitive shifts
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Two additional perspectives on the distribution of the clusters across the states

is provided by estimates of coefficients of regional specialization, and coefficients

of cluster concentration. Three states show very skewed cluster structures – West

Fig. 10 Competitive shifts in the professional cluster

Fig. 11 Competitive shifts in the creative cluster
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Virginia and Wyoming due to mining, and Nevada due to high values for the travel

and recreation cluster (gambling). Not all large states are in the lowest categories –

a tendency for measures of this type. New York and Florida exhibit relative

specialization; New York’s index is related to its strong concentration in the

creative, education, professional, and finance clusters. Florida’s index is affected

by strong values in the travel and recreation, professional, and government clusters

(Fig. 12).

The distribution of the clusters across the states is quite variable, as indicated by

coefficients of cluster concentration presented in Table 6. Some are distributed

more or less in accord with the overall distribution of employment (such as social/

retail-wholesale), while others exhibit much more regional specialization (such as

travel and recreation, education, petroleum, mining, and forestry).

Patterns of employment among the states were mapped in the form of location

quotients. Several of these maps are included here, for three of the clusters with

high levels of creative and human capital. Figure 13 portrays location quotients for

the creative cluster. High values in California and New York are no surprise, given

the concentration of industries such as arts, film, and in the case of California

computer related activities. The high value in Washington, Maryland, Virginia, and

Colorado is related to the concentration of the information sector. The Professional

cluster, as illustrated in Fig. 14, shows some similarity to the pattern in Fig. 13.

However, Arizona and Florida enter the set of states with strong concentration in

this cluster. Figure 15 presents a very different pattern. The strong concentrations in

Fig. 12 Coefficients of regional specialization
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the middle west may be related to demographics in rural farm states, with relatively

large percentages of elderly people. This explanation may be improbable, as

Florida, with its very large retired population does not show a strong concentration

Fig. 13 Location quotients: creative cluster

Table 6 Coefficients of

cluster concentration
1998 CIC 2005 CIC Change

Food 0.076 0.072 �0.004

Education 0.343 0.372 0.028

Government 0.463 0.437 �0.026

Creative 0.180 0.188 0.008

Professional 0.154 0.145 �0.009

Travel and recreation 0.243 0.231 �0.012

Health 0.101 0.101 0.000

Construction 0.131 0.143 0.012

Social and retail/wholesale 0.050 0.047 �0.003

Repair 0.103 0.097 �0.007

Finance 0.119 0.127 0.008

Transportation 0.107 0.156 0.048

Miscellaneous 0.314 0.305 �0.009

Food mfg 0.143 0.132 �0.010

Manufacturing 0.256 0.304 0.048

Petroleum and pipelines 0.580 0.594 0.013

Mining 1.002 1.037 0.036

Logging and support 0.505 0.488 �0.017
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in health care. Further analysis is needed to better understand the patterns in these

maps, and those found on other maps of clusters created but not included with this

paper.

Fig. 14 Location quotients: professional cluster

Fig. 15 Location quotients: health cluster
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4 Correlates of State Growth, and Human

and Creative Capital

The previous section reported results from a shift-share model that indicated 19.5%

of growth was not where it was expected (was a part of the competitive shift). That

section also reported that the professional cluster was a major contributor to the

positive competitive shift. To further explain regional trends, various correlates of

state growth rates over the relatively short 1998–2005 time period have been

developed.

In economic development circles it has been fashionable to argue that the New

Economy and High Tech are drivers of regional development. Using Atkinson’s

Correa’s New Economy Index (Atkinson and Correa 2007), and a measure of high-

tech developed by this author based on Hecker’s occupationally based definition of

high-tech, Table 9 reports results from this test. The variable Index is Atkinson’s

New Economy Index, while the variable HITECHLQ was the measured developed

by this author. Atkinson also presents a high-tech index, essentially that of the

American Electronics Association, which is a relatively limited definition of high-

tech (HT_ATKIN). Table 7 reports no significant relationships between state

employment growth rates and Atkinson’s New Economy index. It reports a signifi-

cant negative relationship between my measure of high-tech and regional growth

rates. There is a strong positive correlation between my high-tech index and

Atkinson’s high-tech index, as well as Atkinson’s New Economy Index Using

Atkinson’s and Correa’s New Economy Index (Atkinson & Correa 2007), and a

measure of high-tech developed by this author based on Hecker’s occupationally

based definition of high-tech.

Tables 8 and 9 present correlations between state growth rates and selected

measures for 1998 and 2005. There is a significant positive correlation between

state growth rates and the coefficient of regional specialization. This means that states

with low coefficients of regional specialization have tended to have lower growth

Table 7 Correlations

between state growth rates,

the new economy index, and

high tech measures

GROWTH INDEX HITECHLQ HT_ATKIN

GROWTH

INDEX 0.062

HITECHLQ �0.386** 0.757**

HT_ATKIN �0.006 0.868** 0.779**

**Correlation is significant at the 0.01 level (two-tailed)

Table 8 Correlations with 1998 location quotients

GROWTH CRS COMPSHIFT CREAT98 PROF98 HEALTH98 FINANC98

GROWTH
CRS 0.360**
COMPSHIFT 0.690** 0.090
CREAT98 �0.065 �0.235 �0.025
PROF98 0.152 0.098 0.156 0.701**
HEALTH98 �0.441** 0.115 �0.312* �0.142 �0.304**
FINANC98 0.134 0.119 0.034 �0.402** �0.460** 0.183

*Correlation is significant at the 0.05 level (two tailed)

**Correlation is significant at the 0.01 level (two tailed)
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rates than those that exhibit specialization. The significant correlation between state

growth rates and the magnitude of the competitive shift is totally expected – states

with slow growth rates are likely to have negative competitive shifts, and those with

strong growth rates are likely to have positive competitive shifts. Interestingly, there

is a significant negative relationship between state growth rates and 1998 location

quotients for health care, and there is nomeaningful relationship between state growth

rates and the concentration in 1998 of the creative, professional, or financial clusters.

Table 9 presents the same correlations, except using 2005 location quotients. In effect

these models are indicating that the concentration or lack of it in two relatively rapidly

growing clusters (creative and finance) are not good predictors of state growth rates,

while there is a modest and significant correlation between concentration in the

professional cluster and state growth rates. Moreover, there is a strong positive

correlation between the location quotients for the creative, professional, and financial

clusters. More work is needed to understand these results. Other correlates were

explored, but not reported here. State growth rates and the share of the population

over 65 was not a significant explanatory variable. Manufacturing cluster location

quotients were negatively related to state growth rates, as could be expected.

5 Concluding Comments

This paper has presented a new classification of economic activities based on the

occupational structure of industries in the United States. This classification scheme

exposes industries with strong concentrations of workers in occupational categories

that have high levels of human and creative capital. It also leads to the definition of

alternative groupings of industries, groupings that are different across much of the

service economy from the groupings based on industry definitions based on NAICS

codes.

There is much more work that needs to be done to understand patterns of growth

occurring in the United States through the lens of these industry clusters. This

includes unpacking the contributions of particular industries to the growth trends in

clusters. The development of this data base has been time consuming, but it

promises to yield new insights into regional growth patterns in the United States.

One of the research needs is to develop measures of educational attainment by

cluster group. While the occupational mix at the national level was used to define the

Table 9 Correlations with 2005 location quotients

GROWTH CRS COMPSHIFT CREAT05 PROF05 HEALTH05 FINANC05

GROWTH

CRS 0.360**

COMPSHIFT 0.690** 0.090

CREAT05 �0.063 �0.517** �0.036

PROF05 �0.326* �0.376** 0.311* 0.559**

HEALTH05 �0.545** �0.010 �0.426* �0.173 �0.563**

FIANC05 �0.151 �0.310* �0.137 0.342* 0.213 0.167

*Correlation is significant at the 0.05 level (two tailed)

**Correlation is significant at the 0.01 level (two tailed)
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clusters, it is likely that the industry mix at the regional level within these clusters is

different than at the national level. Using national statistics on educational attainment

at the level of the clusters would likely lead to fallacies of composition unless

regional industry � occupation data were used, and related to regional measures of

educational attainment by occupation. However, if such concordances can be made

between industry, occupation, and educational data, then it would be possible to more

precisely identify levels of human and creative capital in regions.

It is recognized that states are quite aggregate geographic units, and an alterna-

tive would be to develop data for the clusters identified in this paper at the level of

the BEA economic areas, or for metropolitan areas. This is a large data assembly

task, that would require grant support to develop the data base.

Another issue is whether the occupational structure of industries in the United

States is similar to that found in other advanced economies. The author does not

know if comparable industry � occupation data are available for European

countries, or OECD countries. However, it would seem to be a research priority

to raise the question as to whether there are occupational similarities across

advanced economies, such that clusters similar to those developed in this paper

could be defined for these regions.

Appendix

Table 10 Occupational categories used for cluster analysis

Occupation Code Employees

Executives 11_1 2,024,490

Managers 11_2 540,860

Service managers 11_3 1,374,590

Manufacturing managers 11_9 1,885,140

Agents 13_1 422,210

Adjusters 13_2 289,390

Cost estimators 13_3 444,820

Recruitment 13_4 284,000

Training 13_5 382,800

Logistics 13_6 585,040

Other business operations specialists 13_7 947,030

Accountants 13_8 1,213,180

Credit financial analysts 13_9 463,050

Loans 13_10 386,280

Tax specialists 13_11 249,760

Computer and information scientists, research 15_1 416,440

Computer programmers and software engineers 15_2 764,430

Computer support specialists 15_3 506,080

Computer systems analysts 15_4 436,780

Database and other computer system administrators 15_5 583,570

Other computer science occupations 15_6 170,960

Actuaries, mathematicians, operations research analysts, statisticians,

other mathematical occupations

15_7 92,610

(continued)
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Table 10 (continued)

Occupation Code Employees

Architects 17_1 187,630

Engineers 17_2 1,330,880

Drafters and technicians 17_3 737,100

Life, physical, and social science occupations 19-0000 1,220,470

Community and social services occupations 21-0000 1,738,410

Legal occupations 23-0000 970,690

Education, training, and library occupations 25-0000 8,197,750

Arts, design, entertainment, sports, and media occupations 27-0000 1,691,370

Healthcare practitioners and technical occupations 29-0000 6,642,630

Healthcare support occupations 31-0000 3,472,530

Protective service occupations 33-0000 2,970,040

Food preparation and serving related occupations 35-0000 11,019,380

Building and grounds cleaning and maintenance occupations 37-0000 4,344,830

Personal care and service occupations 39-0000 3,184,630

Supervisors retail 41_1 1,392,010

Cashiers and clerks retail 41_2 8,558,590

Service sales representatives 41_3 1,029,220

Wholesale sales representatives 41_4 1,868,640

Other sales representatives 41_9 880,600

Supervisors office workers 43_1 1,276,260

Switchboard operators 43_2 190,120

Billing and bookkeeping 43_3 3,622,050

Clerks 43_4 5,426,170

Cargo and freight agents, couriers, messengers, dispatchers 43_5 3,887,580

Secretaries 43_6 3,893,610

Data entry keyers, word processors and typists, desktop publishers 43_7 1,334,170

General office clerks, other clerks 43_8 3,026,720

Farming, fishing, and forestry occupations 45-0000 440,200

Construction supervisors 47_1 572,220

Construction tradesmen 47_2 5,012,950

Construction helpers 47_3 418,470

Construction specialists 47_4 346,970

Construction operators 47_5 230,380

Repair supervisors 49_1 445,150

Repairers 49_2 538,050

Repair technicians and mechanics 49_3 1,489,420

Other repairs 49_9 2,670,470

Supervisors-assembly 51_1 671,500

Assemblers 51_2 1,943,710

Bakers and butchers 51_3 649,010

Machine operators 51_4 2,079,130

Binders and printers 51_5 367,590

Laundry and dry cleaning, textiles, sewing 51_6 744,800

Cabinets, furniture 51_7 312,270

Plant operators 51_8 295,810

Miscellaneous operators and production workers 51_9 2,700,840

Transport supervisors, airline pilots and related, bus and ambulance

drivers

53_1 1,378,470

Truck drivers 53_2 3,738,850

Truck tractor operators 53_3 612,790

Cleaners 53_4 321,150

Laborers 53_5 2,241,410

Packers 53_6 805,540
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Part IV

Outlook and Policy



Exploring Regional Disparities in Employment

Growth

William Mitchell

1 Introduction

Australia has experienced a economic growth since the 1991 recession and con-

vergence in labour market outcomes across space might reasonably have been

expected given this 17 year span. The orthodox view of regional development

suggests that “provided there are no major barriers to the operation of market

forces, in an integrated national space economy there are strong pressures leading

to the general convergence of regional incomes over time” (Martin and Sunley

1998: 201).

However, significant disparities in employment growth rates across Australia’s

metropolitan and regional areas have underpinned the persistence of unemployment

rate differentials across the same spatial units and accompanying social disadvan-

tage (Mitchell and Carlson 2005). Figure 4 shows the regions (SLAs) where

employment grew (white) and where employment fell (black) for the period

1996–2006. This was a period when Australia enjoyed relatively strong overall

employment growth as note previously and official unemployment fell to 4% (in

February 2008 – the lowest level since December 1974). It is clear that the coastal

areas (particularly along the populated east coast) and areas where mining indus-

tries are concentrated enjoyed the benefits of this employment growth. The rural

decline outside of the mining areas is also very apparent. Overall, employment

growth has not been sufficient overall to meet the preferences of the willing labour

supply and has been spatially concentrated (Mitchell and Muysken 2008). It is hard

to argue that an equilibrium convergence has resulted from the growth process

(Fig. 1).

This paper examines the relative importance of regional-specific versus macro-

economic factors in determining regional employment outcomes which is an

on-going debate among regional scientists and policy-makers (Rissman 1999).

Keynesians typically argue that regional employment variations are caused by the
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national business cycle impacting on growth rates across industries and reflect

changes in aggregate factors, such as fiscal and monetary policy settings, business

and consumer confidence and productivity trends. Thus, the cyclical sensitivity of

regional outcomes reflects the impact of common aggregate shocks on a specific

regional industry mix. Regions dominated by goods-production allegedly lose

employment share in recessions relative to service-providing regions. The solution

is for aggregate policy to maintain strong growth with industry policy attenuating

structural shifts.

In this context, Australia’s terms of trade up during the period studied were at

their highest level in 30 years particularly benefitting regions involved in primary

commodities (mining).

A rival regional development paradigm, termed “new regionalism”, has become

popular among regional development agencies since it emerged in the mid-1980s. It

was inspired by case studies documenting economic successes in regions such as

0 150 300 600 Kilometres

Employment Fell 1996-2006

Employment Grew 1996-2006

S

N

EW

Fig. 1 Regional employment growth, 1996–2006

Source: ABS Population and Housing Census, Time Series Profiles, 2006
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Silicon Valley and Baden W€urttemberg (see, e.g., Sabel 1989; Saxenian 1994).

Scott and Storper (1989) posited that regions had displaced nation states as sites of

successful economic organisation and the emphasis should be on localised institu-

tions and collaborations. Accordingly, the status of macroeconomic policy is

considered peripheral to a particular region’s growth potential (Castells and Hall

1994; Cooke and Morgan 1998). Despite the growing popularity of new regional-

ism, the claim that the region offers a convincing theoretical explanation of recent

and future economic development is under-researched and has weak empirical

underpinnings. There is little known about how the national economy and its

regions interact. Further, no empirical evidence exists to verify assumptions

of, first, the emergence of capitalism centred on spatialised, autonomous econo-

mies, and, second, a hollowed out, macro-weakened nation state (Lovering 1999;

Markusen 1996).

Related to the new regionalist approach is endogenous (or new) growth (EGT)

theory which was initially developed to challenge neo-classical growth theory and

has been, more recently, extended to explain regional development (see Arrow

1962; Romer 1986; Aghion and Howitt 1997). The main attraction of EGT is that it

recognises that technology is not static. It thus requires us to not only explain the

growth process but also the reasons why technology (and the potential growth rate)

varies over time. All the many variants of EGT stress the importance of knowledge

in the growth process. Given that “ideas” are not limited and can be shared and

recycled, EGT rejects the traditional concept of diminishing marginal returns that

economists have considered limit the productive usage of other productive inputs. If

knowledge, which is assumed to be subject to increasing returns, is generated and

diffused locally regional development will occur. Stough and Nijkamp (2007: 749)

argue that “the formulation of endogenous growth theory . . . brought back recogni-
tion that local resources and their deployment in a market fitted strategy make a

significant contribution to growth. Local effort and resources are conditioned by a

region’s history, resources, market fit, institutions, leadership and orientation to

entrepreneurship”.

There is very little research on Australia that attempts to disentangle macroeco-

nomic and regional growth factors as drivers of observed employment growth

disparities across regions. This paper uses dynamic shift–share analysis (Arcelus

1984; Barff and Knight 1988) to decompose annual regional employment growth

into three components (a) a national share (growth) effect, NS being “that part of the
change in total employment in a region ascribed to the rate of growth of employ-

ment in the nation as a whole” (Barff and Knight 1988: 2). This component attempts

to separate the regional growth that is attributable to nationwide economic progress

independent of industry composition and specific-local factors; (b) an industry mix

(proportional) effect, IM being “the change the region would have experienced had

each of its industries grown at their national rates less the national growth effect”

(Barff and Knight 1988: 2). So this effects arises because regions have different

industry compositions and these industries grow (contract) at different rates over

time; and a (c) regional share (differential or competitive effect), RS being “the

difference between the actual change in employment and the employment change to
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be expected if each industrial sector grew at the national rate” (Barff and Knight

1988: 2). So this component focuses on local or regionally specific influences.

As an innovation, wemodify the traditional shift–share framework to examine the

regional impact of the increasing significance of part-time work in overall employ-

ment creation in Australia by decomposing employment dynamics into part-time and

full-time components which helps us explore the spatial disparities more closely.

While we recognise the limitations of shift–share analysis raised long ago by

Houston (1967), we consider that it provides a useful organising framework for

more sophisticated hypothesis development and econometric modelling.

In relation to EGT, we might expect the regional shift component to be positive

and dominant in regions where economic growth is strong. Stimson et al. (2005)

clearly recognise that the shift–share components are constructed as accounting

identities which exhaust total employment growth. Houston (1967: 578) says that

“to be useful in explaining regional growth, there should be some theoretical basis
for identifying the three separate components”. In this context, Stimson et al. (2005)

used the regional (competitive) share component from a shift–share analysis as the

proxy for endogenous elements. The presumption is that there is a strong mapping

between the regional (competitive) component and the elements that are concep-

tually identified as being central drivers in endogenous growth theory?

We do not challenge that presumption in this paper. Rather we seek to determine

whether there is a prima facie case for pursuing EGT further by computing (in an

accounting sense) the relative importance of the “unexplained” regional component.

We acknowledge the difficulty in disentangling the shift components (industry

and regional). Houston (1967: 579) said that “supply changes, demand shifts,

technological changes, locational shifts, any or all of these, may be behind either

component”. However, strong regional shifts provide indication that “local” factors

are worth exploring further.

However, we emphasise that a major limitation of the shift–share framework is

that it is unable to explain why the changes that are computed occur. Their correct

interpretation requires a clear theoretical framework. While this paper is focused on

measurement issues and is therefore largely descriptive the work by Holden et al.

(1989) is a useful guide to the theoretical underpinning of the work which we

develop in subsequent papers.

This issue is particularly relevant to the “two speed” economy of Australia

where a major driving factor in the business cycle is the commodity price move-

ments on international markets (Mitchell and Bill 2006). It doesn’t make much

sense to suggest that the mining regions of Western Australia or Queensland have

enjoyed strong economic growth as a result of large competitive shifts.

The paper is organised as follows. Section 2 details the impact of terms of trade

trends on the Australian economic in recent years. Section 3 outlines the data used

and the definitions of the growth rates. Section 4 provides an overview of the

disparate patterns of regional employment growth in Australia in recent years,

while Sect. 5 decomposes these patterns by industry. Section 6 conducts the

dynamic shift–share analysis which is then decomposed into full-time and part-

time components in Sect. 7. Concluding remarks follow.
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2 Terms of Trade Trends

To understand the pattern of regional employment growth in Australia one has to

appreciate that economic activity has been dominated in recent years by primary

commodity prices and the impact these have had on exchange rates and export

incomes. Australia’s terms of trade, which during the period studied were at their

highest level in 30 years, clearly delivered uneven benefits to Australian regions –

leading to commentators calling Australia the “two-speed” economy (Mitchell and

Bill 2006).

Figure 2 shows that while rural commodities have faced fairly flat world prices,

non-rural commodity prices, especially Base Metals have escalated substantially.

The accompanying industrial (and regional) shifts in demand for labour, and the

impact of the boom on the price of intermediate goods, has exacerbated trends in

other sectors of the economy. The booming terms of trade has led to significant

exchange rate appreciation with a classic Dutch Disease situation emerging (see

Corden 1984 for more explanation of this concept) Employment in mining has

grown by a staggering 65% since 2002 (up to mid-2008). The strongest growth

(2002–2008) has been in Queensland (97%) and Western Australia (59%).1

Conversely, Manufacturing is generally declining with regionally concentrated

costs (e.g., in NSW, Victoria and South Australia). The manufacturing heartlands
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Fig. 2 Commodity prices in Australia, $A, 2001–2002 ¼ 100, 2000–2008

Source: Reserve Bank of Australia, Index of commodity prices ($A)

1Australian Bureau of Statistics, Labour Force Survey, Employed Persons by Region, Sex,

Industry division data cube.
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of NSW, Victoria and South Australia have experienced negative growth in

manufacturing employment between 2002 and 2008. However, in the mining

concentrated regions, manufacturing is resisting the absolute decline in employ-

ment, but still losing employment share (see Sect. 5).

3 Data Issues

The typical unit of analysis for Australian regional studies, particularly in cross-

national studies, has been the State/Territory (see Dixon and Shepherd 2001;

Mitchell and Carlson 2005). While more detailed regional labour force data is

available for 64 Major Statistical Regions collected through the Australian Labour

Force Survey, the industry data is unreliable due to high sampling errors. To focus

attention on industry employment movements the lowest reliable disaggregation

available is at capital city (metropolitan)/rest of state level. Accordingly, we define

the regions by capital city (metropolitan) (denoted _C) and rest of State (denoted _R)

with the ACT and NT treated as complete regions. The quarterly data are available

from 1978 for standard labour force categories and from 1985 for detailed employ-

ment data for the 17 ANZSIC industries (see Appendix for description of ANZSIC

classification). The latter data are available for full-time, part-time and total

employment by industry by region.

For the dynamic shift–share analysis in Sects. 6 and 7, annual industry employ-

ment data by region was used. Thus annual national employment growth is defined

as:

gn ¼ Et � Et�1ð Þ=Et�1 (1)

The annual growth in employment in industry i at national level is defined as:

gin ¼ Eit � Eit�1ð Þ=Eit�1 (2)

Finally, annual employment growth rate for industry i in region r is defined as:

gir ¼ Eirt � Eirt�1ð Þ=Eirt�1 (3)

4 The Pattern of Regional Employment Growth 1987–2008

The employment levels for the regions indexed to 100 at November 1987 are shown

in Fig. 3. The two-speed nature of the Australian economy that has emerged over

the long growth cycle since the 1991 recession is clear (a) high growth regions

(Queensland, Western Australia, and the Northern Territory); and (b) moderate to

low growth regions (NSW and Victoria, South Australia and Tasmania).
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The regional areas of Queensland and Western Australia have clearly benefited

from the mining boom associated with the terms of trade developments shown in

Fig. 1. The wealth generated from the boom has also aided their capital cities

(Brisbane and Perth) where many of the administrative structures supporting the

mining industry are located.

In general, the high growth group suffered relatively smaller contractions in size

and duration during the severe 1991 than the below-average growth regions.

Tasmania and South Australia seem to have particularly suffered during these

cyclical episodes.

Figure 4 divides the growth period following the 1991 recession into two 8-year

sub-periods. Employment growth for all regions has increased in the second half of

this boom period with the exception of the Sydney region and the two territories.

The two speed economy assessment is not negated by the improving overall

situation.

Appendix Table 6 presents more detailed summary employment growth data for

the regions from the fourth quarter 1987 to the first quarter 2008. The data confirms

the regionally disparate nature of employment in Australia. The high growth

regions in Queensland, Western Australia and Northern Territory exhibit strong

annual rates of growth with relatively smaller variance whereas the other regions

are slower growing and have relatively higher variability over the sample period.

The regional areas of South Australia and Tasmania exhibit particularly low

employment growth rates.

If we split the growth period since 1991 into two samples (1992–2000 and

2000–2008) we note that variances are falling as growth rates improve among the

poorest performers. It is not possible to conclude that convergence is occurring
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because the most populated region (Sydney or NSW_C) has experienced deterior-

ating conditions in the latter period.

5 The Composition and Structure of Industry Employment

by Region

The composition of industry employment and the pattern of change provide a clue

to why regional employment growth in Australia is so disparate. However, given

the number of regions in the analysis, it is difficult to depict the changing industry

employment shares by region and nation over a long time-period in the space

available. The highlights of such an analysis for the period 1985 and 2008 are:

l Agriculture has fallen sharply over the period but is still an important source of

employment in regional NSW, Victoria, South Australia, Western Australia and

Tasmania.
l Mining is not a large employer overall but is heavily concentrated in regional

Queensland, Western Australia and Northern Territory. The combination of this

concentration and the shift in commodity prices shown in Fig. 1 goes a long way

to explaining why these regions have enjoyed strong employment growth.
l Manufacturing shares have fallen sharply over the period particularly in Sydney

(NSW_C), Hobart (TAS_C) and Perth (WA_C). It remains an important

employer in the Victoria, regional NSW, South Australia and regional Tasmania.

Each of these labour markets has exhibited below-average employment growth.
l The growth in construction employment shares has been strong in the growth

economies, particularly regional Queensland andWestern Australia but has been

muted or negative in the below-average regions.
l The large increase in shares in the Property and Business Services industry is

striking and reflects the property boom that occurred in the last decade and

which is still on-going in the high growth city centres of Perth and Brisbane.

6 Dynamic Shift–Share Analysis of Regional Employment

6.1 Industry-Region Decomposition

In this section we use dynamic shift–share analysis (Arcelus 1984; Barff and Knight

1988) to assess the extent to which the disparate regional employment growth

patterns outlined in Sect. 3 reflect industry composition and regionally specific

(locational) factors.

Where Et
ir is employment in industry i in region r at time t (taken as the start of

the period under scrutiny). The growth rates, gn, gin and gir are defined earlier. For
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each region, the individual industry components are summed to give NSr, IMr

and RSr.
As noted in the Introduction we decompose annual regional employment growth

into three components (a) a national share (growth) effect, NS; (b) an industry mix

(proportional) effect, IM; and a (c) regional share (differential or competitive

effect), RS.
Total employment change for any region r and industry i is the sum of the three

effects:

DEir ¼ NSir þ IMir þ RSir (4)

The total shift (TS) measures the net variation in total employment that is not

predicted by the national share and equals the actual change in employment minus

the national share (or IM + RS).
There are 14 regions in the study (as defined above, six metropolitan areas, six

rest of state areas, and two Territories) and 17 ANZSIC industries. The components

for each industry i in region r are defined as:

NSir ¼ Et
irgn

IMir ¼ Et
ir gin � gnð Þ

RSir ¼ Et
ir gir � ginð Þ

(5)

The results of the dynamic shift–share analysis are presented in Table 1 for three

different periods: full sample – 1985–2008, 1992–2000, and 2000–2008. The

shift–share components shown were derived as sums of the year-by-year compo-

nents over the relevant time period.

A summary of the results is as follows:

1. The striking result is that non-metropolitan areas all suffered negative industry

mix effects (for the overall sample and each of the sub-periods shown) which is

in contradistinction to the good fortunes enjoyed by metropolitan areas. This

means that over the period analysis the most dominant industries in these regions

in terms of employment contribution have been declining relative to the national

average. The large cities are thus gaining employment relative to regional areas

as a consequence of their more favourable industry structure. We will examine

more detailed industry breakdowns in Sect. 6.2 to identify the likely sources of

these problems.

2. The employment growth in some non-metropolitan regions (QLD_R, WA_R)

has been strongly supported by local or regionally specific factors that have

more than offset the negative industry mix components identified previously.

The strong employment growth in QLD and WA (both metropolitan and rest of

state) has been driven by substantial regional share effects, which for the

metropolitan areas of these states, has reinforced the positive industry mix

components. While further research is required to identify what these local

factors might be, these results provide some comfort for EGT proponents.
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3. Conversely, the main city centres of Sydney, Melbourne, Adelaide and Hobart

all experienced negative regional shifts which have exacerbated their poor

industry mix performance.

Table 1 Shift–share components for Australian regional employment, various periods, 1000s (%

for last column)

NS IM RS Total change Total shift % Growth

1985–2008

NSW_C 890.1 22.7 �187.6 725.2 �164.9 48.7

NSW_R 459.7 �44.2 �15.0 400.4 �59.3 51.0

VIC_C 756.2 12.5 �114.1 654.5 �101.7 50.6

VIC_R 271.2 �41.1 �2.1 228.0 �43.2 48.8

QLD_C 345.5 25.2 176.0 546.7 201.2 116.5

QLD_R 389.2 �11.4 215.5 593.3 204.1 109.5

SA_C 234.7 14.7 �98.4 151.0 �83.7 35.7

SA_R 61.9 �36.4 �4.9 20.6 �41.3 30.3

WA_C 296.4 42.8 69.3 408.5 112.1 94.6

WA_R 110.1 �16.4 25.5 119.3 9.2 69.5

TAS_C 41.0 4.1 �16.0 29.1 �12.0 40.6

TAS_R 54.4 �8.3 �20.6 25.5 �28.9 25.0

NT 40.7 5.9 �0.3 46.3 5.6 79.1

ACT 75.3 14.9 �16.4 73.8 �1.5 63.9

1992–2000

NSW_C 282.9 3.4 2.7 289.1 6.1 17.3

NSW_R 145.4 �13.2 �22.5 109.7 �35.8 12.2

VIC_C 236.3 10.3 �34.9 211.8 �24.6 15.0

VIC_R 83.5 �10.1 �34.7 38.7 �44.8 7.4

QLD_C 111.1 6.2 62.8 180.2 69.1 29.2

QLD_R 124.2 �1.2 67.2 190.2 66.0 26.7

SA_C 74.3 5.1 �49.3 30.1 �44.2 6.6

SA_R 19.4 �10.4 �8.5 0.5 �18.9 4.1

WA_C 94.7 10.0 35.8 140.5 45.8 26.4

WA_R 35.3 �6.9 11.6 40.1 4.8 19.9

TAS_C 13.7 0.7 �10.3 4.0 �9.7 5.2

TAS_R 16.6 �1.8 �14.3 0.5 �16.1 0.4

NT 13.1 �0.7 1.2 13.6 0.5 17.3

ACT 24.4 2.3 0.6 27.3 2.9 18.9

2000–2008

NSW_C 413.5 8.9 �134.4 288.0 �125.5 14.5

NSW_R 212.8 �16.0 4.2 201.0 �11.8 19.7

VIC_C 350.4 6.1 �19.3 337.3 �13.1 20.4

VIC_R 123.1 �20.0 41.7 144.8 21.7 25.1

QLD_C 173.5 10.5 68.2 252.2 78.7 32.4

QLD_R 195.9 �7.5 75.2 263.6 67.7 29.7

SA_C 104.7 4.5 �24.9 84.3 �20.4 16.9

SA_R 26.0 �13.2 9.2 22.1 �4.0 16.1

WA_C 144.6 19.4 19.6 183.6 39.0 27.4

WA_R 52.0 �4.1 5.0 52.9 0.9 21.7

TAS_C 17.8 2.2 �1.5 18.5 0.6 22.2

TAS_R 24.0 �4.5 �6.2 13.3 �10.7 11.3

NT 19.4 4.8 �14.9 9.3 �10.1 10.4

ACT 35.1 8.5 �16.8 26.9 �8.3 15.7
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4. The sub-period analysis shows however that in the recent growth phase

(2000–2008) the regional areas of NSW, Victoria, and South Australia have

enjoyed positive regional shares which has dampened the deteriorating indus-

try mix.

5. Consistent with Fig. 3, only QLD, WA and the Northern Territory have experi-

enced stronger employment growth than would be predicted if the regions had

grown proportional to the national average. All other regions “underperformed”

(total shift negative) with the sum of their industry mix and regional share effects

being negative. However, there is considerable heterogeneity among these

regions in terms of the balance between these effects.

6.2 Detailed Industry Shift–Share Analysis

The breakdown of the dynamic shift–share results into individual industries for

each region provide a better understanding of which sectors have been responsible

for the variations shown. While there is too much detail to present here (full tables

are available on request from the author) some salient points include:

l National employment grew by 19% between 2000 and 2008. Three industries

declined absolutely, Agriculture, Manufacturing and the Communication. The

below-average growth industries included Wholesale Trade (5.1% growth) and

Accommodation, Cafes, and Restaurants (11.8% growth). The latter had been

one of the strongest growing industries of the 1990s as the services boom pushed

the economy forward. The above-average growth industries were dominated by

Mining (a staggering 74% growth), followed by Construction (44%), the Uti-

lities (41%), Government and Defence (37%), Health and Community Services

(33%), Property and Business Services (24.4%), Cultural and Recreational

Services (24%), Education (22%), Transport and Storage (16%), Finance and

Insurance (19%), Personal and Other Services (19%), and Retail Trade (19%).
l Mining employment has increased in all regions except ACT (where it has no

presence) and TAS_R. The largest total changes are in WA_C (20.5 thousand),

QLD_R (13.5 thousand), NSW_C (5.25 thousand) and WA_R (5.1 thousand).

This reflects a combination of head office growth (in the cities) and an expansion

of extractive employment (in the regions). Table 3 shows the shift share com-

ponents and other summary measures for the important mining regions in

Australia (either administrative or extraction sites). The interesting result is

that despite favourable industry mix components in all regions, the total shift

was negative in NSW_R, WA_R, TAS_R and the NT due to adverse regional

shift components. This would appear to be a difficult result for those wanting to

use the regional share component as a measure of endogenous growth. These

three regions account for 28% of the total mining employment in Australia.
l The absolute national decline in manufacturing employment between 2000 and

2008 was resisted by NSW_R, VIC_R, QLD_C, QLD_R, SA_R, WA_C and

WA_R, TAS_C, TAS_R, NT and ACT due to advantageous regional effects
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offsetting the negative industry mix effects. So local or regionally specific

factors (which are unidentified by the study) are supporting employment growth

even though the specific industry composition in these regions is working

against that. It is likely that some of the mining growth has spilled over into

manufacturing in these regions (some of which specialise in metals industries).

Conversely, the manufacturing strongholds of NSW_C, VIC_C and SA_C faced

significant deterioration in their manufacturing with negative industry and

regional shift components.
l While Accommodation, Cafes and Restaurants was the dominant service indus-

try in the 1990s, in the 2000–2008 period its growth has been modest. Among the

strong employment growth service industries, Property and Business Services

(PBS) and Health and Community Services (HCS) have stood out. With the

exception of WA_R and NT, the regional shares for PBS have been strong. The

below-average growth regions have experienced negative regional shares in

PBS. The pattern of regional shares for HCS is less clear and is not supportive

of the view that the high growth regions enjoy favourable regional shares in the

high growth industries.
l It remains true that the high growth regions generally had strong positive

regional effects in above-average growth industries which reinforced the posi-

tive industry mixes.

The regional (competitive) shift component tells us whether a region is expand-

ing or contracting its share of total industry employment. A positive component for a

region’s industry indicates that local employment in that industry is growing faster

than the industry as a whole and hence the region is gaining industry share. The

opposite holds for a negative regional component. Table 2 reports the regional shift

components (RS) and the total employment change (D) for each region between

1985 and 2008 in thousands. The D row provides scale upon which the RS can be

judged. Over the period covered, all industries bar Agriculture, Manufacturing,

Electricity, Gas and Water and Wholesale Trade experienced positive growth.

It is apparent that regional shifts have been positive in most industries for the

leading growth regions – QLD_C, QLD_R and WA_C. The same holds, albeit to a

lesser extent forWA_R, The other top growth region, NT does not have the same. The

scale of the regional shifts is fairly constant across these regions and their industries.

7 Full-Time and Part-Time Employment

7.1 Trends in Full-Time and Part-Time Employment
in Australia

In addition to the vast sectoral changes noted in Sect. 5, there have also been

substantial shifts in the employment mix between full-time and part-time across the

regions since 1985 (see Tables 3 and 4). In 1985, 81.9% of total employment in
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Australia was full-time (5,489,000). By 2008 (average January to May), this share

had fallen to 72.3% (7,677,000). Of the 3,923,000 jobs created since 1985 in

Australia 44% (1,734,000) have been part-time.

Two questions are relevant for this paper (a) Is the spatial superiority of the cities

in employment generation overstated once we allow for part-time employment

trend? and (b) Where the regional shares are strongly positive, what percentage

of the net job creation is part-time? If the regional employment growth is being

driven by a proliferation of precarious low-pay part-time jobs then we have to

question the meaning of the regional shares.

In the period between 1985 and 2008, net part-time job creation constituted 44%

of the total employment change, reflecting the increasing fractionalisation of

employment in Australia. This trend was not consistent across regions.

Table 4 indicates that overall the full-time share in total employment has fallen

by 9.6% points since 1985. No region has resisted that trend. However, with the

exceptions of Sydney (NSW_C) and regional South Australia (SA_R), the loss of

full-time share has been lowest in the above-average employment growth regions

(Queensland, Western Australia). The ACT is an outlier largely due to the concen-

tration of public service jobs which tend to be full-time.

Table 4 Trends in employment generation, 1985 and 2008

Full-time as % total employment 1985–2008

1985 2008 Total D Full-time D Part-time D D PT

% % 000s 000s 000s % of total

NSW_C 83.8 75.0 702.8 394.6 308.3 43.9

NSW_R 81.7 68.3 405.6 173.1 232.5 57.3

VIC_C 82.7 72.1 644.8 327.5 317.3 49.2

VIC_R 80.2 69.0 212.7 92.6 120.1 56.5

QLD_C 81.2 73.4 523.3 345.7 177.6 33.9

QLD_R 81.4 72.0 577.1 363.2 213.9 37.1

SA_C 79.4 69.1 147.3 57.6 89.7 60.9

SA_R 79.6 70.6 47.6 19.6 27.9 58.7

WA_C 79.4 72.5 394.9 255.6 139.3 35.3

WA_R 80.7 73.7 110.8 68.9 41.9 37.8

TAS_C 82.4 71.1 26.6 10.5 16.1 60.6

TAS_R 81.8 72.2 21.3 5.2 16.1 75.6

NTE 88.3 80.8 38.7 26.3 12.4 32.0

ACT 80.7 76.5 69.4 48.0 21.4 30.8

AUST 81.9 72.3 3,922.7 2,188.2 1,734.5 44.2

The operator D refers to the absolute change

Source: ABS Labour Force Survey

Table 3 Full-time and part-

time employment in

Australia, 1985 and 2008

1985 2008

000s % of total 000s % of total

Full-time 5,488.8 81.9 7,677.0 72.3

Part-time 1,214.2 18.1 2,948.7 27.7

Source: ABS Labour Force Survey, Australia. 2008 is the aver-

age to May
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7.2 Modified Shift–Share Analysis to Account for Full-Time
and Part-Time Trends

To consider whether the regional shares are weighted towards full-time or part-time

work across the regional space, we modify the shift–share model outlined in Sect. 6

to account for separate movements in full-time and part-time employment. The

modified shift–share identity now explains total employment change for any region

r and industry i and employment category s (where s is either full-time or part-time)

as the sum of four effects:

DEirs ¼ NSirs þ IMirs þ RSirs þ ECirs (6)

The previously defined components NS, IM and RS have the same meaning as

before except now they can be computed for the two employment categories. The

employment category shift, ECirs indicates the shift in employment category s in
industry i in region r due to faster or slower employment growth in that category

relative to average employment growth in that industry and region.

The components for each industry i in region r and category s are now defined as:

NSirs ¼ Et
irsgn

IMirs ¼ Et
irs gin � gnð Þ

RSirs ¼ Et
irs gir � ginð Þ

ECirs ¼ Et
irs girs � girð Þ

(7)

where Et
irs is employment in industry i in region r in category s at time t (the start

of the period). The growth rates, gn, gin and gir are defined earlier. The category

s employment growth in industry i and region r is defined as girs ¼ Eirst�ð
Eirst�1Þ=Eirst�1. For example, if an industry in a region is experiencing faster growth

in full-time employment relative to total industry employment in that region, the

ECirs component will be positive and measures the shift away from part-time

employment. Obviously ECirf + ECirp ¼ 0 (where f is full-time and p is part-

time). However, this decomposition allows us to examine the impact of the shifting

full-time/part-time ratio within a region on the other components NS, IM and RS.
For an industry as a whole in any region the total change in employment is the sum

of the change in the two s categories ( f and p). For the region as a whole, these

individual industry components are then summed to give NSr, IMr and RSr.
The results of the dynamic shift–share applied to the four-shift model are

presented for the period 1985–2008 (with dynamic sums being shown) in Table 5.

We are now able to appreciate the impact of the shifting full-time/part-time ratio in

a spatial sense. The various totals correspond to the total shares displayed in Table 3.

The national shares are simply the employment change in full-time and part-time if

they had both grown at the annual national employment growth rate without any

changes in the industry mix or regionally specific factors.
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The negative industry mix effects noted earlier are now more transparent.

Overall, the nation has seen a loss of employment due to industry shifts with the

loss of full-time employment being marginally above the gains in part-time

employment. All regions lost full-time opportunities as a consequence of industry

shifts. However, this decline was more than offset by gains in part-time work

arising from industry shifts in all the urban areas (NSW_C, VIC_C, QLD_C,

SA_C, WA_C, TAS_C, ACT and NT). In stark contrast, the substantial loss of

full-time work in regional areas (NSW_R, VIC_R, QLD_R, SA_R, WA_R,

TAS_R) was not offset by positive part-time industry mix effects. This suggests

that the job generating potential of the growth industries in cities is superior to

regional areas although the gains are in part-time work at the expense of full-time

employment.

In terms of the breakdown of regional share effects, the growth in QLD and

WA (both urban and regional) employment arising from local factors is heavily

weighted towards full-time employment. This stands in contrast to the other

Australian regions which suffered negative regional effects overall and in

their full-time job generation. In some cases, the regional effects of part-time

employment were positive and attenuated the regional shift losses (NSW_R and

VIC_R).

In total, the shifting full-time/part-time landscape has seen 765,000 less full-time

jobs than would have been the case if the full-time ratio had have remained at its

1985 level. This is in the context of a change in total employment of four million

over the 1985–2008 period. These are substantial shifts and the loss of full-time

work has hurt regional areas more than metropolitan centres.

8 Conclusion

In this paper, dynamic shift–share analysis has been used to explore the disparate

patterns of regional employment growth in Australia. We were motivated by an aim

to generate more detailed breakdowns of the regional shift to inform the debate

surrounding EGT.

It is clear that changes in industry composition have favoured the metropolitan

labour markets. This result applies to high, moderate and low growth regions alike.

Overall, the nation has seen a loss of employment due to industry shifts with the loss

of full-time employment being marginally above the gains in part-time employ-

ment. However, without exception, the industry mix gains in metropolitan areas

have manifested in part-time employment. Further, the regional areas have all failed

to take advantage of the shifting industry mix because they have not been able to

offset substantial full-time employment losses with commensurate part-time employ-

ment growth. It appears that the job generating potential of the growth industries in

cities is superior to regional areas although the gains are in part-time work at the

expense of full-time employment. Given that the incidence of precarious work has
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increased over the period studied, the positive industry shifts are not unambigu-

ously favourable.

It is also clear that the ability to benefit from positive regional factors goes some

of the way to explaining the separation of high from low growth regions. The high

growth regions all have strong positive regional (local-specific) factors operating in

their favour. With the exception of WA_R and NT, these regions have regional

gains in both full-time and part-time employment. The growth in QLD and WA

(both urban and regional) employment arising from local factors is heavily

weighted towards full-time employment. In sharp contrast, the below-average

growth regions have negative regional shifts overall. Several experienced unfavour-

able regional shifts in both full-time and part-time job generation whereas, for

NSW_R and VIC_R, positive part-time regional effects attenuated the regional

shift losses. More research is needed to determine the sources of these local

advantages.

We repeat the difficulty that exists in disentangling the industry and regional

shift components especially in the face of the commodity price boom identified

in Sect. 2. In the latter part of the study period, economic growth was driven

by this boom which, in turn, was spatially concentrated. The high growth regions

identified with the strong regional shifts were the primary beneficiaries. In that

context, it would be hard for an EGT to argue that the beneficial economic

growth in recent years was the result of large competitive shifts. The spatial

specificity of primary commodity deposits is the primary reason for the favour-

able outcomes enjoyed by these regions. Clearly, no policy tool can influence

these advantages.

In terms of the issues raised in the introduction, the results support the previous

conclusions of Mitchell and Carlson (2005) who argued that neither traditional

Keynesian nor new regionalist strategies were likely to provide a sound basis for

sustained regional development. It is clear that national factors remain dominant in

determining a region’s labour market outcomes. However, changing industry struc-

ture and unspecified local factors also play a significant role in employment growth

across the regions.

The results generally suggest that any regional development policy aimed at

stimulating local factors (e.g., knowledge accumulation) should be buttressed with

strong aggregate demand policies to ensure there is no spending gap at the aggre-

gate level. This will generally require positive national government deficits in the

face of a desire to net save by the private sector (Mitchell and Muysken 2008).

However, indiscriminate Keynesian expansion without regard to its spatial distri-

bution is unlikely to reverse the trends identified in this paper. To ensure that this

spending is spatially distributed to regions that have declining industry and negative

regional factors operating targetted regional development policies incorporating

infrastructure and industry development are required.

The results of the paper thus demonstrate that a mix of Keynesian aggregate

demand policies and region-specific policies (favoured by EGT) should comprise

the regional development strategy aimed at sustaining strong employment growth

without significant disparities across space.
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Appendix

Table 6 Summary average annual rates of employment growth and dispersion, various periods

Region 1987:4 to 2008:1 1992:1 to 2000:1 2000:1 to 2008:1

Average

annual

growth

(% p.a.)

Standard

deviation

CoV

(%)

Average

annual

growth

(% p.a.)

Standard

deviation

CoV (%) Average

annual

growth

(% p.a.)

Standard

deviation

CoV

(%)

QLD_C 3.1 2.0 63.5 3.00 1.79 59.7 3.32 1.70 51.1

QLD_R 3.1 2.2 72.0 2.68 1.78 66.5 3.22 1.52 47.0

WA_C 2.5 2.0 80.4 2.70 2.07 76.5 2.81 1.36 48.5

NT 2.5 5.4 218.2 2.40 5.05 210.9 1.53 4.00 261.6

WA_R 2.0 2.6 130.5 2.06 2.17 105.0 2.26 2.78 122.9

Australia

average

1.9 1.6 85.2 1.68 1.42 84.4 2.24 0.70 31.4

ACT 1.6 2.1 132.6 1.60 2.75 171.4 1.78 1.84 103.1

VIC_C 1.6 2.3 143.3 1.47 1.98 134.5 2.07 1.07 51.6

NSW_R 1.6 2.3 142.1 1.16 2.91 250.4 2.11 1.70 80.4

NSW_C 1.5 1.7 112.5 1.71 1.79 104.6 1.51 0.89 59.2

VIC_R 1.4 3.0 223.9 0.41 2.87 707.4 2.70 1.75 64.8

TAS_C 1.3 3.2 236.7 0.28 2.93 1,041.6 2.17 2.43 112.2

SA_C 1.2 1.9 157.6 0.64 1.50 233.6 1.68 1.29 76.7

SA_R 0.9 3.1 345.5 0.85 3.97 466.3 1.68 1.52 90.9

TAS_R 0.6 2.9 475.3 �0.03 2.92 n/a 1.43 2.53 176.9

Source: ABS Labour Force data. Regions ranked by growth rate over full sample (1987:4 to

2008:1). CoV is the coefficient of variation in percent

Table 7 The Australian and New Zealand standard industrial classification

at one-digit level

Industry Mnemonic used in paper

Agriculture, forestry and fishing AGR

Mining MIN

Manufacturing MAN

Electricity, gas and water supply EGW

Construction CON

Wholesale trade WHO

Retail trade RET

Accommodation, cafes and restaurants ACR

Transport and storage TAS

Communication services COM

Finance and insurance FAI

Property and business services PBS

Government administration and defence GAD

Education EDU

Health and community services HCS

Cultural and recreational services CRS

Personal and other services POS

Table 8 Regional mnemonics

Mnemonic State/Territory/Region

NSW New South Wales

NSW_C Sydney main statistical region

NSW_R NSW balance of state

VIC Victoria

VIC_C Melbourne main statistical region

(continued)
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Table 8 (continued)

Mnemonic State/Territory/Region

VIC_R VIC balance of state

QLD Queensland

QLD_C Brisbane main statistical region

QLD_R QLD balance of state

SA South Australia

SA_C Adelaide main statistical region

SA_R SA balance of state

WA Western Australia

WA_C Perth main statistical region

WA_R WA balance of state

TAS Tasmania

TAS_C Hobart main statistical region

TAS_R TAS balance of state

NT Northern Territory

ACT Australian Capital Territory
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Regional Branching and Regional Innovation

Policy

Ron Boschma

1 Introduction

Regional diversification is high on the scientific and political agenda. As many

regions are currently facing economic decline due to the economic crisis, there is

increasing awareness that there is a need to develop new economic activities, in order

to compensate for losses in other parts of their regional economies. Economic

geographers have raised the question how to develop new growth paths in regions

over and over again, but this question has largely remained unanswered until recently

(Scott 1988; Storper and Walker 1989; Martin and Sunley 2006; Simmie and

Carpenter 2007). For instance, there is still little understanding of how old industrial

regions may overcome structural problems, such as congestion, overspecialization, a

bad image, and inflexible institutions, which, according to many, make them unlikely

places for new industries to emerge. However, some do quite well, while others do

not, but there is still little known what are the reasons behind that (Hassink 2005).

More recently, researchers have taken up this crucial question (Feldman et al.

2005; Cooke 2010; Fornahl et al. 2010). This paper focuses attention on two closely

related concepts that might impact on regional diversification, that is, technological

relatedness and related variety. More in particular, we explore the extent to which

the entry and growth of a new industry depends on (a variety of) industries to which

it is technologically related. Due to a lack of space, we leave out other dimensions

that might be considered crucial in the process of regional diversification, such as

institutional reforms, among others (Hassink 2010). Section 2 briefly presents some

of the latest empirical insights concerning the importance of technological related-

ness and related variety for regional development and regional branching (Boschma

and Frenken 2011). Section 3 takes up some implications for regional innovation

policy, and explains how technological relatedness may provide an input for

effective policy making. Among other things, we claim that public policy should

R. Boschma
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avoid picking winners that do not fit into the regional industrial space (see also

others, like Todtling and Trippl 2005), and should prevent supporting declining

industries that take a quite peripheral position in industry space in the respective

region. In Sect. 4, we sketch some policy options that use the concepts of techno-

logical relatedness and related variety as basic inputs to move regional economies

into new directions. More in particular, we direct attention to various mechanisms

through which new industries may be stimulated to connect to technologically

related industries at the regional level. Section 5 draws some conclusions.

2 Technological Relatedness, Related Variety and Regional

Development

Knowledge has a number of interesting features. Knowledge is not reduced when it

is used, but accumulates through learning-by-doing (Arrow 1962). This cumulative

nature of knowledge is embodied in individuals and organizations. Knowledge is

also often tacit, that is, difficult to articulate and codify. For these reasons, knowl-

edge is actor-specific and far from easy to imitate. Therefore, variety in an economy

is the rule, and knowledge accumulation is its prime mover (Saviotti 1996).

Knowledge is also a non-rival good: its use by one firm does not preclude its use

by others. This implies that other firms may also benefit from the accumulation of

knowledge.

However, space seems to be a constraining factor: knowledge spillover effects

are often geographically localized. For instance, these effects tend to become

weaker the higher the distance from the source of knowledge (Audretsch and

Feldman 1996). This suggests that geographical proximity is a prerequisite for

knowledge diffusion. There is, however, a need to rethink and reconsider this

position. Boschma (2005) has argued that geographical proximity is neither a

necessary nor a sufficient condition for interactive learning. There is increasing

awareness that other barriers of knowledge diffusion need to be overcome first, such

as cognitive and social distance (see e.g., Torre and Rallet 2005; Balland 2009).

Some, if not all of these forms of proximity between actors need to be secured in

order to make them connected, and to enable knowledge transfers (Lagendijk and

Oinas 2005). Cognitive proximity has attracted most attention in this respect.

Besides absorptive capacity (Cohen and Levinthal 1990), knowledge transfer

requires cognitive proximity, that is, actors need to share similar knowledge and

expertise to enable effective communication (Nooteboom 2000).

Having said that, there is increasing awareness that too much cognitive proxim-

ity between actors may also harm real learning. When two actors know exactly the

same, they cannot mean much to each other in terms of learning, because they have

not much to add to what the other already knows (Nooteboom 2000). And when

these two actors with almost identical knowledge would establish a knowledge

network link (which is most likely because they enjoy cognitive proximity), they
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run the risk of not being exposed anymore to external knowledge that is new to the

both of them. But even when they get access to that knowledge, they might lack the

capacity to understand and absorb it (Broekel and Boschma 2011).

Here comes in the relevance of cognitive or technological relatedness for

knowledge creation and learning. That is, two actors need to have some degree of

cognitive proximity to enable communication and mutual understanding, but not

too much cognitive proximity, to avoid cognitive lock-in (Nooteboom 2000). In

other words, when two actors are technologically related, they share different but

related competences that might facilitate and enhance effective knowledge transfer.

This shows strong resemblance with the concept of technology system developed in

the 1990s in particular, which emphasized technological interdependencies that

exist across industries (e.g. Carlsson and Stankiewicz 1991).

From a geographical perspective, it is relevant to investigate whether geographi-

cal proximity between two actors with related knowledge enhances interactive

learning. This is a topic that is relatively unexplored, but which opens a whole

new research agenda (Boschma and Frenken 2011). For example, one can expect

that the higher the number of actors with related knowledge in a region (i.e., related

variety), the more learning opportunities there are for local firms, and the more it

will contribute to regional growth. So it is not so much regional variety per se

(Jacobs’ externalities) that matters, as stressed by the spatial externalities literature,

because too much cognitive distance between sectors might be involved. Accord-

ingly, a high number of technologically related industries in a region should be more

beneficial than a diversified but unrelated set of industries, because related industries

combine cognitive distance with cognitive proximity, in which the positive effects

of variety across and relatedness among industries can be exploited. The notion of

related variety has been measured at the regional level on the basis of the degree of

variety in technologically related sectors, and shows a positive impact on regional

growth (Frenken et al. 2007). This effect of technological relatedness may also cross

regional boundaries. A study of Boschma and Iammarino (2009) suggests that a

region can benefit from extra-regional knowledge when it originates from sectors

that are related or close, but not quite similar to the sectors present in the region. In

those circumstances, cognitive proximity between the extra-regional knowledge

and the knowledge base of the region is not too small but also not too large.

The concept of relatedness is also useful to explain regional diversification.

Apart from the fact that relatedness among industries in a region drives the growth

of existing industries through agglomeration externalities, it may also drive the

entrance of new industries in a region. Many case studies have shown that new local

industries are often being deeply rooted in related activities in the region (Glaeser

2005; Klepper 2007). The post-war economic expansion of the Italian region of

Emilia Romagna is a prime example. Historically, this region has a diffuse knowl-

edge base in engineering. After the Second World War, many important new

sectors like packaging, ceramic tiles and robotics emerged out of this pervasive

and generic knowledge base, diversifying the industrial base of Emilia Romagna.

There is also more systematic evidence that shows that territories are more likely

to expand and diversify into industries that are closely related to their existing
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activities (Hausmann and Klinger 2007; Hidalgo et al. 2007; Neffke 2009). Focus-

ing on shifts in export portfolios over time, Hausmann and Klinger (2007) have

demonstrated that countries predominantly expand their export portfolio by moving

into products that are related to their current export mix. In addition, rich countries

that have a wide range of related export products have more opportunities to

diversify into new related export products, and thus more opportunities to sustain

economic growth, in comparison to poorer countries. This process by which new

variety (products or industries) arises from technologically related industries in

regions has been termed “regional branching” (Boschma and Frenken 2011).

Neffke et al. (2009) have looked at the probability of new industries entering

a region and the probability of existing industries disappearing from a region, and

how that is affected by the degree of technological relatedness with other indus-

tries in the region. They have followed the evolution of 174 manufacturing

industries in 70 Swedish regions during the period 1969–2002. What they found

is that a new industry is more likely to enter a region when it is technologically

related to other industries in that region. Another interesting finding was that an

existing industry had a higher probability to exit a region when that industry was

not or weakly technologically related to other industries in the region. Conse-

quently, the rise and fall of industries seem to be subject to a path-dependent

process at the regional level.

Which mechanisms are responsible for this process of regional branching is

largely unclear. There is some evidence from studies on the life cycle of industries

that entrepreneurship might be one of the driving forces. These studies tend to show

that old sectors give birth to new sectors, and that new firms in new industries have

a higher survival rate when the entrepreneur originates from related industries

(Klepper 2007). Boschma and Wenting (2007) have shown that in the early

development stage of the UK automobile industry, firms had a higher survival

rate when their entrepreneurs had previously worked in related industries, like

bicycle making, coach making, or mechanical engineering, and when their regions

featured a strong presence of these related industries. So, when diversifying into the

new automobile sector, these types of entrants could exploit related competences,

which improved their life chances, as compared to start-ups lacking those related

competences.

3 Possibilities to Intervene Publicly in the Process

of Regional Diversification

The previous studies show that a new industry tends to emerge and develop in

a region when that industry can connect locally to other industries to which it is

technologically related. As explained above, the Neffke et al. (2009) study exam-

ined the process of regional diversification in all Swedish regions together, in which

the data of every region were pooled. This has the advantage of providing system-

atic evidence on the process of regional diversification. However, one can also use
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the same idea and methodology to draw a picture of the industrial evolution of one

individual region. This is also quite useful when it comes to discussing possible

policy implications, to which topic we turn now.

In Fig. 1, we show the long-term evolution of the industrial structure of the

Linkoping region during the period 1969–2002. This has been taken from Neffke

et al. (2009). First of all, this figure represents the position of each of the 174 Swedish

industries based on the degree of technological relatedness with other industries in

the whole Swedish economy. Each node stands for one industry. Each link between

two nodes means that the two industries are technologically related above a certain

threshold. The degree of technological relatedness between industries has been

assessed by co-occurrence analysis of products that are produced in combination at

the plant level. It is not the purpose of this paper to go into details how this has been

measured (for details, see Neffke and Svensson Henning 2008; Neffke et al. 2009).

In this figure, only the 2,500 most important links are displayed. More closely related

industries are positioned in the more dense parts of this industry space.

With respect to the Linkoping region, the white dots represent industries that

have never been present in this region during the period 1969–2002, the blue dots

stand for industries that were constantly present in the region, while the green and

red dots denote industries that have entered and exited the region respectively

during that period. What can be observed first is that the majority of new industries

Fig. 1 Long-term evolution of the industrial structure of the 160 Linkoping region during the

period 1969–2002

Source: Neffke et al. (2009), p. 47
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that entered the region of Linkoping are positioned quite close to other existing

industries to which they are technologically related confirmed. In addition, indus-

tries that disappear from the region tend to take a more peripheral position with

respect to other industries in the region, which is in line with expectations.

What kinds of policy implications for the Linkoping region can be drawn from

this figure? Of course a full picture is lacking. For instance, we have no information

whatsoever on whether the industries that emerged in the Linkoping region got

whatever support from public policy. Therefore, we have to be cautious. Neverthe-

less, this picture shows that one should be careful to pick out new industries that are

considered most promising nation or world wide (like nanotech or biotech), but

which take a rather peripheral position in the industry space of the Linkoping

region. This means that these new industries will not connect easily to other

industries in the region, because there are no other regional industries to which

they are technologically related. Because public policy is about spending public

money, it may be wiser to follow a risk-averse policy strategy in this case. This

means that regional policy should better bet on those new industries that can more

easily connect to and be embedded in the existing industrial structure, because that

might increase the probability of policy success. This is in line with literature

stating that it is wrong to follow a “one-size-fits-all” policy, which is often found

practice in regional policy (Todtling and Trippl 2005; Raspe and Van Oort 2006;

Asheim et al. 2011). There is a need for tailor-made policy strategies to capitalise

on region-specific assets that are grounded in the variety of technologically related

industries in the region. Accordingly, the industrial history of regions provides

opportunities but also sets limits to effective regional growth policy (Lambooy and

Boschma 2001). This is not to deny that regional policy focused on creating new

growth paths remains a risky strategy. Nobody can predict the future winners, and it

may even be difficult, if not impossible, to predict what new technological combi-

nations of industries might occur in the near future.

Another policy implication to be drawn from Fig. 1 is that backing declining

industries in a region is not necessarily a bad thing. Given the perspective of this

chapter, this may be useful when it concerns industries that are technologically

related to other industries in the region. This is not to deny that there might be other

reasons like the size and high number of input–output linkages with other local

firms that might provide additional underpinnings of regional innovation policy, but

this is beyond the scope of this chapter. From a relatedness perspective, it might not

be wise to support declining industries that already take a peripheral position in the

industrial portfolio of the region because they have a high probability to exit the

region at some point of time. This stands in contrast to industries that have strong

technological ties with other industries in the region. When such industries are

confronted with a temporary demand fall, the loss of such industries would jeopar-

dize the existence and development of other regional industries to which it is

technologically related.

When targeting region-specific assets with the aim of broadening and renewing

the economic base of regions, policy should avoid selecting only a very limited

number of regions. In principal, every region can be made part of such a policy
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approach. Nor do specific sectors (low or high tech, creative or not) have to be

excluded from such a policy approach. The only selection criterion is to target

industries based on their degree of technological relatedness with other industries in

the region. However, the objective is not to make strong sectors even stronger, but

the objective is to enhance interaction and exchange between different but comple-

mentary activities, in order to support new variety in the region.

4 More Concrete Policy Actions for Regional Diversification

Recently, related variety has been taken up as a major input for regional innovation

policy (Asheim et al. 2006, 2010; Cooke 2010; Harmaakorpi et al. 2011). Some of

these authors have referred to platform policies, which aim to connect different

industries and explore the possibilities of recombinations to enhance regional

development. In the remaining part of this chapter, we will briefly direct our

attention to three knowledge transfer mechanisms through which industries may

be connected at the regional level. These three mechanisms are: spinoffs, labor

mobility and collaborative networks.

Spinoffs are considered to be key drivers of knowledge diffusion, entrepreneur-

ship and regional development (Helfat and Lieberman 2002). Spinoffs are new

ventures that are established by entrepreneurs that have acquired experience in the

same or a related industry. Spinoff companies often perform better than other types

of start-ups because they can build on relevant knowledge and experience acquired

in parent organizations in the same or related industries (Klepper 2007). Since

spinoffs tend to locate near their parents, they may be considered a local knowledge

transfer mechanism that may provide a basis for regional innovation policy. Spin-

offs have also played a crucial role in the emergence of some sectors. As a

consequence, spinoffs also may be seen as a mechanism through which regional

economies diversify into new sectors while building on knowledge acquired by

entrepreneurs in existing sectors (Boschma and Wenting 2007). A policy option is

to target potential entrepreneurs (instead of supporting any new start-up), by taking

into consideration whether the founder brings related knowledge into the new firm.

Regional innovation policy based on relatedness could also focus on encourag-

ing labor mobility. Labor mobility is a crucial mechanism through which related

skills and experience are transferred from one company to the other (Boschma et al.

2009). Since most labor mobility takes place at the regional level, policies promot-

ing labor mobility may enhance knowledge transfer and innovation at the regional

level. Since labor mobility may take away the incentive of firms to invest in their

personnel, public policy should invest heavily in education and life-long learning at

the same time. Aghion et al. (2006) argue that labor markets need to be more

flexible in order to smooth the process of creative destruction and lower the costs of

such adjustments. This needs to be complemented by a policy of life-long-learning

that increases the capability of individuals to confront changes and to move from

one job to the other.
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Another policy measure based on relatedness is to encourage the immigration of

skilled labor because it may bring new ideas and knowledge into the region. One

way to achieve this is through international exchange programmes for students.

Incoming students bring in new talents and skills from abroad, and combine these

with new skills that are acquired in high education institutes in the host country. If

the host country is capable of maintaining this group of high-skilled students after

graduation (policy can most certainly play a role here), they will contribute to the

economy as skilled employees or as founders of new firms. Outgoing students will

acquire new skills in research and education institutes abroad, and may return to

their home region after a while, where they will exploit their newly acquired skills

in an environment they are familiar with (Saxenian 2006). Policy could target those

outgoing groups and provide incentives to return to their home region.

Another policy option is to stimulate networks as effective settings through

which knowledge circulates and interactive learning takes place. Policy makers

may act as intermediairs or knowledge brokers, or establish policy platforms that

facilitate knowledge to spill over and diffuse from sectors to related ones. In doing

so, policy should avoid that vested interests of established firms take over and

dominate these networks, and deny access to small firms and newcomers. In a

similar vein, competition policy could aim at stimulating the establishment of

network alliances between firms in related industries as a way of diversifying

regional economies into new but complementary fields of activity.

This type of network policy should acknowledge that knowledge networks

frequently cross boundaries of regions. Regional innovation policy should stimulate

extra-regional networks, because it may brings new and related knowledge into the

region. Besides new infrastructure development and international exchange pro-

grams, a way to accomplish this is to encourage foreign investments. Universities

may also play a crucial role in exploiting inter-regional linkages, because they are

extremely well connected to international networks. After their graduation, students

will exploit and diffuse this knowledge in the regional economy. Academic spinoff

policy and other policy measures may be implemented to ensure that the knowledge

of universities will be further exploited economically at the regional level.

5 Conclusions

Related variety is crucial for regional development. Knowledge spills over more

intensively when regions are endowed with related industries that share a common

knowledge base. This makes regional economies to diversify into new directions

and start up new growth paths, which is crucial for their long-term development.

We have explored how related variety may serve as an underpinning for effective

regional innovation policy. Instead of copying best practices, policy should take the

history of the region as a basic starting point, and identify regional potentials and

bottlenecks accordingly. Policy actions focusing on spinoff activity, labor mobility

and networks may enhance the effect of related variety on regional development,
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because these mechanisms of knowledge transfer are basically taking place at the

regional level, and because they can make regions move into new growth paths

while building on their existing assets.
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Beyond the Creative Quick Fix Conceptualising

Creativity’s Role in a Regional Economy

Jane Andrew and John Spoehr

1 Introduction

Over the last decade creativity has joined innovation as one of the strategic hall-

marks of growth oriented regional economies. In an attempt to emulate the growth

trajectories of regions as diverse as Emilia Romagna and Silicon Valley, policy-

makers have sought to identify universal principles of regional economic success

and prosperity. Creativity has emerged as the focus of considerable interest

throughout the world (Leadbetter 2000; Florida 2003; Reich 2001; Landry 2000).

In the state of South Australia in Australia creativity has been elevated to one of six

key objectives in South Australia’s Strategic Plan released in 2004. This policy

stance has been influenced by a range of thinkers who have been engaged by a

number of State Government departments.

This chapter examines the conceptualisation of creativity in South Australia,

arguing that a tendency to confine policy debates on creativity to the arts and

cultural sectors obscures the wider challenge of thinking more holistically about

creativity. In this context we ask whether the approach adopted in regions like

South Australia is an adequate foundation for the development of creative capacity

on an economy wide basis or whether the dominant tendency is for a creative quick

fix. To answer this we identify and analyse recent developments in South Australia

in the context of popular policy debates on the role of creativity in regional

innovation systems. The chapter provides insights into the early experiences of

one region, recognising that there is likely to be a great deal of analytical and

practical value in building on this foundation through future research comparing

this experience with that of other regions. It is hoped that this preliminary work
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might stimulate this more ambitious project. We concur with Tepper (2002, p. 159)

that “. . . rather than spend time calculating the impact or size of the creative

economy, we should direct our analytical and policy energies toward better under-

standing how creative work and institutions are changing and what might be done to

foster a more robust, more creative and more diverse [economy] and cultural life”.

2 Conceptualising Creativity: Broad and Narrow

Creativity can be conceptualised in broad and narrow terms, informing the focus of

creativity policies and strategies. Situating particular policies is the starting point

for an examination of case studies like that in South Australia.

Mihály Csikszentmihalyi’s broad conception of creativity focuses on the crea-

tive process, the potential of its application and the filters and agents through which

its value is defined. Rather than seeking to understand the mechanics and sequence

or “the science” of the creative process, Csikszentmihalyi seeks to gain a more

nuanced understanding of the role creativity plays in our economic and social life

by examining not what creativity is but where it is. Csikszentmihalyi (1996)

observed that it is the interrelationship of what he conceptualises as a system

made up of the three main parts; the domain; the field; the person1 that stimulate

the creative process and the translation of ideas into economic goods.

Jason Potts argues that creativity and the creative industries contribute not just to

value-added products, services and jobs, but more importantly, to the evolutionary

process by which economic systems grow. He states:

Creativity is perhaps the generic name for the set of forces that supply new ideas as new

solutions to problems to connect new technologies with new human lifestyles. The creative

industries do not just facilitate the origination of novelty, but also work to facilitate the

adoption and adaptation of new technologies – through design and advertising, for example –

along with the embedding of new technologies and their ongoing maintenance. The creative

industries are involved in all stages of the innovation process. (Potts 2007, p. 8)

These broader conceptions of creativity were echoed at the 2005 Creative

Capital conference in Amsterdam which defined creative capital “as the combined

assets of society that enable and stimulate its people and organisations to be

innovative and creative” (van den Steenhoven et al. 2005, p. 11). Following this

view about the embedded character of creativity, Chris Bilton asserts that “individ-

ual creativity needs to be integrated with organisational resources, capacities and

systems if new ideas are ever to bear fruit” (Bilton 2007, p. xv).

1l Csikszentmihalyi describes the domain, the field and the creative person thus:
l The domain – consists of a set of symbolic rules and procedures, i.e. symbolic knowledge a or

culture shared by a group of people for example architects or a particular society
l The field – includes all the individuals who act as gate keepers to the domain

l The person – someone whose thoughts or actions transforms and existing domain (n with the

explicit support from the field responsible for it) or establishes a new domain
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In order to understand the role creativity plays in stimulating innovation and

regional growth more broadly across the economy, it is necessary to utilize a more

flexible means of identifying the actors, institutions and instruments that contribute

to a creative economy. This has not been the starting point for many as the

following examination of definitional models of the creative industries/creative

economy highlights. This suggests a tendency in creative economy policy debates

to reduce the debate about creativity to instrumentalist discussions about what

constitutes a creative product, industry or occupation.

3 Reconceptualising the Creative Economy’s Definitional

Framework

Policy debates surrounding creativity commonly draw from relatively narrow

conceptualizations of creativity, bounded by instrumental imperatives of develop-

ing and sustaining a creative economy or more specifically export oriented creative

industries. One of the key contributors to this debate has been cultural economist

David Throsby (2000) who argues that the creative industries might be best

understood as a set of concentric circles (see Fig. 1). He argues that individual

$

$

$

Individual artists whose
intention is to express ideas and 
convey meaning through the not for –
profit sector or those who produce 
‘art for art’s sake’. i.e. Not- for – profit 
and low income creative professional 
and groups in all media/disciplines
-’a hot house of creative R&D’

Creative micro businesses
i.e. craftspeople, designer/makers; 
illustrators; digital media;  
commercial artists; 
performers, writers, fashion 
designers, photographers

Creative SME’s and Companies
architects, designers, commercial film
and screen industries,
publishing,  advertising, etc.

Throsby’s radiating model (2000)

Fig. 1 Concentric spheres of the creative industries, consisting of communities of creative

practice - the creative workforce, the creative cluster and the creative community from which

regional economies can draw knowledge and methodologies to address issues and develop

sustainable regional economies
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artists whose intention is to express ideas and convey meaning through the not for –

profit sector or those who produce “art for art’s sake” lie at the core of the creative/

cultural economy. This sector is what Landry suggests is a hot house of creative

R&D.2 As the circles radiate outward the creative intention and resulting product or

service becomes increasingly commercially orientated.

New England’s Creative Economy Council offers a conceptualisation of a

creative economy that is built upon creative individuals that constitute a creative
workforce. The diversity and application of creative capacity within the creative

workforce is illustrated by the multiple communities of practice that work within

and across the creative economy’s spheres. In addition to the web of individuals and

businesses within the creative workforce, are businesses and individuals who act as

interacting agents working with the creative workforce and are critical in the

realisation, development and delivery of cultural goods. The Creative Economy

Council terms this creative cluster. The sustained interaction and acknowledgement

of the value of creative ideas, services and products mediated by the local market is

referred to by the Creative Economy Council as the creative community. The
conceptualisation of a creative community can be considered within any scale of

geographic region such as a precinct, a city, a state or a larger region. The following

three diagrams (Figs. 2–4) represent Throsby’s concentric circles model overlaid

with the New England Creative Economy Council; model.

Creative workforce
creative individuals working in

the arts and cultural sectors

New England’s The Creative Economy Initiative. (2000)

communities
of Creative

practice

Fig. 2 The Creative Cluster comprises enterprises and industries populated by the creative

workforce as well as sectors that contribute to creative and cultural production

2We propose that this hot house of R&D includes the art and design educators such as universities

and colleges of technical and further education (TAFE’S).
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Jason Potts broadens the conceptual landscape of creativity arguing that we

should view the “creative industries” as part of a “creative system”. He suggests

that the creative system is not just focused on the origination, innovation and initial

adoption of physical technology; but rather on “all novel ideas” (Potts 2007). Like
Csikszentmihalyi, Potts argues for the exploration of a Systems Theory approach to

understanding the creative economy and the potential for it to contribute more

significantly to the broader economy. To this end drawing from debates surround-

ing regional innovation systems is informative when attempting to reconceptualise

the creative industries, how they fit into and contribute to the mainstream economy.

Discourse informing regional innovation systems theory has a long history

stemming back to Schumpeter in 1911 with his work on innovation. Emerging

out of this tradition in the late 1990s Porter, Henton and Walesh were influential in

South Australia in the mid 1990s through their research on industry clusters and

networks. Porter (2002) proposed that the enduring competitive advantage in a

global economy is often heavily local, arising from a concentration of highly

specialised skills and knowledge, institutions, related businesses and customers in

a particular region. In South Australia, this led to the establishment of a number of

precincts populated by business within a specific industry sector or supply chain.

Although much attention and investment on the development of on clusters focuses

on particular industries and their supply chains, Lagendijk suggests that “regional

economic success is increasingly attributed to the performance of particular net-

works and institutional configurations, with an emphasis on idiosyncratic forms of

Creative Cluster
web of individuals and businesses
within the creative workforce, are
businesses and individuals who
act as interacting agents working
with the creative workforce and
are critical in the
realisation, development and
delivery of cultural goods.

Fig. 3 A Creative Community is defined as a geographic area with a concentration of creative

workers, creative businesses, cultural organisations and supporting agencies
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knowledge, interaction and strategic power”. To this end Lagendijik’s work has

informed this papers proposition that reconceptualising the creative economy as an

integral part of the broader economy’s innovation system can inform policy makers

of the creative industries potential to contribute to regional economic growth across

industry sectors and policy domains.

Like Lagendijik, Cooke and Memedovic (2006) argue that successful regional

economies knit together a mix of regional innovation policies and institutions with

knowledge flows, and the systems on which they rely. They observe successful

systems tend to display a number of common characteristics such as:

l Intensive co-operation among firms
l High quality workforces
l Flexible work structures
l Dense infrastructures of supporting institutions and organisations
l Innovative regional cultures
l Activist regional governments

It is common for innovative activity to be recognised within the realms of

science and engineering. Jason Potts suggests that this heavy focus on innovation

Creative Community
defined as a geographic area with
a concentration of creative
workers, creative
businesses, cultural organisations
and supporting agencies

Fig. 4 The Creative Community as a catalyst for policy innovation. A more integrative approach

to enabling the creative industries to contribute more broadly to regional economies would be to

consider how the creative sectors do or could in the future contribute to addressing issues within

policy domains such as health and wellbeing, the environment, industry and commerce, and

society and culture
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as a technical search and discovery process by universities and businesses “largely

ignores the more complex interactions between producers and consumers, as well

as subsequent phases beyond technology innovation, such as adoption and adapta-

tion of a novel product or service to human lifestyles, along with its retention and

normalisation by a population of carriers” (Potts 2007, p. 7).

This brief discussion of broad and narrow conceptions of creativity provides a

foundation for examining the evolution of creativity as a concept and policy

objective in South Australia. How might engagement with the concept be char-

acterised in South Australia? Has a particular conception of creativity prevailed and

what is the likely trajectory for creativity as an object of government policy given

our view about this? To begin to answer these questions we need to provide some

context to the emergence of creativity as a core objective of South Australia’s

Strategic Plan.

4 Creativity, Art and Culture: Changing Models of Production,

Definition and Government Support

Creativity has been commonly viewed in Australia through the lens of the arts and

cultural sectors. Inspired by the Keynesian model of support for the arts in Great

Britain, a view that culture is a national good, from which locally specific cultural

expression builds national, and regional identity has prevailed. Following the

British experience the establishment of the Australia Council for the Arts in the

1970s enshrined government support for the arts and cultural sectors, manifesting in

a wide range of Federal and state based arts funding programs that support orga-

nisations and individual artists to develop and exhibit new work in a wide range of

forms including Dance, Music, Theatre, and Literature, Visual arts, craft and

design.

More recently, traditional forms of cultural expression have been influenced by

the introduction of new technologies, which has led to increasingly fuzzy bound-

aries between what were once specialised artistic genres. With an increasing

emphasis in art colleges on conceptual development as opposed to developing

exceptional production skills, many emerging artists are choosing to side step the

purist gatekeepers in their chosen field or domain such as gallery curators, publish-

ers or music producers and are turning into cultural producers in their own right.

Using new technologies and the internet has enabled self publishing of texts and

“blogs”, producing and distributing music, and the production and distribution of

animations, films and images. In order to disseminate their ideas images and sounds

to a global audience, this group of cultural producers develop and utilise their large

social networks to support and promote their work rather than more traditional

market intermediaries. Mapping and measurement studies of regional creative

economies are consistently identifying these increasingly hybrid forms of artistic

and cultural production which include the use of new technologies in the production
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and distribution of their creative content as having the potential to become increas-

ingly economically significant.

As part of their strategies to promote a region to potential business investors,

local and state governments are increasingly emphasising the role of arts and

culture in promoting vibrant, creative and innovative communities as part of a

broader economic growth strategy. However, the utilisation and promotion of the

cultural assets of South Australia does not necessarily equate to significantly

increased investment in the individuals, agencies and programs that enable the

creation, development and presentation of our of our home grown arts and cultural

assets. Rather, government expenditures on the arts and cultural sectors are increas-

ingly absorbed by long standing cultural institutions in the maintenance of their

collections and buildings, whilst arts development and support organisations that

foster the development of creative capital and knowledge sharing find it increas-

ingly difficult to sustain their programs with increasing industry and funders

expectations despite their limited funding and capacity to generate earned income.

Within this uncertain environment of support for the arts sectors, there is tension

in debates surrounding how best to evaluate the contribution of creativity to the

economy and how broadly or narrowly conceived the concept of the creative

industries should be. As public expenditures on the not for profit arts and culture

sector struggle to find justification in the face of commercialisation pressures, there

has been a growing tendency to focus policy on those parts of the cultural sector that

are seen to have potential to generate commercial returns. These are commonly

areas of the arts and cultural sectors that intersect with science and technology and

have the greatest export potential. These are commonly described as the creative

industries. Defining what constitutes the creative industries and quantifying the

significance of these has been the focus of great deal of recent research.

There has been a considerable debate about what the “creative economy” or

“creative industries” are. Definitions range in scope and detail, from conceptually

based descriptors to lists of products and services or occupations as the following

table illustrates. Richard Caves’ definition of the creative industries is bounded by

the commonly held view that the cultural, artistic and entertainment sectors repre-

sent a creative core. David Throsby focuses on a conceptual description of cultural

capital and the areas of the economy in which he argues it resides. Others such as

the United Kingdom’s Department of Culture, Media and Sport (DCMS), Charles

Landry, and PMSEC3 offer an expanded list of creative industries and include those

that are on the cusp of arts, technology and entertainment.

3This report was prepared by an independent working group for the Prime Minister’s Science,

Engineering and Innovation Council (PMSEIC) and was presented at the 14th meeting of PMSEIC

on 2 December 2005. The report provides recommendations for leveraging the intellectual and

creative wealth of the nation.

(Prime Minister’s Science Engineering and Innovation Council Working Group and (PMSEIC)

(2005). Imagine Australia: The Role of Creativity in the Innovation Economy, PMSEIC).
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Richard Caves (2000)

Creative industries: contracts

between art and commerce

David Throsby (2000)

Economics and culture

Department of Culture Media

and Sport (DCMS, UK)

(2001) Creative industries

taskforce

Creative industries Cultural capital Creative industries

Supplying goods and services

that we broadly associate

cultural artistic, or simply

entertainment value.

Book and magazine

publishing

Visual arts (painting,

sculpture)

Performing arts (theatre,

opera, concerts, dance)

Sound recordings

Cinema and TV films

Fashion

Toys and games

Core creative arts

Location of the primary

artistic producers at the

centre producing text,

sound, image in both old

and new art forms

Wider cultural industries

Film, television,

publishing, video games,

etc

Advertising

Architecture

Music

Art and antiques markets

Performing arts

Computer and video games

Crafts

Publishing

Design

Software

Designer fashion

Film and video

Television and radio

More prescriptive definitions based on production outputs, are offered by the

Australian Department of Communication, Information Technology and the Arts

(DOCITA) who base their definitional parameters around ANZSIC classifications.

Richard Florida bases his theoretical argument on a human capital model and

describes the main resource of a creative economy as its stock of creative capital

which he refers to as the creative class (Florida 2003, pp. 8, 249).

Richard Florida

(2003) The rise of the

creative class

Creative industries:

contracts between art

and commerce

Charles Landry

(2003) Rethinking

Adelaide capturing

imagination

DOCITA (2007)

Creative class Creative industries Culture related industries

Computer and

mathematical

occupations

Architecture and

engineering

occupations

Life, physical and

social science

occupations

Arts, design,

entertainment,

sports, and media

occupations

Management

occupations

Business and

Financial

operations and

The creative

industries are

those industries

that are based on

individual

creativity, skill

and talent. They

are also those that

have the potential

to create wealth

and jobs through

developing

intellectual

property

Architecture

Music

Art and antiques

markets

Based on the Australian and New Zealand Standard

Industrial Classification (ANZSIC)

Printing

Newspaper printing and publishing

Book and other publishing

Architectural services

Advertising services

Commercial art and display services

Film and video production and distribution

Motion picture exhibition

Radio and TV services (including broadcasting)

Libraries and museums

Parks and gardens

Music and theatre production

Creative arts

Musical composition, the literary arts, and

visual arts

Such as painting, drawing, sculpture, pottery etc.

(continued)
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Richard Florida

(2003) The rise of the

creative class

Creative industries:

contracts between art

and commerce

Charles Landry

(2003) Rethinking

Adelaide capturing

imagination

DOCITA (2007)

occupations

Legal occupations

Healthcare

practitioners and

technical

occupations

High end sales and

sales management

Performing arts

Computer and

video games

Crafts

Publishing

Design software

Designer fashion

Film and video

Television and

radio

Services to the arts

Operating sound recording studios; operating

performing arts venues (e.g., entertainment

centres, concert halls, play houses and opera

houses)

Providing services to the arts. Such as casting

agency operations, costume design services, set

design services and theatre ticket agencies

Video hire outlets and photographic studios

5 Innovation and Creativity Must Be at the Centre

of Everything We Do: A South Australian Perspective

South Australian politicians and policymakers have been particularly influenced by

the work of Richard Florida and Charles Landry with both being invited on separate

occasions to advise the South Australian government on measures to foster creativ-

ity and innovation in South Australia.

Since the early 1990s Landry has focused his research and consultancy work on

the idea of the “Creative City”. He argues that cities possess, to varying degrees, a

collection of broadly defined cultural resources which he describes as:

the skills and creativity of local people, the concrete manifestations of people’s work

(buildings, manufactured products, artifacts) and more intangible, yet significant qualities

such as social milieu, people’s memory and the reputation of the place. These three types of

cultural resources can be exploited in different ways and require different kinds of inter-

vention. (Landry and Bianchini 1994, p. 16)

The publication of The Creative City: A toolkit for urban innovators by Landry

in 2000 caught the attention of policy makers and politicians in South Australia

with Landry being invited by the South Australian Government to be one of it’s first

Thinkers in Residence. The focus of his residency was on:

l Helping Adelaide unlock its creative potential
l Enhancing understanding of why creativity is so important in achieving social

and economic progress
l Developing new connections between the city and the northern suburbs
l The role of culture in building stronger and more cohesive communities

In his Rethinking Adelaide report to the South Australian Government, Landry

(2003) argues that Adelaide should consider its creative and cultural assets as an

industry. He observed that the government funded arts and cultural sector often acts

as an important hub for research and development that fuels innovation in the wider
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economy. He argued that consideration should be given to the development of links

between the subsidised and commercial sectors to better enable this. In many regions

this is characterised by “arts” led approaches to economic regeneration which assert

that a lively arts and cultural scene is symbolic of a creative and innovative region –

a creative place that attracts tourists with discretionary income, andmost importantly

for sustained economic activity businesses and their employees.

In policy terms, this commonly manifests in major events and arts and cultural

festivals, and in the development of cultural precincts. In South Australia the

support for major events and festivals is most notably illustrated by the Adelaide

Festival of Arts established in 1960, and WOMADelaide the world music event

established in Adelaide in 1992. Using evidence from economic impact statements,

many argue that these events contribute to regional development. McGregor Tan

Research calculated that South Australian businesses experienced a 15% increase in

turnover during the Adelaide Bank 2006 Festival of Arts, generating around 190 FTEs

equivalents of employment (Adelaide Festival of Arts 2008, http://festival.fusion.

com.au). In 2008, 855 artists and performers participated in the Festival, including

277 from overseas and 232 from interstate (ibid). It is important to bear in mind that

the Adelaide Festival of Arts lasts for two weeks; however the development and

preparation leading up to presenting at the festival can take years. In addition the

presenters form interstate or overseas often develop their productions and exhibitions

outside of the city in which it is to be presented, thus the economic benefit of increased

artist activity and expenditure on goods and services during the development phase is

not providing benefit to the city in which the festival is hosted. Economic impact

studies are commonly undertaken to justify public expenditure in festivals and events,

however no research has been undertaken to demonstrate the role that investments in

the development of creative capital across the creative industries make to a more

broadly conceptualised “creative economy” embraced within the day to day main-

stream economy rather than an annual demonstration of creative capacity.

6 Conceptualising a Creative Class: Useful or Not in Informing

Regional Economic Developments Strategies?

In 2004, Richard Florida presented his “Creative Class” theory to a cross section of

politicians’ and policy makers in Adelaide. Florida argued that “regional economic

growth is powered by creative people who prefer places that are diverse, tolerant

and open to new ideas – a so called creative class”. He asserts that the most

successful places are those that combine the three “T0s” – tolerance, talent and

technology (Florida 2003, p. 266).

Florida argues that the creative class comprises two elements: the Super Creative

Core including scientists and engineers, university professors, poets and novelists,

artists, entertainers, actors, designers and architects aswell as the thought leadership of

modern society: nonfiction writes, editors, cultural figures, think tank researchers,

analysts and other opinion makers’ (Florida 2003, p. 69). Beyond the core group
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Florida defines the “creative professionals” who work in areas such as accounting,

high tech sectors, legal and health care professionals and business management who

all he argues utilise creative problem solving in their work. Attempting to break down

the rigid typologies of academic disciplines and industries Florida’s Creative Class

theory argues that “creativity” rather than any single industry or policy intervention

per se, is the fundamental source of economic growth. To this end he argues that:

The best route to continued prosperity is by investing in our stock of creativity in all its

forms, across the board. This entails more than just pumping R&D spending or improving

education . . . . It requires increasing investments in the multidimensional and varied forms

of creativity- arts, music, culture, design and related field – because all are linked and

flourish together. (Florida 2003, p. 320)

As a result of Florida’s presentations in Adelaide in 2004, there was heightened

interest in understanding how his indices of creativity might be applied to enable

South Australia to benchmark itself against other regions and set targets to improve its

national rating. Gibson and Klocker observe this increased attention to creativity is

dominated by a perception of its “power to transform the images and identities of

places. This has constituted a ‘cultural turn’, of sorts, away from an emphasis on

macro-scale projects and employment schemes, towards an interest in the creative

industries, entrepreneurial culture and innovation” (Gibson and Klocker 2005, p. 93).

Since the initial interest in Florida’s work, there is growing recognition that

Florida’s indices do not adequately reflect and measure the multidimensionality of

the creative sector, nor do they take account of regional scale, politics, policies, assets

and economic environment as key variables associated with the development of

creative economies. Whilst Florida’s indices relating to technology, talent and toler-

ance, such as the Bohemian Index, the Gay Index, the High Tech Index, the Melting

Pot Index and the Creative Index enable regions to benchmark themselves against

other regions, they do not provide enough detail for the development of endogenous

policy that might assist in attracting or developing a regions “creative class”. Nor does

he explicitly identify the frameworks and processes that enable the translation of

investments in human capital to create “the creative class” which in turn must be

cultivated to produce the raw commodity “creative capital” to be utilised on an

economy wide basis. In Australia, Gibson and Klocker (2005, p. 99) observe that

these constructions of class have been used to label both individuals and geographical

regions, and the resulting discourse contributes to what Howlett (2003, cited Gibson

and Klocker 2005, p. 99) identifies as “a damaging conflation of socio-economic

inequality and cultural attributes”. Regardless of the debate surrounding the robust-

ness of Florida’s theory, his work has attracted the attention of policy makers and

focused attention on a broader notion of creativity that transcends art and culture. This

and narrower conceptualisations of creativity appear to co-exist in the South Austra-

lian creativity policy landscape. Much of the practical attention however appears to

have been upon defining and quantifying creative industries.
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7 The Creative Industries in South Australia

In 2003, the South Australian Government began to contemplate the changing

nature of the local arts and cultural sectors, in particular how new technologies

intersected with art forms, and the increasingly fuzzy boundaries between craft and

design (designer-makers). A cross-government steering committee representing

Arts SA, Department of the Premier and Cabinet (DPC), Department of Trade

and Economic Development (DTED), and the Department of Further Education,

Employment, Science and Technology (DFEEST) commissioned a study to map

and measure the creative industries in South Australia. The objective of the study

was to provide an assessment of the economic significance of the creative industries

to South Australia (SA). The final report The Creative Industries in South Australia
discusses the complexity of defining the creative industries, and states the approach

to definition and measurement they adopted was the most pragmatic approach to

take. The report authors qualify their remarks by suggesting the chosen grouping of

creative sectors is “linked by the use of similar creative and artistic inputs and

produce products and services that fall into the categories of entertainment, educa-

tion and art” (Arts S.A, Department of Premier and Cabinet et al. 2005, p. 21). The

Creative Industries in South Australia report, like similar studies in Australia

identified the following sectors as constituting the creative industries:

l Audio-visual, media and digital media
l Advertising
l Craft, visual arts and indigenous arts
l Design (including architecture, fashion, and graphic, urban, industrial and inte-

rior design)
l Film and television
l Music
l Publishing
l Performing arts
l Cultural heritage/institutions

The report argues that the sectors with the greatest potential for growth are those

that are based on digital technologies. Typically, these are companies that are near

the definitional borderline between creative industries and information and com-

munications technology (ICT). The report defines these as the “digital creatives” –

or those companies exploiting creativity and technology to drive growth, high skill

employment and exports. The diversity of business products and services in this

sector ranges from software for mobile phone producers to clay animation. The
Creative Industries in South Australia report concluded that at the time of writing

“there are probably fewer than ten significant players” in the sector (Arts S.A,

Department of Premier and Cabinet et al. 2005, p. 83) Together with approximately

the same number of emerging businesses the report estimates that total employment

in the sector as of 2004 was 480 people (ibid).
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This more narrowly focused and pragmatic conception of the value of creativity

has been followed by a more ambitious attempt to elevate creativity to a central

objective of state policy in South Australia’s Strategic Plan.

8 Creativity, Innovation and Regional Growth: The Agenda

Broadens

In April 2003 the Economic Development Board (EDB), was formed by South

Australia’s Rann Labor government. The EDB was charged with the responsibility

of guiding long-term economic development in the state. The EDB’s report

A Framework for Economic Development in South Australia (2003) contained 72

major recommendations for action by government, business and the community.

Section 3 of the document outlined a broad framework and strategy, identifying key

sectoral strengths as automotive, wine, water technology, food, defence, electronics

tourism and the creative industries. Importantly the EDB recommended that South

Australia develop a whole of government Strategic Plan based on the State of

Oregon, US, Comprehensive Plan (1999).

In 2004, the first iteration of South Australia’s Strategic Plan (SASP) was

released and “Fostering Creativity” was included as a central policy objective.

The SASP stated that:

innovation and creativity provide South Australia’s future capital for growth and expansion.

The Government recognises its role in providing the right environment for these attributes to

flourish in sectors ranging from the arts to manufacturing, and its ability to provide a lead for

the rest of the community. Our capacity to do things differently will be one of the keys to

achieving all of our objectives. (Department of the Premier and Cabinet 2004, p. 3)

The “Fostering Creativity” objective identified creativity as a key to future

prosperity, arguing that South Australia had a long history of creativity, which

was exemplified by South Australia’s Nobel Prize winners, award winning South

Australian filmmakers and innovative manufacturing. In introducing the Fostering

Creativity Objective the SASP proclaimed that:

Our priority is to reinforce South Australia as a place that thrives on creativity and

innovation. This capacity to do things differently will be one of the keys to achieving all

of our objectives. The focus will be on fostering a culture of creativity, on developing

creative, innovative and enterprising people, on investing in science and research, and in

innovation infrastructure, and on converting ideas into practice. (Department of the Premier

and Cabinet 2004, p. 39)

The Key Targets of the 2004 Fostering Creativity objective were:

l Achieve a ranking in the top three of Richard Florida’s Creativity index within

10 years
l Increase patent applications to exceed our population share of all Australian

applications within 5 years
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l Significantly grow and expand South Australia’s share of the national feature

film industry to match our population share.

Investment in Science, Research and Innovation

l Exceed the national average of business expenditure on research and devel-

opment (SA a percentage of GSP) and approach the OECD within 10 years

Providing Support Infrastructure

l Increase the level of internet use in metropolitan and regional South Australia

by 20% within 10 years

Developing Creative and Innovative People

l Improve learning outcomes in the arts and other curriculum areas that utilise

enterprise education
l Improve the connections between educational institutions and industry to

enhance creativity and innovation
l Increase the number of families participating in the Learning Together and

school-community arts and recreation programs

The 2007 edition of the SASP involved substantial changes to key targets.

Notably these included the omission of a target to achieve a ranking in the top

three nationally in Richard Florida’s “Creativity index” within 10 years. More

broadly the “Fostering Creativity” objective became “Fostering Creativity and

Innovation”, reflecting an important shift in thinking about the relationship between

the two concepts. This did not appear to translate into the presentation of targets in

the plan which separated the innovation targets from the creativity targets with the

latter focusing heavily on science and technology R&D.

The targets for Creativity in the 2007 SASP included:

l TARGET 4.1: Creative industries: increase the number of South Australians

undertaking work in the creative industries by 20% by 2014.
l TARGET 4.2: Film industry: double the number of feature films produced in

South Australia by 2014.
l TARGET 4.3: Cultural engagement – institutions: increase the number of

attendances at South Australia’s cultural institutions by 20% by 2014.
l TARGET 4.4: Cultural engagement – arts activities: increase the number of

attendances at selected arts activities by 40% by 2014.
l TARGET 4.5: Understanding of Aboriginal culture: Aboriginal cultural studies

included in school curriculum by 2014 with involvement of Aboriginal people in

design and delivery.

Valuable though these targets may be they reflect the narrow but historically

dominant conceptualisation of creativity centring on the arts and cultural sector.

The wider objective of “Fostering Creativity” in the SASP appears to have been

reduced through these targets to the more pragmatic goal of fostering business
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development at the interface of design and technology. This less ambitious project

is not the end of the story however. More recent developments suggest that

a broader conception of creativity may be emerging. The establishment in late

2009 of an “Integrated Design Commission” by the State Government represented

a significant broadening of the creativity agenda, engaging a range of professions

and agencies in the future development of South Australia’s urban environment.

This is perhaps the most tangible manifestation of the more ambitious underlying

purpose of the “Fostering Creativity” objective in South Australia’s Strategic Plan.

9 Conclusion

Concepts like creativity are more rather than less likely to preoccupy researchers

and policymakers over decades to come as the search for answers to multi-dimen-

sional challenges like climate change and population ageing demands that we

become more creative. This in itself is a challenge. Brewer (1999, p. 328) observed

that “the world has problems, universities have departments”. This might also be

true of governments where agencies compete with each other and often struggle to

interpret and operationalise complicated concepts like creativity. The narrow focus

on creative industries that emerged in South Australia reflects the dominant player

in the creativity agenda within government – the Department of Trade and Eco-

nomic Development which approached the challenge through a commercialisation

and export orientation lens. Until recently other government agencies have been

relatively peripheral to the “Fostering Creativity” objective.

The challenge ahead in South Australia is to build on attempts to operationalise

a broad conception of creativity, one that moves beyond creative quick fixes and the

digital creatives to one that is holistic, multi-sectoral, multi-disciplinary and multi-

dimensional. It is likely that attempts in South Australia to engage with the concept of

creativity will resonate with other regions seeking to acknowledge the significance of

creativity in our social and economic lives. Translating a broad conception of creativ-

ity into an integrated strategic whole of government response is about as difficult as

policy challenges can get. Moving beyond creative quick fixes will require both the

elevation of creativity as an overarching objective of strategic policy within govern-

ment and processes that enable it to be operationalised in a systematic and integrated

way. Some of the foundations appear to have been laid in South Australia.
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