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Preface

The International Semantic Web Conferences (ISWC) constitute the major in-
ternational venue where the latest research results and technical innovations on
all aspects of the Semantic Web are presented. ISWC brings together researchers,
practitioners, and users from the areas of artificial intelligence, databases, social
networks, distributed computing, Web engineering, information systems, nat-
ural language processing, soft computing, and human–computer interaction to
discuss the major challenges and proposed solutions, the success stories and fail-
ures, as well the visions that can advance research and drive innovation in the
Semantic Web.

This volume contains the main proceedings of ISWC 2010, including papers
accepted in the Research and Semantic-Web-in-Use Tracks of the conference, as
well as long papers accepted in the Doctoral Consortium, and information on
the invited talks.

This year the Research Track received 350 abstracts and 228 full papers
from around the world. The Program Committee for the track was recruited
from researchers in the field, and had world-wide membership. Each submitted
paper received at least three reviews as well as a meta-review. The reviewers
participated in many spirited discussions concerning their reviews. Authors had
the opportunity to submit a rebuttal, leading to further discussions among the
reviewers and sometimes to additional reviews. Final decisions were made during
a meeting between the Track Chairs and senior Program Committee members.
There were 51 papers accepted in the track, a 22% acceptance rate.

The Semantic-Web-in-Use Track, targeted at deployed applications with sig-
nificant research content, received 66 submissions, and had the same reviewing
process as the Research Track, except without the rebuttal phase. There were
18 papers accepted in this track, a 27% acceptance rate.

For the sixth consecutive year, ISWC also had a Doctoral Consortium Track
for PhD students within the Semantic Web community, giving them the oppor-
tunity not only to present their work but also to discuss in detail their research
topics and plans, and to receive extensive feedback from leading scientists in the
field, from both academia and industry. Out of 24 submissions, 6 were accepted
as long papers, and a further 7 were accepted for short presentations. Each stu-
dent was assigned a mentor who led the discussions following the presentation of
the work, and provided detailed feedback and comments, focusing on the PhD
proposal itself and presentation style, as well as on the actual work presented.

The ISWC program also included four invited talks given by leading fig-
ures from both the academic and business world. This year talks were given
by Li Xiaoming of Peking University, China; mc schraefel of the University of
Southampton, UK; Austin Haugen of Facebook; and Evan Sandhaus of the New
York Times.



VI Preface

The ISWC conference included the Semantic Web Challenge, as in the past.
In the challenge, organized this year by Christian Bizer and Diana Maynard,
practitioners and scientists are encouraged to showcase useful and leading-edge
applications of Semantic Web technology, either on Semantic Web data in gen-
eral or on a particular data set containing 3.2 billion triples. ISWC also included
a large tutorial and workshop program, organized by Philippe Cudré-Mauroux
and Bijan Parsia, with 13 workshops and 8 tutorials spread over two days. ISWC
again included a Poster and Demo session, organized by Axel Polleres and Hua-
jun Chen, for presentation of late-breaking work and work in progress, and a
series of industry talks.

A conference as complex as ISWC requires the services of a multitude of
people. First and foremost, we thank all the members of the Program Commit-
tees for the Research Track, the Semantic-Web-In-Use Track, and the Doctorial
Consortium. They took considerable time, during summer vacation season for
most of them, to read, review, respond to rebuttals, discuss, and re-discuss the
submissions. We also thank the people involved in the other portions of the con-
ference, particularly Birte Glimm, the Proceedings Chair; Lin Clark and Yuan
Tian, the webmasters; Axel Polleres and Huajun Chen, the Posters and De-
mos Chairs, and their Program Committee; Yong Yu, the Local Arrangements
Chair, Haofen Wang, who managed most aspects of the local arrangements, and
Dingyi Han, Gui-Rong Xue and Lei Zhang, the Local Arrangements Committee;
Sebastian Rudolph, the Publicity Chair; Jie Bao, the Metadata Chair; Anand
Ranganathan and Kendall Clark, the Sponsor Chairs; and Jeff Heflin, the Fel-
lowship Chair.

September 2010 Yue Pan and Peter F. Patel-Schneider
Program Chairs, Research Track Chairs

Pascal Hitzler, Peter Mika, and Lei Zhang
Semantic-Web-In-Use and Industry Track Chairs

Jeff Z. Pan
Doctoral Consortium Chair

Ian Horrocks
Conference Chair
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Abstract. Recently, the use of semantic technologies has gained quite
some traction. With increased use of these technologies, their matura-
tion not only in terms of performance, robustness but also with regard
to support of non-latin-based languages and regional differences is of
paramount importance. In this paper, we provide a comprehensive re-
view of the current state of the internationalization (I18n) of Semantic
Web technologies. Since resource identifiers play a crucial role for the
Semantic Web, the internatinalization of resource identifiers is of high
importance. It turns out that the prevalent resource identification mech-
anism on the Semantic Web, i.e. URIs, are not sufficient for an efficient
internationalization of knowledge bases. Fortunately, with IRIs a stan-
dard for international resource identifiers is available, but its support
needs much more penetration and homogenization in various semantic
web technology stacks. In addition, we review various RDF serializations
with regard to their support for internationalized knowledge bases. The
paper also contains an in-depth review of popular semantic web tools
and APIs with regard to their support for internationalization.

1 Introduction

Recently, the use of semantic technologies has gained quite some traction.
With the growing use of these technologies, their maturation not only in terms
of performance, robustness but also with regard to support of non-latin-based
languages and regional differences is of paramount importance. International-
ization and localization are means of adapting computer software to different
languages and regional differences. Internationalization is the process of design-
ing a software application so that it can be adapted to various languages and
regions without engineering changes. Localization is the process of adapting in-
ternationalized software for a specific region or language by adding locale-specific
components and translating text. For the localization of Semantic Web applica-
tions, existing software methodologies (such as GNU gettext for translation or
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different locales for region-specific data formating) can be applied. Also, with
the datatype and language tags for RDF literals, there is good support for local-
ization of knowledge bases. With regard to internationalization of Semantic Web
technologies the situation, however, is much more challenging as we experienced
during the process of internationalizing the DBpedia extraction framework [4]
for creating a Korean version of DBpedia.

We noticed in particular, that Asian languages and resources pose a special
challenge for Semantic Web and Linked Data applications, tools and technolo-
gies. The (non-standard) generation of URIs (for Asian language resources) can
have a substantial impact also with regard to classification, interlinking, fus-
ing and information quality assessment. The importance of tackling a proper
internationalization of the Semantic Web technology stack is stressed by the
fact that Asia has compared to Europe and the USA the largest number of In-
ternet users1 and many Asian languages are based on fundamentally different
linguistic paradigms and scripts. Hence, for the success of individual tools and
the Web of Data as a whole it is crucial (a) to incorporate and outreach to user
communities beyond the western world and (b) to consider the varying scripting
paradigms in order to achieve a wider applicability of the Semantic Web research
and development results.

In this paper we want to contribute to a successful internationalization of
Semantic Web technologies by summarizing our findings, providing a review of
the current state of the internationalization (I18n) of Semantic Web technolo-
gies and outlining some best-practices for Semantic Web tool and application
developers as well as knowledge engineers.

We are starting to look at the situation with one of the uttermost important
building blocks of the Semantic Web – resource identifiers. It turns out that
the currently prevalent resource identification mechanism on the Semantic Web,
i.e. URIs, are not sufficient for an effective internationalization of knowledge
bases. Fortunately, with IRIs a standard for international resource identifiers
is available, but its support needs much more penetration and homogenization
in various semantic web technology stacks. Hence, one goal of this paper is to
sensitize the Semantic Web community for the use of IRIs instead of URIs.
We review various RDF serializations with regard to their support for interna-
tionalized ontologies and knowledge bases. Surprisingly, also here, the currently
prevalent serialization technology - RDF/XML - is not adequate for serializing
internationalized knowledge bases. The paper also contains an in-depth review
of popular Semantic Web tools and APIs with regard to support for I18n.

The paper is structured as follows: We describe the internationalization is-
sues with URIs and possible solutions in the Sections 2. We describe problems
with regard to internationalization of the RDF/XML serialization in Section 3.
We survey the other available RDF serialization techniques for their compati-
bility with internationalization in Section 4. We also provide a comprehensive
evaluation of internationalization support in popular Semantic Web tools and
APIs in Section 5 and conclude in Section 6.
1 http://www.internetworldstats.com/stats3.htm
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2 What’s Wrong with URIs?

Resource identifiers are one of the main building blocks of the Semantic Web.
The concept of Universal Resource Identifiers (URIs) is the prevalent mecha-
nism for identifying resources on the Semantic Web. URIs only use US-ASCII
characters for names of the resources. However, from the standpoint of an inter-
nationalization, URIs are not suitable since characters from non-latin alphabets
or special characters have to be encoded in a cumbersome way. The W3C sug-
gests to use percent-encoding in such cases, where a special character is encoded
using its two digit hexadecimal value prefixed with the percent character ”%”.
For example, ”%20” is the percent-encoding for the US-ASCII space character.

There exist different character encodings for different languages or language
families, such as ISO 88591 for Western Europe, KS X 1001 for the Korean
language or Big-5 for traditional Chinese characters. If these encodings would
be used for URIs, conflicts would arise when merging knowledge bases using
different encodings for their URIs. For this purpose, the W3C suggested the use
of UTF-8 for encoding in URIs2 as it supports almost every language currently
used in the world; it is widely supported, needs one to four bytes to encode the
characters and also preserves US-ASCII characters3. First the characters not
allowed in URIs are encoded according to UTF-8 and then each byte of the
sequence is percent-encoded. The Korean word 베를린 (transcription of Berlin),
for example, encoded in UTF-8 and percent-encoded looks as follows:

1. byte (베): EB B2 A0
2. byte (를): EB A5 BC
3. byte (린): EB A6 B0

http://ko.wikipedia.org/wiki/%EB%B2%A0%EB%A5%BC%EB%A6%B0

Even though the use of percent-encoding solves the problem of representing
special characters, the URIs are (as the above example demonstrates) not easily
readable by humans. In software applications it adds additional overhead, since
URIs have to be encoded and decoded. It also has to be considered that different
parts of the URI (such as the server name, the path and the local name) have
different sets of allowed characters or that have to be encoded differently.

IRIs for the Semantic Web. To eliminate the disadvantages of URIs, the idea to
use UTF-8 without percent-encoding in resource identifiers was raised by Fran-
cois Yergeau in 19964. The W3C introduced IRIs (Internationalized Resource
Identifier) in 2001 [3]. With the use of IRIs and UTF-8 it is possible to use all
characters of the Unicode standard, which covers 107,000 characters and 90 dif-
ferent scripts5. With this technology users can easily use, read, alter, and create
2 http://www.w3.org/TR/REC-html40/appendix/notes.html
3 http://unicode.org/faq/utf_bom.html
4 http://www.w3.org/International/O-URL-and-ident.html
5 http://www.unicode.org/standard/principles.html
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IRIs in their native language. The above mentioned URI for Berlin in Korean as
an IRI would look as follows:

http://ko.wikipedia.org/wiki/베를린

Since non-USASCII characters do not have to be encoded, the ”%” character
does not have to be used in most cases. XML also does support IRIs and UTF8
but does not allow certain characters in XML tags like %, (, ), or & and some
others. But since IRIs can contain all these characters, it can cause problems
when serializing RDF in XML as we discuss in detail in the next section. Since
most of the knowledge bases on the Semantic Web are currently represented
using URIs, they have to be converted to IRIs. The challenge is to figure out
whether a percentencoded sequence was created from a legacy encoding or from
UTF8. But there exists a high chance of heuristic identification of UTF-8 [2] and
rare coincidences with byte sequences from legacy encodings as is pointed out
in [3]. Furthermore, URIs and IRIs are identical as long as no special characters
are used [3].

The main security problem with IRIs is spoofing, because some characters are
visually almost indistinguishable. This problem is an extension of those for URIs.
However, because UTF-8 contains far more characters the chance for spoofing
may increase. One example is the similarity of the Latin ”A”, the Greek ”Alpha”,
and the Cyrillic ”A” [5].

3 What’s wrong with RDF/XML?

RDF/XML and the RDF embedding in XHTML (i.e. RDFa) are the only RDF
serializations officially recommended by the W3C. In essence, RDF/XML is an
XML dialect for representing data adhering to the RDF data model. In XML
documents, it is possible to use different languages simultaneously even when
they use different alphabets. To specify the language for content in the document
the xml:lang attribute is used. XML markup, however, such as tag and attribute
names, is not affected by this attribute. RDF resources are in RDF/XML rep-
resented as XML markup, i.e. XML tags and attributes of XML tags. XML tag
names, for example, are limited to the following characters [7]:

Name ::= NameStartChar (NameChar)*
NameStartChar ::= ":" | [A-Z] | "_" | [a-z] | [#xC0-#xD6] |
[#xD8-#xF6] | [#xF8-#x2FF] | [#x370-#x37D] | [#x37F-#x1FFF] |
[#x200C-#x200D] | [#x2070-#x218F] | [#x2C00-#x2FEF] |
[#x3001-#xD7FF] | [#xF900-#xFDCF] | [#xFDF0-#xFFFD] |
[#x10000-#xEFFFF]
NameChar ::= NameStartChar | "-" | "." | [0-9] | #xB7 |
[#x0300-#x036F] | [#x203F-#x2040]

Consequently, some IRIs, which use certain characters of the UTF8 encod-
ing, cannot be used with RDF/XML and there are no simple workarounds or
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solutions to this dilemma. A solution to this problem would either require a
change of the XML standard to allow UTF-8 encoded XML tag names, or a
substantial change or extension of RDF/XML, which allows to represent IRIs as
XML content.

As we described in Section 2, non US-ASCII characters can be represented
in URIs by using the percent-encoding. The ”%” character in UTF-8 is defined
as #x0025 and not allowed for XML tag names (cf. XML tag name definition
above). Thus, a RDF graph with non US-ASCII characters cannot be serialized
in RDF/XML. The possible workarounds to this problem are:

1. Use of a different character or sequence of characters instead of the ”%”
character.

2. Add an underscore to the end of an URI with encoded characters.
3. Use of a different RDF serialization, possibly with IRIs instead of URIs.

Encoding of the % character. The solution used by DBpedia for the English
DBpedia edition was to replace the ”%” character by ” percent ”. With this
solution the default Wikipedia encoding (i.e. percentencoding) could be main-
tained. But this solution produced errors during the DBpedia extraction process
for languages with many special characters like Korean, for example. This is due
to the fact that after replacing the ”%” character with e.g. ” percent ” URIs get
very long and although the URI length is not a constraint, some tools (such as
the Internet Explorer6) have trouble processing very long URIs. This solution
is also problematic since RFC3986 states: ”URI producers should ... limit these
names (URIs) ... to no more than 255 characters in length” [6]. If we would limit
URIs to 255 characters, Korean URIs could only encode 7 Korean characters.
To increase this number, it would be possible to use a shorter replacement, for
example, ” p ” instead of ” percent ” for the ”%” character. Thus, a Korean
URI could reach up to 17 characters. Such a solution may be sufficient for some
applications but renders URIs with nonLatin characters unreadable by humans.
Also exchanging data using these URIs with other applications not being aware
of the non-standard % encoding (or making already otherwise use of the encoding
sequence) will render the encoding irreversible.

Underscore workaround. During the search for different solutions it was discov-
ered that adding an underscore at the end of every URI with special characters
makes it possible that this URI can be serialized in XML with certain tools
e.g. Jena 7 even though this did not adhere to the XML standard as mentioned
above. This approach was used for the Korean DBpedia, because it enabled to
fully maintain the Wikipedia encoding. Furthermore, this workaround did not
require dramatic changes, since only the underscore at the end of an URI had
to be considered.
6 http://support.microsoft.com/kb/208427
7 http://lists.w3.org/Archives/Public/semantic-web/2009Nov/0116.html
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Use of a different RDF serialization. The last mentioned possibility is to use a
different RDF serialization with IRIs instead of URIs. This solution is discussed
more in detail in the following Section and different serializations are evaluated
wrt. their support of IRIs.

Furthermore, the idea was raised to use XML entities for special characters
instead of percent-encoding. First, the special characters have to be encoded
according to UTF-8. The encoded character can be represented in two formats:
&#nnnn; for the decimal form and &#xhhhh; for the hexadecimal form. Unfor-
tunately, the & and the # character are both reserved characters in URIs and,
thus, XML entities cannot be used for replacing percent-encoding.

4 Looking at ther RDF erializations
In addition to RDF/XML, there exist a number of other RDF serialization for-
mats, which partially go beyond the RDF data model in their expressivity and
differently accentuate the balance between human readability and simple ma-
chine processability. In this section, we assess these different RDF serializations
with regard to their support for internationalized resource identifiers. In our com-
parison, we include JSON, N-Triples, Notation 3, Turtle and RDFa. In order to
demonstrate the support for international resource identifiers in the different
formats, we showcase the RDF triples from Listing 1 serialized in each of the
different formats. These example triples are an exerpt from the Korean DBpedia
describing the Korean Advanced Institute of Science and Technology (KAIST).

1 http://ko.dbpedia.org/resource/KAIST
2 http://ko.dbpedia.org/property/ 이름
3 ”KAIST 한국과학기술원”
4

5 http://ko.dbpedia.org/resource/KAIST
6 http://ko.dbpedia.org/property/ 설립
7 ”1971”
8

9 http://ko.dbpedia.org/resource/KAIST
10 http://ko.dbpedia.org/property/ 종류
11 http://ko.dbpedia.org/resource/ 국립대학

Listing 1. RDF triples of KAIST.

JSON JSON (JavaScript Object Notation) was developed for easy data inter-
change between human beings and applications as well. JSON, allthough carry-
ing JavaScript in its name and being a subset of JavaScript, meanwhile became
a language independent format which can be used for exchanging all kinds of
data structures and is widely supported in different programming languages.
Compared to XML, JSON does require less overhead wrt. parsing and serializ-
ing. There is a non-standardized specification8 for RDF serialization in JSON.
8 http://n2.talis.com/wiki/RDF_JSON_Specification

S
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Text in JSON and, thus, also RDF resource identifiers are encoded in Unicode
and hence can contain IRIs. Also, there is no problem to use the ”%” charac-
ter for URIs in JSON. The only characters that must be escaped are quotation
marks, reverse solidus, and the control characters (U+0000 through U+001F)9.
Thus, JSON can be considered to be an excellent solution for the serialization
of internationalized RDF.

1 {
2 ”http://ko.dbpedia.org/resource/KAIST” : {
3 ”http://ko.dbpedia.org/property/ 이름” : [ { ”type” : ” literal ”,
4 ”lang” : ”ko”, ”value” : ”KAIST 한국과학기술원” } ],
5 ”http://ko.dbpedia.org/property/ 설립” : [ { ”type” : ” literal ”,
6 ”value” : ”1971” } ],
7 ”http://ko.dbpedia.org/property/ 종류” : [ { ”type” : ”uri”, ”lang” :
8 ”ko”, ”value” : ”http://ko.dbpedia.org/resource/ 국립대학” } ]
9 }

10 }

Listing 2. RDF triples in RDF/JSON.

N-Triples. This serialization format was developed specificially for RDF graphs.
The goal was to create a serialization format which is very simple. N-Triples are
easy to parse and generate by software. They are a subset of Notation 3 and
Turtle but lack, for example, shortcuts such as CURIEs. This makes them less
readable and more difficult to create manually. Another disadvantage is that N-
triples use only the 7-bit US-ASCII character encoding instead of UTF-8. Thus,
it does not support IRIs but can handle the ”%” character.

1 <http://ko.dbpedia.org/resource/KAIST> <http://ko.dbpedia.org/property/%EC
%9D%B4%EB%A6%84> ”KAIST\n\uD55C\uAD6D\uACFC\uD559\uAE30\
uC220\uC6D0”@ko .

2 <http://ko.dbpedia.org/resource/KAIST> <http://ko.dbpedia.org/property/%EC
%84%A4%EB%A6%BD> ”1971”ˆˆ<http://www.w3.org/2001/XMLSchema#
gYear> .

3 <http://ko.dbpedia.org/resource/KAIST> <http://ko.dbpedia.org/property/%EC%
A2%85%EB%A5%98> <http://ko.dbpedia.org/resource/%EA%B5%AD%EB%
A6%BD%EB%8C%80%ED%95%99> .

Listing 3. RDF triples in N-Triple.

Notation 3. N3 (Notation 3) was devised by Tim Berners-Lee and developed
just for the purpose of serializing RDF. The main aim was to create a very
human-readable serialization. That’s why a RDF model serialized in N3 is much
more compact than the same model in RDF/XML but still allows a great deal
of expressiveness. The encoding for N3 files is UTF-8. Thus, the use of IRIs does
not pose a problem. The ”%” character can be used at any place that is allowed
in RDF.
9 http://www.ietf.org/rfc/rfc4627.txt
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1 @base <http://ko.dbpedia.org/resource/> .
2 @prefix koprop: <http://ko.dbpedia.org/property/> .
3 @prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
4

5 <KAIST> koprop: 이름 ”KAIST 한국과학기술원”@ko ;
6 koprop: 설립 ”1971”ˆˆxsd:gYear ;
7 koprop: 종류 < 국립대학> .

Listing 4. RDF triples in Notation 3 (or Turtle).

Fig. 1. N3 subsets [1]

Turtle. Turtle (Terse RDF Triple Language) is a subset of, and compatible with,
Notation 3 and a superset of the minimal N-Triples format (cf. Figure 1). The
goal was to use the essential parts of Notation 3 for the serialization of RDF
models and omit everything else. Turtle became part of the SPARQL query
language for expressing graph patterns. Turtle, just like Notation 3, is human-
readable, can handle the ”%” character in URIs as well as IRIs due to its UTF-8
encoding. Our example in Turtle format is exactly the same as in Notation 3,
since Notation 3 specific syntax is required.

8 S. Auer et al.



Table 1. Overview of RDF serialization techniques

Technique Percent-
encoding

UTF-8/IRI
support

Expressivity Readability Overhead

RDF/XML n r + ⃝ ⃝

JSON s s + + +

N-Triples s n - + +

Notation 3 s s + ++ ++

Turtle s s + ++ ++

RDFa s s + + ⃝

++: Very good +: Good ⃝ : Moderate -: Poor.
s:supported r: supported with some restrictions n: not supported.

RDFa. RDFa10 (RDF in Attributes) was developed for embedding RDF into
XHTML pages. Since it is an extension to the XML based XHTML, UTF-8 and
UTF-16 are used for encoding. The ”%” character for URIs in triples can be
used because RDFa tags are not used for a part of a RDF statement. Thus IRIs
are usable, too. Because RDFa is embedded in XHTML, the overhead is bigger
compared to other serialization technologies and also reduces the readability.

1 <!DOCTYPE html PUBLIC ”−//W3C//DTD XHTML+RDFa 1.0//EN” ”http://
www.w3.org/MarkUp/DTD/xhtml−rdfa−1.dtd”>

2 <html xmlns=”http://www.w3.org/1999/xhtml”
3 xmlns:kores=”http://ko.dbpedia.org/resource”
4 xmlns:koprop=”http://ko.dbpedia.org/property”>
5 <head>
6 <title></title>
7 <meta http−equiv=”Content−Type” content=”text/html; charset=utf−8”/>
8 </head>
9 <body>

10 <div about=”kores:KAIST”>
11 <span property=”koprop: 이름”>KAIST 한국과학기술원</span>
12 <span property=”koprop: 설립”>1971</span>
13 <span property=”koprop: 종류”
14 resource=”[kores: 국립대학국립대학]”></span>
15 </div>
16 </body>
17 </html>

Listing 5. RDF triples in RDFa.

10 http://www.w3.org/2001/sw/wiki/RDFa
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5 Tool Evaluation

In this section, we review some popular Semantic Web applications and APIs
with regard to their support for internationalization. For testing purposes we use
the Korean DBpedia edition in two different versions: firstly percent-encoded and
secondly with IRIs.

5.1 OntoWiki and Erfurt API

OntoWiki11 is a tool for agile, distributed knowledge engineering scenarios. It
follows a Wiki like approach for browsing and authoring of RDF knowledge
bases. It offers different views on the stored information and an inline editing
mode for RDF data. Social collaboration aspects are added as well. It can be
used with relational databases and triple stores and is based on the Erfurt API,
an API for developing Semantic Web applications, which is written in PHP.
Besides RDF/XML, OntoWiki also supports Turtle, RDF/JSON, and Notation
3 for exporting RDF data.

We tested OntoWiki 0.9 with a MySQL database with UTF-8 encoding and
collation for storing the RDF data. OntoWiki supports percent-encoded URIs as
well as IRIs. It was possible to load both Korean DBpedia editions in OntoWiki.
Unfortunately, when accessing triples with IRIs, the error message “Illegal mix of
collations“ appeared (but this seems to be fixed in version 0.9.5 alpha). Exporting
percent-encoded triples did not cause problems. The serialization of RDF/XML
with percent-encoded properties was performed, although this is not allowed as
outlined above. When exporting triples with IRIs, the properties only contained
question marks, independently of the serialization format used.

5.2 Protégé

Protégé12 is a Java desktop application for developing ontologies and knowledge
bases. Protégé 3 supports OWL 1. The first version of OWL does not support
IRIs and accordingly Protégé 3 does not support IRIs, either. Protégé 4 supports
OWL 2 and IRIs. Protégé serialized IRIs without errors but IRIs were encoded
using HTML entities:

http://ko.dbpedia.org/Ontology1276166885490.owl#CA_&#50724;
&#49324;&#49688;&#45208;/

Working with percent-encoded URIs in Protégé does not pose a problem. But
when serializing such URIs in RDF/XML, which should not work, Protégé often
serialized the triples without any error. The supported serialization formats of
Protégé include Notation 3 and Turtle.
11 http://ontowiki.net/
12 http://protege.stanford.edu/
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5.3 Virtuoso Universal Server

Virtuoso Universal Server is a middleware and database engine which contains
a triple store to save and query RDF graphs. There exists an open source
and a commercial edition of Virtuoso, which vary with regard to support and
some functionality (e.g. clustering). Virtuoso handles RDF graphs with percent-
encoding in URIs very well. When loading the Korean DBpedia data set, which
was serialized in N-Triples format, no problems have been discovered and the
data could be easily accessed using the integrated SPARQL endpoint. When up-
loading data sets with IRIs, however, Virtuoso did not accept all triples. 92 triples
of the dataset, consisting of 5.21 million triples, were not processed correctly.
The reason is that some triples contain the ”>” character, which in Notation
3 format represents the end of the subject, predicate, or object, respectively.
If this character occurs, the Virtuoso parser probably assumes that the end of
the N-Triple representation of the triple has been reached and expects the ”.”
character. We will analyze this issue in more detail, since it leads to a part of
the IRI specification, which is problematic in our opinion. The following is an
example triple from the Korean DBpedia extraction:

<http://ko.dbpedia.org/resource/더 _ 로드>
<http://ko.dbpedia.org/property/wikilink>
<http://ko.dbpedia.org/resource/< 로드> > .

In Listing 6 we look at the ABNF of the IRI specification (RFC 3987) [5] in
order to determine whether this kind of IRI is allowed and should be accepted
by Virtuoso.

1 IRI = scheme ”:” ihier−part [ ”?” iquery ] [ ”#” ifragment ]
2 ihier−part = ”//” iauthority ipath−abempty / ipath−absolute
3 / ipath−rootless / ipath−empty
4 iauthority = [ iuserinfo ”@” ] ihost [ ”:” port ]
5 ipath−abempty = ∗( ”/” isegment )
6 isegment = ∗ipchar
7 ipchar = iunreserved / pct−encoded / sub−delims / ”:” / ”@”

Listing 6. Excerpt of the IRI specification ABNF.

The observed issue is related to the ihier-part. The iauthority part starts with
a double slash (”//”) and is terminated by another slash (”/”), a question
(”?”) mark or number sign (”#”), or the end of the IRI. In RDF iuserinfo
and port are not needed and ihost specifies the server address, in this case
http://ko.dbpedia.org. The second part of the ihier-part is ipath-abempty
which is formed by a slash (”/”) followed by isegment: The first time ipath-
abempty is used for ”resource” and the second time for ”/< 로드 >”. The first
part (”resource”) only uses US-ASCII characters and, thus, is correct. ipchar
are formed as follows: iunreserved contains all unreserved characters from URIs
(see Table 2) as well as ucschars:
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Table 2. Unreserved characters in URIs [6]

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
a b c d e f g h i j k l m n o p q r s t u v w x y z
0 1 2 3 4 5 6 7 8 9 - . ˜

ucschar = %xA0-D7FF / %xF900-FDCF / %xFDF0-FFEF
/ %x10000-1FFFD / %x20000-2FFFD / %x30000-3FFFD
/ %x40000-4FFFD / %x50000-5FFFD / %x60000-6FFFD
/ %x70000-7FFFD / %x80000-8FFFD / %x90000-9FFFD
/ %xA0000-AFFFD / %xB0000-BFFFD / %xC0000-CFFFD
/ %xD0000-DFFFD / %xE1000-EFFFD

pct-encoded refers to percent encoding (”%” HEXDIG HEXDIG) and sub-delims
are a part of the reserved characters of URIs (see Table 3).

The isegment part of the object of our example IRI uses Korean characters (로
드), which are allowed in IRIs (these are contained in ucschar). The characters
”<” and ”>” that caused the problems (003C and 003E) are not included in the
unreserved characters but are also not mentioned in the reserved characters for
IRIs. Furthermore, RFC 3987 [5] states ”Systems accepting IRIs MAY also deal
with the printable characters in US-ASCII that are not allowed in URIs, namely
”<”, ”>”, ’ ” ’, space, ”{”, ”}”, ”|”, ”\”, ”ˆ”, and ” ‘ ” ”. In our opinion, this part
of the specification is problematic, because it allows different tools and APIs
to handle such IRIs differently, since it is not defined exactly how to handle
these characters. This conflicts with the goals of Semantic Web technologies,
which aim at a clear and unambiguous transfer of knowledge between different
systems.

Table 3. sub-delim characters in IRIs [5]

! * ’ ( ) ; & = + $ ,

Due to these reasons and because ”<” and ”>” are used for the start and
end of the subject, predicate, or object in Notation 3, these characters should
be percent-encoded to avoid misunderstandings. In this case Virtuoso accepted
all triples. Thus, Virtuoso appears to be a very good solution for storing RDF
graphs with URIs as well as IRIs.

5.4 Jena

Jena13 is an open-source Java framework for developing Semantic Web appli-
cations. It includes a RDF API, an OWL API, a SPARQL query engine, an
inference engine, and it can read and write RDF in RDF/XML, Notation 3 and
N-Triples.
13 http://jena.sourceforge.net/
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Fig. 2. Virtuoso with the Korean DBpedia data set and IRIs

When testing the Korean DBpedia with the Jena framework and the output
format RDF/XML, Jena stopped and threw an InvalidPropertyURIException.
This behaviour was expected, because percent-encoded URIs cannot be serial-
ized in XML. When adding an underscore to properties with such URIs, Jena
magically could serialize the triples. In this workaround the namespace is (due
to a ”misimplementation” of the URI segmentation algorithm in Jena) extended
with a part of the property name. Only the underscore is written in the start-tag
and end-tag. Thus, the tags do not contain a percent character and the XML
file becomes valid. An example of Jena’s RDF/XML serialization of triples with
the underscore appended to URIs is shown in Listing 7.

1 <?xml version=”1.0”?>
2 <rdf:RDF
3 xmlns:rdf=”http://www.w3.org/1999/02/22−rdf−syntax−ns#”
4 xmlns:j.0=”http://ko.dbpedia.org/property/%EC%A0%9C%EB%AA%A9”>
5 <rdf:Description rdf:about=”http://ko.dbpedia.org/resource/Rock U %281

st Mini Album%29”>
6 <j.0: xml:lang=”ko”>Good Day</j.0: >
7 </rdf:Description>
8 </rdf:RDF>

Listing 7. Korean DBpedia in RDF/XML by Jena framework.

The Jena framework handles IRIs generally well. However, there exist some
triples which were not accepted, such as the following:

<http://ko.dbpedia.org/resource/2006 년 _ 태풍/태풍 _ 정보 _(소)1>
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<http://ko.dbpedia.org/property/최대강풍반경 (kma)>
"550"^^<http://www.w3.org/2001/XMLSchema#integer> .

This triple was not accepted, because of the ”(” and ”)” in the property part.
During the test with Jena no triples with such brackets have been accepted. This
could be caused by a code migration problem, because usually brackets are not
allowed at this position in URIs. However, as discussed in Section 5.3, in IRIs
additional characters can be used at this position. These characters, which are
reserved in a URI but allowed in an IRI, are summarised in Table 3.

5.5 Sesame

Sesame14 is an open-source triple store implemented in Java. It also supports
RDFS inference.

Sesame did fine in the most tests. There were no errors during the tests
with percent-encoded triples. When loading the Korean DBpedia data set with
IRIs we observed an anomaly when processing IRIs containing the bracket ”{”
character. This is not a reserved character in IRIs but also not part of the
unreserved characters. This issue has been discussed in Section 5.3 which points
out that the specification does not define exactly how to handle these characters.

Table 4. Reserved characters in URIs [6]

! * ’ ( ) ; : @ & = + $ , / ? # [ ]

5.6 OWL API

The OWL API is an open-source API written in Java for creating, manipulating
and serializing OWL ontologies. It includes a parser and writer for RDF/XML,
OWL/XML, and Turtle15. Since version 3.0, the OWL API uses the OWL 2
specification. This is a requirement for using IRIs in OWL.

Percent-encoded triples were used for the first test. As expected, the OWL
API did not accept these triples resulting in the error message ”Illegal Element
Name (Element Is Not A QName)”. When adding an underscore at problematic
triples, the OWL API could serialize the triples. It uses the same strategy as
Jena, i.e. usage of an extra namespace for such properties.

OWL API also supports Turtle as output format. When using Turtle, serial-
izing of percent-encoded triples works well. The OWL API failed to load RDF
triples with IRIs when non-ASCII character occurred in a resource or property
(with exeption ”org.xml.sax.SAXParseException: Element or attribute do not
match, QName production: QName::=(NCName’:’)?NCName.”). It seems that
OWL API was not able to find an appropriate QName even though such a
14 http://www.openrdf.org/
15 http://owlapi.sourceforge.net/index.html
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QName does exist and only allowed characters have been used. However, the
OWL API was able to serialize triples into XML with IRIs. It uses non-ASCII
characters in tags as intended by the XML specification. Unfortunately, XML
entities where used in XML tag attributes, as the following example shows:

1 <?xml version=”1.0”?>
2 ...
3 <owl:NamedIndividual rdf:about=”http://ko.dbpedia.org/#M2

(&#52380;&#52404;)”>
4 <rdf:type rdf:resource=”http://ko.dbpedia.org/#&#51060;&#47492;”/>
5 <ko: 별자리 rdf :resource=”http://ko.dbpedia.org

/#&#47932;&#48337;&#51088;&#47532;”/>
6 </owl:NamedIndividual>
7 ...

Listing 8. Korean DBpedia in RDF/XML with IRIs by the OWL API.

Table 5. Overview of I18n support in popular tools and APIs

Tools Percent-
encoding

Underscore
workaround

UTF-8/IRI
support

Problematic
Characters
with IRIs

Output
formats

OntoWiki 0.9 + - ⃝ 1, 2, 3, 5

Protégé 4.1 + - ⃝ 1, 2, 3

Jena 2.6.2 + + ⃝ ( 1, 2, 4

Virtuoso 6 + - + > 1, 4, 5, 6

Sesame 2.3.1 + + + { 1, 2, 3, 4, 6

OWL API 3 + + ⃝ 1, 3

+: Available; ⃝ : Available with some restrictions; -: Not available.
1: RDF/XML 2: Notation 3: Turtle 4: N-Triples 5: RDF/JSON 6: HTML

6 Conclusions

With the maturing of Semantic Web technologies proper support for internation-
alization is a crucial issue. This particularly involves the internationalization of
resource identifiers, RDF serializations and corresponding tool support. As it
was, for example, noted by Richard Cyganiak ”the relationships between URIs,
IRIs, RDF, XML, UTF-8 etc are incredibly complex”16. With this work we aimed
at shedding some light on this intricate matter and providing some guidelines
for knowledge engineers and tool developers alike. It turned out, that there are
serious issues with the two most prevalent building blocks of the Semantic Web,
16 http://lists.w3.org/Archives/Public/semantic-web/2009Nov/0122.html

.
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namely URIs and the RDF/XML serialization. With IRIs, some workarounds for
RDF/XML or the use of alternative serialization techniques these issues, how-
ever, can be circumnavigated. Unfortunately, the semantic web tools landscape
is very diverse with regard to support for IRIs, RDF/XML workarounds and
alternative serializations. As a result of our evaluation of some prominent tools,
it turns out, that an internationalization is possible, when one limits oneself to
IRIs, which do not contain a relatively small set of characters commonly causing
problems with certain tools or RDF serializations. For the future, it would be
desirable, if all RDF serializations could cope with IRIs in a natural way and
the tool support would be more homogeneous. However, besides some engineer-
ing effort, this will also require some modifications to better align the different
standards and specifications.
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Abstract. Popularity and spread of online social networking in recent years has
given a great momentum to the study of dynamics and patterns of social inter-
actions. However, these studies have often been confined to the online world,
neglecting its interdependencies with the offline world. This is mainly due to the
lack of real data that spans across this divide. The Live Social Semantics appli-
cation is a novel platform that dissolves this divide, by collecting and integrat-
ing data about people from (a) their online social networks and tagging activities
from popular social networking sites, (b) their publications and co-authorship net-
works from semantic repositories, and (c) their real-world face-to-face contacts
with other attendees collected via a network of wearable active sensors. This pa-
per investigates the data collected by this application during its deployment at
three major conferences, where it was used by more than 400 people. Our analy-
ses show the robustness of the patterns of contacts at various conferences, and the
influence of various personal properties (e.g. seniority, conference attendance) on
social networking patterns.

1 Introduction

Participation in online social networking has been growing at an unprecedented speed,
with sites such as Facebook logging more than 400 million active users in only a few
years since its birth. This new online phenomena is arming today’s researchers in many
disciplines with very rich and rapidly evolving social environment which is proving
invaluable for the study and analyses of social dynamics, collective behaviour, commu-
nity formation, etc.

Nevertheless, in spite of the surge in investigations of online social networks, these
studies have largely overlooked the association of these networks with each other, and
with the offline, real-world networks. Social networks, in all their shapes and forms, of-
ten reflect each other in a variety of ways. The lack of comparative analyses of such het-
erogenous networks is mainly due to the shortage of data that spans this online-offline
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divide. Additionally, to better inform the analyses of real-world face-to-face (F2F) con-
tact networks, researchers need to take into account the already-existing social rela-
tionships between users. Existing relationships can have a high impact on the shape,
dynamics, and strengths of interaction between the subjects. Such multi-relation analy-
ses (called multiplexity in social networks [6,21]) remains underinvestigated [13,17].

We have designed, developed, and deployed an application that bridges the divides
between offline and online, and between real-time and historical social networks and
relationships. This is achieved by integrating various heterogeneous and distributed
networks. More specifically, Live Social Semantics (LSS) collects and integrates data
about people from (a) their online social networks and tagging activities from popular
social networking sites such as Facebook, Twitter, Flickr, and Last.fm (b) their publi-
cations and co-authorship networks from semantic repositories of publications, such as
data.semanticweb.org and rkbexplorer.org, and (c) their real-world face-
to-face (F2F) proximity, considered as a proxy for a social interaction, recorded with
a network of wearable sensors (sociopatterns.org). To the best of our knowl-
edge, this is the first time that an application is deployed that is capable of gathering
and integrating this type of data.

1.1 Main Contribution

The main contribution of this paper is the investigation of the data collected by the
LSS application during its deployment at three major conferences (section 4), where
it was used by more than 400 people. We analyse the data for contacts patterns and
the impact of parameters such as seniority and role on these patterns. We also compare
the networks from online social networking sites with those generated from real F2F
contacts, as well as with co-authorship networks. More specifically, we investigate the
following:

– Face-to-face interactions in scientific conferences (section 5.1): We start our
analyses by looking for common statistical characteristics in the F2F interaction
networks we collected from three scientific conferences. We focus our attention
to F2F contacts frequency and duration and how they compare across all three
conferences.

– Networking behaviour of frequent users (sections 5.2). Here we focus our ana-
ysis on users who participated in two LSS deployments (section 4). We measure
the networking behaviour of these users quantitatively and qualitatively, and across
conferences, in comparison to the behavior of other one-time users of LSS.

– Scientific seniority of users (section 5.3). This analysis aims to study the impact
of seniority on social activity. Seniority is approximated from (a) number or publi-
cations, (b) h-index, and (c) organisational roles at the conference where LSS was
deployed. In this analysis we search for correlations between seniority of users and
the seniority of their F2F contacts, as well as the general strength of their social net-
work. We also compare scientific seniority of users to the number of their Twitter
followers.

– Comparison of F2F contact network with Twitter and Facebook (section 5.4):
We compare the size of F2F network of users to the size of their Facebook and/or

data.semanticweb.org
rkbexplorer.org
sociopatterns.org
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Twitter social network. The idea is to see if there is a clear correlation between the
two parameters; i.e whether people with strong online social presence are also very
active in F2F networking and vice versa.

– Social networking with online and offline friends (section 5.5): We analyse F2F
contact networks while taking into account any co-authorship relationships be-
tween users, which we obtain from data.semanticweb.org, and any online
social relationship, taken from Facebook or Twitter.

The purpose of our analyses is to provide novel insights into the comparability of on-
line and offline networks, and to better understand the impact of specific drivers and
parameters on the social contact behaviour of individuals and groups in scientific com-
munities and gatherings. Such knowledge can feed into the design of better tools for
supporting networking at conferences and at similar events. It can also be used for the
identification of future scientific leaders and event organisers.

In the following section we describe some work related to monitoring live social
interactions and to online network analysis. In section 3 we briefly describe the appli-
cation and its main components, and then summarise the outcome of its deployments
so far in section 4. Section 5 details the analyses we applied to our data collection and
the main results obtained. Discussion and future work related to LSS and to our results
is given in section 6, followed by conclusions in section 7.

2 Related Work

Using sensor devices for detecting contacts at conferences is not a novel idea by itself.
IBM used RFIDs to track sessions and meal attendance at a conference [20]. Bluetooth-
enabled mobiles were also used to track networking of conference attendees [9] and for
sensing organisational aspects [5]. Networks from blutoothed mobiles were also studied
for characterising some statistical properties of human mobility and contact [16]. Wu
and colleagues used what they call “sociometric badges” to investigate impact of F2F
interactions on productivity [22]. These badges used radio frequency to detect physical
proximity, infra red to detect F2F body alignments, and voice sensors to detect conver-
sations. All these works focus on only one type of network which is based on proximity
of users, irrespective of whether these users interacted with each other (e.g. had a F2F
contact) or were already closely linked in other social contexts. Nishimura and col-
leagues used passive RFIDs to monitor and support conference communities [15].

Recently, the SocioPatterns project (http://sociopatterns.org) developed
an RFID platform that is scalable and attains reliable detection of F2F interactions [2,3].
They used this platform to investigate patterns of human contacts at various social gath-
erings [10]. The LSS application presented here leverage that platform to mine real-time
social contacts. To the best of our knowledge, the Live Social Semantics application is
the first where real-world F2F contacts are mashed up in real time with semantic data
from on-line social networking systems.

Social scientists identify several parameters that influence and motivate social and
communication networks, such as physical and digital proximity, social support and
community belonging, and homophily; similarity of individuals [14]. Such parameters

data.semanticweb.org
http://sociopatterns.org
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were the focus of many works on characterising social networks (e.g. [8,12,11]). How-
ever, such works are often limited to online social networks.

The novelty of the analyses we present in this paper resides in the integration of
heterogeneous data sources for the analysis of social networks.

3 Live Social Semantics Application

The Live Social Semantics (LSS) [1,19] is an innovative application that tracks and
supports social networking between conference attendees. The application integrates
data and technologies from the Semantic Web, online social networks, and a F2F contact
sensing platform. It helps researchers to find like-minded and influential researchers, to
identify and meet people in their community of practice, and to capture and later retrace
their real-world networking activities at conferences.

LSS integrates (a) the available wealth of linked semantic data, (b) the rich social data
from existing major social networking systems, and (c) a physical-presence awareness
infrastructure based on active radio-frequency identification (RFID).

Figure 1 shows the main components of LSS. At the center of this architecture is
a 4Store1 triplestore for storing, integrating, and accessing the heterogenous data col-
lected by LSS from various distributed resources. LSS gathers tagging and social net-
working information on registered users from selected sites (component 2 in Figure 1).
This tagging data is then used by component 3 for building semantic user profiles, which
applies a series of services (component 4) for filtering tags [18], disambiguating tags
[7], and associating them with semantics from DBpedia [19].

In [19], we focused on describing and evaluating the generation of semantic profiles
of interest from the tags shared by LSS users on Delicious and Flickr. The evaluation
demonstrated the relative high accuracy of 85% achieved by our fully automatic tag-to-
URI association algorithm which maps every tag to a DBpedia URI.

Information on user’s publications and co-authorship networks are collected from
data.semanticweb.org and rkbexplorer.com. Co-authorship networks rep-
resent another type of social networking that LSS integrates with the networks it collects
from online social networking sites and from F2F contact networks.

Real-world F2F interactions of conference attendees are mined using RFID hardware
and software infrastructure developed by the SocioPatterns project [2,3]. The RFID
platform is represented by component 6 in the architecture, and it is responsible for col-
lecting and processing readings from active wearable RFIDs carried by the conference
attendees who participated in using the LSS application. This information is period-
ically uploaded to the triple store via RDF/HTTP and integrated with the other data
layers. Details of using RFID in LSS can be found in [4].

4 Data from LSS Deployments

Live Social Semantics was deployed at three conferences. Below are some statistics on
participation in each of these deployments.

1 http://4store.org/

data.semanticweb.org
rkbexplorer.com
http://4store.org/
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Fig. 1. General architecture of LSS application. A triple store is the central point of integration
for all LSS components.

– ESWC 2009: The first deployment of LSS was at the European Semantic Web
Conference (ESWC) in Crete, 1-4 June 2009. This conference was attended by 305
people, out of which 187 participated in LSS. Out of the 187 who collected an RFID
badge, 139 of them also created accounts on our LSS application website. LSS
participants in this conference were allowed to declare their Facebook, Delicious,
Flickr, and LastFm accounts. Results of this deployment are fully described in [1].

– HT 2009: HyperText (HT), Turin, June 29-July 1, 2009: Attended by around 150
people. 113 of them collected an RFID, and 97 registered with LSS. Full description
of these results can be found in [19].

– ESWC 2010: Extended Semantic Web Conference (ESWC) in Crete, May 31-June
3, 2010. There were around 315 attendees at this conference. 175 people collected
an RFID, and 132 of them registered on the LSS site.

5 Data Analyses and Results

Understanding the correlations between the characteristics of users who are linked in
a social network is a long-standing problem in social sciences, ecology and epidemi-
ology: a typical pattern, referred to as “assortative mixing”, describes the tendency of
nodes of a network (here, the users), to link to other nodes with similar properties.

In this section we describe a variety of analyses that we applied to the data we
gathered from LSS deployments. In this analyses we take several parameters into ac-
count, such as degree and strength of F2F networks, size of online social networks, co-
authorship relations, conference chairing roles, and scientific seniority of users. These
analyses are aimed at identifying patterns, or testing and verifying various conceptions,
on how people connect socially at conferences.

We start by showing the high similarity of the social networks we obtained from all
three deployments. Therefore, to save space, we sometimes only report the results of
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applying our analysis to data from ESWC2010. However, the results for the other two
conferences are quite similar.

5.1 Face-to-Face Interactions in Scientific Conferences

The aim of this analysis is to determine the statistical characteristics of F2F networks,
and assess their uniformity across multiple conferences.

The Sociopatterns platform [3] used by LSS enables the detection of F2F proximity
of attendees wearing the RFID badges. The LSS architecture registers the contact events
taking place within the range of our RFID readers, and stores this data in RDF in the
LSS triplestore. The data is also stored as a network, allowing to build the aggregated
contact network of the conference as follows: nodes represent individuals, and an edge
is drawn between two nodes if at least one contact event took place between the corre-
sponding attendees. Each edge is weighted by the number of contact events or the total
duration spent in face to face proximity. For each node, the degree of a node (number
of neighbours on the network) gives the number of different attendees with whom the
user has been in contact, and the “strength” (sum of the weights of the links) is defined
by the total time this person spent in F2F interaction with other attendees.

Tables 1 and 2 give the main characteristics of the observed behavior of the partic-
ipants in the three LSS deployments. The data show a very high level of uniformity
across the three conferences.

More in detail, Table 1 shows that most contacts are very short, but that some very
long contacts are also measured. In fact, the distributions of contact durations are broad,

Table 1. Some characteristics of the contact events between LSS participants during three con-
ferences. The F2F contact pattern is very similar for all three conferences.

Contact characteristics ESWC 2009 HT 2009 ESWC 2010
Number of contact events 16258 9875 14671
Average contact length (s) 46 42 42

Fraction of contacts ≤ 1 mn 0.87 0.89 0.88
Fraction of contacts ≤ 2 mn 0.94 0.96 0.95
Fraction of contacts ≤ 5 mn 0.99 0.99 0.99

Fraction of contacts ≤ 10 mn 0.998 0.998 0.998

Table 2. Some characteristics of the aggregated network of contacts between participants. The
degree of a user is the number of other users with whom s/he has had at least one contact. The
weight of an edge between two users is given by the total time they have spent in F2F interaction.

Network characteristics ESWC 2009 HT 2009 ESWC 2010
Number of users 175 113 158
Average degree 54 39 55

Average strength (s) 8590 7374 7807
Average edge weight (s) 159 189 141

Fraction of weights ≤ 1 mn 0.7 0.67 0.74
Fraction of weights ≤ 5 mn 0.9 0.89 0.93

Fraction of weights ≤ 10 mn 0.95 0.94 0.96
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Fig. 2. Probability distribution of (left) the total time spent in F2F interaction, and (right) the
number of contact events, between two participants to the LSS deployments. The X-axis is the
total time (left) and the number (right) of contact events, and the Y-axis gives the probability to
observe such a value.

as also observed in other settings [3,10]. Figure 2 shows that the distributions of total
time spent in F2F interaction by two attendees, and of the number of contact events
between two attendees, are also broad, and are very similar in all three conferences.

Interestingly, the observed general behaviours across conferences are remark-
ably similar, both qualitatively and quantitatively, from the point of view of the contact
durations and for what regards cumulated contacts between participants: The average
contact durations and total time spent F2F by two individuals are very close,2 and in
fact, the whole statistical distributions can be superimposed, as shown in Figure 2.

5.2 Face-to-Face Networking Behaviour of Frequent Attendees

The successive deployment of the LSS architecture at ESWC in 2009 and 2010 enables
not only the comparison of the overall attendees behavior, as shown in the previous
paragraphs, but also to focus on the persons who attended both deployments. These
common participants turn out to be 33. It is thus interesting to investigate their charac-
teristics, in order to understand if these participants are in some aspects different from
the others.

Table 3 compares the main characteristics of the contacts between returning par-
ticipants with the overall average characteristics. It highlights how the attendees who
participated in LSS in both ESWC 2009 and ESWC 2010 conferences were much more
active, in terms of F2F interactions, than those who used LSS only once.

We observe that the average number of distinct participants with whom returning
attendees have interacted is larger. The total time spent in F2F proximity with other
attendees (strength) is close to twice the interaction time averaged over all participants.

2 Note that since the distributions are broad, the precise value of the averages is rather sensitive
to rare events in the distribution tail.
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Table 3. Average characteristics in each year of the participants to both ESWC 2009 and ESWC
2010, and of the contact patterns between these returning participants, as compared to the average
over all participants

Characteristics all participants,
2009

all participants,
2010

common partici-
pants, 2009

common partici-
pants, 2010

Average degree 55 54 73 62
Average strength 8590 7807 16426 13216
Average weight 159 141 416 404
Average contact dura-
tion in seconds

46 42 52 57

Average number of
contact events per edge

3.44 3.37 8 7

This feature can be investigated in more details by measuring the average weight of
a link between a returning attendee and any of his/her neighbours, or also between
two returning attendees. We find that returning attendees have a larger average inter-
action time (212 seconds, against a global average of 141 seconds) and interact more
frequently with their neighbours (4.3 contact event per edge, against 3.44 overall).

When focusing the analyses to only those interactions that took place between the re-
turning attendees, Table 3 shows an even stronger effect, with an average total duration
of interaction (link weight) of about 400 seconds. Interestingly, this strong difference
in total interaction time comes mostly from a much larger number of contact events,
while the average duration of a single contact event is only slightly larger for returning
attendees. Overall, returning attendees interact more frequently and longer than
average, especially among each other.

Stability of F2F interactions across conferences. In section 5.1 we showed that the
general statistical patterns of F2F networking are very similar across all three confer-
ences where LSS was deployed. Then in section 5.2 we showed that frequent users
have stronger F2F networks. Another interesting question is whether these common
users show similar social-networking behaviour from one year to the next.

To this end, we study the correlation between the properties of individuals and of
their links in the interaction network in 2009 and 2010. More precisely, we plot in Fig-
ure 3 for each individual the number of neighbours in 2010 versus the number of neigh-
bours in 2009 (top). We also plot the total time spent in F2F interaction in 2010, versus
the same quantity measured at ESWC2009 (middle plot). For the links observed in both
2009 and 2010, we also plot the weight in 2010 versus the weight in 2009 (bottom plot).
The plots show a clear correlation pattern. More quantitatively, the Pearson correlation
coefficients 3 are 0.37 for the degrees, 0.76 for the total time spent in interaction, and
0.75 for the link weights. What this implies is that although people interacted with a

3 The Pearson correlation coefficient between two variables is defined as the covariance of the
two variables divided by the product of their standard deviations. It measures the correlation
(linear dependence) between these two variables, and is comprised between −1 when the
variables are perfectly anti-correlated and +1 when they are perfectly correlated.
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Fig. 3. Correlation between the characteristics of a returning attendee in 2009 and 2010. The
X-axis gives the value of the charateristics of an attendee measured in 2009, and the Y-axis
gives the value of the same characteristics measured in 2010. Black circles: degree, giving the
number of other participants with whom an attendee has interacted. Red squares: total time spent
in interaction by an attendee. Green diamonds: total time spent in F2F interaction by a pair of
returning attendees in 2010, versus the same quantity measured in 2009.

different set of people during these two conferences, the time they spent in these
interactions was very similar.

Since people’s social behaviour seems to remain rather stable from one conference
to the next, we can assume that they will show homogenous behaviour at other similar
conferences, and that the typical changes in conference programs and events have little
impact on the behaviour of attendees.

5.3 Scientific Seniority and F2F Network Patterns

One interesting parameter to investigate in conference F2F networks is the scientific
seniority of people. This section investigates this parameter and its influence on F2F
networking dynamics.

We consider two different ways to quantify the scientific seniority seu of a user u:
(i) the number of papers authored by an individual at semantic web related confer-
ences,4 and (ii) the h-index.5 While the publication and citation patterns change from
one community to the next, we are here dealing with scientists coming from the same
community, so that these quantities are reasonable indicators of how senior a person is.

4 Number of papers is obtained from data.semanticweb.org and is therefore limited to
the conferences metadata available in this repository. However, these numbers give a good
approximation of seniority for the attendees of the conferences in question.

5 From scholarometer http://scholarometer.indiana.edu/

data.semanticweb.org
http://scholarometer.indiana.edu/
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To quantitatively answer the question of whether people tend to only mix with their
peers or not, we compute for each user u in the aggregated contact graph the average
seniority of nearest neighbours

seu
nn =

1
ku

∑
v∈V(u)

sev (1)

where the sum is over the ku users with whom u has been in contact at the conference.
We also compute the average seniority of the neighbours of users with seniority se

senn(se) =
1

|u/seu = se|
∑

u/seu=se

seu
nn . (2)

The study of the F2F interaction patterns has however shown that not all contacts are
equivalent. On the contrary, the amount of time spent by two users in F2F proximity is
strongly heterogeneous (see Fig. 2). Since Eq. (1) performs an unweighted average of
the seniority of all neighbours, we generalize it to take into account the contact diversity:

seu
nn,w =

1
su

∑
v∈V(u)

wuvsev (3)

where wuv is the total time spent in F2F proximity by u and v, and su =
∑

t∈V(u) wut

is the total time spent by u in F2F proximity with other users. We also consider for each
user u the strongest link, and define seu

nn,max as the seniority of the user v with whom
the corresponding contacts took place.
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Fig. 4. Average seniority of the neighbours of a user, versus the user’s own seniority. Black circles
correspond to an unweighted average over all neighbours, Eqs. (1) and (2). Red squares show the
weighted average Eq. (3), and green diamonds show the seniority of the neighbour with whom
the strongest link is observed.
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Table 4. Some characteristics of the ESWC 2010 chairs, and of the links between chairs, com-
pared with the overall averages

Characteristics all participants, 2009 chairs 2009 all participants, 2010 chairs, 2010
average degree 55 77.7 54 77.6

average strength 8590 19590 7807 22520
average weight 159 500 141 674

average number of events 3.44 8 3.37 12
per edge

Figure 4 displays the average seniority of the neighbours of users with seniority se,
Eq. (2), as a function of the seniority se, measured as the number of papers authored by
an individual. No clear pattern is observed if the unweighted average over all neighbours
in the aggregated network, Eq. (1), is considered. The picture is different when the time
spent in F2F interaction is considered in order to compute an average in which each
neighbour is weighted by the time spent with him/her, as in Eq. (3). An assortative
trend is then observed, which is even stronger if considering for each individual only
the neighbour with whom the most time has been spent. Such procedures allow to filter
out short encounters which are then given small importance, or completely ignored.

Our analyses unveils a clear assortative mixing behavior, in which people tend to
mix with others with similar seniority levels. In other words, more senior individu-
als tend to spend more time with other senior individuals, and junior people are more
likely to mix with their peers. Similar results are obtained when the h-index is consid-
ered as a measure of seniority. It is important to note that relying only on unweighted
contacts, i.e., the only knowledge of who has met whom, would not have allowed to
reveal this assortative mixing, and that information on the temporal aspects is crucial in
this respect.

Conference chairing and F2F networks. Another indicator of seniority is whether
a person has taken a chairing role at the conference or not. Conference chairing and or-
ganisational roles were retrieved for all LSS users at ESWC2010 from
data.semanticweb.org and used in this analysis.

Table 4 explores this particular aspect of the relationship between “seniority” and
social activity at the conference. Track chairs are indeed typically more senior. We ob-
serve that the chairs interact with more distinct people (larger average degree), and
spend more time in F2F interaction (almost three times as much as a random par-
ticipant). Moreover, the contact events between chairs tend to be longer, and edges
between chairs in the aggregated network correspond to many contact events. The den-
sity of the subnetwork of chairs is also very large (80% of all possible encounters are
observed, against 35% for the possible encounters between all participants).

Scientific seniority and twitter followers. A comparison between seniority and the
number of followers on Twitter (i.e. number of Twitter users who follow the person
in question) is given in Figure 5 for ESWC2010. It is interesting to see that of all
LSS users, the most senior scientists are not the mostly followed on Twitter. Also,
a number of less senior people in terms of h-index were followed by many Twitter

data.semanticweb.org
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Fig. 5. Comparison between people’s scientific seniority and the number of people following
them on Twitter. Y-axis is the h-index normalized by the maximum h-index among participants,
or the number of Twitter followers, as well normalized by the maximum number of followers
observed, and X-axis is the 55 people who gave LSS their Twitter accounts during ESWC2010,
ranked in decreasing order of h-index.

users. It is worth noting that the first two peaks on the Twitter line in the figure belong
to researchers with high visibility and who have taken on chairing responsibilities in
other conference events (sessions, tracks, workshops, etc.). The third peak belong to a
developer in a semantic web company and not to a researcher (hence the zero h-index).
In future work we will consider other parameters, such as user’s Twitter activity levels
and time since Twitter account was created.

What these results show is that the number of Twitter followers is not necessarily a
good indication of pure seniority in the context of scientific communities, but rather it
is a reflection of popularity of individuals and of the work they do (more in section 6).

5.4 Face-to-Face Interactions and Size of Online Social Networks

Figure 6 shows the average amount of F2F networking of participants during ESWC
2010, alongside the size of their online social networks from Facebook and/or Twitter
(followers and followees). The figure does not show any strong correlation between
these two parameters. In other words, people who were active in F2F contacts do
not necessarily have the largest online social networks, and vice versa. Note that
these online networks include people who were not present at the conference, or who
were present but did not participate in LSS. These online networks also include people
from outside the research community (e.g. family, friends, or even spam). The figure
also shows a large discrepancy for some of those with low degree of F2F contacts. In
a closer look at the data, we found that these readings belong to people who were not
researchers in the semantic web field, but were nevertheless present at the conference. It
is therefore reasonable to expect these people not to know many of the attendees, which
limited their social interactions at the conference.
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Fig. 6. X-axis shows the LSS users who declared their Facebook and/or Twitter accounts during
ESWC2010 deployment. The Y-axis shows the total size of their online social networks, normal-
ized by the maximal size observed, and the degree in the F2F interaction network of ESWC2010,
divided by the maximum degree. There is no strong correlation between the amount of F2F con-
tact activity and the size of online social networks. In other words, it appears that people who
have a large number of friends on Twitter and/or Facebook are not necessarily the most socially
active in the offline world.

5.5 Social Networking with Online and Offline “Friends”

A social relationship between two individuals can be defined from different points of
view. They can be friends, colleagues, co-workers, and the relationship can exist in real
life and/or in online social networking sites. The concept of multiplexity refers to the
extent to which multiple ties coexist between the same persons. The LSS platform offers
an interesting way to crosslink data concerning on the one hand real life interactions
taking place on short times and on the other hand professional or online social links.
We focus here on the ESWC 2010 deployment, although the other deployments give
very similar results.

Among the participants to the ESWC 2010 deployment, 26 links of co-authorship
are found, together with 194 links of Facebook friendship, and 112 pairs in which at
least one individual follows the other on Twitter. Table 5 gives the average contact char-
acteristics for pairs of LSS users who share a social relationship either at a professional

Table 5. F2F contact characteristics between (i) all LSS users, (ii) LSS users who are coauthors,
(iii) LSS users who are friends on Facebook, and (iv) pairs of users who are linked on Twitter

Characteristics all participants coauthors FB Twitter
average contact duration (s) 42 75 63 72
average edge weight (s) 141 4470 830 1010
average number of events
per edge

3.37 60 13 14
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level or online. The average duration of a contact is much larger than for a random pair
of attendees, but remains of the same order of magnitude.

The total time spent in F2F interaction is instead much larger, due to the fact that
individuals sharing an online or professional social link meet much more often
than other individuals. Moreover, while the two different online social networks give
very similar results, the average number of encounters -and total time spent in
interaction- is highest for co-authors.

6 Discussion and Future Work

The analyses we report in this paper is based on data from three conferences. When we
closely compared the list of users of HT2009 with those of ESWC2009 and ESWC2010,
it was clear that there was negligible overlap between these users lists. For this reason,
some of our analyses that required common users was limited to ESWC data only.
However, in our analyses we showed that behaviour in F2F networking of groups and
of individuals is very similarly from one conference to the other (sections 5.1 and 5.2).

Our data is naturally sparse, since not all conference attendees participated in LSS,
and not all users of one LSS deployment attended, or participated in other LSS de-
ployments. Also, for some deployments, many F2F contacts were taking place outside
the perimeters of our RFID readers (e.g. at the bar, during meals), and therefore could
not be logged by LSS. However, we believe that the patterns we identified were strong
enough in spite of this data sparsity. To overcome this problem, SocioPatterns.org is
currently developing RFID with on-board memory, thus enabling F2F contacts to be
logged regardless of distance to RFID readers.

As we report in this paper, there are often many parameters and types of relationships
that influence social networks and their analyses. In this paper we focused our analyses
on a number of such parameters, and our results are based on the network data we
gathered from LSS deployments. Such data however, might contain some bias, caused
by that data’s inherited limitation to only those users who registered to use LSS, and
to only those conferences where LSS was deployed. Other parameters can be taken
into account in future deployments and analyses, such as users’ age, affiliations, and
group or project membership (e.g. from rkbexplorer.org). Deploying LSS at non-
computer science conferences will also help to widen the scope of our analyses.

Chronology of social relationships could be taken into account when analyzing social
networks, to investigate the influence of existing relationships between users on the
dynamics of their networks. Some temporal relationships can be obtained from further
LSS deployments over longer periods of time, where F2F, and online social networks
can be monitored more frequently, and compared with each other over time.

Additionally, we currently do not consider when an online social networking account
was set up, or whether the owner is an active user of these accounts or not. Such infor-
mation can strengthen the analyses of these networks. We are currently building models
and tools for generating rich user profiles that can acquire and represent user’s activi-
ties in various social networking systems. Such profiles can then be analysed to identify
usage and social behaviour, influence, trends, and interests.

rkbexplorer.org
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With respect to estimating scientific seniority of LSS users, we relied on the num-
ber of their papers, their h-index, and their chairing roles at the conferences where
LSS was deployed (section 5.3). Other features could be taken into account, such as
their chairing roles in other previous conferences, or their overall number of
publications. However, based on our knowledge of who’s who in the semantic web
community, we find that the seniority results from our approaches were very realistic
approximations.

Linked Data resources such as data.semanticweb.org and rkbexplorer.
org proved invaluable for this work. We used these resources for obtaining information
on publications, co-authorships, chairing roles at various conferences, etc. Such initia-
tives should be supported and extended further, emphasizing quality as well as quantity
of the data they store.

Work on LSS so far has concentrated on building the platform and website. Future
work will focus on providing users with added-value services that use the collected data
and analyses results to, for example, recommend new contacts to add to online social
networks, to meet or collaborate with certain users F2F, attend specific talks, etc.

7 Conclusions

Data from LSS gave us the opportunity to analyse and compare various types of online
as well as offline social networks for conference attendees, and to better understand their
characteristics, dynamics, and dependencies. Below we summarize the main finding
from our analyses:

– Statistical properties of the F2F social contact patterns were very similar across all
three conferences. (section 5.1).

– Frequent conference attendees (i.e. used LSS in more than one conference) were
more socially active in F2F networking than others, with %22 more F2F interac-
tions and %50 more interaction time than other users (section 5.2).

– Time spent on F2F networking by frequent conference attendees remained stable,
even though the list of people they networked with change (section 5.2).

– Conference attendees tend to networks with others of similar levels of scientific
seniority. We also show that conference chairs meet more people and spend 3 times
as much time in F2F networking than other users (section 5.3).

– People who have the highest number of Twitter follower are not necessarily the
most senior in terms of their h-index, although they have high visibility, popularity,
and experience (section 5.3).

– No visible correlation is found between size of online social networks of users in
Facebook and Twitter and the number of people they met face to face (section 5.4).

– People’s F2F contacts with their Facebook friends and Twitter mutual followers
were respectively %50 and %71 longer, and %286 and %315 more frequent than
with others. They have also spent %79 more time in F2F contacts with the people
they co-authored papers with, and they met them %1680 more times than they met
non co-authors (section 5.5).

data.semanticweb.org
file:rkbexplorer.org
file:rkbexplorer.org


32 A. Barrat et al.

References

1. Alani, H., Szomszor, M., Cattuto, C., den Broeck, W.V., Correndo, G., Barrat, A.: Live social
semantics. In: Bernstein, A., Karger, D.R., Heath, T., Feigenbaum, L., Maynard, D., Motta,
E., Thirunarayan, K. (eds.) ISWC 2009. LNCS, vol. 5823, pp. 698–714. Springer, Heidelberg
(2009)

2. Barrat, A., Cattuto, C., Colizza, V., Pinton, J.-F., den Broeck, W.V., Vespignani, A.: High
resolution dynamical mapping of social interactions with active RFID (2008),
http://arxiv.org/abs/0811.4170

3. Cattuto, C., den Broeck, W.V., Barrat, A., Colizza, V., Pinton, J.-F., Vespignani, A.: Dy-
namics of person-to-person interactions from distributed RFID sensor networks. In: PLoS
ONE (2010)

4. den Broeck, W.V., Cattuto, C., Barrat, A., Szomszor, M., Correndo, G., Alani, H.: The live
social semantics application: a platform for integrating face-to-face proximity with on-line
social networking. In: Workshop on Communication, Collaboration and Social Networking
in Pervasive Computing Environments (PerCol 2010), IEEE Int. Conf. on Pervasive Com-
puting and Communications (PerCom), Mannheim, Germany (2010)

5. Eagle, N., (Sandy) Pentland, A.: Reality mining: sensing complex social systems. Personal
Ubiquitous Comput. 10(4), 255–268 (2006)

6. Fischer, C.S.: To dwell among friends. University Chicago Press, Chicago (1982)
7. Garca-Silva, A., Szomszor, M., Alani, H., Corcho, O.: Preliminary results in tag disambigua-

tion using dbpedia. In: Knowledge Capture (K-Cap 2009) - Workshop on Collective Knowl-
edge Capturing and Representation - CKCaR 2009, CA, USA (2009)

8. Golder, S., Wilkinson, D.M., Huberman, B.A.: Rhythms of social interaction: Messaging
within a massive online network. In: Communities and Technologies 2007: Proceedings of
the Third Communities and Technologies Conference, Michigan State University (2007)

9. Hui, P., Chaintreau, A., Scott, J., Gass, R., Crowcroft, J., Diot, C.: Pocket switched networks
and human mobility in conference environments. In: WDTN 2005: Proc. 2005 ACM SIG-
COMM Workshop on Delay-Tolerant Networking. ACM, New York (2005)
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Abstract. Clinical trials are fundamental for medical science: they pro-
vide the evaluation for new treatments and new diagnostic approaches.
One of the most difficult parts of clinical trials is the recruitment of pa-
tients: many trials fail due to lack of participants. Recruitment is done
by matching the eligibility criteria of trials to patient conditions. This
is usually done manually, but both the large number of active trials and
the lack of time available for matching keep the recruitment ratio low.

In this paper we present a method, entirely based on standard seman-
tic web technologies and tool, that allows the automatic recruitment of a
patient to the available clinical trials. We use a domain specific ontology
to represent data from patients’ health records and we use SWRL to
verify the eligibility of patients to clinical trials.

1 Introduction

Clinical trials are the gold standard for testing therapies or new diagnostic tech-
niques that may improve clinical care. Patients are enrolled to clinical trials if
they match the eligibility criteria that define the trials. The recruitment pro-
cess is a particular point of weakness for clinical trials. The development of
information technology in medicine, and particularly in hospitals, offers a good
opportunity to support and improve the recruitment process.

The work presented in this paper aims at suggesting the clinical trials to which
a patient could be enrolled. It fits into the standard procedure, mandated by the
French national oncology guideline, of evaluating cancer patients in multidisci-
plinary meetings. Doctors from different disciplines meet periodically to discuss
and decide the treatment of patients. Clinical trials are about treatments, and
the decision of enrolling a patient is taken during these meetings.

The system, by finding clinical trials in which a patient may be enrolled, takes
a different perspective to clinical trial recruitment, usually oriented towards find-
ing patients for a clinical trial. It is centred on patients, and it is possibly more
acceptable by doctors, as it does not interrupt their workflow. Our project anal-
ysis and evaluation is based on the clinical trials and patients’ data discussed in
the multidisciplinary meetings in the Centre Hospitalier Universitaire of Rennes
(France), between September and December 2009.
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Matching trials to patients requires the formalisation of patient conditions and
of eligibility criteria in such a way that their correspondences can be computed
and found. Patients’ data and criteria have usually a different level of abstraction.
Data are specific and precise (for example, Prostate Ductal Adenocarcinoma,
Cribriform Pattern), while criteria need to include cases that are different within
determined boundaries (for example, Invasive Prostate Carcinoma).

The fundamental hypothesis we make in the project is that mapping terms
from patients’ records and eligibility criteria to a formal ontology both minimises
the risk of ambiguity and allows automated reasoning. The medical domain,
and oncology in particular, has a wealth of well-established ontologies that can
be used, which were originally developed as terminology services for uniquely
identifying diseases, symptoms, and therapies. Additionally, ontologies written
in OWL have clearly defined expressivity and computational properties and they
can also exploit tools and applications both for authoring (such as Protï¿œgï¿œ)
and for reasoning (such as Jena, Pellet, Fact++).

The work presented in this paper focuses on the use of OWL and SWRL
for representing patients’ data and eligibility criteria, and reason about them.
The goal is to show that it is possible to identify a workable formalism within
the boundaries of Description Logics that can be used for the whole process of
recruitment, without the need to add external resources.

2 Clinical Trials

Clinical trials (CTs) are fundamental for evaluating therapies or new diagnosis
techniques. They are the most common research studies designed to test the
safety and/or the effectiveness of interventions. A CT may address issues such
as prevention, screening, diagnosis, treatment, quality of life or genetics, and
each trial is designed to answer specific scientific questions. CTs are based on
statistical tests and population sampling, and because they rely on adequate
sample sizes it is common for CTs to fail in their objectives because of the
difficulty of meeting the necessary recruitment targets in an effective time and
at reasonable cost.

The two most important issues that must be decided early in the design of
a CT are the population of interest (which determines the eligibility criteria
of the trial) and the sample size required to give sufficient statistical power
for analysis. Reduced sample size reduces the power of the study, but relaxing
eligibility criteria to allow a larger population of interest (and hence a larger
pool from which to recruit) introduces a confounding element where factors that
are not the prime focus of the study cannot be excluded.

Patient data, either acquired during the clinical care process or contained
in Electronic Health Records (EHR), could be reused to automatically apply
eligibility criteria

The features of the population of interest for a clinical trial are defined by
the eligibility criteria of the trial. These characteristics determine the rules to
be applied for building the sample of subjects. They may include age, gender,
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medical history and current health status. Eligibility criteria for treatment stud-
ies often require that patients have a particular type and are at a particular
stage of their disease.

Enrolling participants with similar characteristics helps to ensure that the
results of the trial will be due to what is under study and not other factors. A
second function of eligibility criteria is to exclude patients who are likely to be
put at risk by the study, minimizing the risk of a subject’s condition worsening
through participation.

3 Problem Description

The goal of the system presented in this paper is to select the clinical trials in
which a patient might be enrolled, among those currently active in a hospital.
The list of selected clinical trials are then evaluated by the doctors in the multi-
disciplinary meeting. In particular, it is important to remove trials that are either
not relevant or with mismatch conditions, in order to provide the physicians with
a list of focussed suggestions.

The suggestions are based on the available information at the moment of the
meeting, which can be weeks before the trial actually starts. Criteria referring
to the patient conditions at the moment of the trial cannot be considered in this
stage and are discarded: the project focuses on a subset of the criteria, called
pre-screening criteria. The system is applied to clinical trials concerning prostate
cancer.

There are three main aspects to be considered: how to represent patients’
data in a format that can be queried; how to represent the eligibility criteria;
and how to match criteria to patients, dealing with the difference in abstraction
discussed in Section 1. In this paper we present an approach that uses only OWL
and SWRL to represent data and criteria, and to reason. It can be considered a
low-level representation: directly computable, but not for human use. However,
it is possible to find representations at a slightly higher level that can be directly
converted into SWRL using re-write rules.

3.1 Patient Data

Results of exams are stored in patients’ records. While historically kept in phys-
ical folders, they are beginning to be stored in an Electronic Health Records
(EHR), often in natural language, or as scanned images. There is an ongoing
effort to formalise their representation, in order to simplify search, and to allow
interoperability between different systems.

In our project, the data is currently in free text, but an expert operator will
convert it into a more formal model before running the matching process.

Patients’ data are represented according to an Information Model, such as
the HL7 Reference Information Model (RIM). An information model defines
what is the information that needs to be collected and gives it a semantics. It
is often a set of classes (also called templates) with the attributes and methods
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date of birth: 11 October 1935
Relevant elements:
diagnosis: prostate adenocarcinoma
June 2007: radical prostatectomy
Gleason 6 = 3+3, pT3a R0
Initial PSA (Prostate Specific Antigene) marker = 9.48
one month after surgery=undetectable
after 12 months=0.26 ng/ml

Fig. 1. Example of patient record available at multidisciplinary meeting

(the class patient, for example). The HL7 RIM contains 5000 attributes to cover
terminology requirements. Semantics is provided by a reference ontology.

3.2 Eligibility Criteria

The eligibility criteria consist of a set of inclusion criteria defining the charac-
teristics mandatory in the population of interest and a set of exclusion criteria
defining the characteristics to be avoided. Usually the negation of an exclusion
criterion becomes an inclusion criterion and viceversa.

Eligibility criteria can be simple, stating the value of a single observable en-
tity, such as the diagnosis (diagnosis of prostate adenocarcinoma), or can be
qualified by other properties (diagnosis of prostate adenocarcinoma, confirmed
by histology). The values can be at different level of abstraction: for example,
the diagnosis can specify a particular type of cancer, or can be more generic
and include different forms of cancer, possibly by specifying only the location
(diagnosis of prostate neoplasm) or some features of the cancer (invasive cancer).

Criteria can define the acceptable value of some medical parameters (Prostate
Specific Antigene PSA > 5ng/l), of some personal attribute of the patient (age >
18, age < 75) or can specify the staging of the disease (such as the Classification
of Malignant Tumours, TMN, or the Karnofsky score and the Zubrod score, used
to measure the general patient’s well-being). There can be alternative values
(patient in stage pT2, pT3 or pT4). The staging system used in the patients
data may be different from the one used in the criteria. Conversion tables can
address this issue.

The criteria can specify time constraints that refer to other events: PSA value
> 9 ng/l 6 months after surgery, or PSA < 2 a month before inclusion.

A criterion can contain a conjunction of other criteria (diagnosis of X and
grade pT2), or can be the disjunction of criteria (PSA > 9 or grade pT2).

Inclusion criteria are usually positive expression, while exclusion criteria are in-
troducedbynegation (“no ...”, “absence of...”). Some composite criteriamay contain
both positive and negative statements (invasive cancers, excluding skin cancer).

Figure 2 shows an example of the eligibility criteria used for selecting patients
in clinical trial for a therapy for prostate cancer run in the university hospital
of Rennes in 2009.
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Inclusion:
1) Histologically proven cancer localised in the prostate
2) Absence of metastases
3) Cancer in intermediate prognostic group : - T2a <= T < T3a - or T1b/c with PSA
>= 10ng/ml - or T1b/c with Gleason score >= 7
4) PSA < 30ng/ml with a normal calibration value of 4ng/ml
5) age < 77 years
6) life expectancy >= 10 years
7) OMS-WHO=ZUBROD <= 1 [Zubrod]
Exclusion:
1) history of invasive cancer unless it is older than 5 years
3) PSA >=30ng/ml in two successive measurement (even if the latest is lower than
30)
4) history of pelvic radiotherapy
5) history of radical anterior prostectomy due to cancer
6) previous hormonotherapy or castration

Fig. 2. Eligibility criteria for a clinical trial for an adjuvant therapy for prostate cancer

4 State of the Art

A detailed and extensive overview of the formalisms used for representing eligi-
bility criteria is given in [10]. In the paper the authors distinguish different types
of expression languages for eligibility criteria. We summarise three categories,
which include most of the projects.

ad hoc expression normally driven by use cases more than by theoretical ba-
sis. Ad hoc languages define a set of parameters that can take boolean, nu-
meric or enumerated values. The languages provide comparison and logical
operators. Some ad hoc languages are based on a rich information model,
such as the HL7 RIM. In general they have a limited capability of using
formal reasoning methods such as temporal constraints or predicate logic.
However, ad hoc languages proved very popular, and are used in various
projects.

Arden Syntax is a hybrid between a production rule system and a procedural
formalism. It has been chosen as standard for HL7. It provides rich time
functions and explicit links to clinical data embedded in curly brackets. It is
more expressive than most ad hoc languages. It lacks declarative properties
and defined semantics for temporal comparison and data abstraction. It is
well supported.

logic based languages vary in expressivity. Systems overviewed include one
based on SQL (based on relational algebra), one on Protege Constraint lan-
guage (PAL) and one on Description Logic [9].

Because of its relation with the project presented in the paper, we will de-
scribe [9] in more detail. This work aims at demonstrating how it is possible
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to use ontologies for reasoning in health informatics. The authors use the prob-
lem of matching eligibility criteria to patients’ condition as case study. They
focus on the problems of knowledge engineering and of scalability. They analyse
the mapping of the representation of patients’ data used in a hospital, based
on a local terminology, to a formal medical ontology - SNOMED CT (System-
atized Nomenclature of Medicine – Clinical Terms)1. The problem of scalability
is addressed using SHER, an OWL-DL reasoner developed by IBM for dealing
with large ontologies. Patients’ data are observations that connect instances of
SNOMED CT classes. Eligibility criteria are class definitions that are used to
query observations via subsumption.

In the Epoch project [7] the researchers have developed a framework for man-
aging the overall process of clinical trials. They created a suite of OWL ontologies
covering the different phases of the process, but they do not provide a detailed
explanation about the representation of patients’ data and clinical trials.

5 Method

As we have seen in Section 3, formalising and reasoning over eligibility criteria
requires the possibility of reasoning over ontologies when criteria are expressed
as generic conditions, or when only some attributes of the diseases are speci-
fied,. It also needs to be able to represent and reason over data types and over
time. It should allow the composition of criteria both through disjunction and
conjunction. An additional requirement is the traceability of the results: if a
patient is selected or rejected for a clinical trial, it must be possible to identify
the observations supporting the criteria.

As stated in Section 1, we make the fundamental hypothesis that mapping terms
from patients’ records and eligibility criteria to a formal ontology minimises the
risk of ambiguity and allows automatic reasoning. The ontology plays both the
role of reference terminology and of background knowledge for reasoning.

The system needs to find the clinical trials to which a patient might be en-
rolled. Before a multidisciplinary meeting, all the active Trials of a hospital are
loaded into the system. Then each of the patients to be discussed in the meeting
is loaded into the system, one at the time. The eligibility criteria are matched
to patient’s observations. The criteria are then aggregated and a list of clinical
trials with satisfied inclusion criteria and without satisfied exclusion criteria is
extracted.

The system exclusively uses OWL and SWRL to represent patient data and
eligibility criteria: everything is loaded into an ontology, and all the operations
take place within the ontology.

5.1 Choosing the Medical Ontology

The first step is to identify the ontology that can be used for these roles. For
its role as reference terminology, an ontology needs to provide a good coverage
1 http://www.ihtsdo.org/snomed-ct/

http://www.ihtsdo.org/snomed-ct/
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of the terms appearing in patients’ records and in criteria: it should be possible
to map terms in the text to entities already defined in the ontology, or to easily
define new entities, using other entities and the compositional grammar of the
ontology. Following the criteria presented in [4], we also evaluated availability
(open source or licensed) and its format.

In order to evaluate coverage an expert in clinical trial selected 200 criteria
from clinicaltrials.gov. We used MetaMap [2] to map the extracted criteria,
written in free text, to concepts in the UMLS metathesaurus [3]. UMLS (Unified
Medical Language System) connects terms from over 100 medical terminologies:
each concept in UMLS is mapped to different terminologies. We checked, for each
UMLS concept found by MetaMap, whether there was a corresponding term in
the different terminologies. From the evaluation, it resulted that NCI Thesaurus
(NCI-T) [8] provides the best coverage with 75%. NCI-T contains 75000 classes
and it is developed specifically for oncology by the National Cancer Institute,
US. NCI-T is followed by SNOMED CT, a large ontology (over a million classes)
covering all medical domains, with a coverage of 65%.

Regarding availability, NCI-T is open source, while SNOMED CT has a very
expensive licence. Both are written in a Description Logic: SNOMED is ER++,
NCI Thesaurus is SH(D). However, NCI-T is directly available in OWL1.1 [6],
while SNOMED is distributed in database tables and requires conversion . NCI-
T introduces a particular idiom, intended for human use, for properties. Some of
its properties have the prefix may_have, while some of the others have the prefix
excludes_. The may_have properties are used when a class of diseases have sub-
classes that may or may not present a particular feature. A may_have_[feature]
property has a corresponding subproperty has_[feature] that is used in subclasses
that have the feature. The excludes_[feature] property is used to specify that
a particular disease does not present a feature or a symptom. These properties
are intended for human use: from a Description Logics perspective these prop-
erties have no particular meaning, and it is not possible to use them to verify
consistency.

At the end of the evaluation process, we opted for NCI-Thesaurus as back-
ground knowledge. Additionally, the use of a domain-specific ontology requires
a system that should be minimally coupled with the ontology itself, to allow
portability in other domains.

The support for data types in OWL1.1 is not particularly powerful, as it is
not possible to specify ranges. Similarly the reasoning over time is hard in OWL.
The use of SWRL (Semantic Web Rule Language) allows us to overcome these
limitations: in SWRL it is possible to write rules that state ontological properties
and contain built-in functions. In Protege 3.4, the available built-ins include
numerical comparators (greaterThan, lessThan,...) and temporal comparators.

The core of the system is a simple ontology, that glues together the compo-
nents: it imports NCI-T ontology and the ontologies that define SWRL built-ins
and possibly the classes they require. This glue ontology defines the classes that
are used to represent patient data and the eligibility criteria in clinical trials.
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Fig. 3. General architecture of the system

Figure 3 shows the general architecture: TBox contains the glue ontology
that imports NCI-T and the SWRL ontologies. The SWRL rules are definitions,
and therefore are part of the TBox. The ABox contains the instances of NCI-T
classes, that are linked by observations, and the instances of the criteria.

5.2 Representing Patient Data

Medical ontologies like SNOMED CT or NCI Thesaurus were originally devel-
oped as terminology services, and were not conceived for representing patients’s
data directly. The information about patients is captured by the Information
Model. Some of the Information Models, such as the HL7 v3.0, use an ontology
as reference for its terms. In order to allow portability, we use a thin informa-
tion layer composed by observations that connect values taken from the real
information model.

In our system, an observation is the tuple:

〈observable_entity, observable_property, observed_value〉

It is a reified relation connecting an observable entity (a measurement, a medi-
cal finding, the result of an exam), an observable property (value, numeric value,
date, method, ...), and the observed value of the property (it can be an instance
of a class, or a datatype). In Owl, it is represented as an instance of the class
Observation. All entities and values, unless they are datatypes, need to be in-
stances: OWL-DL does not support the relations between classes (it would make
it into OWL-FULL which is undecidable). If the class definition contains as suf-
ficient condition properties with existential restriction, then an instance for the
restricted class is created. To avoid a cascading effect of having to create in-
stances for all the properties of the instances created to fill properties, only the
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properties of instances created directly from the observation are filled. Filling the
restricted properties is required for reasoning later: SWRL reasons on instances
only. If a disease class has the restriction has_lesion some Invasive_Lesion,
the instance will be correctly classified as an invasive disease only if its property
has_lesion is set to an instance of Invasive_Lesion. This applies only to the
existential restrictions: the universal restriction means that either the property
has no value, or if it has a value it can only be an instance of the class in the
restriction. A particular symptom or effect either is present or it is not. As we
stated above, NCI-T use properties with prefixes may_have_ and exclude_. Be-
cause of its intended meaning, the restriction applied to may_have_ properties
can be exclusively be of universal type, and so we do not need to consider them.

Example

We present here the translation into OWL of the observation shown in Figure 1.
First of all, a set of predefined instances is loaded into the ontology, used in all
the observations:

valuep instance of ncit:Value;
numvaluep of ncit:NumericValue;
datep of ncit:Date; procp of ncit:Procedure:;
now of temporal:ValidInstant

Date of Birth: 10 November 1935
The observable entity is an instance of NCI class ncit:Birthday, the observ-

able property is an instance of the class ncit:Value (instantiated as valuep in
the previous step) and the observed value is represented as an instance of the
class validInstant from the temporal ontology,

ncit:BirthDay:birth_day_1;
Temporal:validInstant:i1:[has_time:10November1935];
Observation:o1:[has_observable=Birth_Day_1,

has_observable_property=valuep,has_value:i1];
diagnosis: prostate adenocarcinoma

The observation links the instances of the class ncit:Diagnosis and of the
class ncit:Prostate_Adenocarcinoma

ncit:Diagnosis:diagnosis1;ncit:Prostate_Adenocarcinoma:ac1;
Observation:o2:[has_observable=diagnosis1,

has_observable_property=valuep,has_value=ac1];
june 2007: radical prostatectomy

We need to observations: one to cover the value of Clinical procedure, the
other to cover its date

ncit:Clinical_Procedure:cp1; ncit:Radical_Prostatectomy:rp1;
Temporal:validInstant:i3:[has_time:1July2007];
Observation:o3:[has_observable=cp1,

has_observable_property=valuep,has_value=rp1];
Observation:o4:[has_observable=cp1,

has_observable_property=datep, has_value=i3];
PSA after 12 months=0.26 ng/ml
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We need one observation for the numerical value of the PSA and one for the
date of the exam

ncit:PSA_Assay:psa1; Temporal:Instant:i6:[has_time:1July2008];
Observation:o7:[has_observable=psa2,

has_observable_property=numvalp, has_numeric_value=0.26];
Observation:o8:[has_observable=psa2,

has_observable_property=datep, has_ value=i6];

5.3 Representing Clinical Trials

Criteria are queries over the observations containing patients’ data. Patients
whose data match all the inclusion criteria are included in the clinical trial,
unless they match an exclusion criteria.

SWRL [5] provides a high-level syntax for horn-like rules: a SWRL rule has
the form of an implication with an antecedent (body) and a consequent (head):
if the antecedent holds, the condition specified in the consequent holds. SWRL
maintains the expressivity of OWL-DL, with a set of additional features such
as built-in functions for data types. SWRL is monotonic: it is not possible to
retract or change what is already assessed, but only to add something new.
OWL and consequently SWRL rely on the Open World Assumption: the lack
of some information is considered ignorance. On the contrary, the Closed World
Assumption, used in most of the other programming languages and in databases,
considers to be false that which is not known to be true . With the Open World
Assumption, it is not possible to verify whether something is false unless it is
explicitly stated as false. It is a realistic assumption in the medical domain: it may
not be possible to collect all the information, both because in different phases
different information is available, and because some exams are probabilistic (for
example, the presence of metastases cannot be completely ruled out if some
samples give negative results).

In Protégé 3.4 SWRL rules are computed using Jess, a proprietary library
based on the RETE algorithm and developed by the Sandia Laboratories . The
ontology and rules need to be converted to Jess (simple with Protégé), and then
the engine is run. However, a limitation of Jess is its lack of support for inferred
classifications in the ontology. Protege 4.1 uses only OWL reasoners for SWRL,
and therefore it supports inferred classifications. We started the development
before the availability of version 4.1,. However, our system can work on both
versions of Protégé.

Because of SWRL monotonicity, we can only add new information: every
satisfied rule adds the observations it matches to the support list of a criterion.
Supported inclusion criteria are added as supporting arguments to a clinical
trial, while supported exclusion criterion are added as arguments against the
clinical trial. If a clinical trial has arguments against it, it is excluded from the
list of possible trial for a patient.

In our system, criteria are instances of Inclusion or Exclusion Criteria classes,
defined in the glue ontology. Each criterion has a set of rules: if one matches any
of the observations, it adds the observation to the list of support of the criterion.
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After running all the criteria rules, the criteria are aggregated either in favour
or against the clinical trials

Criteria also can be annotated with a human-readable description, to facilitate
the final report. The left side of the rule represents the condition, and must match
one or more observations. The right hand side adds the matching observations
to the list of supporting observations:
Observation(?o)∧ C1 ∧ C2... → is_supported(Pid, ?o)

where Pid is the identifier of the criterion supported by the observation. Criteria
that verify the value of an observable entity can be represented directly:

Observation(?o)∧ has_observable(?o, Entity)∧
has_value(?o, ?V) ∧ ExpectedEntity(?V)
→ is_supported(Pid, ?o)

Similarly, for criteria about the numeric value of an observable entity:

Observation(?o)∧ has_observable(?o, Entity)∧
has_numeric_value(?o, ?V) ∧ swrlb : comparator(?V, Num)
→ is_supported(Pid, ?o)

Where the swrlb:comparator is one of the numeric built-in functions (such
as greaterThan, lessThan, greaterOrEqual, lessOrEqual) and Num is constant.
When an observable can have more than a value, it is necessary to create a rule
per value, all supporting the same criterion.

When the criteria have temporal requirements, the rule needs to extract the
observation about the date relative to the observed entity (if available), and use
the temporal built-in operators of SWRL. The glue ontology must therefore im-
port the Temporal Ontology2 that defines temporal operations, based on Allen’s
temporal logic [1], and some basic classes used in defining time intervals. Some
of the criteria refer to dates that are implicit (like the current time, inserted
before running, as we saw above).

When the criteria refer to partially defined concepts that do not have a corre-
sponding entity in the background ontology the clean solution would be to define
a new class with sufficient conditions and push it in the TBox before loading the
rules. However, as said above, Jess, the engine used by Protege 3.4 for SWRL
does not support inferred relations. Equivalently, the sufficient conditions are
specified in SWRL.

The work presented in this paper focuses on the use of OWL and SWRL for
representing patients’ data, eligibility criteria and reasoning about them. The
goal is to show that it is possible to identify a workable formalism within the
boundaries of DL. While the representation is computable, and results can be
obtained, it is awkward for human operators. Most of the criteria fit in a rela-
tively limited set of patterns. The criteria can be inserted using these patterns,
and then SWRL rules are generated using rewrite rules.

2 http://swrl.stanford.edu/ontologies/built-ins/3.3/temporal.owl

http://swrl.stanford.edu/ontologies/built-ins/3.3/temporal.owl
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Example

We present as example the eligibility criteria shown in Figure 2. We first create
an instance for the clinical trial:
ClinicalTrial:ct1
We then show the representation of a subset of the criteria.
Cancer localised in the prostate

In this case, we need to exploit the subsumption mechanism and the multi-
hierarchy nature of NCI-T. The observable entity is of type ncit:Diagnosis, and
the value needs to be an instance of both the class cancer and the class prostate
disorder.
InclusionCriterion:ic1:[CT=ct1]

r1:

Observation(?o)has_observable(?o, ?e)∧ ncit : Diagnosis(?e)∧
has_observable_property(?o, valuep)∧
has_value(?o, ?v) ∧ ncit : Neoplasm(?v)∧
ncit : Prostate_Disorder(?v) → supported_by(ic1, ?o)

Absence of metastases
This criterion, presented as an inclusion criterion, needs to be treated as an

exclusion criterion: the enrollment is excluded if there is a metastasis. We use
the diagnosis to verify whether it is a metastatic disease. We could also use rules
about the stage of cancer.
ExclusionCriterion:ec1:[CT=ct1]

r2:
Observation(?o) ∧ has_observable(?o, ?e)∧has_observable_
property(?o, valuep) ∧ ncit : Disease_has_finding(?e, ?f)∧
ncit : Metastatic_Lesion(?f) → supported_by(ec1, ?o)

Cancer in intermediate prognostic group : - T2a <= T < T3a - or T1b/c with
PSA >= 10ng/ml - or T1b/c with Gleason score >= 7

We split the criterion into 10 alternative rules (4 for the stages T2a-T3a, 2
for the T1b/c with the specified PSA value, and two for T1b/c with specified
Gleason score), one of which has to be supported by an observation
InclusionCriterion:ic2a:[CT=ct1]

r3a:
Observation(?o)∧ has_observable(?o, ?e) ∧ ncit : Finding(?o, ?e)∧
has_observable_property(?o, valuep) ∧ has_value(?o, ?f)∧
ncit : pT2a_Stage_Finding(?f) → supported_by(ic2, ?o)...

r3d: . · · ·ncit : pT3a_Stage_Finding(?f) → supported_by(ic2, ?o)
The criterion is supported also if the finding is T1b/c with a value of PSA

above 10ng/ml, or with a gleason score above 7

r3e: :

Observation(?o1)∧ has_observable(?o1, ?e)∧ ncit : Finding(?e)∧
has_value(?o1, ?f) ∧ ncit : pT1b_Stage_Finding(?f)
∧Observation(?o2)∧ has_observable(?o2, ?e2)∧
ncit : PSA_Assay(?e2) ∧ has_numeric_value(?o2, ?v)∧
swrlb : greaterOrEqual(?v, 10) → supported_by(ic2, ?o)

r3f: · · · ∧ ncit : pT1c_Stage_Finding(?f)∧
· · · → supported_by(ic2, ?o)

The Gleason score follows the same principle
NO history of invasive cancer unless it is older than 5 years
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In this case, the criterion would be false if there was an observation about an
invasive cancer more recent than 5 years before screening. Therefore the exclu-
sion criteria queries about such events, using the observable Personal_Medical_
History, that can be used to report medical events in the past, and the Invasive_
Malignant_Neoplasm class from NCI-T. The Adenocarcinoma of the Prostate,
seen above, is one of its subclasses. We need to verify two observations about the
same observable (the medical history): one relative to its value, and the other
about its date.
ExclusionCriteria:ec2:[CT=ct1]

r4:

Observation(?o1) ∧ has_observable(?o1, ?e) ∧ Personal_Medical_History(?e)∧
has_observable_property(?o1, valuep)∧has_value(?o1, ?v)∧
ncit : Invasive_Malignant_Neoplasm(?v) ∧ Observation(?o2)∧
has_observable(?o2, ?e) ∧ has_observable_property(?o2, datep)∧
has_value(?o, ?d) ∧ temporal : duration(?p, now, ?d) ∧ swrlb : lessThan(?p, 5)
→ supported_by(ec2, ?o)

where the built-in function temporal:duration(?p, now,?D, “Months”) in-
stantiates ?p with the length of the interval beween the date ?d and the date
now

5.4 Aggregating the Results

A clinical trial has a list of arguments in favour and one against enrollment of
the patient. The list in favour is filled by inclusion criteria, while the list against
by exclusion criteria.

Once the criteria rules are run, the instances of the criteria will have the
property supported_by either filled with one or more observations, or empty.
Inclusion criteria with the property filled are supported, and they in turn support
the clinical trial. Exclusion criteria with the supported_by property filled are
arguments against the enrolling of the patient to the clinical trial.

At this point, rules specific to clinical trials are run to aggregate the results
of the criteria.All inclusion criteria of a clinical trial need to be verified: there
must be, for each clinical trial, a rule stating that the conjunction of all inclusion
criteria must have at least one supporting argument:

supported_by(cid1, ?a) ∧ supported_by(cid2, ?b) ∧ ...
→ is_supported(CT1, true)
Then a generic rule for the exclusion criteria is run:
ExclusionCriterion(?c)∧ has_ct(?c, ?ct) ∧ supported_by(?c, ?a)
→ argument_against(?ct, ?c)

It is also possible to trace the criteria that were against the enrollment to a
criteria, and for each criterion it is possible to trace the observation that supports
it.

However, extracting the clinical trials that are supported without arguments
against it requires to reason with the closed world assumption: according to
the open world assumption, the empty list of arguments against enrollment is
considered ignorance, and cannot be used to infer that the there are no arguments
against enrollment. The last step needs to be performed outside the ontology.



Using Semantic Web Technologies for Clinical Trial Recruitment 47

Table 1. Example of results at the end of the execution

criteria description CT support
ic1 cancer localised in prostate CT1 o2
ec1 absence of metastases CT1
ic3 intermediate prognostic group CT1 o5

CT favour against
CT1 ic1,ic3 -
CT2 ... ...

An external program obtains the list of all clinical trials and selects those that
are both supported and have no arguments against.

Table 1 shows the state of the criteria and of the clinical trials at the end of
the execution on the example data and criteria.

6 Evaluation and Discussion

The aim of this work is to show how it is possible to represent eligibility cri-
teria of clinical trials using SWRL on top of a large domain specific ontology
such as NCI Thesaurus. The first step is to assess how well eligibility crite-
ria can be represented. An expert in clinical trials selected 97 criteria from
clinicaltrials.gov, that are particularly representative pre-screening criteria.
We started from a larger set, but some were removed as they required informa-
tion which is not available at pre-screening time.

Out of the 97, 92 could be fully represented using SWRL. The problematic
ones were caused by the lack of the corresponding entity in NCI. 11 needed dis-
junction, 20 contained numerical comparison, 14 required some form of temporal
reasoning. About a third contained queries over more than one observation.

We also extracted four real clinical trials active during 2009 in the Univer-
sity Hospital of Rennes, and we selected 129 patients that were examined and
assessed for the trials during the same year. The four trials have 67 different
eligibility criteria, some appearing in more than a trial. Overall, 7 could not be
represented: all contained terms that cannot be mapped to corresponding enti-
ties in NCI (life expectancy, hip replacement, cardio-vascular pathology, neuro-
pathology, hypertension, under tutelage). It is easy to notice how terms are
missing when they come from a domain that differs from oncology, the domain
of NCI. The criteria are separated into inclusion or exclusion.

Some of the criteria can be directly translated into SWRL - we have seen some
examples above. Others require more thought, especially these which involve
temporal reasoning.

In our project time is not a stringent requirement: the matching of the patients
to the available clinical trials is done offline, before the multidisciplinary meeting.
The slowest step in the overall procedure is loading NCI-T ontology: on a dual
core machine, with 8Gb of memory, takes over 100 seconds and 2Gb of memory.
Importing data into the ontology is nearly instantaneous: we load one patient at
the time, and only the clinical trials currently active in the hospital are loaded.
The next bottleneck is the conversion of the ontology and of the SWRL rules
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into Jess, operation that takes on average 10 seconds. The actual running of
the engine takes less than a third of a second (but as we explained above, the
inferred relations are not considered by Jess). Compared to [9] we use a much
smaller ontology (SNOMED CT is over a million classes, while NCI-T is only
75000). Loading the background ontology is performed once. The criteria and
the patients observation need to be inserted for every patient and deleted at the
end of the matching.

7 Future Work

We plan to proceed in three directions, one addressing the cause of failure in
representing criteria, another one dealing with the new version of NCI-T that
will soon released and finally a third studying portability to other domains.

The choice of NCI-T over SNOMED CT has a few advantages, among which
the smaller size of the ontology. However, there is a trade-off between smaller
size and possibility of representing all the criteria: the main cause of failure was
shown to be the lack of the corresponding concept in NCI-T for terms in the
criterion. We need to address the problem of entities not defined in NCI-T: we
plan to study the feasibility of importing fragments of other medical ontologies
to cover these gaps.

A new version of NCI-T is currently under development: it will be release in
OWL2.0, and it will exploit the new features on datatypes available in OWL2.0.
Once the new version will be released, we will move the system to OWL2.0.

Patients and trials studied in this project concerned prostate cancer only.
We plan to assess the results applying the system to different types of cancers.
Moving to a domain different from oncology requires either identifying another
domain-specific ontology, or using SNOMED CT, possibly extracting a relevant
portion of this large ontology.

8 Conclusion

Clinical trials are required for the evaluation of medical treatments. Their weak-
ness lies in the difficulty of recruiting enough patients in order to make them
statistically meanigful. In this paper we have presented an approach based on
OWL and SWRL that addresses the problem of recruitment of patients.

The patients’ data, extracted from the Electronic Health Record are converted
into observations, that are reified relations linking observable entities, such as
measurements, diagnoses, results of exams, to attributes, such as value, date or
method. The eligibility criteria are SWRL rules that match observations.

The evaluation showed that it is possible to represent the great majority
of criteria, and the difficulties raise when entity in the background ontology
cannot be found for terms in the criteria. Compared to the work in [9], the
approach based on SWRL allows the representation and reasoning over temporal
constraints in the criteria. Compared to the Epoch framework [7], this work
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focusses on the representation of patient data and eligibility criteria using a
domain specific ontology.
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Abstract. We describe our experience of designing and implementing a

knowledge-based pre-operative assessment decision support system. We

developed the system using semantic web technology, including modular

ontologies developed in the OWL Web Ontology Language, the OWL

Java Application Programming Interface and an automated logic rea-

soner. Using ontologies at the core of the system’s architecture permits to

efficiently manage a vast repository of pre-operative assessment domain

knowledge, including classification of surgical procedures, classification

of morbidities, and guidelines for routine pre-operative screening tests.

Logical inference on the domain knowledge, according to individual pa-

tient’s medical context (medical history combined with planned surgical

procedure) enables to generate personalised patients’ reports, consisting

of a risk assessment and clinical recommendations, including relevant

pre-operative screening tests.

1 Introduction

In the U.K., a typical patient pathway to surgery involves the following steps:
referral from primary care to an outpatient clinic in a hospital, pre-operative
assessment of the patient at the hospital, the actual surgery, discharge from hos-
pital and a return to community-based care. Pre-operative assessment is a rou-
tine medical evaluation and screening process which takes place prior to surgery
in order to assess a patient’s fitness for surgery, while identifying potential risk
factors. Pre-operative screening is designed as an opportunity for taking appro-
priate action which can be beneficial to the patient. Screening is an opportunity
to alter the clinical management of a patient scheduled for elective surgery, as
new information come to the attention of health professionals. This information
may warrant additional specific precautions, such as making provisions for ad-
ditional resources (e.g. requesting some specialist equipment or booking a bed
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in an Intensive Care Unit), requesting a specific intervention (e.g. pre-operative
treatment or intervention, referral to specialist consultant) or even cancelling the
planned surgery. Thus, the period between pre-operative assessment and surgery
is seen as an important opportunity to anticipate risks and optimise the patient
fitness for surgery. At this stage, routine ordering of pre-operative screening tests
has long been a common practice within hospitals. Pre-operative tests may be
requested both for asymptomatic patients and patients with specific risk factors
(e.g. patients with a history of cardio-vascular or respiratory co-morbidities).

We describe our experience of developing a knowledge-based decision sup-
port system designed to assist health professionals in secondary care during the
pre-operative assessment of patient prior to elective surgery. We review related
work on medical decision support systems and background information on the
pre-operative assessment process in section 2. We discuss design features of the
system, including technology and specificity of the domain knowledge in sec-
tion 3. We describe the iterative development of the system in section 4. We
discuss our experience of implementing pre-operative test guidelines in section 5
and conclude with some final remarks and future work.

2 Pre-operative Assessment and Decision Support
Systems

2.1 Medical Computer Decision Support Systems

The majority of errors within health delivery systems are not necessarily due to
human errors, but are rather often consequences of broader systemic flaws in the
organisation of processes and services [1]. The potential benefits of integrating
computer-based Clinical Decision Support Systems (CDSS) [2,3,4,5,6,7,8,9,10]
within work practices include the ability to:

- (i) influence clinicians behaviour and reduce variability of outcomes across
various health professionals and increase the standardisation of processes towards
evidence-based guidelines.

- (ii) combine and synthesise complex related pieces of information.
- (iii) facilitate access to clinical information and reporting of results through

greater accessibility of data and improved display of information (e.g. using
graphs, charts...)

- (iv) support the generation of patient-specific (medical history) and context
specific (e.g. according to morbidity, surgical intervention, local hospital rules,
etc.) prompts and reminders.

- (v) reduce medication adverse events with computer assisted order entry
through a reduction of misread manual writing, notifications of adverse interac-
tion, allergies, etc.

- (vi) identify patterns within the patient data which must be acted upon (e.g.
abnormal or inconsistent findings, alerts, ordering of tests and further investiga-
tions, referral to specialist consultant...)
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- (vii) doing all of the above while preserving health professionals’ indepen-
dence and ability to tailor patient care according to individual circumstances,
specific needs, availability of resources or other constraints.

If successfully embedded within routine work practices CDSSs can become im-
portant process standardisation and error preventing tools. While CDSSs have
generally proved reliable whenever rules and guidelines are clearly applicable,
their record on emulating medical diagnosis is rather less obvious. This is due to
the inherent difficulty and complexity in designing explicit conceptual models of
the medical diagnosis thought process, except perhaps in the most straightfor-
ward cases, which would limit the usefulness of such systems.

CDSSs have other inherent limitations: recommendations issued by the sys-
tems can only be as good as the guidelines they model, and as a result, flaws
in the guidelines will unfortunately be systematically reproduced in the output
of the system [6]. Clinical knowledge is always limited or partial and it is not
unusual for certain guidelines to be revised or proved wrong. Ironically, in these
situations, patients’ health would actually benefit from errors of omissions which
a CDSS would make less likely [7]. There is obviously little CDSS designers can
do about this problem apart from updating the system whenever new guidelines
are introduced or old ones revised.

Several systematic reviews [2,3,4,8,9,10] concluded that CDSSs had generally
(although not always...) demonstrated some benefits on clinical behaviour, com-
pliance and performance during clinical controlled trials, including drug dosing
and prescribing systems, preventive care and other generic or disease-specific
systems. Regarding patients outcomes, results are less clear cut, in part due to
the sparsity of available studies in that respect. In contrast, these studies showed
that diagnostic aids have generally demonstrated little benefit to clinical prac-
tice overall (see Taylor’s insightful description of the issues surrounding health
informatics for a potential explanation of the lack of successes of diagnostic aids
in [11]).

2.2 Pre-operative Assessment

In the United Kingdom, a patient due to undergo surgery will typically be re-
ferred to a hospital by his family doctor and will then first get an appointment
at an out-patient clinic at the hospital for initial screening. The patient will then
undergo a pre-operative assessment consisting of: answering a clinical question-
naire, generally followed by a physical examination, certain laboratory tests and
possibly referral to a specialist consultant. Patient screening can be performed
in a variety of settings: face to face consultations, paper-based questionnaires,
on the telephone, or through web-based forms on the internet.

Garćıa-Miguel et al. define pre-operative assessment as “the clinical investi-
gation that precedes anaesthesia for surgical or non-surgical procedures, and is
the responsibility of the anaesthetist” [12]. The primary goal of pre-operative
assessment is to maximise a patient’s fitness for a (i.e. surgical) procedure by:
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- (i) ensuring that the patient is fully informed about the procedure and has
provided informed consent.

- (ii) identifying early in the patient’s health pathway potential risks of peri-
operative (i.e. during) and postoperative complications due to pre-existing con-
ditions (e.g. cardio-vascular or respiratory conditions, chronic diseases, multiple
co-morbidities, previous adverse events, etc.).

- (iii) requesting additional investigations (e.g. tests) or referral to a specialist.
- (iv) taking steps to improve patient fitness (e.g. referral to family doctor for

smoking cessation, weight loss, chronic disease control and management, etc.)
- (v) allocating appropriate resources for the day of surgery (e.g. taking ap-

propriate actions to deal with patient’s allergies, booking specialist equipment
or a bed in critical care unit, etc.).

- (vii) considering alternatives to surgery when the risks of surgery are con-
sidered too high for the patient’s safety.

- (vi) reducing the overall risk of late surgery cancellation by ensuring that
all feasible precautionary steps have been taken prior to surgery.

Due to the vast scope of pre-operative assessment, the clinical domain knowl-
edge potentially relevant for assessment is virtually limitless. For this reason,
a generic PA has traditionally focused on identifying common allergies, cardio-
vascular and respiratory risks and pre-empting potential airway complications,
such as difficult intubation during anaesthesia. Complex surgical procedures
may require additional precautions or even have separate specific pre-operative
protocols.

3 A Knowledge-Base Pre-operative Assessment System

3.1 System Design Considerations

In addition to general considerations relevant to all CDSSs reviewed in the previous
section, this research project had several important specific requirements. During
the design phase of the project, requirements identified included that the system:

- (i) be capable of capturing highly specific patient medical information in a
structured and coherent, yet flexible (i.e. adaptive) manner.

- (ii) have the ability to use and combine heterogeneous sources of clinical
information.

- (iii) be capable of making useful inferences based on available evidence-based
pre-operative assessment medical knowledge.

- (iv) provide context specific explanations for these medical inferences, tar-
geted at a variety of health professionals (i.e. nurse, doctor, anaesthetist).

- (v) provide some level of transparency regarding the mechanisms for reaching
previous medical inferences.

- (vi) provide some mechanisms to conveniently update and maintain the sys-
tem in the face of new requirements and advances in the availability of evidence-
based medical knowledge.
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- (vii) being compatible with earlier versions of the system, including handling
data from legacy patient databases while providing the same level of decision
support.

3.2 System Overview

Figure 1 gives an overview of the general principles behind the architecture of
our knowledge-based pre-operative decision support system. The system is com-
posed of five main elements:

- 1. A patient pre-operative medical history information collection module. This
component can be designed to be adaptive to the medical context of the informa-
tion collected for all new patients entered in the system (case 1.a.). The adaptive
behaviour of the system is obtained by modelling medical relationships and de-
pendencies in a questionnaire ontology [13,14]. For patients whose medical history
is already stored in some legacy clinical databases (case 1.b.), the automatic gen-
eration of a medical history is obtained through a reverse-engineering mapping
from the legacy database information model to the questionnaire ontology [15].

- 2. The previous steps results in the generation of a patient pre-operative med-
ical history representation in OWL [16]. There is an important distinction to be

Fig. 1. Overview of Knowledge-based Pre-operative Decision Support System
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made regarding this patient history: some of the information will have be ob-
tained from clinical sources (e.g. examination by nurse or doctor, pre-operative
tests, etc.) However, the information directly collected from the patient him-
self through the patient questionnaire is likely to be “coarse-grained”, even if
responding to the questionnaire is supervised by a pre-operative nurse, as is
usually the case. Consider the following examples to illustrate this last point:
a patient may know that he has “diabetes” but may be unable to qualify his
condition any further than this. He may know that he is taking medication for
a “heart condition” but may not be able to recall the exact name or the type
of medication. While this unfortunately places some limitations on the accuracy
and reliability of the patient’s medical history, this is a consequence of the pre-
operative process itself rather then a design flaw of the decision support system.
What the system can do however is highlight which information was obtained
through a reliable clinical source or was obtained from the patient himself, so a
health professional can decide to make further investigation on a specific piece
of information if necessary or relevant. This additional demand on the workload
of the health professional could be somehow alleviated by obtaining the relevant
information directly from the medical record at the patient’s family doctor if
available1.

- 3. Because of the nature of pre-operative assessment in attempting to identify
relevant risks of complications, the domain knowledge is potentially limitless.
However, for practical reasons, pre-operative assessment has generally focused on
generic risks (e.g. cardio-vascular, respiratory) unless the patient or surgical pro-
cedure require specific attention. We focused on designing a generic pre-operative
assessment decision support ontology, including information on classification of
morbidities using the ICD-10 International Classification of Diseases, classifica-
tion of surgical procedures based on OPCS (Office of Population Censuses and
Surveys) 2 and other relevant evidence-based pre-operative assessment medical
knowledge, such as the NHS National Institute for Clinical Excellence (NICE)
routine pre-operative tests guideline3. The pre-operative assessment ontology
was developed in OWL along the principles of modularity developed by Rector
et al. [17,18] for coherent and efficient knowledge update and management [19].

- 4. The personalised information representation obtained at step 2 is combined
with the general domain knowledge of step 3 in order to make relevant logical
inferences on this specific patient [20].

- 5. A personalised patient pre-operative report is compiled including (i) sug-
gested pre-operative tests, (ii) risk assessments and (iii) suggested precaution
protocols if relevant to the patient specific medical context.

1 This is the subject of a research fellowship funded by the the Scottish Health Exec-

utive, Chief Scientist Office.
2 http://www.connectingforhealth.nhs.uk/systemsandservices/data/

clinicalcoding
3 National Health Service, National Institute for Clinical Excellence

http://www.nice.org.uk/Guidance/CG3

http://www.connectingforhealth.nhs.uk/systemsandservices/data/clinicalcoding
http://www.connectingforhealth.nhs.uk/systemsandservices/data/clinicalcoding
http://www.nice.org.uk/Guidance/CG3
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4 System Implementation

4.1 System Development Tools

Prior to introducing semantic technology within the system, the pre-operative
software was only composed of the following elements: user input, clinical data
storage and a rule engine. The pre-operative risk assessment was then almost
entirely based on the calculation of numeric scores. The introduction of seman-
tic based technology in the system enabled adaptive information collection, high
level semantic patient modelling and decision support based on patient classifica-
tion rather than numeric rules only. This provides for a significant enhancement
to the functionalities and capabilities of the system. Protégé-OWL was used as
the main ontology development tool [21] and we used the web ontology language
OWL [22], the java OWL application programming interface [23] and the Pellet
reasoner [24].

4.2 Adaptive Medical Questionnaire

Context-sensitive adaptation is used to iteratively capture finer-grained informa-
tion with each successive step, should this information be relevant according to a
questionnaire ontology. The proposed method intends to replicate the investigat-
ing behaviour exhibited by clinicians when presented with items of information
which may be cause for concern or require further attention. While the system
has the potential to reduce the number of questions and thus save time and costs
for healthy patients, the emphasis is rather on collecting more information when-
ever relevant so a proper informed patient risk assessment can be performed. The
method is robust, scalable and highly configurable [13,14,16].

4.3 Medical Domain Knowledge of Pre-operative Assessment

As previously suggested, due to the nature of pre-operative assessment, the clin-
ical domain knowledge relevant for assessment is potentially limitless. Some of
the important knowledge resources introduced in the system included:

- Access to a knowledge base of approximately 1700 OPCS classification of
surgical procedures. OPCS is the official classification of surgical procedures used
by the NHS and is among other things used by hospital trusts to get reimbursed
by the NHS for the procedures they carry out in the hospitals throughout the
year (i.e. through the Payment by Results, PbR scheme by which funds are allo-
cated according to levels of activity within the trusts). This feature is therefore
of critical importance for integration of the application within hospital adminis-
trative information management systems. In addition, the OPCS knowledge base
include unique OPCS code identifiers, detailed English clinical descriptions of
surgical procedures, classification according to 16 major anatomical categories of
procedures (e.g. vascular, thorax, abdomen, brain, etc.) and approximately 150
subcategories, allowing for fine grain classification of procedures. The repository



Experience of Using OWL Ontologies for Automated Inference of Routine 57

also provides an overall surgery risk from grade 1 (minor) to grade 4 (major+)
for each procedures.

- Access to the International Classification of Diseases, ICD-10 codes. This is
a major feature in the application ability to classify elements of patient medical
history into defined categories of morbidities (e.g. cardio-vascular, respiratory,
renal diseases, unusual symptoms, etc.)

- Both of these previous features are critical to the integration of national and
international pre-operative guidelines. We integrated the NICE pre-operative
guideline, which is used to determine appropriate screening test investigations
for a given patient, based on his individual medical context (medical history
and planned surgical procedure). The guidelines are complex and are often not
used in practice because healthcare professionals have neither the time nor the
knowledge to apply them (see section 5).

4.4 Mechanism of Decision Support

In the system, decision support is usually provided in a 2 step process. The
first step typically calculates risk scores using numerical formulas such as the
Goldman and Detsky cardiac risk index [25]. or derives risk grades (e.g. ASA
physical status classification grades4). The system does not use the decision
support ontology at this stage but merely computes numeric values using an
open source Java-based rule engine (JBoss Rules5). Once the risk grades and
categories have been derived from the first risk calculation step, the system then
performs decision support using the open-source java-based Pellet reasoner to
reason on the decision support ontology given a patient OWL medical history
profile. Examples of reasoning with the decision support ontology can be found
in the next section as well as in [19,20].

5 Pre-operative Tests Recommendations and Reasoning

5.1 NICE Pre-operative Tests Guidelines

In the U.K., the effectiveness of pre-operative screening has been identified
as a research priority by the National Institute for Health Research (NIHR)
Health Technology Assessment (HTA) programme6. A systematic review on pre-
operative screening tests was commissioned by HTA and published by Munro
et al. in 1997 [26]. Following up on the previous work, the National Institute
for Clinical Excellence (NICE) published in 2003 guideline recommendations on
the use of routine pre-operative screening tests. These studies had important
implications as they highlighted that: (i) the available evidence on the clinical
benefits of routine pre-operative testing was mixed and the quality of studies was
4 (American Society of Anaesthesiologists) ranging from ASA I (healthy patient) to

ASA V (moribund).
5 http://www.jboss.com/products/rules
6 NIHR HTA, http://www.hta.ac.uk/

http://www.jboss.com/products/rules
http://www.hta.ac.uk/
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Fig. 2. NICE pre-operative guidelines. Investigations are recommended based on:

(1) type and (2) risk grades of surgical procedure, (3) severity and (4) nature of

co-morbidities and (5) patient age. There are 3 types of result for each test: “rec-

ommended”, “not recommended” and “consider” (in amber).

weak overall and that (ii) there was no evidence to support the use of systematic
routine pre-operative screening tests. In order to address the latest point, NICE
set up a Guideline Development Group (GDG) to clarify the medical context in
which the use of routine pre-operative tests was appropriate and justified by the
available clinical evidence. After a thorough 13-steps guideline development pro-
cess, including 2 parallel expert panels and a wide consultation exercise, NICE
issued explicit guidelines for routine pre-operative testing. The guidelines made
3 types of recommendations: (i) test is “recommended”, (ii) test is “not rec-
ommended” and (iii) “consider” the test based on 5 distinct input: (1) type of
surgery (e.g. cardiac surgery, neuro-surgery or non-cardiac surgery) and (2) risk
grades of surgical procedures, (3) severity (ASA grade) and (4) nature of co-
morbidities (cardio-vascular, respiratory or renal) and (5) patient age. A sample
of the guidelines is illustrated in Figure 2. The sample illustrates recommenda-
tions for various morbidities and severity levels. The guidelines were themselves
summarised into various categories of surgery, surgery severity, morbidity cate-
gories and morbidity severity7.

- Type of investigations: the guidelines include 9 potential investigations:
Chest X-Ray, ECG (Electrocardiogram), Full Blood Count, Haemostasis, Re-
nal Function, Random glucose, Urine analysis, Blood gases and Lung Function.

- Type of recommendations: there are currently 3 types of recommendations
for each test: “test recommended”, “test not recommended” and “consider test”.

- Factors Influencing recommendations: There are 5 factors taken into consid-
eration in order to find the relevant recommendations: the (i) age of the patient,
(ii) his ASA grade, (iii) the type of co-morbidities the patient has (e.g. respiratory,

7 http://www.nice.org.uk/nicemedia/live/10920/29090/29090.pdf

http://www.nice.org.uk/nicemedia/live/10920/29090/29090.pdf
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cardio-vascular, renal) (iv) the type of surgery (e.g. cardio-vascular surgery, neu-
rosurgery, etc.) (v) the risk grade of the surgery (from 1 to 4).

- Number of cases in the guidelines: the guidelines are summarised for pre-
operative health assessors into 36 tables such as the one illustrated in Figure 2.
There are different tables for different combinations of the 5 factors previously
described, including different tables for children under 16 years old and adults
over 16 years old. In total, there are at least 1242 different possible cases.

As the example in Figure 2 suggests, the guidelines recommend a chest X-Ray
test for patients over 60 years old if : they are scheduled for a surgical procedure
of severity risk grade IV and if they have a cardio-vascular co-morbidity of
severity level ASA=3. An ECG would be recommended for someone aged less
than 40 years old if they have a cardio-vascular co-morbidity of level ASA=3 but
not necessarily if they have a renal co-morbidity of level ASA=3 or a respiratory
co-morbidity of level ASA=2. If the patient is between 40 and 60 years old, an
ECG would be recommended if the patient has either a cardio-vascular or a renal
co-morbidity of level ASA=3 but again not necessarily if he has a respiratory
co-morbidity of level ASA=2, etc.

Perhaps not surprisingly, we found that in practice, pre-operative health asses-
sors faced considerable difficulties in using the guidelines. The important number
of factors to take into consideration in order to find the correct table and then
the specific case within this table, combined with the significant number of ta-
bles meant that too much time was being spent by pre-operative health assessors
trying to refer to the correct case. In addition, the pre-operative health asses-
sors would need to be able to categorise (i) the type of co-morbidities (ii) their
severity (e.g. for determining the patient’s ASA grade) (iii) the type of surgical
procedures and (iv) their surgical risk grades: all of these steps being necessary
before being able to refer to the correct table. All of these tasks are obviously
highly knowledge intensive as well as being intellectually demanding. In addi-
tion, pre-operative health assessors typically see dozens of different patients a
day, each with a wide variety of health conditions and scheduled for various
types of surgical procedures. In practice, the consequences are that, if in doubt,
pre-operative investigations would probably be requested regardless of the guide-
lines (i.e. better safe than sorry) , thus defeating the purpose of the guidelines
in efficiently managing the allocation of pre-operative investigations within care
delivery.

5.2 Pre-operative Tests Recommendations

We combined the use of an ontology and reasoner in the pre-operative deci-
sion support system in order to automatically make recommendations regarding
the suitability of tests based on the NICE guidelines. The first step consisted
into transforming the NICE tables into rules. This enabled to considerably re-
duce overlap and redundant information in the current format of the guide-
lines. The 1242 different possible cases currently covered by the NICE guidelines
were reduced to around a hundred rules [20] (see Figure 3). Effectively we mod-
elled instances of the NICE test recommendations as super-test entities in the
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Fig. 3. Categories of OWL Pre-operative test entities according to: (i) pre-operative

tests and (ii) type of recommendations

ontology. Definition of these test entities are based: on the 3 dimensions of rec-
ommendations (recommended, not recommended, consider) and the 9 categories
of pre-operative tests. Patient classification entities are then categorised as sub-
class entities of pre-operative test entities based on individual medical histories,
a process which is described and illustrated in more details in the next section
using a practical example. In Figure 3, certain tests have no recommendation
test entities associated with them as the guidelines simply do not make explicit
recommendations for these tests (but suggest instead that it may appropriate
to consider the tests in a specific medical context, as described in Figure 2).
Certain tests, such as chest X-ray, ECG, and renal function, are modelled using
a larger number of test entities because their medical allocations is dependant
on various specific combinations of the 5 input features described previously in
5.1. Others such as blood gases and urine analysis are more generic (e.g. the
latter being potentially considered for all adults, regardless of surgery or mor-
bidity). An important modelling consideration was that the test entities were
not modelled in order to minimise the number of entities but rather to facilitate
the interpretation of the rules by health professionals, as is illustrated in the next
section.

5.3 Example of Pre-operative Tests Reasoning

Figure 5 provides an example of pre-operative test recommendation based on
reasoning on the decision support ontology. The patient: (i) is between 40 and
60 years old, (ii) has unspecified angina pectoris of severity level (iii) ASA = 3
and is scheduled for a repair of mitral valve procedure (OPCS code K2580). The
procedure K2580 is classified in the ontology as a cardio-vascular surgery of risk
grade IV. Reasoning on the decision support ontology issues 16 test recommen-
dations (some of which relating to duplicate tests) in total: 7 recommended tests
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Fig. 4. The NICE guidelines as OWL entity rules as viewed through the Protégé-OWL

User Interface

and 9 consider tests. The recommendations are made by the system based on
the following reasons:

Chest X-Ray, test recommended: 1 recommended (patient is scheduled for
cardio-vascular surgery) + 2 consider tests ({grade IV surgery and cardio-
vascular co-morbidity} and {ASA=3 and cardio-vascular co-morbidity}).

ECG, test recommended: 2 recommended ({cardio-vascular surgery} and
{cardio-vascular co-morbidity})

Full Blood Count, test recommended: 1 recommended (cardio-vascular
surgery).

Renal function, test recommended: 4 recommended ({ cardio-vascular
surgery} and {ASA=3 and cardio-vascular co-morbidity} and {grade IV
surgery} and last 2 combined )

Haemostasis, consider test 2 consider ({grade IV surgery} and { cardio-
vascular surgery})

Blood Gases, consider test 2 consider ({ ASA=3 } and {grade IV surgery})
Urine Analysis, consider test 1 consider ( all adults over 16 years old)
Random Glucose, consider test 2 consider ({grade IV surgery} and {cardio-

vascular surgery})
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Fig. 5. NICE Pre-operative test recommendations based on reasoning on the decision

support ontology

5.4 Pre-operative Tests and Multiple Morbidities

A significant development in current world health trends is the substantial in-
crease in the prevalence of chronic diseases and multiple morbidities within the
general population, both in developed and developing countries [27]. The NICE
guidelines do not explicitly deal with the issue of multiple co-morbidities and this
is an other aspect in which the system can provide additional decision support
functionalities. In the case of a patient with multiple co-morbidities, a test may
be recommended for multiple reasons, as illustrated in the previous example.
In this case, the system can issue a strong recommendation alongside relevant
explanations. Again, the recommendations in the guideline are not mutually
exclusive, particularly not in the case of multiple co-morbidities. Thus, we im-
plemented the system so one instance of a “recommended test” within a batch
of test results would lead to a positive test recommendation regardless of all the
other test recommendations. According to the same principle, if the system re-
turns “consider test” instances along instances of “test not recommended”, then
the system issues a final “consider test” recommendation. Finally, the system
issues a “test not recommended” advice only if all instances retrieved are nega-
tive for the specific test. We are hoping to introduce more sophisticated support
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for dealing with multiple conditions as clinical models of complex morbidities
are being developed and guidelines become routinely available within the health
services [28,29,30].

6 Conclusion and Future Work

We have presented our work to date on the design and implementation of a
knowledge-based pre-operative assessment support system. We have discussed
how pre-operative assessment is a generic clinical screening process, which pur-
pose is to identify potential risks of complications prior to surgery. By its very
nature, the clinical knowledge relevant to pre-operative assessment is potentially
limitless. We have proposed some solutions to efficiently harness and manage
pre-operative assessment clinical knowledge. The system was developed using
semantic web technology including modular ontologies developed in OWL, the
OWL API and an automated logic reasoner. This design has provided substantial
improvements on earlier versions of the systems, including the ability to tailor
patient information collection according to individual medical context, the abil-
ity to efficiently manage a vast repository of pre-operative assessment domain
knowledge, including classification of surgical procedures and morbidities, and
guidelines for routine pre-operative tests. An important modelling consideration
was that test entities modelled in the system were not modelled in order to
minimise the number of entities but rather to facilitate and optimise the inter-
pretation of rules by health professionals. Future work will involve evaluating the
use of the system in clinical settings, in particular with regards standardisation
of pre-operative processes and compliances with the guideline recommendations
suggested by the system.

Acknowledgement. Dr. Bouamrane is a Scotland Chief Scientist Office (CSO)
funded postdoctoral fellow in health informatics and health services research
working on the development of information systems in order to facilitate the
integration of pre-operative assessment across primary and secondary care in
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Abstract. Organizations today collect and store large amounts of data

in various formats and locations. However they are sometimes required

to locate all instances of a certain type of data. Good data classification

allows marking enterprise data in a way that enables quick and efficient

retrieval of information when needed. We introduce a generic, automatic

classification method that exploits Semantic Web technologies to assist

in several phases in the classification process; defining the classification

requirements, performing the classification and representing the results.

Using Semantic Web technologies enables flexible and extensible con-

figuration, centralized management and uniform results. This approach

creates general and maintainable classifications, and enables applying se-

mantic queries, rule languages and inference on the results.

Keywords: Semantic Techniques, RDF, Classification, modeling.

1 Introduction

Organizations today collect and store large amounts of data in various formats
and locations. The data is then consumed in many places, sometimes copied or
cached several times, causing valuable and sensitive business information to be
scattered across many enterprise data stores. When an organization is required
to meet certain legal or regulatory requirements, for instance to comply with
regulations or perform discovery during civil litigation, it becomes necessary to
find all the places where the required data is located. For example, if in order to
comply with a privacy regulation an organization is required to mask all Social
Security Numbers (SSN) when delivering personal information to unauthorized
entities, all the occurrences of SSN must be found. That is when classification
becomes essential.

Data discovery and classification is about finding and marking enterprise data
in a way that enables quick and efficient retrieval of the relevant information when
needed. Since classifying and tagging everything in the organization’s data sources
is time-consuming, inefficient and rarely done well, usually organizations need to
choose what to classify, determining the relevant and important pieces of informa-
tion that need tracking. The classical approach today is to start by examining the
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purpose of the classification and how the classified data is going to be used. The
process consists in manually examining the relevant laws or regulations, identify-
ing which types of information should be considered sensitive and what are the
different sensitivity levels, and then building the classes and classification policy
accordingly. The main drawback of such an approach is that each time the re-
quirements change (e.g., due to changes in existing laws or internal policies or the
addition of new laws) it requires re-classification of the data.

Moreover, enterprise data can be stored in many varied formats: unstructured,
semi-structured and structured data; and is typically stored in various data stores
such as relational databases, file systems, mail servers, etc., sometimes even at
different physical locations (sites) in the organization. Most existing solutions for
automatic data classification apply to a single data type, mainly unstructured
data, and can generally only identify predefined sets of known fields, depending
on the domain. As a result, organizations wishing to classify their data typically
need to deploy and configure several different products and store and manage
their results separately. A major drawback of these traditional solutions is the
lack of common interfaces.

The need to build a generic classification system with manageable results intro-
duces several challenges. First, a common ’language’ that can be used as input to
all classifiers must be devised. This ’language’ must enable an accurate classifica-
tion process but also provide flexibility and extensibility to new types of classifi-
cations, classes and data types. In addition, a uniform format for the classification
results must be created so as to maximize their usability and homogeneity.

In this paper we introduce a generic, automatic classification method that
enables classifying data elements from all types, formats and sources based on
a common classification scheme, and making it possible to use the results in
a uniform manner. We suggest a method based on Semantic Web technologies
for classifying any type of data from any domain, by modeling the information
in question as an ontology. According to our approach, a model (or ontology)
provides the means for describing the entities to discover, the classes to map
them to, and information on how to discover them. Such an ontology can serve
as input to several different classifiers, each for a different source of data. The
ontology is then used again as a schema for representing the discovery results,
thus unifying the results across the different sources.

The ontology used as input for the classification process can describe any type
of content. It can be generic, containing information that may apply to many
different organizations and/or requirements, such as knowledge on what identi-
fies a person (PII); it can be specific to a certain domain, such as medications
and treatments for the Healthcare domain; and it can be specific to a certain
organization or even a particular application.

We use the Resource Description Framework (RDF) and its extensions
(RDFS and OWL) to represent the classification models and results. By using
RDF for these purposes we maximize modularity and extensibility and facilitate
easy navigation between the results, the data models and the actual data in the
data sources, as will be described in the following sections.
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Using models, in combination with RDF and additional Semantic Web tools
gives us several advantages. First, it enables decoupling the classification process
from the intended usage, allowing more general and maintainable classifications
with less dependency on changes. Using the model as a common input to all clas-
sifiers enables centralized management, auditing and change control. A uniform
format for all classification results enables fast and easy location of the data
when needed, thus increasing its usability. It is then possible to apply semantic
queries on the results, feed them to inference engines to deduce additional rela-
tions, and even apply rule languages such as AIR [13] and TAMI [27] to enforce
and verify compliance with existing policies.

Using an ontological model to describe the input and output of the different
classification algorithms, each working on a different type of data source, enables
decoupling the data descriptions from the actual implemented algorithms. This
design pattern can prove beneficial for many different enterprise data manage-
ment tasks, data classification being just one example.

The paper is organized as follows: Section 2 describes related work, both
in the area of classification in general, and in the use of RDF in information
management. Section 3 describes the general idea of classification models, as
well as the PII model as a specific example. In Section 4 we discuss general
requirements from classifiers and describe in detail a relational data classifier.
In Section 5 we give a short description of our implementation and some results,
and we conclude in Section 6.

2 Related Work

2.1 Classification

There are many existing algorithms for automatic classification of unstructured
documents, using various techniqes such as pattern maching, keywords, docu-
ment similarity and different machine learning techniques (Bayesian, Decision
Trees, Resource Limited Immune Classifier System, k-Nearest Neighbor and
more), as well as technologies such as Autonomy’s Meaning-Based Computing
Technology [2]. Any of the above can be used as part of the classification process.

In many existing works, the classes and the entities to discover are predefined,
deriving from the specific use case and domain of the solution. There are several
works that suggest a way to find and describe the classes. Miler [18] suggests a
method for automatically enriching the classes based on the discovery. Ben-Dor
et al. [3] suggest a way to find the meaningful classes from the content in the
computational biology domain. Taghva at al. [24] suggest to use ontologies to
describe the classes when classifying emails.

Our approach is to enable modelling any type of data to be classified, from
any domain, and to use the same model to describe the classification schema for
all input types, thus simplifying the creation and management of classification
policies across the enterprise.

Most work related to classifying relational data deals with classifying or clus-
tering records based on common patterns or associations. Much less has been
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done in the area of classifying based on metadata (tables, columns, types), ac-
cording to specific categories. The same applies to semi-structured data such as
XML files. One scenario in which we found some similar work is electronic dis-
covery (eDiscovery)1. Butler et al. [7] developed a top level ontology to represent
enterprise data for eDiscovery, and created a semantic mapping that manually
maps the data models of heterogeneous sources into the ontology.

In addition, many existing classification techniques classify only whole docu-
ments or assets, and not single data elements. We suggest a method to automat-
icaly classify data from different sources according to a model, enabling accurate
classification at the level of a single data element.

2.2 Use of Ontologies and RDF in Information Management

The use of Semantic Web methodologies in the world of information manage-
ment, has lately gained much momentum.

The use of ontologies in information and knowledge management has long been
recognized as a natural connection. According to Staab at al. [23], who present
an approach for ontology-based Knowledge Management, ontologies open the
way to move from a document-oriented view of Knowledge Management to a
content-oriented view, where knowledge items are interlinked, combined, and
used. Maedche et al. [17] also present an integrated enterprise-knowledge man-
agement architecture, supporting multiple ontologies and ontology evolution.
Ontology-driven information and knowledge management in specific domains
has also been investigated [9].

RDF specifically can also be used to unify data access across multiple sources.
Langegger et al. in their work [16] presented a system that provides access to dis-
tributed data sources using Semantic Web technology designed for data sharing
and scientific collaboration. Warren and Davies [26] studied a semantic approach
to information management for integrating heterogeneous information as well as
coping with unstructured information.

RDF has recently begun to be used in the context of data classification. Jenk-
ins et al. [11], use RDF to express the results of classifying HTML documents
using the Dewey Decimal Classification. In addition, Xiaoyue and Rujiang [28]
showed how using RDF ontologies to perform concept-based classification of text
documents significantly improved text classification performance.

We use RDF to express both the input and the output of the classification
process, thus enabling high connectivity and easy navigation between the models,
the results and the original data sources and providing a unified representation
of all classified data sources.

3 Classification Models

The main goal of our solution is to enable organizations to annotate their knowl-
edge bases with semantic meaning. Our approach offers to automate the clas-
sification process using classification models, which are ontologies that describe
1 Discovery in civil litigation that deals with information in electronic format.
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entities in the organization’s knowledge base and their relationships. These mod-
els can be generic, domain-specific or even organization-specific.

The classification process is performed at the single data element level and
results in bi-directional references between the individual data parcels and terms
in the model. This method enables the “classify once, enforce many” approach
for future application of policies and other semantic applications.

The Data Discovery and Classification process involves four steps:

1. Defining and identifying the data to discover (the valuable pieces of infor-
mation to locate).

2. Building a classification scheme. One example of a common classification
scheme is top secret, secret, confidential, etc.

3. Discovering where the valuable data is located.
4. Documenting the findings in a useful manner.

We offer to use the same model for several purposes throughout the discovery
and classification process: the description of what entities to search for (step 1),
the classification scheme to which the findings are associated (step 2), directives
on how to search for each entity (input to step 3) and the schema for representing
the discovery results (step 4).

Selecting RDF as the language in which to represent the classification model
enables us to exploit existing and evolving tools for annotating, reasoning, query-
ing, etc. the classified data. We can take advantage of common vocabularies
(RDFS, OWL) to express stronger relations and properties, best suited for on-
tologies, and benefit from the powerful features of RDF that makes it easy to
expand, merge and combine existing classification models, and generate new
models for different purposes.

3.1 Models as Input

The classification models are used as input to an automatic classification tool
(henceforth: Classifier), which is the software component that performs the ac-
tual mapping. Our goal is to have a general-purpose classifier, capable of han-
dling any domain-specific knowledge, and so the input for the classifier must be
designed to answer not only ‘what to search for’, but also ‘how to search’. This
means that in addition to functioning as an ontology, the classification model
must also contain additional characteristics of the entities such as type, format
and possible synonyms. This allows full automation of the classification process
by use of natural language processing and information retrieval techniques.

To implement such a general-purpose classifier, a need emerged for a meta-
model to describe the expected structure and contents of a valid classification
model. An input model complying with this meta-model is regarded as an in-
stance of the meta-model. The same meta-model serves for describing models
for all data types; the specifics of searching in each data format are encapsulated
in the classifier’s implementation.
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3.2 The Meta-model

We designed a preliminary meta-model for classification models used as input to
our system implementation, which is depicted in Figure 1. The top-most element
in the classification meta-model is the subject element that is the root node of
any domain-specific ontology. A subject can possibly contain several categories,
and each category can hold several fields, which are the basic terms linked by
the classifier to data units in the organization’s data sources. Each field can be
associated with a data type and format (e.g., denoted by a regular expression),
and one or more synonym elements, which represent keywords or phrases that
can be used to describe the field. Each keyword (or token) in a synonym can
be stated as optional, required or exact. These synonyms are processed by the
classifier to create different search strings used to search for potential matching
elements in the data stores. We elaborate on this matter in section 4.2.

The meta-model also supports mapping between a field in the classification
model and one or more actual data elements. This mapping, obtained as the
result of the classification process, is also represented in the model.

Fig. 1. The classification meta-model

3.3 Models as Output

The classification results, which are basically a mapping between fields in the
model and specific data elements, are also saved in RDF format, as an extension
of the models used to perform the search (i.e. using the same vocabulary defined
in the meta-model). They are composed of triples, each triple representing a
link between a classification field and a data element. The mapping uses the
data element’s URI, which differs according to the type of data and the manner
in which it is represented in RDF. For example, in relational databases the
mappings are to table columns, and the URIs used are those of the database
server, schema, table and column. In XML files, the mappings are to specific
XPaths, and the URIs are those representing the XML file location (e.g. in a file
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system or Content Management system) and the specific element’s XPath. In
unstructured data, the mapping is to a word or group of words in a document,
and the URIs represent the location of the document and the location of the
word/s in the document (e.g. chapter/page, paragraph, sentence, etc.).

The advantages in using RDF to represent the classification results are many:

1. Different results from different runs can be linked together to form one uni-
fied classification source containing all discovered entities (a concept demon-
strated by Langegger at al. in [16]). If a model has been extended or a new
model introduced, a partial search (only on the new parts) can be peerformed
and the results combined with the existing ones. It is also possible to express
information both on the location of the classified data (such as a database
column or XPath), as well as the data itself (an actual value).

2. Thanks to the use of URIs to describe the different resources, it is very easy
to navigate between the discovery results, the classification models and the
RDF representations of the searched data sources. In this way, while access-
ing the results, additional information about the model or data source can
be accessed to verify that the results are correct, add new links or add new
entities to the models to improve future discovery. It is also possible to ob-
tain additional information about certain resources from external knowledge-
bases.

3. The use of RDF allows performing semantic queries on the results. Many ex-
isting query languages for the RDF language (such as SPARQL [19], RDQL
[20] and many more) can be utilized to extract useful information from
the classification. This information may be used to verify the correctness
of the results or even learn new insights that can be used to further enrich
the models and/or the search algorithms to improve the discovery process.

4. Inference (or reasoning) can be applied to the existing RDF triples to derive
additional RDF assertions that are not explicitly stated. These new asser-
tions are inferred from the base RDF together with any optional ontology
information, axioms or rules. There have also been a few attempts to bridge
the gap between RDF and logic programming and languages [6]. N3logic [4]
provides a logical framework to express logic in RDF, enabling the use of
rules to make inferences, choose courses of action, and answer questions.

5. Several policy and rule expression languages for RDF (such as AIR [13],
KAoS [25], and Rei policy language [12], etc.) as well as tools for checking
compliance with policies (such as TAMI [27]) exist, enabling the enforcement
of privacy rules or any other business policies on the discovered data.

3.4 Example: PII Model

As a sample use case, we may consider the field of information security. In modern
times, organizations retain an explosively growing volume of sensitive data to
which access is available to an expanding user base. The growing public concern
over the security and privacy of personal data has placed these organizations in
the spotlight, and countries around the world are developing laws and regulations
designed to support confidentiality.
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Fig. 2. Partial PII RDF Model

Personally Identifiable Information (PII) refers to information that can be
used – whether alone or in combination with other personal or identifying in-
formation – to uniquely identify a single individual. For example, national iden-
tification numbers, vehicle registration plates and fingerprints are often used to
distinguish individual identities and are clearly PII. Even less identifying char-
acteristics such as city of residence, gender and age are considered PII for the
potential that when joined together they might be linked with other public avail-
able information to identify an individual.

By successfully identifying and classifying PII in an organization’s data, it is
possible to apply virtually any privacy policy. Figure 2 displays a partial view
of the PII model we have developed. The root element is Person, and it contains
categories such as PersonName and Address. Each category contains fields such
as firstName, middleName and lastName.

3.5 Advantages of Classification Using Models

There are several advantages for using ontologies in general, and RDF in partic-
ular, in the discovery and classification process:

– Extensibility and Flexibility: The model can be extended both by adding
more entities to search for and by adding additional tips and hints to aid
the discovery of existing entities. Since the information on how to search for
the entities is included in the model that is used as input to the discovery
algorithm, the model can be extended, edited or replaced without the need
to change the discovery algorithm itself.

– Linking to external knowledge bases: The models used to perform the
classification can themselves be derived from existing business models and/or
domain- or industry-specific models and ontologies. Furthermore, additional
knowledge from external ontologies or taxonomies can be linked into the
model, enabling automatic extension of the model, addition of new syn-
onyms, related terms, etc.

– Resistance to policy changes: By classifying data sources according to
specific classes of information (first name, phone number. . . ) as opposed
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to general, abstract categories (confidential, top-secret. . . ) we can use the
same classification to enforce several different policies and no reclassification
is needed in case of policy changes.

– Homogeneity: By using a model containing the sensitive entities and clas-
sification schema as input, the same model can be used as input to many
different classifiers that classify different types of data sources (unstructured
documents, forms, emails, XML files, relational data, etc.). By using the
same output format, we unify the classification results and improve their
usability. For example, privacy policies can be enforced in a unified manner
across all data types and formats in the organization.

– Centralization: Everything is linked through the use of unique IDs. This
allows the model to serve as a centralized point to manage all valuable infor-
mation in the organization and enables easy location of all related pieces of
data in one click. On the other hand, given the unique ID of data location,
we can easily find its classification.

4 Classifier

Once the models describing the data the organization wishes to classify are
designed, these models are used as input to a software component that performs
the classification of the actual data stores. This component is referred to as the
Classifier. In this section we will describe the approach in general and a relational
data classifier in more detail.

4.1 Classifier Inputs

The classifier receives as input RDF files of two types: the first type is the RDF
files representing the models described in the previous section; the second type
is RDF files representing the data to be searched, for example, the schema of a
database. The classifier performs a search for relevant items in the data schemas,
refines these results according to several filters, and creates a new RDF file
containing the search results.

Using one or more models to perform the search. New models can be
created as needed for domain or organization-specific classifications and existing
models can be extended. Any combination of models can be used as input when
performing the search on a data source, and searches may be performed on
different combinations of models to yield results for different purposes (such
as privacy enforcement, retrieving specific information within a set timeframe
in order to meet regulations, de-duplication and increasing data quality, etc.).
Each model used as input to the classifier must be an instance of the classification
meta-model described in Section 3.2.

RDF representation of data source schemas. Organizations today have
many different data sources, which may include structured data (e.g., relational
databases), semi-structured data (e.g., XML files), and unstructured data (e.g.,
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e-mail archives and text documents). RDF provides a means to represent differ-
ent types of schemas in a unified manner in order to perform semantic queries on
them. This is what allows us to perform the classification in a uniform manner
on all data sources, without the need for any prior knowledge about the specific
underlying schemas.

Much work has been done in the domain of representing relational database
metadata in RDF format. RelationalOWL [15] is an OWL-based representation
format for relational data and schema components. The D2RQ API [5] provides
access to relational database content from within the Jena and Sesame RDF
frameworks.

Some work has been done in the direction of transforming XML schemas and
instances to RDF format, however a completely generic technique for fully repre-
senting any XML file in RDF has still not been found at the time of writing this
article. Existing work has been focused on either transforming “RDF-enabled”
XML files to RDF or representating any XML document in RDF based on a
simplified RDF syntax. These techniques, described in [22] and demonstrated
in the XML2OWL2, XSD2OWL and XML2RDF3 tools, use XSLT to perform
the transformations. Many additional implementations also exist. We believe
that using a combination of such existing tools, possibly also extending them if
needed, can be sufficient to provide adequate representations of almost all XMLs
in an organization’s data stores and enable meaningful classification of these.

Regarding unstructured data, the search techniques must of course differ,
since there is no underlying data schema. A great deal of work has been done
on classifying unstructured data: several tools, such as SystemT [14], InfoSphere
Classification Module (ICM)4, RSA Data Loss Prevention Suite5 and Symantec
Data Loss Prevention product6 analyze and extract information from unstruc-
tured text such as documents and e-mails. Many new methods for efficiently
classifying unstructured text have been examined [21], and some domain-specific
techniques have been developed.

We believe that classifying unstructured data based on classification models
can greatly enhance the existing techniques for the classification of this type of
data, since it enables a clear separation between the data classification phase and
the policy enforcement phase. Moreover, representing the classification results in
RDF format enables high connectivity between the search results on the different
data types, and increases the variety of possible uses for these results, a concept
that has also been used in [1].

4.2 Performing the Search

The model used as input to the discovery process describes the entities for which
to search and how to search for them. For each such entity there is a list of
2 http://www.avt.rwth-aachen.de/AVT/index.php?id=524
3 http://rhizomik.net/html/redefer/
4 http://www-01.ibm.com/software/data/content-management/classification
5 http://www.rsa.com/node.aspx?id=3426
6 http://www.symantec.com/business/data-loss-prevention

http://www.avt.rwth-aachen.de/AVT/index.php?id=524
http://rhizomik.net/html/redefer/
http://www-01.ibm.com/software/data/content-management/classification
http://www.rsa.com/node.aspx?id=3426
http://www.symantec.com/business/data-loss-prevention
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synonyms that describe the concept, and for each synonym we can indicate
which words (or tokens) in the phrase are required, which are optional and
which need to appear in the same exact form. These synonyms are used to create
several search strings to compare to the data store’s metadata. In the example of
relational databases, they are compared to the database table and column names.
For example, for the term “family name”, the additional synonyms “second
name” and “surname” can be stated, and for the synonym “second name” we
can indicate that the word “second” is required but “name” is optional. In
addition an entity can have one or more types associated with it and additional
information on the expected format of the data. These are used at runtime to
verify that a column suspected of containing a certain data element from the
model indeed matches the expected type and format for that element.

During the discovery process, for each data element in the input models, a
list of search strings is created from the synonyms defined for that element.
The aim is to cover all common abbreviations and hyphenations that may be
used to describe that data element in the data sources. The algorithm uses
syllabifying techniques to divide each token (which is not required to appear
exactly) into syllables, creates different possible substrings representing each
syllable according to specific rules, and then uses all possible combinations of
the substrings and tokens to search the metadata representation for matching
data. In this phase, in addition to syllabification, additional linguistic techniques
can be employed, such as stemming and affix stripping.

5 Implementation

We developed a reference implementation for model based discovery and classi-
fication in relational databases. We used the PII model described above as our
test case, but any model that complies with the meta-model can be used just
as easily. We chose the RelationalOWL ontology (with some slight changes) and
implementation to transform the database metadata to RDF format. The cur-
rent implementation uses the syllabifying techniques described in Section 4.2,
as well as type checking. Future extensions are planned to include the use of
additional linguistic tools (such as stemming) and the use of sample content to
verify the data’s format.

5.1 NeOn-Based Implementation

As a basis for this implementation we chose to use the NeOn toolkit [10], which is
an open-source ontology engineering environment based on the Eclipse platform.
The toolkit provides an extensive set of plug-ins covering different aspects of on-
tology engineering. In addition we used the Eclipse Data Tools Platform (DTP)7

for defining connections with local and remote databases, RelationalOWL [15]
for creating an RDF representation of the database metadata, and the Jena

7 http://www.eclipse.org/datatools

http://www.eclipse.org/datatools
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framework [8] for accessing and querying the different RDF representations. We
implemented several Eclipse plug-ins that perform the actual discovery, integrate
between the different components in the system and contribute some elements
to the NeOn user interface.

In the classification tool, a user can create projects, create and edit models,
import existing models (in both cases, the models are validated against the
meta-model) and import or create database metadata RDF representations. The
discovery process can be performed on any combination of models and databases,
and the results are also displayed in the project. The results (as well as the models
and database metadata) can be viewed in both a hierarchical view and a graph
view, as depicted in Figure 3.

Fig. 3. A partial view of the discovery results in the NeOn-based tool

Thanks to the use of RDF to represent the discovery results, it is possible to
navigate from any node in the result back to both the classification field in the
model, and to the data field (column) in the database RDF representation. This
easy navigation allows verifying the classification results, refining them (adding
or removing triples), and enriching the model to be more accurate in subsequent
runs. As all of the information created and used by the system (models, metadata
RDF representations, results) is stored in an RDF store, it can also be exposed to
additional existing and evolving Semantic Web tools that operate on RDF stores.

5.2 Some Results

We ran our discovery algorithm on two externally available databases: one rep-
resenting employee records in an organization (taken from the sample database
created by the DB2 R© software installation) and the other representing medical
records of patients (taken from “Avitek Medical Records Development Tutorials”
by BEA Systems, Inc.8). Both were run using our own PII model. The algorithm
8 http://download.oracle.com/docs/cd/E13222 01/wls/docs100/

medrec tutorials/index.html

http://download.oracle.com/docs/cd/E13222_01/wls/docs100/medrec_tutorials/index.html
http://download.oracle.com/docs/cd/E13222_01/wls/docs100/medrec_tutorials/index.html
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was able to discover all columns that contained data from the classes in the PII
model. For example, a person’s first name was discovered in both databases
under numerous forms such as FIRSTNAME, FIRST NAME and FIRSTNME.
Date of birth was found both as DOB and as BIRTHDATE. In the first round
of the implementation, a few false positives were found. For example, a column
called REGION matched with the class Religion. However after correcting the
division into syllables for the word religion, this phenomenon was eliminated.
This correction was done in an external resource file and not in the code itself.

We compared the results of running the discovery algorithm with different
components of the search algorithm disabled. First we ran the algorithm with-
out the use of additional synonyms for each field name. Then we ran it with
synonyms but without the syllabifying techniques described in Section 4.2. Fi-
nally we ran it with the syllabifying techniques but without verifying the type
of the column. Columns that fit a certain category in the input model but that
were not discovered were considered false negatives, and columns that were dis-
covered but did not actually match the category were considered false positives.
A summary of these results is shown in Table 1.

Table 1. The results of running the classification using different algorithms

Algorithm Total no.

of hits

No. of

false

negatives

No. of

false

positives

Original alg. 37 0 0

No synonyms 35 2 0

No syllabifying 29 8 0

No type matching 41 0 14

The conclusion from our work is that the main advantages of our approach
are the combination of different matching techniques and the extraction of most
of the search logic to external files that can be easily changed, as opposed to
changing the actual searching algorithms. In addition we suggest an application
model in which there is an initial iterative “learning phase” on some sample
databases in which the models are manually tweaked to optimize the discovery
results. Using our NeOn-based tool, an administrator can easily navigate between
the discovery results, the original models and the database representations, thus
validating the results and refining the models. We believe that this manual effort
is relatively minimal, and the advantages of our approach over any currently
existing solution greatly outweigh the effort needed in order to optimize it.

5.3 Summary

We presented a model-based approach to data classification and demonstrated
its advantages using a reference implementation for relational databases. We
showed that this is a flexible solution that can be used to automatically classify
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information from different data types and sources, in a fine-grained manner,
with no dependency on the existing or future policies that will be applied to the
discovered data.

The model-based approach provides extensibility and flexibility in that the
ontologies can be easily extended, edited or replaced without the need to change
the discovery algorithm itself. The same ontology can be used as input to dif-
ferent classifiers that classify different types of data sources. In addition, all
classification results are saved in the same format, providing a unified represen-
tation of all classified data sources and enabling uniform policy expression and
enforcement across the enterprise.

Using RDF to represent both the ontologies and the results maximizes mod-
ularity and extensibility and facilitates easy navigation between the results, the
models and the data sources. The ontology can serve as a centralized point to
manage all valuable information in the organization and enables easy location of
all related pieces of data in one click. The RDF representation of the classifica-
tion results enables high connectivity between the search results on the different
data sources, and increases the variety of possible uses for these results, also
enabling the application of semantic queries.

We see this general meta-data representation approach as beneficial not only
as a specific solution for enterprise data classification, but as a generic “blue
print” that can be used to solve many problems in different data management
scenarios. Such examples include developing Enterprise Data Catalogs for view-
ing data from back-end server applications (such as SAP and Siebel), data inte-
gration and quality assurance, creating different views of the data according to
user roles, etc.

6 Conclusions and Future Work

There are many axes in which this work can be extended. One such axis is the
variety of data types that can be classified. In the implementation presented
above we classified relational (structured) data; doing so on unstructured or
semi-structured data is not trivial because we would like to be able to link a
certain class to a specific data element in the document and not to the entire
document.

An additional axis is the development and combination of the ontologies them-
selves. We developed a PII model as the core knowledge for privacy purposes.
However this is just an example. For different use cases in the various industries,
additional models will be required, each with its specific domain knowledge and
expertise.

Another direction is taking advantage of the RDF representation of the results
to apply reasoning and additional Semantic Web technologies for policy enforce-
ment, semantic data queries and more. There is a very rich set of existing and
developing tools that can be applied to gain new insight into the organization’s
data and enable getting one step closer to the vision of the Semantic Enterprise.

One more aspect that can be investigated is improving the discovery algo-
rithm itself, using additional available information sources, or even extending
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the method to learning based approaches, i.e. using supervised machine learning
or other such techniques.
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Abstract. Conceptual modelling tools allow users to construct formal represen-
tations of their conceptualisations. These models are typically developed in isola-
tion, unrelated to other user models, thus losing the opportunity of incorporating
knowledge from other existing models or ontologies that might enrich the mod-
elling process. We propose to apply Semantic Web techniques to the context of
conceptual modelling (more particularly to the domain of qualitative reasoning),
to smoothly interconnect conceptual models created by different users, thus facil-
itating the global sharing of scientific data contained in such models and creating
new learning opportunities for people who start modelling. This paper describes
how semantic grounding techniques can be used during the creation of qualitative
reasoning models, to bridge the gap between the imprecise user terminology and
a well defined external common vocabulary. We also explore the application of
ontology matching techniques between models, which can provide valuable feed-
back during the model construction process.

Keywords: Qualitative Reasoning, Semantic Grounding, Ontology Matching.

1 Introduction

The Qualitative Reasoning (QR) area of Artificial Intelligence (AI) researches con-
ceptual representation of systems, and the prediction of their behaviour through rea-
soning. QR has been successfully applied in a variety of domains, e.g., environmental
science [6,27], autonomous spacecraft support, failure analysis and on-board diagnosis
of vehicle systems, automated generation of control software for photocopiers [7], etc.

Of particular relevance to this paper is the use of QR in science and education. QR
models can be used as a means for learners to formally express and test their conceptual
knowledge about systems in an educational context [3]. A desirable feature would be
the possibility of uploading expert and learner models to a shared learning environment,
and receiving feedback from the common knowledge contained in such a resource. This
paper addresses the issue of how this environment can be created and used effectively.

In the current state of the art in qualitative modelling and simulation tools [5,4,28,17],
modellers are free to choose their own domain vocabulary. However, this results in dif-
ferent modellers using different terms to denote the same concept (e.g. death rate and

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 82–97, 2010.
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mortality). Different languages and spelling variations further exacerbate the issue. This
makes generating feedback based on a large set of models difficult, since the consensus
and disagreement between models cannot be easily determined. We hypothesise that
the application of Semantic Web techniques to describe and interlink QR models will
be beneficial.

We call grounding the process of linking terms in models to concepts in a common
vocabulary. Grounding transforms the set of models into a semantically enabled net-
worked resource of scientific data that can be exploited both in the scientific and educa-
tional contexts. By allowing comparison between models, algorithms can be written to
make modelling suggestions based on other models. Furthermore, when reusing model
parts, knowledge can be more gracefully integrated, as equivalent knowledge already
existing in a model can be reused. For finding these pieces of common information,
ontology matching techniques can be applied to explore the similarities among models,
with the purpose of getting valuable feedback during the model construction process.

The approach presented in this paper consists of the following steps (see Figure 1):

Ontology Aligner

User
Semantic Reasoner

gy g

User

Quality feedback

OWL export Semantic repository

ModelModel
Grounding

Online ontologies

Modelling tool The Web

Fig. 1. Overview of the approach

1. OWL Export. The conceptual knowledge contained in QR models is extracted and
expressed in OWL [20], to facilitate their ontology-based description.

2. Grounding. The terms from the QR models are linked into external vocabularies
(e.g., DBpedia [2]). These grounded models are stored in a semantic repository.

3. Quality feedback. Alignment and reasoning techniques are applied to discover simi-
larities and dissimilarities among models, and based on that to enrich the modelling
process with adequate feedback and suggestions for knowledge reuse.

The output of this process is a networked pull of online aligned conceptual models
(expressed as ontologies) anchored to common vocabularies, and representing specific
scientific domains. This has the potential of being a valuable Web resource for scientific
progress in general and for semantic guided learning in particular.
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The rest of the paper is organised as follows. Section 2 introduces the topic of quali-
tative reasoning. In Section 3 a method for expressing QR models in OWL is presented.
Section 4 describes the semantic grounding process. Quality feedback from stored mod-
els is described in Section 5. Section 6 describes our experimental results. In Section 7
some related work is presented. Conclusions and future work are discussed in Section 8.

2 Qualitative Modelling and Simulation

The functionality presented in this paper is implemented in the DynaLearn1 Interac-
tive Learning Environment (ILE) [4] (an evolution of Garp32 [5]), which implements a
diagrammatic approach to modelling and simulating qualitative models.

DynaLearn allows modellers to capture their knowledge about the structure and the
important processes governing their system of interest. Generic knowledge about pro-
cesses, such as how a process causally affects quantities and when it is active, are rep-
resented in Model Fragments (MFs). MFs incorporate other model ingredients as either
conditions or consequences, and thus form a rule that, for example, indicates that if a
population has a biomass above zero, the production will increase the biomass, while
the mortality will decrease the biomass (Figure 2(b)).

QR models can be simulated based on a scenario, which represents an initial situa-
tion of the system (i.e. a particular variant of the system and a set of initial values for its
quantities). The result of the simulation is a state graph in which each state represents
a qualitatively unique state of behaviour (i.e. the current structure of the system and
quantities with particular values). The transitions represent how the system can change
from one state of behaviour to others. To perform the simulation, MFs are sought that
match the scenario (i.e. the model ingredients fulfil the conditions of the MF). The con-
sequences of matching MFs are merged with the scenario to create an augmented state
from which the next states of behaviour can be determined.

Model ingredient definitions, or domain building blocks, are instantiated in MFs and
scenarios, and are of particular importance for this paper. These definitions include enti-
ties, agents, assumptions, configurations, quantities, and quantity spaces. Entities define
the concepts with which the structure of the system is described, e.g. environment and
population. Entities are organized in a taxonomy. Figure 2(a) shows an entity hierarchy.
Agents and assumptions are also defined in taxonomies. Agents represent influences
from outside the system (when a modeller decides these are not part of the system). As-
sumptions represent simplifying or operating assumptions about the system, such as the
assumption that resources for primary producers is considered constant. Configurations
define relationships with which the structural relations between entities are described.
They are defined by their name (e.g. part of, contains, lives in). Quantities represent the
features of entities and agents that may change during simulation, and are defined by
their name and a set of possible quantity spaces. Quantity spaces represent the possible
values a magnitude (or derivative) of a quantity can have, and are defined by their name
and an ordered set of possible values.

1 http://www.dynalearn.eu
2 http://www.garp3.org
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(a) The entity hierarchy of the plant growth
resource model.
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(b) The Population growth model fragment (from
the plant growth model) incorporates the Popu-
lation Exists model fragment (indicated by the
folder with content icon) describing the popula-
tion, its four quantities, and the inequalities. The
model fragment introduces the production (I+)
and mortality (I-) influences.

Fig. 2. The entity hierarchy and a model fragment of the model of plant growth based on exploita-
tion of resources [27]

Next to the model ingredients defined by the modeller, there is also a set of prede-
fined model ingredients called generic building blocks. These include causal relation-
ships, correspondences, the operator relations plus and minus, value assignments, and
inequalities.

3 Export of QR Models into OWL

To ease the ontology-based definition of QR models and its later semantic grounding,
they are exported [24] to the Web Ontology Language (OWL) [20]. To determine how
the QR models can be formalised as ontologies, an ontological perspective on QR is
taken. Previous research distinguishes different types of ontologies based on the type of
ontological commitments they make [29]. For example, the ontological commitments
of a knowledge representation language consist of the domain independent concepts.
However, a domain model created by a knowledge engineer using such a language de-
fines new concepts based on the concepts in the knowledge representation language. We
frame the QR knowledge representation on these different types of ontologies (Figure 3).

OWL provides the representational ontology we use to define the general model
ingredients that can be used in a QR model (i.e. the QR vocabulary). We call the for-
malisation of the QR vocabulary in OWL the DynaLearn QR ontology3. This ontology
defines the generic building blocks (e.g. the concepts entity, configuration and different
kinds of causal relations and inequalities) that can be used in a QR model. The Dy-
naLearn QR Ontology functions as our generic ontology that extends the ontological
commitments made by OWL.

3 http://staff.science.uva.nl/∼jliem/ontologies/QRvocabulary.owl
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Fig. 3. Correspondences between the QR ontologies and ontology types based on the type of
ontological commitments made

When modellers create QR models, they extend the QR vocabulary by defining do-
main specific model ingredients, called domain building blocks, such as entities, con-
figurations, and quantities. Creating such a domain specific vocabulary can be seen as
refining some of the generic building blocks in the generic ontology to define a domain
ontology. Note that the domain building blocks correspond to the model ingredient def-
initions (Section 2). The generic building blocks in the DynaLearn QR ontology, and
the domain building blocks in the QR model ontology (which are all represented as
classes) are instantiated in model fragments and scenarios to represent specific situ-
ations and processes. We refer to these ontologies as QR model ontologies. The QR
model ontologies refer to concepts in the DynaLearn QR ontology. In the rest of this
paper, when we use the word QR model to refer to QR model ontologies.

4 Semantic Grounding

The text above details how QR models can be represented in terms of an ontological
language. The next step is to link the unrestricted terminology utilized by users in the
QR models into well defined external vocabularies. We refer to this process as ground-
ing. Technically speaking, this is performed by an anchoring [1] process which con-
nects model concepts to one or more equivalent concepts in a background knowledge
ontology (or network of ontologies).

4.1 Grounding Process

From a user perspective, the grounding process follows a semiautomatic approach: for
a given model term, a list of candidate ontology terms (representing the possible mean-
ings of the model term) is automatically proposed to the user. Such a list is ranked
according to the probability of being the right meaning. Then, the user can accept the
first proposed ontology term (the most probable one) or may choose another one in the
list, and move to the next model term to ground it.

In order to save time and effort, a more automatic way of operating is allowed, called
whole model grounding (see Figure 4). This way, the whole model is grounded at once,
and only the most probable grounding of each term is shown to the user (separated by
types of model ingredients: entities, quantities, etc.). If the user is not satisfied with
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Fig. 4. Example of model grounding (left). When the user asks for alternative groundings for the
term “death rate”, the window on the right appears.

some default grounding, he/she can ask for other proposals and the whole list of candi-
date senses is shown.

In case that the term to be grounded is not well covered by the proposed groundings
(the user is not satisfied, or no sense was found), two actions are possible:

1. We obtain from WordNet [25] syntactic variations of the initial word, as well as
approximate forms coming from Yahoo Spelling Suggestion Service4. These al-
ternative terms are offered to the user for grounding, thus increasing the range of
possibilities.

2. The user can insert the “ungroundable” term anyway, hence generating a new ontol-
ogy term that is added into an ontology of anchor terms. This way, the information
is not lost and can be proposed for future groundings jointly with the other back-
ground ontology terms. The anchor terms may be related afterwards to terms in
other ontologies (by other domain experts).

Different algorithms can be applied for ranking the list of candidate senses, taking into
account the context where the model term appears (surrounding terms in the model)
to determine the probability of being the right sense [19]. In our approach, the system
promotes the reuse of already utilized groundings, which are shown first. A list of syn-
onyms is maintained in the system (fed by the information accessible in the background
ontologies, e.g., rdfs:label). This is used for expanding the list of candidate senses
(when searching for a term we can also search for their synonyms).

4 http://developer.yahoo.com/search/web/V1/spellingSuggestion.html
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The system proposes by default the use of DBpedia [2] as the main knowledge source
to support the grounding process, though it can be complemented by the use of other
particular domain vocabularies. The choice of DBpedia as preferred source of knowl-
edge in our system is supported by the results of experimenting with several sources of
knowledge (see Section 6).

When the user confirms the grounding, we use the owl:sameAs construct for link-
ing the model term with the background ontology term. The generated statement is
stored jointly with the model. Finally, the grounded models (as well as the generated
ontology of anchor terms) are stored in a semantic repository5, where they remain ac-
cessible to the modelling tool for its later reuse (and to any other system interested in
reusing the knowledge contained in the stored models)6.

4.2 Benefits of Grounding in QR

By grounding a model, we are able to bridge the gap between the loosely and imprecise
terminology used by a modeller and the well-defined semantics of an ontology. This
facilitates interoperability among models or model fragments. Benefits following from
this include:

1. In an educational context, a teacher might restrict the vocabulary used by the learner
to the knowledge contained in a certain domain ontology, thus speeding up the
training period required to learn that vocabulary.

2. New knowledge can be inferred using standard semantic reasoning techniques.
For example, let us suppose that entities whale and mammal in a QR model are
grounded to equivalent terms of the same background ontology. If this ontology as-
serts that whale is a subclass of mammal, then the same relationship can be inferred
for the entities in the model. Other relations not explicitly declared in the model
can be also inferred (such as whale is an animal).

3. Inconsistencies and contradictions between models can be more easily detected.
Besides semantic inconsistencies (which can be discovered by applying a reasoner),
other modelling issues can be detected. For example, suppose that a model asserts
that the increasing size of a population increases the demand of natural resources
of such a population, while another model establishes the opposite effect, that is, a
growing size would decrease the demand of natural resources. If we are able to es-
tablish that both models are referring to the same concepts (size, population, natural
resources, etc.), the contradiction between the shared concepts can be discovered
and pointed out.

4. Additional knowledge and resources can be incorporated to the system. For example,
DBpedia contains rich multilingual textual descriptions, links to pictures and web
pages, etc. as part of a term description. This information can be imported if the term
is grounded on that knowledge source, and shown to the user in the modelling tool.

Most of the previous features are exploited in our system for enabling knowledge-based
feedback, as we will see in the following section.

5 Based on Jena semantic framework (http://jena.sourceforge.net/) in our current prototype.
6 A set of web services has been developed to support the communication between repository

and modelling tool.
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5 Ontology Based Feedback

As aforementioned, the repository of semantically grounded models created in our sys-
tem is intended to support feedback during the model creation process. For such a pur-
pose, we devise the use of ontology matching techniques [16], semantic reasoning, and
QR specific comparisons between models. Depending on the particular technique, our
system provides different types of feedback (see Figure 5). Notice, however, that these
types of feedback are not mutually exclusive and can be combined.

Ontology 
Matching

Semantic 
Reasoner

Missing/Superfluous
Ontology Elements

Suggestions

Structure 
Comparison

Grounding-Based 
Alignment

User Model
+

Reference Model

Inconsistencies 
between Hierarchies

Differences between 
Model Structures

Improvement of 
Terminology 

Fig. 5. Data flow diagram of the ontology-based feedback techniques

The input to the feedback process is a pair of QR models: one corresponding to the
user model (under construction) and other corresponding to a reference model made by
an expert and already stored in the repository (we do not enter here in the particular
technique utilized for selecting the reference model, i.e., if manually or if based on a
dynamic evaluation of relevance).

The first step in the process is to derive mappings from the shared groundings.
Since the concepts of both models are grounded to a common vocabulary, we can use
these relations to infer a preliminary set of mappings. For example, let us suppose that
the user model has a concept labelled Death that is grounded to the DBpedia term
Mortality rate7, and the reference model has a concept labeled Mortality that is also
grounded to the same DBpedia resource Mortality rate. In order to allow later infer-
ence, we determine that Death and Mortality are equivalent terms (expressed using
owl:EquivalentClass). The next steps in the process depend on the particular
technique:

Ontology Matching. The set of mappings inferred from the shared groundings are
utilized, jointly with the user and reference models, as input of an ontology matching
tool [18], to generate more pairs of equivalent terms. This enriched set of mapped terms
are used to give two types of feedback:

7 http://dbpedia.org/resource/Mortality rate
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Improvements of terminology. Two terms that have been deemed equivalent in the on-
tology matching process should share the same label and grounding. By comparing the
user terms with their equivalent reference terms we are able to detect these differences
and suggest a better option to the user. As an example of this, if a user has an entity la-
belled Sustainable biomass but the equivalent term in the reference model has the label
Carrying capacity, the system suggests to the user the replacement of the current label
by the one used in the reference model.

Missing or superfluous ontological elements. In this type of feedback, we use the set of
mappings to find missing ontological elements in the user model, as well as elements
that might be not necessary. The concepts of the reference model that have no equiva-
lence in the user model are suggested to the user in order to enrich the model. On the
other hand, those user terms with no equivalence in the reference model might be su-
perfluous and hence proposed to be removed from the model.

Semantic Reasoning. We create a temporary ontology by mixing both the user and ref-
erence models with the set of previously found equivalences. Then, a semantic reasoner
is applied8 to detect inconsistencies between hierarchies. For example, let us suppose
that the user model defines whale as subclass of fish. However, the reference model
states that the equivalent term whale is subclass of mammal, and mammal and fish have
been declared as disjoint classes. Therefore, these two statements are inconsistent. The
system informs about this situation, so that the user can review the hierarchy and change
it accordingly.

Structure Comparison. Besides ontology-based comparisons, we also exploit the par-
ticular semantics of the QR vocabulary to perform more QR-specific comparisons be-
tween the models. In fact, we can identify common model structures that are present in

(a) Reference model fragment. (b) User model fragment with missing struc-
tures.

Fig. 6. Example of feedback on missing model structures

8 We use Jena built-in reasoner in our current prototype (http://jena.sourceforge.net/inference/),
though any other reasoner can be used.



Semantic Techniques for Enabling Knowledge Reuse in Conceptual Modelling 91

the reference model but not in the user model, thus revealing the differences between
model structures. These missing structures can modify the final behaviour of the model.
To detect them, we make a structural comparison between the models. First, patterns in
the reference model are searched; then, by means of the set of mappings, we look for
the same patterns in the user model. Once the mappings are established between the ele-
ments, the structure comparison process detects that some model structures are missing
in the user model. Figure 6 exemplifies this. In the example, an inequality property in
Number of quantity and the positive influence between the quantities Birth and Number
of are pointed out to allow the user to make the corresponding changes.

6 Experimental Evaluation

To adequately ground QR model terms in an external vocabulary and be able to explore
similarities between models for quality feedback purposes, specific concerns need to be
addressed:

– Q1: Are Semantic Web resources suitable for grounding the specific domain vo-
cabularies that QR models typically contain?

– Q2: Are the state of the art ontology matching techniques suitable for mapping QR
models?

In this section, we present the description of the experiments carried out to answer our
motivating research (and use) questions.

6.1 Grounding Experiments

In order to answer our first question Q1, we performed an experiment to study the cov-
erage of different ontologies and semantic resources in specific domains. We measure
the coverage as the amount of terms that a resource is able to describe semantically,
divided by the total examined terms.

In a realistic usage scenario, the QR models are constructed on the basis of specific
domain vocabularies. Therefore, we have focused in our experiment on a set of domain
glossaries in environmental science developed by several universities9. These vocabu-
laries have been specifically created to be used in the context of QR modelling, so that
they constitute very valuable material for our purposes. Each glossary consists of a set
of English words which covers seven topics: Earth systems and resources, the living
world, human population, land and water use, energy resources and consumption, pol-
lution, and global changes. We merged these glossaries and removed duplicated terms,
obtaining a dataset of 1686 different words.

This unified dataset was used to explore the coverage of knowledge sources of differ-
ent type: lexical resources such as WordNet [25], common knowledge ontologies such
as DBpedia [2] and OpenCyc10, and the large amount of online ontologies accessible in
Watson [13].

9 University of Brası́lia (Brazil), Tel Aviv University (Israel), University of Hull (United King-
dom), Bulgarian Academy of Sciences (Bulgaria), and University of Natural Resources and
Applied Life Sciences (Austria).

10 http://www.opencyc.org
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Table 1. Coverage of knowledge sources

Knowledge Source Coverage
DBpedia 72%
OpenCyc 69%
WordNet 45%
Watson 47%

The first step of the experiment consisted in searching each word of the input dataset
on each of the above external resources11, obtaining (if available) a set of ontology
terms from each resource that semantically describe the input word. Table 1 shows the
different coverage degree obtained on each resource12.

The immediate conclusion from the given results is that DBpedia has a better cov-
erage than the other resources, closely followed by OpenCyc, for the utilized domain
specific vocabularies.

We have analysed the uncovered cases in the experiment, noticing that most of them
corresponded to complex multiword terms (e.g., “cultural habit”, “distributed water
governance”). There was also a reduced amount of misspelling errors in the glossaries
(e.g., “fiter feeding” for “filter feeding”) and some terms that do exist in the resource
however in other syntactic variation (e.g., “meandering” for “meander”). In such cases
(misspelling errors and variations), the grounding could be assisted by services like Ya-
hoo! Spelling Suggestion. In order to measure that effect, we repeated the experiment
with DBpedia but searching for alternative suggested forms when the term was not
found in its initial form. The coverage of using DBpedia + Yahoo Spelling Suggestion
service raised to a 78%.

Though the reached 78% coverage indicates that DBpedia covers well the studied do-
main specific terminologies, other question arises, which is whether these proposed DB-
pedia groundings are acceptable according to human opinion or not. In order to answer
that, we randomly selected 909 terms covered by DBpedia from the same glossaries
used in the previous experiments. We asked 8 evaluators (experts in different fields of
environmental science) to assess the correctness of the possible meanings given by DB-
pedia. Each evaluator assessed between 200 and 300 terms. The grounding of each term
was double-evaluated.

We counted as positive groundings those terms for which there were at least one suit-
able meaning among the list of DBpedia results for such a term. We define accuracy as
the amount of positive groundings divided by the number of evaluated groundings. The
obtained average accuracy in the experiment was 83%. The observed inter-evaluator
agreement was 85%, and Cohen’s kappa of inter-evaluator agreement [10] was 0.47,
which can be considered as “moderate” and gives us an idea of the difficulty of the task
(if another expert does not fully agree with me, why a computer should?).

Finally, although DBpedia exhibits a good coverage, we wonder whether it can
be further improved with the addition of other resources. Table 2 shows the result of

11 The search mode was “exact match”.
12 The experimental data can be found in

http://delicias.dia.fi.upm.es/∼jgracia/experiments/dynalearn/groundingcoverage.html
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Table 2. Combined coverage of knowledge sources

Knowledge Source Coverage
DBpedia and OpenCyc 87%
DBpedia and Watson 73%

DBpedia and WordNet 72%
DBpedia, OpenCyc, Watson, and WordNet 88%

combining DBpedia with the other resources13. From the data we conclude that the
combined use of OpenCyc and DBpedia increases the coverage significantly (while the
further addition of other sources has only a minor effect).

Discussion. The results of the grounding experiment show a high coverage degree of
DBpedia (78%) when used to ground domain specific terminologies, as well as a high
accuracy (85%) of the covered terms according to human opinion. These results support
the use of DBpedia as preferred source of knowledge for the grounding of the vocabulary
involved in QR modelling. Notice that although the coverage of OpenCyc and DBpedia
are comparable (see Table 1), there are other good reasons for choosing DBpedia, such as
its multilingual capabilities: DBpedia contains data in up to 92 languages while OpenCyc
is monolingual in English, thus reducing its potential usage in a multilingual modelling
environment. Nevertheless, the combined use of both ontologies further improves the
coverage of English terms up to a 87%, as we have found out empirically.

6.2 Ontology Matching Experiment

In our approach, we use ontology matching techniques for reconciliating models com-
ing from different authors but modelling similar domains. Thus, the question that we
posed above (Q2) emerges naturally. Our target is to study the applicability of already
existent alignment approaches in the context of QR modelling.

We have tested the use of two state of the art ontology matching systems: Falcon-
AO [21], and CIDER [18] (a complete evaluation of the large amount of alignment sys-
tems currently available is out of the scope of this paper). We chose these two systems
owing to their good behaviour in previous Ontology Alignment Evaluation Initiative
(OAEI) competitions14 and to their complementary nature: Falcon is more focused on
structure-based matching and incorporates efficient partition-based mechanisms, while
CIDER relies on a context-based similarity measure and applies lightweight semantic
reasoning. The evaluation was conducted as follows:

1. First, a golden standard15 was defined by human experts16. They created specific
QR models for this experiment and identified semantic equivalences between them.

13 Notice that this time the experiment was run without applying Yahoo Spelling Suggestion
service.

14 http://oaei.ontologymatching.org/
15 It can be found at

http://delicias.dia.fi.upm.es/∼jgracia/experiments/dynalearn/omtechniques.html
16 Three researchers in biological science from University of Brası́lia (Brazil).
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As result, eight QR models grouped in pairs were created, and a reference align-
ment file was produced for each pair, containing a total of 85 equivalences between
the model terms17.

2. Then, each ontology aligner system was run separately. Each one received the two
QR models as input, and produced an alignment file as result, containing the found
correspondences between the two models. Note that the models were not previously
grounded, to allow a raw comparison.

3. Finally, each produced alignment was compared to the golden standard, and preci-
sion and recall computed.

In this study we focused on comparing certain types of QR model ingredients: entities,
quantities, and configurations (those more closely identifiable as ontology elements).
Table 3 shows the experimental result.

Table 3. Averaged results for the QR Model matching experiment

Precision Recall
CIDER 92% 95%
Falcon 67% 95%

Notice that the lower precision given by Falcon is in part owing to the fact that Falcon
also aligns the imported ontologies (thus, it aligns the QR vocabulary imported in the
models). If the alignment is post-processed and these unnecessary alignments removed,
precision also reaches 92%.

Discussion. Although these results are not conclusive, they are indicative that the use
of traditional ontology matching techniques perform well for giving the similarity be-
tween QR models. Only minor adaptation were required to reuse such techniques for
the purposes described in this paper. Notice that the experiment is not intended to study
the differences between the compared matching tools, but to determine whether these
systems are suitable for the proposed task or not (a question that we have answered
positively).

7 Related Work

To our best knowledge, the approach described in this paper has no counterpart in the
field of qualitative modelling [5,17,28,14]. Other modelling and simulation tools, such
as Betty’s brain [23] or Stella [11] neither ground terms to a common vocabulary, nor
get quality feedback from other models.

With regard to other conceptual modelling techniques beyond QR, CmapTools [9]
is a software for representing knowledge using such as concept maps [26]. Although
CmapTools is also intended for collaborative use, it neither relies on Semantic Web
standards to maximize its interoperability, nor uses common shared vocabularies to

17 We expressed the alignments in the Alignment Format [15], to facilitate their later processing.
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minimize the semantic gap between models. In [8] a method for suggesting concepts
during concept map modelling based on Web mining techniques is proposed, though an
effective grounding with external concepts is not performed.

Regarding the use of semantic techniques to enhance collaborative learning (one
of the goals of DynaLearn), there have been some specific efforts, such as the work
described in [22], where DEPTHS (Design Patterns Teaching Help System) is intro-
duced. DEPTHS system establishes a common ontological foundation for the integra-
tion of different existing learning tools and systems in a common learning environment.
Though our techniques differ, the motivation is along the same lines as our work. Never-
theless, DEPTHS focuses on the particular scenario of software engineering education,
and supports recommendation more than quality feedback.

8 Conclusions and Future Work

In this paper we propose a method for the semantic enhancement of the modelling
process in the field of Qualitative Reasoning. Our goal is to support the creation of
semantically networked models as a means to share and reuse conceptual knowledge. In
our approach, QR models are first exported into an ontological language and grounded
to an external common vocabulary. Then, ontology matching techniques are used for
getting quality feedback, by identifying pieces of common knowledge across models.

Our experiments show that the coverage of DBpedia, when used for grounding spe-
cific domain terminologies, is above other studied resources. We have also shown that
85% of the covered terms in DBpedia contain suitable meanings according to human
opinion. Finally, our experiments indicated a good behaviour of the state of the art on-
tology matching systems when applied for the alignment of QR models.

As future work, we will especially focus on running usability studies on our
ontology-based feedback functionalities. We will also enrich our ontology matching-
based techniques with other advanced metrics that measure the agreement and disagree-
ment degree between ontologies [12]. We devise also the application of collaborative
filtering techniques for model recommendation based on the community of users of the
system. We also plan to specifically use our system in the academic domain to support
semantic-guided learning. In this real usage context, more human-based evaluations
will be possible for the improvement of our approach.

Finally, although the semantic data that we generate is accessible on the Web by dif-
ferent means, a natural improvement of our system is to “open” this semantic data to the
web of Linked Data, by adhering to the Linked Data principles. This will be favoured
also by the preferred use of DBpedia (one of the most important nodes in the cloud of
Linked Data [2]) in our system.
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Abstract. Enterprise clouds apply the paradigm of cloud computing

to enterprise IT infrastructures, with the goal of providing easy, flexi-

ble, and scalable access to both computing resources and IT services.

Realizing the vision of the fully automated enterprise cloud involves ad-

dressing a range of technological challenges. In this paper, we focus on

the challenges related to intelligent information management in enter-

prise clouds and discuss how semantic technologies can help to fulfill

them. In particular, we address the topics of data integration, collabo-
rative documentation and annotation and intelligent information access
and analytics and present solutions that are implemented in the newest

addition to our eCloudManager product suite: The Intelligence Edition.

1 Introduction

Cloud computing has emerged as a model in support of “everything-as-a-service”
(XaaS) [9]. Cloud services have three distinct characteristics that differentiate
them from traditional hosting. First, cloud services are sold on demand, typically
by the minute or the hour; second, they are elastic – users can have as much or
as little of a service as they want at any given time; and third, cloud services are
fully managed by the provider (while the consumer needs nothing but a personal
computer and Internet access) [13]. Significant innovations in virtualization and
distributed computing, as well as improved access to high-speed Internet and a
weak economy, have accelerated interest in cloud computing.

While the paradigm of cloud computing is best known from so called public
clouds, its promises have also caused significant interest in the context of running
enterprise IT infrastructures as private clouds [11]. A private cloud is a network
or a data center that supplies hosted services to a limited number of people, e.g.
as an enterprise cloud. As with public clouds, the goal of enterprise clouds is to
provide easy, scalable access to computing resources and IT services [14].

The emergence of cloud offerings such as Amazon AWS or Salesforce.com
demonstrates that the vision of a fully automated data center is feasible. Re-
cent advances in the area of virtualization make it possible to deploy servers,
activate network links, and allocate disk space virtually via an API rather than
having to employ administrators who physically carry out these jobs. Note that
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virtualization is not limited to CPU virtualization – virtualization can be de-
fined as an abstraction layer between a consumer and a resource that allows the
resource to be used in a more flexible way. Examples can be drawn from the en-
tire IT stack. Storage Area Networks (SANs) virtualize mass storage resources,
VLAN technology allows using a single physical cable for multiple logical net-
works, hypervisors can run virtual machines by presenting a virtual hardware
interface to the guest operating system, and remote desktop software such as
VNC virtualizes the screen display by redrawing it on a remote display.

Realizing the vision of the fully automated data center – the enterprise cloud
– involves addressing a range of technological challenges, touching the areas of
infrastructure management, virtualization technologies, but also distributed and
service-oriented computing. In this paper, we focus on the challenges related to
intelligent information management in enterprise clouds and discuss how seman-
tic technologies can help to fulfill them. In particular, we address the topics of
data integration, documentation and annotation, and intelligent information ac-
cess and analytics. We present solutions that we have implemented in the newest
addition to our eCloudManager product suite: The Intelligence Edition. In the
following, we give a brief overview of the contributions in each of the dimensions.

Data Integration. Clearly, being able to automate data center operations via
low level APIs is the prerequisite for achieving the requirements listed above.
The challenge lies in the proper integration of data received from infrastructure
components and the orchestration of subsequent actions as a response to events
such as user requests or alarms. Many layers play a role in this picture and one
is faced with a large set of provider APIs ranging from storage to application
levels. The situation grows even more complex when products and solutions
from different vendors coexist in the data center. In fact, CIOs tend to mix
hardware from different vendors to avoid vendor locks, in order to benefit from
price competitions among the individual vendors. Hence, in the end they often
face a mix of technologies acquired over several years, where products from
different vendors and sometimes even different product versions differ vastly in
syntax and semantics of the data supplied and functionality offered via APIs.

Semantic technologies have been designed for these real-world situations. In
our solution, we use RDF as a data model for integrating semantically hetero-
geneous information sources in order to get a complete picture across the entire
data center, both horizontally – across different product versions and vendors –
and vertically – across storage, compute units, network, operating systems, and
applications. The RDF-based integration offers the flexibility needed to integrate
new sources in the presence of heterogeneity and dynamics in data centers.

Collaborative Documentation and Annotation. Data integration is a key
aspect of running data centers and clouds in an efficient and cost effective way.
For this purpose, cloud management software is fed with data from provider
APIs. This data contains technical information about the infrastructure and the
software running on it. In order to have a complete picture available, organiza-
tional and business aspects need to be added to the technical data. Consider the
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following examples: The decision whether to place a workload on a redundant
cluster with highly available storage is strongly affected by the service level the
system needs to meet, data center planning tools must take expiring warranties
of components into account, and having a relatively mild punishment for SLA
violations may lead a cloud operator to take a chance and place workloads on
less reliable infrastructure.

In order to collaborate efficiently, data center operators need to document
procedures and log activities. Proper knowledge management is essential in order
to avoid a problem having to be resolved repeatedly by different staff members.
Activities are usually managed via a ticketing system, where infrastructure alerts
and customer complaints are distributed and resolved by operators.

The examples above show that business and organizational information must
be addressed in a unified way. When information about systems or customers is
stored or documentation about a certain hardware type is written, it should be
possible to cross reference information collected from infrastructure providers. In
our solution we apply Semantic Wiki technology to satisfy these requirements.
Operating on an RDF base that is fed by infrastructure providers, operators can
extend this data by documenting and annotating the respective items.

Intelligent Information Access and Analytics. Efficient management of a
data center requires providing data center managers with the information they
need to make intelligent, timely and precise decisions. The range of specific infor-
mation needs that should be supported is very diverse, including the generation
of reports about status and utilization of data center resources over time, the
visualization of key performance metrics in dashboards, the search for specific re-
sources etc. Many of these information needs require multi-dimensional queries
that span across both technical, IT-related aspects and business aspects, and
therefore cannot be answered by a single data source alone.

Enabled by an integrated view on the data, we support queries that overcome
the borders of data sources. Apart from predefined queries that drive reports and
dashboards, a clear benefit is also the ability to perform expressive ad hoc queries.
As it is desirable to hide the complexity of the underlying data model and query
languages from the end user, we use approaches of schema-agnostic semantic
search that combine the expressiveness of structured queries with the ease of use
of keyword driven interfaces. Novel approaches to the visualization of structured
data as well as visual exploration of resources enable new forms of interaction with
the resources and provide insights into previously hidden relationships.

Structure of the Work. We start with a brief overview of the overall solution
in Section 2. Next, Section 3 introduces our ontology for the domain of enter-
prise cloud management, which serves as the core of the data integration and
management tasks within the eCloudManager. We then discuss the specific uses
of semantic technologies: semantics-based integration in Section 4, collaboration
support in Section 5 and intelligent information access in Section 6. Subsequently,
we report on practical experiences in Section 7 and, after a discussion of related
work in Section 8, conclude with an outlook to future work in Section 9.
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Fig. 1. eCloudManager Architecture

2 Solution Overview

The eCloudManager Product Suite is a Java-based software solution that is tar-
geted at the management of enterprise cloud environments. Starting with the
big picture, we first discuss the eCloudManager’s overall architecture depicted
in Figure 1. The bottom of the figure shows the two dimensions of information
relevant to the eCloudManager, namely Data Center Resources and Business
Resources. The data center resources are divided along the IT stack into (i) a
Hardware Layer that consists of physical storage, network and compute infras-
tructure, (ii) a Virtualization Layer built on top of the hardware layer that is
made up of hypervisors with appropriate management capabilities (enabling vir-
tual clusters, live migration etc.), and finally (iii) the Application Layer built on
top of the virtualization layer, comprising applications and landscapes on top of
the virtualized resources (where the term landscape refers to a set of enterprise
systems plus optional auxiliary systems that enable network access using VPN,
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RDP, SAP GUI or other means). These data center resources are complemented
by associated business resources, like customer data, hardware catalogs including
component descriptions and pricing data, or related project information.

Built on top of this resource infrastructure, the eCloudManager comes with
four complementary editions. Although the focus of this paper is on the Intelli-
gence Edition (the large box on the center right of Figure 1), for completeness
we shortly sketch the three remaining editions first (the three boxes on the cen-
ter left). The leftmost edition, Infrastructure Management, provides solutions
for monitoring and managing tasks ranging over the whole IT stack, like CPU
and storage virtualization across different virtualization and storage providers,
through a unified graphical interface. Its central features are rapid VM provision-
ing utilizing multi-vendor server virtualization and storage technologies, as well
as error detection through a customizable event and notification system. Com-
plementarily, the Virtual Landscape Management edition implements the novel
idea of Landscape-as-a-service (LaaS), i.e. to offer up interconnected multitiered
multi-system enterprise applications (like complex SAP landscapes) as complete
and ready-to-run landscapes. While the Virtual Landscape Management edition
is rather administrator-focused, the Self-Service edition constitutes an end-user
oriented portal for template-based on-demand provisioning of application land-
scapes for development, value prototyping, testing and production. A unique
feature of this edition is a module for metering and billing.

In the remainder of this paper, we will focus on the features of the fourth
edition, namely the Intelligence Edition, which makes use of innovative semantic
technologies to integrate available resources into a semantic data store, investi-
gate this data, and collaboratively interact with the integrated data.

At the bottom of the Intelligence Edition is the Data Integration Layer, which
relies on the concept of so-called data providers. Abstracting from the details, a
data provider is a component that extracts data from a single physical or logical
resource (e.g. an EMC storage device, a VMware Virtual Center, or a relational
database), converts it into RDF and integrates the resulting RDF data into the
central repository. It is crucial that several providers can – and typically do –
coexist and that data from different providers is automatically interlinked by
use of common URIs, ultimately providing a unified and integrated view on all
data center and business resources (for more details see Section 4).

The central repository where the provider data is written to is settled in the
Data Management Layer. Technically, it is realized as a Sesame [6] triple store
that adheres to a predefined (yet extendable) OWL ontology (cf. Section 3). In
addition to the repository, the layer provides components for search and intelli-
gent, semantics-based information access (cf. Section 6), whose efficiency is made
possible by keyword and structure indices over the data. A central component
in this layer are also semantic wiki pages that are associated with the resources
contained in the repository; they offer an entry point to the eCloudManager
users, allowing to add new and complement existing information (cf. Section 5).

The uppermost layer in the Intelligence Edition is the Presentation Layer. Lo-
cated on top of the Data Management Layer, it comes with a predefined set of
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widgets with varying functional focus, e.g. offering support to display wiki pages,
visualize the underlying data using charts and diagrams, navigate through the
underlying RDF graph, and collaboratively annotate resources in the database
using both semantic annotations as well as free-text documentation. Ultimately,
the combination of these widgets results in a customizable user-interface – real-
ized as an Ajax-based browser frontend – which is flexibly adjustable to fit the
needs of different user types (like data center administrators or CIOs).

3 The eCloudManager Ontology

Having presented the overall architecture, we now take a closer look at eCloud-
Manager data model and introduce a conceptual model for the domain of
enterprise cloud management in form of an ontology that abstracts from vendor-
specific representations, data sources and management APIs. The ontology has
been modeled as an OWL 2 ontology, consisting primarily of a class hierarchy
and property definitions with domain, range and cardinality restrictions. While
in the current application many of the expressive features of OWL 2 are not yet
required, we opted for OWL 2 in order for the ontology to serve as a reference
ontology for the data center domain and to perspectively enable reasoning-driven
tasks in the application (cf. the discussion of future work in Section 9).

Figure 2 surveys the main concepts and relationships of the eCloudManager
ontology (using the UML profile for modeling OWL ontologies [5]). Each con-
cept carries a number of data properties (attributes), which capture information
about properties and status of the respective resource; for space limitations, we
included only the most important subsets of attributes. We next describe the
four major subareas of the figure in more detail, namely Storage Infrastructure,
Compute Infrastructure, Application-level and Business-level resources.

Fig. 2. Overview of the eCloudManager Ontology
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Infrastructure Resources. Infrastructure resources include storage and compute
resources. In our enterprise cloud solutions, storage virtualization is realized
through Network Attached Storage (NAS), in which virtual disks are managed
as so-called LUNs. This allows to maintain complete systems in a central place
(the Storage filer) and dynamically relocate between hosts. Within a Storage
filer, LUNs are typically grouped and managed in Volumes as logical container,
which can further be grouped in Aggregates.

Specific solutions for compute virtualization environments are modeled as
ComputeInfrastructure, representing a certain technology such as FlexFrame,
AWS, XEN or VMware. Within an ComputeInfrastructure, a Cluster repre-
sents a collection of compute resources, specifically a group of tightly coupled
computers that work together closely and in many respects can be viewed as
though they are a single resource. A Folder is a logical set of resources that
is grouped together, assigned resources, managed etc. Examples are VMware
resource pools. A Host represents an actual – physical or virtual – compute
system (PhysicalHost or VM), where one PhysicalHost can host multiple VMs.
As shown in the figure, the primary connection between compute and storage
resources is given by the lun relationship between Hosts and the logical storage
units (LUNs) they are associated with.

Application-level Resources. In a virtual environment, complex application land-
scapes can be managed as a VirtualLandscape, which is assigned a Pool of vir-
tualized infrastructure resources. A virtual landscape typically comprises a set
of applications that run as SystemInstances on dedicated hosts. Examples of a
virtual landscape would be a landscape of SAP system instances as applications,
e.g. consisting of a CRM, ERP and enterprise portal.

Business-level Resources. In addition to the technical aspects of the data center
(which is typically populated automatically from management APIs), the on-
tology allows to relate data center resources to relevant business information,
such as a Person responsible for the administration of data center resources, or
related project and customer information etc.

To wrap up, the eCloudManager ontology introduces the basic concepts that
are commonly used in enterprise cloud management scenarios. As described in
Section 5, it can easily be extended by the user to capture information relevant
for specific use cases or to integrate other data sources.

4 Semantics-Based Integration

As sketched in Section 2, semantic data integration is realized through data
providers. Recalling the main idea, a data provider extracts data from a data
source, converts this data into RDF, and integrates this RDF data into the se-
mantic data repository. As discussed in the previous section, in the context of
enterprise cloud management we are primarily interested in physical properties of
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hardware components like storage devices, available CPUs, physical hosts, as well
as the properties and the current state of software components like hypervisors
and virtual machines. Addressing these information needs, the eCloudManager
comes with a broad set of predefined data providers for integrating data from
hard- and software components typically encountered in the context of enterprise
cloud management. To illustrate the concept by example, let us consider a small
data center employing a single Xen hypervisor that runs a couple of virtual
machines over a set of physical hosts and two storage systems, say one EMC
Symmetrix and one NetApp system. In this scenario, data integration in the
eCloudManager would be realized through the following providers.

– A Symmetrix provider extracts physical properties from the Symmetrix stor-
age unit such as number and size of physical disks contained in the system.

– A NetApp provider analogously extracts the physical properties from the
NetApp storage system.

– Complementarily, a Xen provider gathers the properties hidden behind the
Xen hypervisor, such as the number of the virtual machines running on top,
configuration details of the individual virtual machines, information about
underlying physical hosts, disk occupation of the virtual disks, etc.

Technically, the data providers are predefined modules that can be instantiated
for existing data sources and, given only meta information like their network
address and login information as input, use available drivers or APIs to gather
the relevant data. This data is then translated into RDF, thereby using the key
attributes of resources to generate URIs that uniquely identify these resources.
To give an example, the key for the Symmetrix storage device is its IP address, so
its URI might look like http://my.datacenter/Symmetrix/192.168.0.55. The
crucial thing here is that both the Symmetrix provider and the Xen provider will
generate this URI when storing information related to the Symmetrix system.
This way, the data that is generated from different providers is automatically
interlinked when integrating it into the global repository (cf. Figure 1).

When instantiating the providers, one can also configure advanced properties
like the interval for periodically refreshing data, or whether to store old provider
snapshots for recovery purpose. Ultimately, the provider framework serves as an
abstraction layer for data integration that allows to connect data sources in a
plug & play fashion to the central semantic repository, while abstracting from the
technical details and the APIs of the physical and logical components accessed by
the provider. If the data center is extended by, say, another Symmetrix storage
system, all that needs to be done is instantiating a fresh Symmetrix provider that
collects its data (which can be done by an administrator using the eCloudMan-
ager Web frontend). A second benefit of the provider concept is the high degree
of reuse, e.g. the NetApp provider can be employed in every data center using a
NetApp storage system. Taken all these properties together, our data provider
concept enables a fast and simple data integration process (cf. Section 7).
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Apart from the integration of technical data directly related to the enter-
prise cloud data center, the provider concept also makes it possible to inte-
grate data from other sources, such as additional documentation or customer
information (e.g. in the form of spreadsheets or relational databases). To this
end, the eCloudManager offers predefined, customizable providers, e.g. to ex-
tract RDF data from external sources, SOAP-based Web Services, SNMP- and
SSH-connected devices, relational DBs or tabular CSV files. In addition, there
are script-based providers that allow users to integrate data from virtually ev-
ery accessible source. The underlying idea is to support data integration in a
pay-as-you-go fashion: while data center information is typically directly aligned
with the eCloudManager ontology presented in Section 3, for other data sources
it is up to the user how much effort she wants to spend on data integration:
In some cases, only little effort is needed and generic, predefined providers can
be used to integrate data sources quickly, leaving it to the user to semantically
annotate and interlink this data afterward (cf. Section 5); in other cases, the
user may put more effort in data integration and write his own provider that
aligns the integrated data directly with existing data and the eCloudManager
ontology. In the end, this concept gives users a high degree of flexibility in data
integration.

5 Collaborative Documentation and Annotation

As motivated in the Introduction, in order to collaborate efficiently data cen-
ter administrators need to be able to document and share knowledge. Wikis
have long been used as a tool for knowledge sharing in administration envi-
ronments, yet a major obstacle of traditional wikis is that they again are silos,
with largely unstructured information that is poorly connected with other data
sources. As outlined in Section 2, in our solution we tightly integrate Semantic
Wiki functionality, where the wiki pages are directly associated with the struc-
tured data objects. Our wiki implementation follows the ideas of the Semantic
MediaWiki [8], providing features like semantic annotations or built-in support
for visual display of information (e.g. as charts or bar diagrams). Semantic an-
notations are automatically extracted from the wiki pages, converted into RDF
triples and persisted in the repository. In the user interface, the structured and
unstructured information then is presented in a seamlessly integrated way. In the
following paragraphs, we discuss uses cases around user-driven documentation
and annotation, describing how they are supported in our solution.

Documentation. Technical documentation is a central use case in data center
management. Examples include customized installation instructions or best prac-
tices for handling errors on a host system of the cloud that is known to frequently
cause problems. Such documentation, typically provided in form of unstructured
text (possibly with some internal and external links), can directly be entered in
the wiki pages associated with the respective resource in the central repository.
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Interlinkage of Resources. In addition to unstructured documentation, the user
can use semantic annotations to establish new relationships between resources.
For example, one may link responsible administrators directly to hardware de-
vices, or associate customers with the concrete virtual landscapes they are using.

Completion of Missing Information. In some cases, data providers may not
have access to all information relevant to the user, which ultimately leads to
incomplete information in the central repository. Our approach here is to use
the eCloudManager ontology to identify missing information: whenever display-
ing a resource of a given type, we compare its properties against the properties
specified in the ontology for the respective type, to identify properties that are
currently not populated. For instance, the ontology may define that the war-
ranty status of storage resources should be provided, and this property may not
have been specified for some storage system. Using structured tabular templates
that are automatically generated from the ontology, the user can easily detect
properties with missing values and, in response, directly fill in the missing data.

It is worth mentioning that the wiki is equipped with a revision management
system to track the provenance of changes. For the structured data, the prove-
nance is maintained down to the level of single triples, i.e. for every information
item it is possible to see when and by whom (either a user or a data provider)
it was changed. Via RSS feeds users can get notified in the case of changes, e.g.
when the status of an object is updated, or a corresponding wiki page has been
modified. With these functionalities, the system offers a wide range of possibili-
ties to support collaborative working processes in a data center environment.

6 Semantics-Based Information Access

Having discussed the collaborative annotation and documentation features in the
previous section, we now present our techniques and paradigms to semantics-
based information access. We divide our discussion into three areas, namely
presentation of resources, search and querying and exploration and analytics.

Presentation of Resources in the UI. The user interface of the Intelligence
Edition follows a resource centric presentation scheme, i.e. every resource has ex-
actly one page associated that aggregates resource-related data in a transparent
way. The UI is composed from a set of widgets with different functional focus,
like visualization, navigation or collaboration. Some of these widgets are generic
and displayed for all resources, while others are specific for a fixed type of data
(or, alternatively, data with certain properties). To give some concrete examples,
the widgets include a browsable graph view, a tabular view to edit structured
data, the semantic wiki to create documentation and semantic annotations, as
well as widgets displaying charts or bar diagrams. Figure 3 shows an example of
a page for a virtual landscape, including a tabular view, the data graph and a
dashboard displaying statistics.
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Fig. 3. Screenshot Displaying a Virtual Landscape Resource

Search and Querying. As argued in the introduction and solution overview,
one particular strength of having data center and business resources integrated
in a single repository is the ability to perform queries across the borders of
data sources. Following a pay-as-you-go approach, we implement a variety of
semantics-based paradigms to searching and querying the integrated data.

Keyword Search. The simplest search paradigm from a user’s perspective is key-
word search. In contrast to classical keyword search, in our scenario search is not
document- but entity-centric: When answering a keyword query, we investigate
both the data properties and the associated unstructured data (i.e., the wiki
pages) for each entity and, if the keywords are matched, return the respective
entity. Hence, keyword search is well-suited to quickly locate entities with known
properties and/or annotations. Technically, our search engine uses the Lucene1

library to maintain the keyword indices for RDF literals and wiki pages.

Structured Queries using SPARQL. Advanced users may also be interested in
answering more complex queries, e.g. asking for all projects of a certain costumer
together with billing contact information of this costumer. In such cases, the
RDF query language SPARQL2 can be used to encode requests directly.

While the SPARQL query language is very expressive (i.e., relationally com-
plete [3]), formulating SPARQL queries requires knowledge about the query lan-
guage and the schema of the underlying data. To equip users with the high pre-
cision of structured search without having detailed knowledge about the schema,
we support a variety of means to perform ad hoc queries in a schema-agnostic
way [12], as dicussed in the following.

1 http://lucene.apache.org/
2 http://www.w3.org/TR/rdf-sparql-query/

http://lucene.apache.org/
http://www.w3.org/TR/rdf-sparql-query/
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Form Based Search. We developed a form based search interface that supports
the user in formulating SPARQL queries by presenting templates the user has
to complete. This way the user can apply the expressiveness of a structured
query language without directly being confronted with its concrete syntax. The
templates are directly derived from the ontology. For instance, when searching for
entities of type “Virtual Landscape”, the dynamic form automatically searches
for and presents properties having domain VirtualLandscape. The user can fill
in values for the properties she is interested in, such as e.g. the virtual landscape’s
status or associated resource pools.

The form based approach is one way to bridge the gap between easy-to-use
keyword search and precise structured search. It should be noted that, while
greatly facilitating the access to precise structured search, form based search
also restricts the expressiveness of SPARQL, since only a subset of the language
is mapped to form structures. Therefore, another paradigm is supported:

Query Translation. An innovative approach to make structured search usable in
practice is the automated translation of a keyword query into a set of structured
candidate queries. Technically, this is realized by mapping every keyword to
elements of the structured data and deriving possible structured queries that
lead to “reasonable” results, letting the user select the query that comes closest
to his information needs. Matching of keywords happens on both instance and
schema level, which means that a query is suggested if all the keywords match
on elements of a subgraph, no matter if these elements are RDF entities or links
between these entities. We omit the technical details here, referring the interested
reader to [12] for the theoretical background of this search approach.

As an example, in the enterprise cloud context the translation of the keywords
“LUN size NetApp” could lead to a structured query looking for all LUNs on a
NetApp filer, together with their respective size. While query translation resem-
bles the form based search paradigm, it is much more flexible and may help to
discover relations between data items the user did not even know existed.

Exploration and Analytics. We offer different ways to visualize and explore
the results obtained from user-defined queries. Going beyond widgets that dis-
play the results in form of simple result tables, we also provide widgets for
displaying the results in form of charts, diagrams or timeplots (e.g. for historic
data). Queries and their visualizations can be stored and attached to resource
pages, making it possible to create expressive dashboards and reports that vi-
sualize different dimensions of the underlying resources. It is even possible to
create query-based page templates for individual resource types, to be instanti-
ated dynamically when loading the page for an instance of the respective type.

Visual Data Exploration. The eCloudManager Intelligence Edition features Mi-
crosoft PivotViewer3 as a widget for data exploration. This widget opens up a
whole set of new data interaction paradigms, allowing the effective visual explo-
ration of very large datasets by filtering the results with faceted search, drilling
down a heterogeneous intermediate result set by any attribute and grouping a
3 http://www.getpivot.com/

http://www.getpivot.com/
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result set by different aspects. A data center provider may start with an overview
of all the Virtual Machines in his data center, then decide only to display those
VMs with the power state “on”, apply another filter to only see those VMs hav-
ing between two and five LUNs attached, and finally group these VMs by their
state to see the set of VMs that at the moment are in an erroneous state. Such an
approach could bring new correlations to light: The data center provider might
notice that all the erroneous VMs have attached LUNs on the same physical host.
This host should probably be checked, it could well be the source of the problems.

Analysis of Historical Data. One key feature of the Intelligence Edition is the
support for historical data management, which is made possible by regularly
storing snapshots of the system data in a queryable history database. With this
feature at hand, admins and CIOs can track developments and changes in the
data center over time. Given that the historical data is fully queryable, one could
e.g. ask for hosts with constantly low CPU usage, and in response redistribute
CPU resources in order to optimize the data center’s resource utilization.

7 Experiences and Lessons Learned

The eCloudManager has been in use productively since 2008 in various enter-
prises. For instance, an early setup was done at a large software development
organization of about 1500 developers to provision a sufficient number of test
systems and landscapes for all required development configurations and scenar-
ios. Previously this had been impossible in terms of an overwhelming number of
configurations and changes to be administered, with systems regularly needing
more than 4 weeks to set up, and “shot” systems often needing a week to be
reverted to a functioning status. With the eCloudManager it was possible to use
large-scale rapid provisioning of complete application landscapes in minutes.

In another deployment at SAP Value Prototyping, which maintains data cen-
ters in both Walldorf (Germany) and Cupertino (USA), in one data center alone
it has become possible to support more than 875 virtual machines concurrently,
delivering a total of 198 SAP Virtual Landscapes to customers.

Clearly, the most immediate and measurable benefits of using the eCloud-
Manager platform result from the management, provisioning and automation
features that allow cutting down on provisioning time and reducing the com-
plexity of the support environment. As these features were not the focus of this
paper, we refer to [1], where we have reported on experiences and results in these
dimensions. Instead, we here want to discuss experiences related to the use of
semantic technologies within the eCloudManager Intelligence Edition.

The first aspect we would like to discuss are the experiences with our data
integration approach. The flexibility of the RDF-based integration proved to be
a significant advantage in the heterogeneus environments of the enterprise data
centers. Using the standard data providers of the eCloudManager, a typical setup
including an integration of the relevant data center resources could be performed
by the data center administrator with little manual effort in less than a day. In
previous deployments, the initial integration of custom sources, which required
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the instantiation of custom data providers and extensions to the ontology, have
been performed by the developers of the eCloudManager. While an integration
based on a fixed schema and an a priori limited set of supported APIs would
have required significant custom development, with our approach custom sources
could be integrated within a matter of a few hours rather than days, primarily
because additional data providers could be scripted without changes to the code
base. Based on the experiences so far, we expect that in the future also data
center administrators themselves will be able to integrate custom sources.

Concerning the interaction with the data center, the users reported sev-
eral qualitative improvements. While previous management solutions let the re-
sources in the data center appear as unconnected silos, for the first time users are
now able to see and explore the data center as an integrated whole, manifested in
a connected data graph that can be browsed and explored without boundaries.
The ability to perform structured queries was perceived a huge efficiency gain, as
previously creating integrated reports across management APIs and databases
was considerable effort that involved performing queries against and compiling
the results manually. The most enthusiastic reactions were received in response
to the visual exploration with the Pivot interface, which provides an unprece-
dented user experience. With respect to user-generated content, we found that
semantic wikis provide an adequate interaction paradigm to generate documen-
tation augmented and linked with structured data. As administrators are used
to maintain wikis with documentation anyway, the barrier to add structured
annotations is low, while at the same time the benefits are immediately visible.

The final observation concerns scalability and performance of the system. In
our current projects – which already include rather large enterprise cloud envi-
ronments – we have to deal with up to 5000 data center objects per installation,
where for each object the number of statements is in the range of tens. When also
managing historic and aggregated data, the amount of data increases roughly
by a factor of 10. This results in a total of 105-106 statements – an amount of
data that has not posed a serious challenge for the underlying data store nor any
other component of the system. As a result, we were able to realize real time ad
hoc queries and analytics with sub-second response times.

8 Related Work

In the domain of data center (and more recently enterprise cloud) management
solutions, major vendors have commercial offerings, such as IBM Tivoli, HP
OpenView or VMware vCenter, yet most commercial systems are far from hav-
ing a truly integrated data source and appear more like a bundle of individual
standalone products. To our knowledge, the fluidOps eCloudManager product
suite is the first commercial offering based on semantic technologies to enable an
open, vendor-independent integration of heterogeneous data center resources.

The idea of using wikis to improve collaboration and knowledge management
in the enterprise is of course not new (see e.g. [2]). Recent works also explore the
use of semantic wiki technology in the corporate context. For instance, [7] presents
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an approach to the collaborative management of systems monitoring information
based on Semantic MediaWiki. From a more general, wiki-independent perspec-
tive, the benefits of semantic technologies for enterprise data management have
been exemplarily discussed in the domain of customer data management in [10].
All these works are complementary to our work, which has its focus on the domain
and challenges of enterprise cloud management.

The topic of intelligent analytics for data center operations – or data center
intelligence – has recently attracted significant interest. As an example, CIRBA4

offers analytics software that enables organizations to support intelligent plan-
ning and management of physical and virtual infrastructure. It helps answer
the questions of where to place workloads and how to allocate and configure
resources. While the task of data center planning goes beyond the currently
available features (cf. future work), the eCloudManager provides integrated ac-
cess to the relevant technical and business data, including the historical data.

9 Conclusions and Future Work

We have shown how semantic technologies are applied in addressing some of
the key challenges in managing enterprise cloud environments. Summarizing the
main results, the approach of RDF-based data integration allows us to deal with
the highly heterogeneous and changing set of resources encountered in enterprise
data centers. Semantic wikis provide an end-user oriented interface for creating
structured and unstructured annotations, supporting the main use cases for doc-
umentation and knowlegde management, seamlessly integrating automatically
obtained data with user-generated content. This data can be searched, explored
and analyzed without system boundaries, supported by state-of-the-art tech-
niques of semantics-based information access. Having summarized the results,
we now conclude with a discussion of items that remain on the research agenda.

Policies. Cloud operators typically define business policies on a high level, which
are subsequently monitored by software or taken into account when decisions are
being made. In order to be successful, cloud providers need to be able to adapt
policies upon changing market requirements or new competition coming into the
equation. Changing policies quickly is only possible when the gap between high
level business policies and low level implementation is not too big. Future work
may consider how to map business policies into rule based systems.

Reasoning. Recalling the discussion in Section 3, we currently use the eCloud-
Manager’s OWL 2 ontology primarily to define domain, range and cardinal-
ity restrictions. As explained earlier, this schema information is then used at
runtime, e.g. for guided completion of missing information (cf. Section 5) or
schema-agnostic search (cf. Section 6). Going beyond the pure use of schema
information, we are planning to investigate in how far the use of OWL (and
possibly, advanced features) and OWL-based reasoning can help to monitor sys-
tem health and detect misconfigurations in the data center.
4 http://www.cirba.com/

http://www.cirba.com/
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Complex Event Processing. A closely related area where we expect interest-
ing opportunities for future work is complex event processing. Using our provider
concept, we periodically receive data from sources distributed across the whole
enterprise, and it is a challenging task to define, identify and react to globally
meaningful event patterns. The topic seems particularly interesting in the con-
text of reasoning and data semantics, where logic-based approaches like in [4]
may be a good starting point for future work.
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Abstract. Wikis allow users to collaboratively create and maintain con-

tent. Semantic wikis, which provide the additional means to annotate

the content semantically and thereby allow to structure it, experience

an enormous increase in popularity, because structured data is more us-

able and thus more valuable than unstructured data. As an illustration

of leveraging the advantages of semantic wikis for semantic portals, we

report on the experience with building the AIFB portal based on Seman-

tic MediaWiki. We discuss the design, in particular how free, wiki-style

semantic annotations and guided input along a predefined schema can

be combined to create a flexible, extensible, and structured knowledge

representation. How this structured data evolved over time and its flex-

ibility regarding changes are subsequently discussed and illustrated by

statistics based on actual operational data of the portal. Further, the

features exploiting the structured data and the benefits they provide are

presented. Since all benefits have its costs, we conducted a performance

study of the Semantic MediaWiki and compare it to MediaWiki, the non-

semantic base platform. Finally we show how existing caching techniques

can be applied to increase the performance.

1 Introduction

Web portals are entry points for information presentation and exchange over the
Internet about a certain topic or organization, usually powered by a community.
Leveraging semantic technologies for portals and exploiting semantic content has
been proven useful in the past [1] and especially the aspect of providing semantic
data got a lot of attention lately due to the Linked Open Data initiative. How-
ever, these former approaches of semantic portals put an emphasis on formal
ontologies, which need to be build prior to the application by a knowledge engi-
neer resulting in formal consistent and expressive background knowledge [1,2].
This rather laborious process yields further efforts when changes and adjust-
ments are required. Beside this disadvantage, [3] points out that versioning of
the structured knowledge is missing and the community features are essential,
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but insufficient. Recently, [4] showed how the popular content management sys-
tem Drupal, which will support semantic data from version 7, can be applied for
building semantic applications. We pursue an alternative approach, leveraging
communities for the creation and maintenance of data.

One of the most successful techniques to power communities of interest on the
web are wikis. Wikis allow users to collaboratively create and maintain mainly
textual, unstructured content. The main idea behind a wiki is to encourage peo-
ple to contribute by making it as easy as possible to participate. The content is
developed in a community-driven way. It is the community that controls content
development and maintenance processes. Semantic wikis allow to annotate the
content in order to add structure. This structure allows to regard the wiki as a
semi-structured database and to query its structured content in order to exploit
the wiki’s data and to create various views on that data. Thus wikis become
even more powerful content management systems. Moreover due to the seman-
tic annotations, structured content becomes available for mashups with semantic
content residing outside the wiki, for example as Linked Open Data.

In this paper we describe how we use the semantic wiki Semantic MediaWiki1

[5,6] (SMW) for creating a portal for our institute, which can be accessed at
http://www.aifb.kit.edu. The portal manages the web presence of the AIFB
institute, an academic institution with about 150 members. The portal is a
semantic web application with about 16.7k pages holding 105k semantic anno-
tations. Table 1 gives an overview in numbers of the portal. While wikis provide
free, wiki-style semantic annotations with the complete freedom regarding the
adherence to any vocabulary, users can be guided to adhere to use certain vo-
cabularies by providing form-based input. The importance of the right balance
between unstructured content, which is better than no content, and structured
content, which is more efficient to use, was studied already by [2]. However, this
approach focussed on automatic crawling of structured data and did not regard
the user as the primary provider.

This paper is structured as follows: In Section 2 we report on design and
development decisions and in particular discuss the free, wiki-style editing versus
guided user input. Further, we report on the development efforts and on the
subsequent usage and maintenance. In Section 3 we show the advantages and
features made possible by the semantics of the portal. And finally, we report in
Section 4 on performance tests and compare Semantic MediaWiki to its non-
semantic base platform MediaWiki, before we conclude in Section 5.

2 Designing and Developing the Portal

The most common and original application of Semantic MediaWiki and wiki
systems in general is collaborative knowledge management, e.g. for communi-
ties such as semanticweb.org. In this section we present the portal we built
using Semantic MediaWiki and in particular its features exploiting semantic
technologies.
1 http://semantic-mediawiki.org/

http://www.aifb.kit.edu
semanticweb.org
http://semantic-mediawiki.org/
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2.1 Free Annotations versus Guided Input

A wiki provides the users with the means of rather easy and unconstrained
adding and changing of content, in the sense that they just need to know the
simple wiki markup and have a web browser. Further, the users can publish con-
tent themselves without the assistance of a webmaster. One aim when designing
the portal was to have low barriers for the institute’s members to contribute,
extend and maintain the content. Hence, we considered a wiki as an appropriate
choice. In contrast to regular wiki systems, Semantic MediaWiki allows to se-
mantically annotate the content. This free and independent annotation paradigm
has the advantage of being flexible, and expandable. Moreover, it does not re-
quire the knowledge of a predefined schema. The underlying notion is that more
annotations are in general better than less annotations even if they are not well
organized and do not follow a predefined vocabulary or ontology. However, when
using inline queries, see Section 3.1, one has to know the exact property names,
since formal queries are strictly sensitive and minor derivations are not tolerated.
The same is true for many applications building on top of the structured data.
They are often build on a specific schema or vocabulary. Thus, one has to find
the right balance between a predefined schema and keeping it flexible and ex-
pandable at the same time. For the case of Semantic MediaWiki, templates and
forms2 allow to restrict the user to a predefined set of annotations. A template
defines the logic and the appearance of a part of a page. It keeps placeholder
variables, which are filled by the instantiating page. Inserting annotations in the
template entails the annotation of all pages using the template with the same
annotations. Consequently, changing the annotation inside a template cascades
this change to all pages and thereby allows a flexible modification of the struc-
tured data. Forms provide a graphical user interface for using templates correctly
and do not even require the usage of wiki markup. Thereby the combination of
forms and templates allows to have a set of predefined annotations.

For the portal, we created about 30 templates and corresponding forms for
all major, reoccurring resources, like people, lectures, publications, and so on.
Figure 1 shows an example form for editing a page about a project. Forms can
consist of different types of fields, e.g. for text, dates, choices, etc. Behind each
field is an annotation, i.e. a property. By entering a value in a field, the value is
assigned to the corresponding property. It is good practice to import these prop-
erties from already existing vocabularies3, e.g. FOAF4 for persons, if applicable.
In order to keep the possibility for free, unconstraint annotations, the forms can
contain text areas, which can contain text with arbitrary annotations. Thereby,
we tried to find a balance between guided input with predefined annotations and
the possibility to have free annotations.

The advantage of this mixture of guided input and open annotations is that
the structure of the data can evolve dynamically, which we report on in
Section 2.3.
2 http://www.mediawiki.org/wiki/Extension:Semantic_Forms
3 http://semantic-mediawiki.org/wiki/Help:Import_vocabulary
4 http://xmlns.com/foaf/spec/

http://www.mediawiki.org/wiki/Extension:Semantic_Forms
http://semantic-mediawiki.org/wiki/Help:Import_vocabulary
http://xmlns.com/foaf/spec/
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Fig. 1. The left side shows guided input via a form. The form consists of several

different input fields. The content of each field is assigned to a predefined annotation.

The form holds also free text areas, which can contain text with arbitrary annotations.

The right hand side shows entirely free, wiki-style editing without any constraints

regarding predefined annotations.

2.2 User Roles

When we proposed a wiki system for the portal, the first concern from colleagues
was the fear that everybody can edit it, even anonymously. This is of course not
the case. We used MediaWiki’s internal user right management5 to create four
different groups: The anonymous web surfers can only read regular pages, i.e.
those in the main namespace. The authenticated users may also read pages in
other namespaces and in addition are allowed to edit pages, except for pages
in the template and form namespace. The latter can only be manipulated by
admins. The fourth group are bureaucrats, which have the same rights as admins,
but in addition they can appoint and withdraw the admin right.

Since having an extra user account might impose a barrier for people to partic-
ipate, we used the Lightweight Directory Access Protocol (LDAP) extension6 for
MediaWiki and an SSL encrypted connection between the portal and the LDAP
server. This allows to use already existing user accounts for the authentication
at the portal.

2.3 Development and Dynamics of the Structured Knowledge
Representation

The development efforts of the portal can be broadly separated into four differ-
ent areas: system setup, visual design and custom function development, data
5 http://www.mediawiki.org/wiki/Manual:User_rights
6 http://www.mediawiki.org/wiki/Extension:LDAP_Authentication

http://www.mediawiki.org/wiki/Manual:User_rights
http://www.mediawiki.org/wiki/Extension:LDAP_Authentication
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import, and finally template development, which comprises modeling the struc-
tured data, i.e. the properties and classes.

Setting up a SemanticMediaWiki takes less than one hour7 and developing
a so-called skin, i.e. the look and feel of the platform, depends on the given
specifications. In our case, it took a student developer about 80 hours to meet
our organization’s 148 pages in length design guideline.

In order to measure the efforts of the development, we counted the edits, i.e.
the revisions, of artifacts and the newly created artifacts over time. Figures 2
and 3 show these counts per month, where each point represent the count ac-
cumulated over the month marked on the horizontal axis. The life cycle phases,
i.e. development, internal release for testing, and release into production are
illustrated in the figures as well.

Dynamics of the Structured Knowledge Representation. As discussed in Sec-
tion 2.1, Semantic MediaWiki provides the means to keep a flexible, structured
data schema consisting of properties and classes. Figure 2 shows how these el-
ements changed over time and how often new elements were added. Categories
group pages and correspond to classes in the structured representation. Regard-
ing the manipulation of classes and properties, one can see that most of the
structured data layout was done at the very beginning of the project in April
2009. In particular, the classes involved were known right from the beginning
and relatively few changes were needed during the subsequent phases. The same
holds for the properties in an alleviated form. Still, one can see that a small, but
steady number of properties and classes were added or changed over the course
of the project with the exception of the peaks in March 2010. In this month, the
annual institute report about events, publications, and people was prepared. The
data for the report was exported from the portal. Since the editors requested
changes and additions to the data, e.g. splitting names into first and last name
or adding the location of publication to some publication types, we needed to
change the structure in the portal accordingly. In particular, the class structure
underwent refactoring, e.g. splitting the class employee into former and active
members.

All these adjustments were done in an agile way driven only be requirements
and demands. In particular, one has to keep in mind that all changes happen
on the application level. Touching the underlying database was never necessary
nor taking the system offline for modifications. Furthermore, the wiki provides a
versioning system, which tracks all changes, also those of properties and classes,
a crucial capability for semantic portals [3].

Data Migration and Template Development. In order to populate the platform,
we used the Pywikipediabot framework8, a Python application for manipulating
wiki pages via scripts. The loading of the existing data into the platform explains
the high peak on the left plot of Figure 3. Creating the templates was the most

7 http://www.mediawiki.org/wiki/Manual:FAQ#How_do_I_install_MediaWiki.3F
8 http://meta.wikimedia.org/wiki/Pywikipediabot

http://www.mediawiki.org/wiki/Manual:FAQ#How_do_I_install_MediaWiki.3F
http://meta.wikimedia.org/wiki/Pywikipediabot
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Fig. 2. The plot on the left side shows the number of new property types and edits

on property types per month. The plot on the right side show the number of new
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data. Since properties and classes are the elements of the structured data, these plots

show the evolution of the structured data over time.
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Since these can only be edited by admins, this plot allows to estimate the development

effort as well as the maintenance effort after the release. The peak in March 2010 was

the result of implementing the annual reporting, see Section 2.3.
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Table 1. The portal in numbers as of June 2010

pages 16.716

templates 219

forms 30

uploaded files 1.773 (1.2 GB)

users (total) 142

active users (last 91 days) 83

annotations (property instances) 104.182

property types 191

categories (classes) 40

OWL/RDF 238k triples

code base 132 MB

database 99.5 MB

time consuming task. However, the peak at the start of the testing period is
solely due to the tidy visual requirements.

Usage and Maintenance. Since the release, we observe a steady user participation
with an average of 550 edits/month on articles and about 195 new pages/month,
as shown in the production period in left plot of Figure 3. About 83 users or 66%
of the full time employees of our institute contributed within the last 3 months,
i.e. April 18th to June 18th 2010. At the same time, manipulation of templates
declined constantly, from 200 to less than 10 edits/month, which suggests that
the maintenance by the admins is within reasonable bounds, which can be seen
in the right plot of Figure 3.

2.4 Multilingual Content

MediaWiki per se is monolingual and uses interwiki-links to point to another wiki
holding an article on the same topic in a different language. Since we wanted
users to have one single point of data entry, we abstained from setting up a wiki
in each language. However, we needed an English and German view on our web
presence. Therefore, we chose to create subpages for the English version of a
German page by adding /en to the page name. The users add the German and
the English content via one form for predefined resources.

2.5 Challenges during Design and Development

The biggest challenge during the development was the creation of templates
and trimming them to the strict design guidelines. Whereas it is acceptable for
most wiki applications to have little blemish and accept the free and sometimes
untidy appearance, an official web presence should avoid it, e.g. all empty vari-
ables in templates needed to be hidden. Moreover, due to the tidy appearance
requirement, some annotations contain markup, e.g. for italic font style or font
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size, which is desirable in the structured data representation. Furthermore, the
templates combine the description of the appearance of a page and the logic
at the same time, which makes them complex and overcharged and require ad-
vanced knowledge of the wiki markup for further development and maintenance.
Therefore, template manipulations are restricted to admins in our portal.

3 Where Semantics Help - Features of Semantic
MediaWiki

In the previous section we reported on the development process and the dynamics
of the structured data. In this section, we show the features taking advantage of
the structured data.

3.1 Inline Queries

The biggest advantage of SMW, beside its flexible annotation paradigm, is the
possibility to reuse data across the platform by querying it from other pages.
These inline queries allow to request sets of data or just single property values
and display them on a page in various result formats, such as tables, list, charts,
maps, etc. This reuse of data avoids data redundancy, e.g. the information about
a person, like name, email, or phone number, is entered once on the page about
this person and then later this information is queried and displayed on pages
about projects, publications, etc., where this person is involved in. If the data
changes on the source page, the data on the requesting page changes accordingly
when the inline query is executed again. Inline queries create dynamic pages.
Figure 4 illustrates an example of an inline query and its results as it appears
on the requesting page.

Fig. 4. An inline query requesting all employees, which are professors, and information

about them (1) and its result representation (2)
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3.2 Querying Linked Open Data Sources

We created an extension that allows querying external sources using the sim-
ple syntax of inline queries [7]. This mediation-based approach allows for either
displaying or importing externally retrieved data from the Linked Open Data
source Freebase, other SMWs, or from CSV files, in order to enrich the wiki’s
content with external data. In the first two cases a mediator translates an inline
query into a query in the query language supported by the remote source, which
is MQL in the case of Freebase. Figure 5 illustrates an example. Translation is
not a task of solely syntactical transformation but also involves ontology map-
ping. The mappings are stored in the wiki as annotations. Thus they can be
contributed and maintained by users.

In our portal we query the SMW of semanticweb.org in order to retrieve
events, such as conferences or workshops and present them on a timeline in
order to offer visitors of our page an interactive conference radar with up-to-date
information. Moreover, we are using Freebase to retrieve location information
about the institute’s industrial and academic partners, in order to be able to
sort them by region.

Fig. 5. Using the Freebase mediator an inline query such as in i) is translated into an

MQL query such as in ii) by using the mapping information such as in iii)

3.3 Exploiting the Semantics for Search

One certain advantage of having the content of the portal available in a struc-
tured form is the ability to exploit it for search. [8] presents an approach for
semantic search in wikis, which we apply for the portal9. This approach allows
to use keywords as the means to express an information need, because most
users are used to this common search paradigm. These keywords are then trans-
formed into interpretations using the structured data of the wiki as the search
space. The interpretations are shown to the user, who can select the interpreta-
tion fitting best to his information need and further refine it in the next step.
Figure 6 shows an example search over the structured data for employees, their
email addresses, and office location. In contrast to the inline queries, which use a
simple, but formal query syntax and are therefore inadequate for ad-hoc search,
Ask The Wiki is suitable for end users and exploits the semantic annotations.
9 http://www.aifb.kit.edu/web/Spezial:ATWSpecialSearch

semanticweb.org
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Fig. 6. This figures shows the result of a search for all employees, their emails, room

numbers, and corresponding building numbers. The facets menu on the right hand side

allows to refine the result based on the structured data.

4 Performance

MediaWiki, the platform powering Wikipedia, runs on many sites and is well
known for being scalable and fast. Although the usefulness of the features pro-
vided by Semantic MediaWiki get the interest of many potential users, often
skepticism about SMW’s resource requirements, its stability and scalability are
brought forward. In this section, we report on stress tests conducted on both
Semantic MediaWiki and MediaWiki with the data from the portal in order to
allow for their comparison.

Test Environment. We performed the tests with a common desktop computer,
which has one CPU with 2GHz, 2 GB memory and runs on Debian 5.010. The
wiki runs on an Apache web server with PHP 5 and uses a MySQL database11.
The load tests are conducted with Apache JMeter and the server was monitored
by sysstat12. The client sending the requests was connected through the same
100 MBit backbone to the server.

This system configuration is a common single machine setting and by no
means laid out for high-performance. However, it allows to compare the two
systems, MediaWiki 1.15.3 and Semantic MediaWiki 1.5. The wiki holds the data
of the AIFB portal, see Table 1 for an overview. The data contains annotations in
the SMW syntax. If SMW is not enabled, MediaWiki interprets these statements
just as text. SMW allows to restrict the usage of inline queries, e.g. the maximal
number of conditions, query depth, and maximal retrieved results, in order keep
reasonable bounds. However, these settings were all set to unlimited for the tests.
10 AMD Athlon 64 3200+, 2.6.26-2-amd64 kernel.
11 Apache 2.2.9, PHP 5.2.6-1+lenny3 with APC 3.0.19, MySQL 5.0.32.
12 Apache JMeter 2.3.4, sysstat 7.0.
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The response time at the client side, i.e. from sending the request until re-
ceiving the response, is taken as the performance metric. For the measurements,
310 pages (∼ 2% of all pages) accessible from the main page within 2 clicks
were chosen. The pages are a representative subset of all pages, ranging from
pages with little semantic annotations and queries to pages that make heavy
use of these features. On average a page holds 10 inline queries and 12 semantic
annotations.

4.1 MediaWiki vs. Semantic MediaWiki

A test consisted of N parallel users requesting the 310 pages in random order.
Figure 7 shows a box-plot illustrating the response times in milliseconds for
MediaWiki (MW) and Semantic MediaWiki (SMW), and Semantic MediaWiki
with Caching (SMW+C) for N = {1, 10, 25, 50} parallel users. It shows that
the response times are linear with respect to the number of parallel users. This
linear behavior becomes apparent in Table 2, which shows the throughput, i.e.
the number of served requests per second. The throughput is constant at about
4.7 requests/sec for MW and 4.1 requests/sec for SMW, which means that using
SMW costs about 13% in performance compared to MW during operation.

However, it is unexpected that the spread of the response times over the 310
pages is so little, as illustrated in the box-plot of Figure 7. Especially in the case
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Table 2. Throughput (requests/sec) for N parallel users. The percentages are com-

pared to the MediaWiki (MW) baseline. When applying the cache (SMW+C) the

server’s limits were not met.

N 1 10 25 50 100

MW 4.36 4.75 4.75 4.73 n/a

SMW 3.83 (-12 %) 4.10 (-14%) 4.13 (-13 %) 4.13 (-13%) n/a

SMW+C > 25.68 (+489%) > 90.80 (+1810%) > 96.78 (+1930%) > 96.31 (+1930%) > 95.01

of SMW, the pages contain semantic annotations and in particular inline queries,
which need to be parsed and processed. The response time should depend on the
number and complexity of these queries. This low spread is due to the implicit
caching. The web server has a build-in PHP code cache (APC), which MW and
therefore also SMW exploits. Also, a page is not rendered for each request, but
only when necessary. In addition, the database caches requests (InnoDB). All
these build-in caches absorb most of the additional overhead by SMW during
regular operation and make it possible to run SMW at a constant cost of about
13% in performance decrease compared to the non-semantic MediaWiki, see
Table 2. The bottle neck resource during these tests was the CPU for MW and
SMW for all runs with more than one user. The CPU was consumed for about
95% by the web server and 5% by the database.

In order to avoid the implicit caching behavior and to assess the actual re-
source requirements, we performed a cold test run, i.e. we restarted the machine
after each page was requested once, and repeated this for 10 times. Figure 8
shows the average response time over the 10 runs for each page. The pages are
sorted by number of inline queries in ascending order, which is displayed on the
horizontal axis, and subsequently by the number of templates. It can be seen that

Fig. 8. Response times (cold) for 310 pages sorted by increasing number of inline

queries, which is shown on the horizontal axis. The high peaks in the center of the plot

are due to inline queries involving image operations.



126 D.M. Herzig and B. Ell

Squid Squid 
Web 

Apache Apache 

MySQL 

LDAP LDAP 
Server 

Fig. 9. The infrastructure stack of the portal. Anonymous readers get the content

served from the Squid cache, if available. Authenticated users are directly connected

to the web server.

the response time for MW increases slightly with the number of templates per
page. In the case of SMW, one can say that more queries cause a higher response
time in general. However, the response time depends mostly on the particular
query, which can be seen on the high peaks. The highest peak is a page pre-
senting a list of all people through an inline query, which retrieves an image for
each person and creates a custom sized thumbnail for it. The same holds for the
other high peaks. These pages all contain one query, which involves operations
on images. Queries retrieving only textual information are far less expensive, e.g.
pages containing 20 and more inline queries take all less than 2 seconds to serve,
if no images are involved. Since images are static content, which can easily be
cached, we applied a cache, which is discussed in the following section.

4.2 Caching Dynamic Pages

In order to accelerate the performance of a web site and to reduce the load of
the web server, reverse proxies are applied. A reverse proxy is a cache installed
in front of a web server responding to requests, if the requested content is avail-
able in the cache, or otherwise routing the request to the web server. A popular
web cache is Squid13, which is supported by MediaWiki, see Figure 9 for an
overview of the setup. While it works well with static content, such as HTML
documents or image files, it becomes harder when dynamic content comes into
play. In the context of Semantic MediaWiki, dynamic content is foremost pro-
duced by inline queries requesting data from other sites of the wiki or from other
sources outside the wiki when querying via mediator. The page holding the inline
query is dynamic in the sense that its appearance and displayed content changes
although the source code of the page does not. Therefore, we encountered the
problem that the Last-Modified entry in the HTTP header remained the same,
because the web server did not recognize a change. Since this entry is used by

13 http://www.squid-cache.org

http://www.squid-cache.org
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the cache to determine whether a page is still fresh, we needed to modify the
caching mechanism. We chose an aggressive caching strategy by suppressing the
Last-Modified entry and set a hard maximal expiration time of 3 hours for
pages. Thereby, implicit changes of a dynamic page will be updated within this
period at the latest. When a page is edited directly, it is immediately purged
from the cache. Images and other static content is cached for longer periods.
Applying the cache yields a huge performance increase to about 90 requests/sec
as shown in Table 2 and Figure 7. However this is by far not the limit, since the
CPU was used to about 30%, even for 100 parallel users. One needs to setup
multiple physical clients sending requests to asses the actual limit when using a
cache, which was beyond our scope.

4.3 Performance in Operation

The portal is online since more than six month now with only one interrup-
tion due to an DoS attack, which we addressed by restricting the number of
connections to the web server. Therefore, we regard the solution as stable and
quite robust. There are between 60k and 120k hits per day, which results in an
average CPU usage of 6% and an average load of 0.1 on our production web
server, which has 2 CPUs14 and 2GB memory. The median response time, in
this case the time between arrival of a request at the server and the sending of
the response, is about 2 ms on average, where cache hits take slightly less than
2ms and cache misses take about 200ms to serve on average. The cache has a
request hit ratio of about 80% and a size of about 550MB on disk.

5 Conclusion

In this paper we have shown how to apply the wiki paradigm of collaborative
editing to a web portal using semantic technologies. We discussed how free, un-
constrained annotations can be combined with predefined annotations in order
to allow flexible and expendable structured data. Further, we reported on how
the structured data made available by semantic annotations evolved over time
and that it was possible to extend and change it during operation without touch-
ing the underlying database. How the semantic data is used and taken advantage
of by Semantic MediaWiki’s features is illustrated by several examples. Finally,
we evaluated the performance and compared it to its non-semantic alternative
and showed how caching can be applied to boost the performance. Taking ev-
erything in consideration, one can see how Semantic MediaWiki can be used as
a successful portal platform providing the advantages of semantic technologies.
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Abstract. Even though its adoption in the enterprise environment lags

behind the public domain, semantic (web) technologies, more recently

the linked data initiative, started to penetrate into business domain with

more and more people recognising the benefit of such technologies. An

evident advantage of leveraging semantic technologies is the integration

of distributed data sets that benefit companies with a great return of

value. Enterprise data, however, present significantly different character-

istics from public data on the Internet. These differences are evident in

both technical and managerial perspectives. This paper reports a pilot

study, carried out in an international organisation, aiming to provide a

collaborative workspace for fast and low-overhead data sharing and inte-

gration. We believe that the design considerations, study outcomes, and

learnt lessons can help making decisions of whether and how one should

adopt semantic technologies in similar contexts.

1 Introduction

Thus far, the Linked Data (LD) initiative has demonstrated its value through a
variety of projects aiming at improving data accessibility for primarily public and
academic users [2]. The success stories certainly have not slipped the attention of
large enterprises. Cautious attempts were made to experiment the LD principles
and to evaluate the benefits, leading to the so-called “linked enterprise data”
paradigm, the counterpart of LD in the business domain [14].

The motivation behind linking enterprise data is evident. Nowadays, with the
deepening of globalisation, more and more non-mission-critical businesses are
outsourced away from the home countries to for example design teams in Eu-
rope, manufacturers in China and service support in India. Fluctuation and risk
in local markets, especially volatile ones, therefore becomes more manifested at
the global level. This phenomenon has drawn more attention to business agility
and continuity, a common ingredient of both being the easy access to data fa-
cilitating coordination and collaboration across different geographical locations.
Businesses must be able to optimise their internal enterprise data landscape
and explore such a landscape at the speed of thought so as to react to the
rapidly changing market. Executives must be timely and comprehensively in-
formed so that they can make decisions to counteract the threats to business
revenue. More importantly, everyone needs to have ready and immediate access
to information/data that enable her to carry out the allocated tasks.
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Accessing data in an enterprise context, though not a new research area, is
not a topic that we can comfortably mark as “solved” [10]. Enterprise data man-
agement has become a prevalent challenge with the rapidly plummeted storage
and digitising cost resulting in an unprecedent amount of artefacts available
in electronic form1. Linked Data initiative was proposed to deal with exactly
this problem in the public domain, i.e. removing the barriers to data access
and sharing. Intuitively, it seemed that we can just borrow the concepts hav-
ing been so successfully implemented and recreate the stories in the enterprise
environment. Our experience, however, prove otherwise. Indeed, enterprise data
has many characteristics that resemble the data from public domains [6]. It, at
the same time, presents unique requirements that put into test the principles
and assumptions that are widely enjoyed when linking public data sets. The
differences are demonstrated in the following aspects. Firstly, enterprise data
is normally tied closely with the business processes. Peeling off the contexts
wherein the use of such data takes place might render the data linking effort less
fruitful. Secondly, it becomes increasingly important to link to data sets outside
organisational boundaries. This is evident in use cases such as supply chain man-
agement and pre-sale where data from public domain significantly enrich internal
data sets. We, therefore, see a mixture of public, partner, and proprietary data
complicating data transparency and accessibility. To our best knowledge, none
of the existing efforts have addressed the process driven requirement unique to
enterprise data.

Inspired by the misalignment between the requirements of enterprise data and
existing LD efforts, we carry out studies with real users to investigate how the
linked data principles and concepts can assist customer account executives and
team members when they need comprehensive and real-time access to internal
and external data sets. We first elaborate on the differences (Section 2) between
enterprise data and public data. Bearing these differences in mind, we discuss
certain design considerations and the system architecture in the context of a
customer information portal (CIP) project (Section 3). This is followed by three
real-life use cases demonstrating the value of CIP (Section 4). We then discuss
the lessons learnt (Section 5) and conclude the paper in Section 6.

2 Why Corporate Data Is Different?

As a collaborative and international effort, Linked Data has gained good pub-
licity in the academic and to some extent the public sector communities [2].
With all the exciting success stories of massive development effort in linked data
projects, we now face the question regarding the applicability of “linked data”
principles in the corporate sub-domain.

It is evident that enterprise data lend themselves as both an opportunity and
a challenge. On the one hand, enterprise data have well-defined boundaries with
rigid protocols regulating the transition across the boundaries. They present
less heterogeneity and diversity comparing with public data from the Internet.
1 http://www.thegoldensource.com/component/attachments/download/36
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Furthermore, even though divided into different departments focusing on differ-
ent areas, modern enterprise normally reinforces a common corporate culture,
which fosters a common, shared corporate “language”, i.e. domain vocabulary.
In many cases, this vocabulary may even impinge on communities beyond cor-
porate boundaries. A good example is the jargons and acronyms used by the
global SAP customer network. Finally, enterprise data are normally well docu-
mented and preserved either formally as white-papers, official publications, etc.
or informally in e-mails, task log data, wiki pages, etc. Different from public data
from the Internet, enterprise data are normally subject to internal review, for
the purpose of auditing and quality control, or, at minimum, created with good
intentions to fellow workers. We can therefore enjoy a much smaller amount of
noise compared to general public data.

On the other hand, enterprise data still present significant research challenges.
Simply connecting different islands together in an archipelagic data landscape
will not be convincing enough. “Process-driven” is a unique feature that one has
to bear in mind when migrating the LD concepts into the enterprise environment.
Meanwhile, the relatively small size and homogeneous nature of enterprise data
suggest that superficial connection of in-house data may not generate a good
enough business value. In many cases, internal data alone is not sufficiently rich
to satisfy diverse business requirements and thus incorporating external data
sources is inevitable. How and what data should be exploited, however, can only
stem from real-life scenarios. It is, therefore, salient to align with end users to
understand and demonstrate the “return of value” of linking enterprise data. We
will discuss these points further in this section.

2.1 Process-Driven

Currently, there are roughly two approaches to fulfill the LD vision, namely data-
driven and community-driven. Data-driven starts with a set of core data and tries
to establish connections with as many relevant data sets as possible to emerge
patterns not possible to individual data sets alone, while community-driven tries
to fulfill the data request of a community, e.g. movie fans, gene researchers, etc.
Both approaches may find themselves struggling in the enterprise environments.

Data management in an enterprise environment always has one ultimate pur-
pose: improving the efficiency of a company’s core business. However, linking
data together does not necessarily mean that the implications, with which data
are generated and leveraged, automatically become explicit to those linked in.
The business implications can only be understood when we situate data into their
original business processes. Therefore, different from the dominant data-driven
nature when linking data from the Internet, linking enterprise data demonstrates
a strong process-driven characteristic. That is the connections among data can
and should only be revealed within the context of business processes where such
data are consumed. Similarly, links among data should not be arbitrarily created
independent from business processes. Aligned with companies’ mission-critical
businesses, linking enterprise data from both inside and outside a company can
be rightfully leveraged in decision making.
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We would also argue that the successful community-driven approach (c.f. [16])
is not strictly applicable in the enterprise environments. Such communities are
normally self-organised by common interests and loosely regulated, mainly self-
disciplined. Misconduct and inappropriate behaviours do not result in the same
consequence as in enterprise environments. Meanwhile, members of the commu-
nity are organised in a rather flat structure with equal access to resources, which
is a freedom that is not valid in companies. To the best interests of employees,
taking a process-driven approach to data linking therefore can guarantee the
alignment between personal interests and organisational policies.

2.2 External Data

At the beginning of the CIP project, our intuition was that in an international
organisation, the internal data alone should present enough challenges and offer
sufficient business value for the LD paradigm. This was proved partially wrong
during the discussion with end users. Internal data, although distributed across a
large geographical region, are well-regulated and to some extent aligned attribute
to common corporate cultures and operational regulations. Making internal data
compliant with LD principles is more an organisational and motivational effort
than a technical challenge.

The real challenge comes from defining good scenarios that can meaning-
fully link data together to satisfy needs of everyday businesses. For such a pur-
pose, internal data can only tell part of the story. Very frequently, employees
refer to external data sets for essential information that is not available from
within the corporate boundaries. For example, the latest volcanical ash distur-
bance resulted in changes of project execution, project management decisions,
and customer relationship management; natural disasters (e.g. the earthquake
in SiChuan Province, China) can lead to major changes in supply chain man-
agement. The importance of such external data will not be fully demonstrated
if they are not combined with internal enterprise data and consumed in real-
time business decision making. The linking of public, partner and proprietary
data should conform to the following guidance. External data should not inter-
fere with internal ones. Where conflict observed, organisational protocols should
be consulted to resolve the inconsistences. Meanwhile, it should follow existing
organisational policies: this again points back to the process-driven aspect.

2.3 Personal Space

The most controversial argument that we would like to put forward, which can
be deemed against the total “openness” of the LD initiative, is that when link-
ing enterprise data, the personal comfortable zone in data sharing should be
respected. For organisations of different sizes, cultures, and structures, there is a
long standing tendency of information disintegration attribute to a lack of trust
in fellow workers, feeling of insecurity, and fear of disgrace [12]. We did not plan
to deal with such motivational issues. Rather we acknowledge the existence of
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such barriers and try to accommodate user requirements that stem therefrom.
Obsering such a requirement allows users to more comfortably position them-
selves in data sharing initiatives. This is, however, done at the price of sacrificing
fundamental LD principles to a certain extent.

3 Customer Information Portal

The concept of linked enterprise data is materialised in a pilot study that is
meant to facilitate data integration and data sharing in a geographically dis-
tributed international organisation. When a company operates in more than one
locations, it is not surprised to find different regional representatives approach-
ing the same customer with different stories. The representatives sometimes are
caught totally unprepared with questions regarding latest business and techni-
cal development and, even worse, regarding technical proposals and sales offers
made from other units or even within the same units. A simple and effective
remedy to such a problem is to create a portal for all the data concerning a
customer. It can serve as a briefing tool for any one working on a customer so
as to avoid the aforementioned embarrassment. We take advantage of the CIP
project as a platform for understanding benefits and constraints of applying LD
concepts in the enterprise environment.

3.1 Design Decisions

During the definition of this pilot project, we try to address the unique charac-
teristics of enterprise data (as discussed in previous sections).

Process-driven is given particular emphasis. Projected on design decisions,
this implies the ability to answer “what data should be accessed by whom at
what stage?”. Based on business processes, one is prescribed to navigate the
internal resources, employee profiles, and external data only specified in the
business processes. Doing so will ensure that enterprise data are linked in line
with organisational policies and strategies. Business processes can be standard
ones or created for personal needs using predefined building blocks. We provide
a list of exemplary business processes that are modelled and executed using
in-house software (e.g. SAP Netweaver BPM) due to practical considerations.
The in-house software is well understood by all the end users that reduces the
learning curve. Meanwhile, in order to ensure a smooth integration with internal
data sets, we try to avoid unnecessary disturbance to the platforms wherein
such data sets are used. The in-house business process management system offers
adapters compliant with J2EE Connector Architecture2 and thus can seamlessly
integrate with Java-based semantic systems.

The privacy concerns are addressed by maintaining a clear separation between
data sets that are available to everyone and those that are only visible to the se-
lected few. When creating an online article, a new business process, or uploading

2 http://java.sun.com/j2ee/connector/
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a document, people can opt-in to share or not share such resources. Effectively
this is tantamount to linking private data space with the public one. Regard-
less of whether or not the resources are made public, an excerpt is produced to
inform others of the contents.

We try to accommodate the general LD principles as followings. Using URI for
resource identification can be easily satisfied—all internal resources (including
documents and people) are uniquely identifiable through URIs. When this is not
the case, we annotate data sets with uniquely identifiable labels based on RDF-
coded ontologies. Links among internal resources are implemented as ontology
properties among annotated resources. For internal data, syntactic and seman-
tic mismatch does not present as a problem due to the existence of well-defined
common vocabularies normally exercised by large organisations. Semantic in-
teroperability becomes more of an issue when linking to external data sets. We
adopt a simple but effective solution: embedding a Wikipedia link in concept
definition. For instance, the “Course” Wikipedia article (URI) is introduced as
a super-concept of concept Training Course. The benefit is seen in two aspects:
explanation and alignment. With links pointing to Wikipedia articles, we can
easily extract the natural language based explanation of a concept. This is, in
many cases, the first paragraph of the article. This explanation can be displayed
to human readers for better understanding of the concept. Nearly all end users
find this helpful. On the other hand, Wikipedia serves as a good reference point
for aligning external resources with internal ones, for instance, through DBPe-
dia. For those that are not currently covered by DBPedia, we leverage existing
ontology mapping tools [7].

RDF representation is used exclusively in the background. We would argue
that any efforts to make the underlying RDF representation transparent to the
end users are likely to create more questions than answers in an enterprise envi-
ronment. The following observations underpin our contentions. A majority of the
corporate users are not semantic-web minded. More precisely, they do not care
whether the data provision is facilitated by traditional technologies or seman-
tic technologies, as long as data are provided in a timely and accurate manner.
Such end users are for instance executives, sales and pre-sale personnel, service
support and human resource. Understanding semantic technologies is certainly
not a competence that they intent to develop. Ironically, the end users who will
benefit from linked enterprise data is likely to enjoy such benefits only when the
semantic technologies totally disappear from the user interface. A direct design
consequence is that we had to improve user experience through good visual-
isation techniques (c.f. [4]) and RDF adaptors for conventional programming
languages (c.f. [15]) for intuitive RDF data manipulation.

3.2 System Architecture

CIP is a multiple-layered data/information integration platform (see Figure 1).
At the bottom, there is the Data Layer. We clearly distinguish data sources
that are only available to internal users and those in the public domain due to
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Fig. 1. Customer Information Portal Architecture

data safety and privacy concerns. We also differentiate data that are properly
structured (e.g. databases), semi-structured (e.g. wiki pages, calendars, to-do
lists, etc.), and un-structured (e.g. e-mails, blogs, and legacy documents).

Structured data from internal sources are mapped directly to the ontologies
via for example manually/semi-automatically crafted D2RQ scripts3. Note that
semi-automatically identifying correspondences between database schemata and
ontologies is not a disadvantage. In our case, the internal databases are spe-
cialised for managing certain types of mission-critical data where consistence
and stability is observed. We do not expect the schemata to be frequently up-
dated/upgraded. Therefore, the DB2RDF mapping, once defined, has a knock-
on effect on data migration. On the other hand, data stored in such databases
capture critical information of the company’s core business. In order to support
sensible and accurate decision making, such data have to be faithfully presented.
We evaluated several automatic database to ontology mapping toolkits and none
of them produced satisfactory results. Human intervention and verification is in-
evitable and, we believe, is more cost-effective if introduced in the early stage
of mapping. String similarity was leveraged to produce recommendations and
based on our experience string similarity or a combination of its variants is by
far the most effective method. We leverage DBpedia to align structured data

3 http://www4.wiwiss.fu-berlin.de/bizer/D2RQ/spec/
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Fig. 2. User landing page

from public domain. At this stage, structured public data exploited in CIP is
mainly Wikipedia infobox presenting basic facts of key customers, the partners
and competitors. Wikipedia can also provide semantic enhanced applications
(c.f. [5]). We plan to investigate the applicability of such technologies in the
next phase of this pilot.

Semi-structured data from both internal and external sources are processed
in two stages. First, the structured part is extracted. For instance, the dates,
locations and priority levels in Calenders are used to populate the ontology.
The free-text contents of such semi-structured data sets are feed into a keyword
extractor for shallow natural language processing. We use Gate [3] to create such
extractors.

Processed data are stored in a semantic repository and are consumed by a
business process management system residing in the integration layer. End users
of the CIP do not assume equal privilege of internal as well as external data sets.
What data sets should be linked is entirely decided by use cases and thus es-
sentially driven by the business processes associated with the use cases. For
instance, if the use case is to establish new sales opportunities, one needs to ac-
cess potentially full customer engagement history in the Customer Relationship
Management (CRM) data. On the other hand, if the use case is cost reduction,
one focuses on product life-cycle management data, supply-chain management
data, etc. Process driven is facilitated by providing predefined use cases at the
personal landing page (Figure 2) of the CIP tuned against one’s profile (role,
area of working, professional responsibilities, etc.).

4 Use Cases

The value of linked enterprise data can only be fully appreciated if it supports
the real needs from end users. In the context of the CIP project, we carried out
workshops with different stake-holders to elicit their requests. Out of the discus-
sion with end users, we identify a list of interesting web mashing up scenarios.
In this section, we elaborate on three exemplary ones.
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4.1 Meeting the Customers

Nearly all the modern sales 101 courses emphasise on “focusing on the prospect’s
point of view”. Meeting with the prospects is always the best way to establish
mutual trust and to understand their needs. The information portal facilitates
this through linking external and internal data showing major events that the
prospect is likely to participate and how events overlay with internal events (from
e.g. internal event calendars).

Finding the prospect’s events presents a technical challenge. We tackled this in
the following steps. Firstly, we extract event information from the prospect’s home
page. Such pages can be easily found since almost all large enterprises maintain
event calendars of various details. With little variants, entries in the event cal-
endars are normally in the form of 〈Date, Type, (Location), Description〉 and
can be easily processed with text analysis tools. The second data source is the re-
current past events identifiable in the internal customer engagement record. This
shows where positive contacts were established before and are likely to happen
in the future. Keywords from the past events (e.g. titles) are used to search and
retrieve the date and location of the next event in the series from the Internet.
We also identified several event portals as auxiliary data sources. Such portals are
domain specific and can only be identified on a per customer basis. For pharmaceu-
tical industries, exemplary web portals include pharmiweb.com, pharmaceutical-
int.com, etc.

Data from the above three sources are used to create instances of the CIP
domain ontology. We define seven different event types, namely conferences, ex-
hibitions, trade fairs/expos, media/press events, training courses, unconferences,
and the unspecified, while Unspecified is used to collect those of unknown or un-
concerned types. Equation 1 is fragments of event type Training Course: where
Coursewpd refers to the corresponding Wikipedia article via its URL. Denoted
in Turtle notation4, an event instance is as follows:

<http://www.***.com/EventsCalendar.mvc/EventDetail/32831>

rdf:type #Training_Course ;

rdfs:label "GCP"^^xsd:string ;

#starts "07/06/2010"^^xsd:string ;

#ends "07/09/2010"^^xsd:string ;

#location "Costa Mesa"^^xsd:string ;

#participants #NovoNordisk , ... , #Pfizer ;

...

Training Course ≡ Event � Coursewpd� =1 starts.xs:date� =1 ends.xs:date

� =1 location.xs:string

�∀ participants.Organisation � . . .
(1)

We used simple domain heuristics to recognise types of events. In majority of the
cases, types of events are either explicitly specified (e.g. in AstraZeneca event

4 http://www.w3.org/TeamSubmission/turtle/
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page), indicated in the titles (e.g. names of conferences), or given in event de-
scription. For instance, in the above example, we looked for keywords such as
“course”, “educational”, “learning”, etc. Such keywords are manually compiled
and so far have produced good results: an F-measure value of 64.77% with re-
spect to the six named event types. This value is obtained by comparing to the
classification from human experts.

We use web crawlers to regularly harvest events from the Internet and pop-
ulate the RDF repository accordingly. End users can then choose from several
visualisation options: a list of next events, map overlay of event locations, and
conventional calendars. A typical map overlay (implemented with GoogleMap) is
illustrated in Figure 3, showing the location of events and one’s current location
(marked with “L” and retrieved from the employee’s directory).

Fig. 3. Visualisation of events

4.2 What Has Happened to the Project?

Public news can lead to major decisions on the customer relations and thus
impinges on account activities. In the CIP project, we compile multiple news
sources and present to the end users in a coherent story.

We source news from mainly the following categories: i) internal news bul-
letin, ii) press releases from targeted customer, and iii) public news websites,
e.g. FT.com and Bloomberg.com. Harvesting from the first two categories is
straightforward and is constrained by the role of the requestor in the organi-
sation. The third requires fine-tuning. News from public domain can be easily
retrieved with the current capacity of general web search engines. We, however,
would like to go one step beyond simply retrieving and presenting the news to the
end users. We have done this by combining customer specific news together with
other major events coinciding at the same location. In many cases, apparently
irrelevant events happening in the same geographic area might significantly in-
fluence on the decision making regarding sales and long-term customer relations.
Therefore, keeping end users up-to-date is crucial. This is done as follows:

1. identify customer’s headquarters and important branch offices through in-
ternal customer profile,

2. use extracted locations to search in public data sets for major events (denoted
as E), e.g. festivals, natural disasters, urban uprising, etc.
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3. use the geographic scales of E to analysis whether known partners or com-
petitors with respect to the aforementioned customer are affected.

4. federalise E with news stories from internal and external sources.

Strategic locations of an organisation can be found from the organisation’s home-
page with shallow text analysis and simple domain heuristics. In some cases,
this will require manual extraction for new customers. Deciding the scale of ma-
jor events is simply done with shallow text analysis to extract location names.
The connections between events and organisation locations is done via ontology
properties. In CIP, news is introduced as a sub-concept of Event and is linked
to organisations through location property.

Summarisation of collected new stories are presented to the end users ranked
by significance. So far the best news summarisation technique is simply extract-
ing the first paragraph of the news article based on the observation that the
baseline algorithm, extracting the first n sentences, has outperformed most of
the “smarter” algorithms [11].

4.3 Where Are We with the Customer?

Customer accounts are in different stage of maturity. Moreover, one customer
can be of different maturity with respect to different technical solutions. The
content of the customer information pages should reflect such a diversity and put
emphasis on different aspects accordingly by way of page layout, highlighting,
etc. For instance, for a potential customer in pharmaceutical industries, the
information page can focus on the solutions of competitors, key facts from similar
customers, rules of engagement, etc. that will facilitate smooth initial contact
of the account team. The emphasis will for example dynamically change to pre-
sale, sales, and supports according to the status of the account. This is guided
by high level business processes of general customer engagement.

Meanwhile, we support linking data based on more specific business processes
for real-time decision making. For instance, a customer-facing project, P, may be
divided into several tasks each having milestones and checkpoints. Team mem-
bers working on P use the dedicated customer page for keeping up with the
progress of the project. It could be the case that the news of recent volcanic
ash cloud raise concerns of potential disturbance to air-travel that can in turn
impinge on project execution coinciding with the affected areas. Task managers
can then use widgets on the CIP to adjust progress indicator (Figure 4(a)). The
impact of such a change is two-fold: the disturbance can be propagated along
task dependency links (through ontology properties) and cause the status of
other tasks to change accordingly; management will be informed if the effects
reach a certain level. Semantic technologies can facilitate such a scenario through
modelling and reasoning of task dependency and the alignment between tasks
and (news) events (as illustrated in Figure 4(b)). It is evident that the connec-
tions are established by extracting locations from external news stories, which
are then mapped to the locations of customer organisations. At this moment,
connecting news with projects cannot be fully automated. News that has poten-
tial to impinge projects are first crawled from selected news agencies (normally
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as regional headline stories). Harvested news stories are processed and presented
as potential threats to tasks/projects that can be affected. Project managers or
task owners will be summoned to confirm or reject such connections. If he/she
opts for accepting, the page content is then updated accordingly.

(a) Project monitoring (b) Linking project and news data

5 Discussions

Even though semantic technologies have been around for many years, the in-
troduction of them into a well-established, high-tech organisation is not entirely
hassle-free. In this section, we report some of the findings acquired when car-
rying out the pilot study. We believe our experience can be beneficial to those
projects in similar settings.

5.1 Motivational Barriers

One of the major barriers to successfully exploiting the LD concepts in an enter-
prise environment is the lack of incentive. In the past, we witnessed the ups and
downs of similar initiatives (e.g. Enterprise 2.0 [9]). The initial excitement slowly
fades off when the attention from management has been deviated to other busi-
nesses and when “try-out” has become work routine. Unless such tools become
an integral part of one’s daily working environment, it is not likely to maintain
the same level of enthusiasm in the long term. In order to convince the end users,
we reckon it is important to demonstrate the benefit from two aspects: showing
added value in the business context and showing improved work efficiency.

Business context: “Providing better access to data” has been a cliche when
persuading end users with semantic technologies. In an enterprise environment,
this will have to be made tangible in terms of business applications. Our expe-
rience indicates that the presentation is as important as, if not more important
than, the underlying technologies. The merit of new technologies can only be
delivered and well-accepted if they are presented in the end users’ language. In
our case, this is achieved by situating semantic technologies in the core business
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of an organisation. Linking enterprise data is then guided with the use cases
derived from everyday work activities to avoid over exposure of data.

Improved work efficiency: We worked closely with the end users, customer-
facing teams, to concretise the benefit of CIP in terms of saving on capital
expenses and operational expenses. More specifically, we observe how employees
work with the current technologies and how many short cuts they can enjoy
with the help of semantic technologies. We estimated the time saved as per em-
ployee per customer with respect to mission-critical businesses and then summed
up across the entire department. We also take a practical approach restricting
“short cuts” to those that will cause minimum disturbance to employees’ work
routine and those that request only minimum investment in terms of labour
and monetary resources. Able to demonstrate the improvement through finan-
cial gain increases the chance of obtaining management endorsement—this is a
unique characteristic differentiate us from public social web-sites.

Individual participation: The barrier commonly seen in Enterprise 2.0 appli-
cations [9] were not observed in the CIP pilot. Collaborative and social network
platforms have gained popularity in both public and corporate domains. The
failure of certain initiatives does not deny their values but emphasises how the
contents are organised, presented, and delivered. Again, we situate linked en-
terprise data in everyday work routine and bind it closely with a company’s
core businesses. We, therefore, experienced a very low level of reluctance from
individuals and management.

5.2 Lightweight Ontologies and Incremental Approaches

Introducing ontologies was proved to be a more difficult task than we origi-
nally had expected, even though alternative names e.g. “vocabularies” and “tax-
onomies” were used. The hesitancy towards ontologies is seen from the availabil-
ity and cost of domain expertise, the threshold of comprehending representation
formalisms, and the misunderstanding of ontology commitment. In practice, we
took an incremental and application-driven approach. Instead of constructing
the ontology once for all, we started with a selected application (news integra-
tion for example) for a small subset of the end users. The ontology is made
modular with only the most essential entities. For each entity, we did not make
effort to cover every aspect that defines a concept for conceptual perfectness,
but only those that are necessary to enable the application.

We adopted the “Scrum” agile development principle with end users’ involve-
ment throughout the project (with different intensities at different stages). Our
experience is that through small and manageable projects, we can demonstrate
the merit of semantic technologies and thus establish the initial trust among
end users. The “teaser” applications can then be gradually extended with one
concrete and tangible improvement at a time. By doing this user commitment
and involvement are kept to minimum. In the CIP project, this approach was
proved to be effective.



142 B. Hu and G. Svensson

5.3 Minimum Disturbance

The importance of minimum disturbance to existing infrastructure was address
already (c.f. [1]). Our experience underpins such a conclusion and further extend
it with two other principles. Firstly, introducing semantic technologies should not
manifest at the user interface level. Secondly, new technologies should not alter
established protocols.

Semantic technologies worked better when they have totally disappeared from
the user interface, blending into everyday work environments. The value of link-
ing enterprise data is best shown in areas where timely delivery of data is deemed
important. It is exactly such areas where concerns were raised regarding the po-
tential risk of not meeting key performance indicators while staff are trying to
gain proficiency of new technologies. We confined the semantic technologies to
the background and worked closely with end users on the foreground (inter-
face). Meanwhile, we based our development on platforms (e.g. confluence wiki5

and Jive6) currently in use to ensure a smooth learning curve. We observe the
integrity and access control of all legacy data. For instance, even though we
maintain a link to existing CRM database, what are shown to the end users
depends entirely on his/her access right granted based on business processes.
Meanwhile, we did not migrate legacy data. Instead, semantic annotation and
mapping are established on-the-fly with the help of tools such as CROSI [7,13].
In general, it is impractical (if not impossible) to remodel all the legacy data. It
is equally difficult to abandon existing relational database (RDB) implementa-
tions to switch entirely to RDF repositories. In fact, there was a major discussion
regarding the benefit and disadvantage of RDF. The end users’ main concern
appears not on the change of mindset, but at the programming cost and extra
learning efforts.

Obeying the Linked Data principles, however, should not compromise the in-
tact of existing data repositories and established work processes of a company.
Customer information is confidential with multiple levels of clearance. As an
international organisation, majority of the data is continuously accessed by dif-
ferent departments across the globe in different time zones. Applying semantic
technology should not alter existing data models causing disruption to normal
business. Linking different data sets should not break existing access restric-
tions. In order to maximise the value of linked enterprise data, data sets with
restricted access are handled as follows. We introduced a transition layer on top
of raw data. Based on users’ access privilege, the transition layer either populates
ontology with data from such databases or presents a demilitarised summary of
what data could have been accessed. Maintain a transition layer on top of ex-
isting data seems redundant. The extra cost, however, is marginal comparing to
interrupted businesses.

Considering individual motivation, the same minimum disturbance require-
ments exist. The true value of semantic technologies can only emerge when a
large amount of data is ready to be consumed which, in turn, relies on the
5 http://www.atlassian.com/software/confluence/
6 http://www.jivesoftware.com/
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willingness of involvement. Less disturbance to people’s everyday work routine
is likely to encourage their participation.

The requirement of minimum disruption also suggested that any develop-
ment should be based on existing platform instead of introducing new ones.
Fortunately, we were aiming at employee-only communities, for which modern
organisations tend to impose less strict regulations, encourage employees to ex-
periment the benefits of new technologies, and deploy at minimum some collab-
oration platforms [8]. Many of such platforms can be easily extended with web
widgets encapsulating extended functionalities.

6 Conclusions

Linked Data has demonstrated noticeable value in the public domain [2]. Whether
the same principles and the same outcomes are true in a “semi-closed” and pro-
prietary domain has not been properly investigated. In this paper, we report on
a pilot study carried out in an international high-tech company. Even though
the project was not initiated as a proof-of-the-concept for semantic technologies,
we discovered the real value of giving it a semantic touch. The advantages of
doing this are not much different from the ones reported previously [1]. However,
due to the characteristics of our domain, we made the following arguments that
are unique to the studied domain. We would argue that linking enterprise data
should be derived from processes faithfully reflecting the core business of a com-
pany. Deviation from this principle may lead to “yet another Enterprise 2.0” toy
that does not bring real values to the company as well as its employees. The sec-
ond principle emphasises on the interplay between external and internal data.
Thus far, reaching a semantic consensus across different departments has not
been a real challenge due to well-defined organisational boundaries and a com-
mon corporate culture, leading to well-understood common vocabulary. Counter-
intuitively, linking internal data sometimes can be made easier through references
to external ones than solely based on internal links. Such a phenomenon might
eventually encourage more companies to make their non-mission critical data
sets available to the public to savor the payback. Finally, in many cases, linking
enterprise data presents as less a technical challenge than a psychological one.
How to motivate corporate employees to consume as well as actively contribute
worth further investigation. We briefly discussed some of the motivational issues,
for which we only gleaned the tip of the iceberg.

The crux of our further work is on performing larger scale evaluation with
users invited from different departments and different geographic regions. It is
also important to identify more application scenarios that can show values to a
diversity of users including pre-sales, sales, education, technical support, etc.
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Abstract. Dialogue interaction between customers and products im-

proves presentation of relevant product information in in-store shopping

situations. Thus, information needs of customers can be addressed more

intuitive. In this article, we describe how access to product information

can be improved based on dynamic linkage of heterogeneous knowledge

representations. We therefore introduce a conceptual model of dialogue

interaction based on multiple knowledge resources for in-store shopping

situations and empirically test its utility with end-users.

Keywords: heterogeneous knowledge resources, dynamic linkage, di-

alogue interaction, ontology, empirical study.

1 Introduction

What if you could find a product that directly matches your personal prefer-
ences by posing a simple question on your mobile device? Today, customers in
bricks-and-mortar stores often lack access to helpful product information from
the Web, such as product manuals, user and professional reviews or feature
comparisons. On the other hand, those customers that have in-store Web access
by their mobile device may suffer from information overload due to the sheer
quantity of product information available. We therefore investigate how to en-
able customer’s access to comprehensive, helpful product information in physical
shopping environments. In this context, we further study the filtering and in-
tuitive presentation of such product information in form of dialogue interaction
between customer and product. The use of product-centered dialogue systems
in physical shopping environments enables an improved filtering and presen-
tation of relevant product information [1] and thus satisfy the communication
needs of customers as intuitive as possible. To realize such natural language
communication between customers and physical products, dialogue systems and
comprehensive knowledge representations are necessary [2]. But, knowledge re-
sources around products suffer from heterogeneous nature and diverse semantics,
e.g., product descriptions by several manufacturers, user and professional reviews
on the web, explanations of product features by diverse providers, pricing and
bundling information of specific portals. Here, we assume that product-centered

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 145–160, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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dialogue interaction requires bundling of these product-related knowledge re-
sources and their dynamic linkage at a specific “hot spot” for instance a web
service. In this paper, we therefore introduce a conceptual model of dynamic
linkage of product-related knowledge resources within dialogue interaction in in-
store shopping situations. By means of the resulting dialogue system prototype,
we evaluate the utility of dialogue interaction based on heterogeneous knowl-
edge resources from an end-user perspective. The focus of this contribution lies
on the bundling of diverse heterogeneous knowledge resources, e.g., digital prod-
uct descriptions, at a specific “hot spot” that enables not only standardized
access to different types of information but also the dynamic linkage of these re-
sources within in-store dialogue interaction. The rest of this paper is organized
as follows. We will discuss related work in Sec. 2. Afterwards, our motivation
will be illustrated by an example. In Sec. 4, the approach of bundling diverse
heterogeneous knowledge resources is described with a focus on digital product
descriptions. We then present our model of dynamic linkage of product-related
knowledge resources within dialogue interaction for in-store shopping situations
(Sec. 5). Finally, we show and evaluate an implementation of the model from an
end-user perspective in Sec. 6, summarize our results and provide an outlook on
future work (Sec. 7).

2 Related Work

In our work, dialogue interaction between customers and physical products in
in-store shopping environments refers to the application of dialogue systems
in physical environments and the usage of ontologies as knowledge represen-
tations. Dialogue systems provide the opportunity to interact with a system
similar to human-human communication [3]. They can be divided into two basic
types: dialogue grammars and frames as well as plan-based and collaborative
systems. Dialogue grammars identify and represent surface patterns of dialogue
or speech acts. Frame-based approaches extend grammars regarding their flexi-
bility. Plan-based and collaborative systems assume that humans communicate
to achieve goals and thus, focus on intentional structures [4]. When designing
Natural Language Processing (NLP) modules, there are two extremes: full nat-
ural language processing or fixed linguistic question templates. A sweet spot
between the two extremes is to constrain natural language in order to create a
formal, user-friendly query language [5] or a controlled language for posing ques-
tions [6]. There are diverse examples for current dialogue systems, for instance
SmartKom - a multimodal dialogue system that combines speech, gesture and
mimics input [7] as well as DELFOS, an dialogue manager system that enables
the integration of OWL ontologies as external knowledge resources for dialogue
systems [8]. The combination of NLP and ontologies facilitates the development
of novel dialogue systems that use ontologies as a core knowledge component
regarding linguistic and non-linguistic knowledge representations. In our case,
product information as part of the non-linguistic knowledge base plays an im-
portant role. The effective handling of this heterogeneous product knowledge
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distributed among various steps in the product lifecycle has become essential
[9]. Meanwhile, there are several ontology-based developments that address the
description of products. For instance, Product Design Ontology (AIM@SHAPE
project) focuses on the formalization of knowledge concerning processes, tools
and shapes during product development whereas other ontologies as GoodRela-
tions [10] and SearchMonkey Product (by Yahoo!) are used to annotate digital
products and service offerings on the web. An ontology within NLP constitutes
the conceptualized description of the domain of the dialogue system [11]. We
assume that NLP benefits from the appliance of semantic knowledge represen-
tations as well as semantic technologies, e.g., SWRL, in general. In the current
work, dialogue interaction requires the generation of situation-specific questions
and answers on run-time. Multiple pieces of information have to be combined
while answering questions that are not anticipated at the time of system con-
struction [12]. The important role of the combination of language technologies,
ontology engineering and machine learning is also described by Buitelaar et al.
[13]. The semantic web technologies and standards will be used for the specifica-
tion of web-based, standardized language resources. However, building ontologies
in the first place requires experienced knowledge engineers [12]. The linkage of
multiple ontology-based knowledge resources pose a challenge concerning the
combination of knowledge of different resources and the answering of queries by
considering multiple resources [14]. On the other hand, the effort of building up
the knowledge base of the dialogue system can be decreased or sourced out. Fur-
thermore, the coverage of dialogue systems is extended by integrating knowledge
of multiple resources as it will be described in the current work [15,14].

3 Motivation

The motivation for dialogue interaction in in-store shopping situations shall be
described by a futuristic example of a sales talk. A customer enters a drugstore
because she searches for a whitening toothpaste. She carries a smart phone that
is also used to request additional information about products. She wants to take
a look at the toothpastes that are right for her. She scans the barcode of a
toothpaste with her smart phone to identify the product and poses the following
question: “Which whitening toothpastes are available?” The toothpaste answers
via mobile device: “There are three whitening toothpastes available: StarLight,
Smile and WhiteSky. You can find it on the second floor. If you prefer, somebody
will get it for you.” Customer: “Yes, please.” Toothpaste: “Are you interested in
a video clip that explains the application of toothpaste StarLight?” Customer:
“Why not!” A corresponding clip is shown on a display nearby. Customer: “Very
good. Which mouthwashes fit to this toothpaste?” Toothpaste: “The best options
are these two.” Both are shown on her mobile device. Toothpaste: “If you buy
this toothpaste and one of these mouthwashes you will get a 5% discount.”
Customer: “That’s a good deal.” The example has shown complex relationships
between customers, manufacturers, products and product-related knowledge. We
will depict these relationships in the next section.
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4 Handling Clouds of Product-Centered Knowledge
Resources

In shopping environments, product-related knowledge is retrieved from different
sources that use different semantics. Primarily, we speak about digital product
descriptions that represent the informational basis to realize a customer-product
dialogue. Currently, physical products are described non-standardized or stan-
dardized in terms of static databases (e.g., STEP ISO 10303 [16]) or XML struc-
tures (e.g., BMEcat: bmecat.org). Furthermore, product-centered knowledge re-
sources also cover comparisons of products as well as their features. On the one
hand, this information is provided by single manufacturer web sites exclusively
considering their own products, e.g., Apple, Dell. On the other hand, consumer
portals, e.g. Ciao! (ciao.co.uk), allocates comparisons of products manufactured
by different companies. Further product-centered knowledge types are defini-
tions or explanations of product features. Regarding the complexity of physical
products, some features require explanations to enable customers to make con-
fident purchase decisions. Currently, such explanations are available via diverse
websites of manufacturers, search engines such as Google or online encyclope-
dias such as Wikipedia. In addition, the example in Sec. 3 shows the integra-
tion of pricing and product bundling information within the customer-product
dialogue. Knowledge about matching products is provided by manufacturers ex-
clusively concerning their own assortment as well as by shopping portals, e.g.,
Amazon, based on collaborative filtering mechanisms according to the principle
“customers who bought this item also bought [...]”. Pricing information on the
web rarely exceed the scope of comparisons between retailing portals, for in-
stance provided by ConsumerSearch (consumersearch.com). However, dynamic
prices or discount bargains against dynamic parameters like customer type, cur-
rent situation or inventory are not available. Finally, the aforementioned example
presents a natural language dialogue between customer and product. Such dia-
logue interaction requires question-answering structures represented by linguis-
tic knowledge resources. Currently, such linguistic knowledge resources are not
freely accessible on the web. This short overview points out that there is a cloud
of product-centered knowledge resources on the web, all of different semantics
and formats. How can these “cloudy” information structures be integrated into
a purposeful customer-product dialogue? In the following subsections, we will
elaborate our approach for bundling such heterogeneous knowledge resources at
a specific “hot spot” that enables standardized access to these different types
of information. At this point, we focus on the handling of different formats of
digital product descriptions as they represent essential product knowledge of
each physical product. Finally, digital product descriptions build the basis for
the calculation of dynamic prices [17] as well as product bundling results [18].

4.1 Digital Product Information in Physical Environments

As mentioned before, current physical products are mainly described in terms
of static databases (e.g., eCl@ss: eclass-online.com) or XML structures (e.g.,
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BMEcat). Modeling enterprises or business processes is generally sophisticated
(e.g., Business Process Modeling Notation: bpmn.org), but the description of
products rarely exceeds the scope of classification. Furthermore, the effort in
maintenance and extension of such product descriptions is high. So, product in-
formation is often incomplete or out-of-date. As product descriptions of diverse
physical products in shopping environments serve as basis for our customer-
product dialogue, we have to handle the different formats of these descriptions
(cf. Fig.1). We developed a mapping module that enables the automatic mapping
of diverse XML-based product description formats into a standardized seman-
tic product description structure - Smart Product Description Object (SPDO)
- and vice versa. The web-based SPDO mapping interface is able to retrieve
initial product description data from diverse servers, e.g., repositories of man-
ufacturers. Afterwards, each product description is mapped automatically onto
the core model of the SPDO structure. In case of imprecise relations between the
concepts of the initial product description and SPDO structure, the web-based
mapper interface allows the manual arrangement of concepts by the user. SPDO
represents semantic and dynamic product information. It is a product ontol-
ogy for physical products in in-store shopping environments [19]. As shown in
Fig. 1, SPDO consists of a core model1 and SPDO specific extension plugins
both formalized in OWL-DL. The further covers prototypical aspects of con-
sumer products which is all domain-independent information of the product
itself, e.g., name, color, price, manufacturer etc. Domain-specific conceptualiza-
tions, more precisely product information regarding specific product domains,
can be imported into SPDO as extension plugins, for instance cosmetics2, drugs
or fashion plugins. While mapping the original description of a physical product
to SPDO structure, an instance of SPDO is generated. That is, each product de-
scription is transformed into one instantiated SPDO file formalized in OWL-DL
(SPDO Pool)(cf. Fig.1). When we consider our in-store shopping environment,
we can say that each physical product is then described by one SPDO instance.
At the beginning of this subsection, we mentioned that product descriptions are

1 http://im.dm.hs-furtwangen.de/ontologies/spdo/2010b/SPDO.owl
2 http://im.dm.hs-furtwangen.de/ontologies/spdo/2010b/SPDO_Cosmetics.owl

http://im.dm.hs-furtwangen.de/ontologies/spdo/2010b/SPDO.owl
http://im.dm.hs-furtwangen.de/ontologies/spdo/2010b/SPDO_Cosmetics.owl
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often incomplete or out-of-date because of high effort in maintenance and ex-
tension of such data. In order to address this issue, SPDO enables dynamic and
automatic data extension and maintenance. Underspecified relations or concepts
can be completed automatically with reasoning mechanisms. Therefore, product
information based on SPDO will be extended by application of rules. A repos-
itory of web-based rules (SWRL3) enables the generation and integration of
statements about alternative or matching products into SPDO instances, more
precisely the processing of specific rules combines product descriptions automat-
ically in real-time according to parameters that can be configured dynamically,
for instance “color A fits to color B”. As a result, an advanced and automatic
processing in terms of updates and extensions is possible that forces the emer-
gence of dynamically changing product networks.

4.2 Bundling the Product-Centered Knowledge Cloud

The network of SPDOs is one part of the product-centered knowledge cloud that
needs to be processed to realize an intuitive representation of comprehensive
product information in form of dialogue interaction. Fig. 2 shows our approach
for bundling heterogeneous knowledge resources at a “hot spot” to enable stan-
dardized access to different types of product-centered knowledge. Besides SPDO
Pool, we assume that following heterogeneous knowledge resources have to be
bundled at a “hot spot” (cf. top layer in Fig. 2):

– Product-centered knowledge requested by external services is used to extend
SPDOs, e.g., integration of explanations of specific product features or prod-
uct reviews. Furthermore, external services like accessible thesauri or search
engines are requested for linguistic information to extend the lexicon of the
linguistic knowledge representation, e.g., adequate articles, plural forms of
nouns etc.

– Currently, linguistic knowledge representations that match our needs regard-
ing dialogue interaction in in-store shopping environments are not freely ac-
cessible on the web. We developed a light-weight linguistic knowledge repre-
sentation formalized in OWL-DL that represents the structural backbone of
dialogue interaction between customers and physical products. This knowl-
edge resource will be elaborated in detail in the next section.

– The repository of web-based rules covers rules regarding matching or al-
ternative products as well as rules concerning dynamic bundle prices and
discounts. Rules are applied on SPDO Pool and provide results that are
integrated in dialogue interaction.

– Sales and inventory figures of manufacturers or retailers represent large eco-
nomic data resources that should be processed within a dialogue between
customer and product. So, retailers are able to offer slow sellers in the con-
text of matching products or allow dynamic discounts dependent on sales
figures.

3 Semantic Web Rule Language - http://www.w3.org/Submission/SWRL/

 http://www.w3.org/Submission/SWRL/
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These heterogeneous knowledge resources are bundled by a semantic media-
tor (cf. middle layer of Fig. 2) that represents the “hot spot” for generating a
consistent knowledge stream based on resources of different semantics and for-
mats. The semantic mediator consists of several modules that are responsible
for requesting and processing diverse knowledge resources as well as allocat-
ing preliminary results. We discern internal (marked light grey) and interface
modules (marked dark grey) (cf. Fig. 2). Internal modules generate preliminary
results and forward these results to interface modules which directly contribute
to the consistent knowledge stream. The semantic mediator contains two inter-
nal modules: Extension Module and Inference Module. The Extension Module
requests knowledge from external services, e.g. definitions of product features via
Wikipedia, and integrates this content into SPDOs or the linguistic knowledge
representation. The second internal module - the Inference Module processes
rules of the web-based rule repository and offers rule-based results to the Pric-
ing and Product Bundling Module. Furthermore, Fig. 2 shows the following
interface modules:

– Product Knowledge Broker Module processes product information stored in
the SPDO Pool and induct this knowledge into the consistent knowledge
stream.

– NLP Module processes the linguistic knowledge representation and allocates
linguistic question-answer structures to realize dialogue interaction.
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– Pricing Module receives rule-based results from internal Inference Module
as well as economic data and therefore calculates dynamic prices.

– Product Bundling Module processes sales and inventory figures of economic
data as much as the Pricing Module. By merging economic data with rule-
based results, matching or alternative product bundles are generated.

All described interface modules induct their processing results into the consis-
tent knowledge stream whereas the semantic mediator coordinates linkage of
the diverse results as well as alignment of knowledge offerings with the needs
of the ongoing customer-product dialogue. The bottom layer of Fig. 2 shows
the physical shopping environment consisting of customer, physical products
and a mobile communication interface, e.g., the customer’s mobile. All phys-
ical products are described by one SPDO instance, respectively. The mobile
communication interface enables the dialogue interaction between customer and
product. It represents an access point to the product-centered knowledge cloud
and enables the customer to construct natural language questions term-by-term
via choosing questions segments (written mode). Additionally, the customer is
able to pose her question verbally (spoken mode). Afterwards, the mobile com-
munication interface presents the generated answers with text and images. On
technical level, the semantic mediator is implemented in TNT2 [20] - an OSGi
(osgi.org) based middleware for mobile recommendation agents in physical envi-
ronments. The NLP Module is realized by the Conversational Recommendation
Agent (CoRA) [21] that constitutes an OSGi plugin of TNT2. Furthermore, the
client of the mobile communication interface was exemplarily developed on an
Android (android.com) based mobile phone.

5 Linkage of Heterogeneous Knowledge Resources for
Dialogue Interaction

Now, we know how to bundle heterogeneous knowledge resources based on a se-
mantic mediator. But how can we dynamically merge these knowledge resources
for the generation of answers of a dialogue interaction system? We want to gen-
erate situation-specific questions and answers for a dialogue at run-time that
means questions and answers depend on concrete physical products in physi-
cal shopping situations with a specific context. These generation processes rely
on the dynamic integration of heterogeneous knowledge resources. In detail, for
answering queries by the user multiple external information resources are con-
sidered automatically. The integration of these external resources decrease the
effort of building up knowledge representations for dialogue systems. In Fig. 3,
we present a model of dynamic linkage of heterogeneous knowledge resources
for dialogue interaction. In this contribution, we focus on the linkage of product
information from SPDO Pool with linguistic structures of the linguistic knowl-
edge representation, because the NLP and Product Knowledge Broker module
constitute the conceptual basis for dialogue interaction. The right part of Fig. 3
shows the conceptual design of the linguistic knowledge representation that rep-
resents the linguistic structures of the NLP approach [21]. The representation
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Fig. 3. Model of linkage of heterogeneous knowledge resources within dialogue inter-

action

was modeled based on an analysis of a German speech corpus of sales conversa-
tions and consulting talks concerning consumer electronics at a trade fair. After
having transcribed and analyzed the corpus, we derived question structures of
these purchase conversations. The linguistic representation can be subdivided
into three parts: Natural Language Understanding (NLU), Natural Language
Generation (NLG) and lexicon. NLU covers generic schemata of questions that
are posed within the shopping domain. A semantic tree of questions is spanned
based on question segments that are filled by words or phrases of the lexicon. An
example of question schemata is listed as linguistic skeleton in Tab. 1. Similar
to NLU, NLG represents generic linguistic structures of text plans that consists
of answer schemata, which respond to the aforementioned questions. Examples
of answer schemata are listed as linguistic skeletons in Tab. 1. Segments of ques-
tion and answer schemata are filled by the German lexicon whose items base
on the Penn Treebank Tagset [22]. As shown in Fig. 3, the lexicon contains
three specific sub concepts of noun phrase: Calculation, Feature and Sequence.
These concepts represent Non-Linguistic Matching Points that operate as gates
for linking product-domain-specific information with the linguistic skeleton of
questions or answers. Calculation, Feature and Sequence contain several sub-
types that represent question and answer segments with specific functions (cf.
Tab. 2). While processing the generic linguistic structure (cf. Tab. 1, Col. 2), the
NLP Module detects noun phrases of type Calculation, Feature or Sequence and
triggers the Product Knowledge Broker Module that allocates a PQL2 endpoint
(cf. Fig. 3). A PQL2 request concerning the detected subtype of Non-Linguistic
Matching Point, e.g., “ProductCategoryValue” is sent to the PQL2 endpoint
by the NLP Module (cf. Tab. 1, Col. 3). PQL2 is a high-level semantic query
language that allows to request pools of multiple ontologies via a light-weight
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Table 1. Examples of Question-Answer Flows

Type of Non-
Linguistic
Matching
Point

Examples of Lin-
guistic Skeleton

PQL2 endpoint
query

Examples of final
output

(Feature) Pro-
ductCategory-
Value

<Which> [Product-
CategoryValue]
<are available>
<with> [Product-
Property] [Product-
PropertyValue]?

SPDO*
<pql2:product-
category>
<pql2:plural>
?value

Which bodylotions
are available with [...]
Which toothpastes
are available with [...]

(Sequence)
ProductProp-
ertyValueSEQ

[ProductCategoryValue]
<is available in>
[NumberOf] [Pro-
ductProperty]:
[ProductProp-
ertyValueSEQ]

SPDO
<pql2:product-
property[property]>
<pql2:seq> ?value

Jackets are available
in four colors: White,
Black, Grey and
Blue.
Toothpastes are avail-
able in three flavors:
Mint, Cherry and
Orange.

(Calculation)
BundlePrice

[ProductValueSEQ]
<cost> <as a
bundle only>
[BundlePrice].

SPDO*
<pql2:bundle-
price(<pql2:product-
value[product-
value]><pql2:seq>)>
?value

iPod nano and iPad
cost as a bundle only
850 USD.
Shoes Sunshine and
t-shirt Summer cost
as a bundle only 55
USD.

Table 2. Subtypes of Non-Linguistic Matching Points

Feature Sequence Calculation

ProductCategoryValue ProductPropertySEQ BundlePrice

ProductCategoryValuePlural ProductPropertyValueSEQ Discount

ProductProperty ProductValueSEQ NumberOf

ProductPropertyPlural ProductCategorySEQ PriceAverage

ProductPropertyValue ProductProperty - PropertyValueSEQ PriceThreshold

ProductValue

endpoint with simple queries that will be internally transformed in an SPARQL4

request. Below, an exemplary PQL2 query of Tab. 1 is elaborated:

SPDO <pql2:product-property[property]> <pql2:seq> ?value

This PQL2 query represents the request of a sequence (<pql2:seq>) of values of a
specificproperty of oneproduct (SPDO), e.g., <pql2:product-property[color]>.
In contrast, the term SPDO* expresses that the whole pool of SPDOs is re-
quested (cf. Tab. 1). In summary, PQL2 offers the following features:

– PQL2 analyzes the ontological structure of the ontologies in target con-
cerning their concepts and relation. Then, PQL2 offers specific requesting

4 http://www.w3.org/TR/rdf-sparql-query/

 http://www.w3.org/TR/rdf-sparql-query/
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items according to the ontological structure, e.g., <pql2:product-category>
<pql2:plural>. This means that external modules that use PQL2 need no
knowledge about the constitution of the ontological knowledge base they
request.

– PQL2 allows to request data of multiple ontologies, e.g., SPDO Pool, via a
single simplified PQL2 request (cf. Fig. 3).

– PQL2 enables the integration of semantic statements into the ontological
structures, e.g., based on information of external services or rule-based
results.

– With PQL2 other modules of the semantic mediator can be requested such
as Pricing or Product Bundling modules.

After receiving the PQL2 request by the NLP Module, the Product Knowledge
Broker Module transforms the request into one or several SPARQL queries to
request the SPDO Pool or further modules. The results are sent to the NLP
Module that inserts them into the linguistic skeleton to generate the final out-
put (cf. Tab. 1, Col. 4). The linkage of the linguistic knowledge representation
and SPDO pool via PQL2 queries is shown by means of an example consisting of
question and answer in Fig. 4. The red labeled words and phrases are filled from
on PQL2 queries (the right part of Fig. 4). Imagine, the user wants to know which
fragrances are available for the product Sunshine Bodylotion. While composing
the desired question, she selects the question segment “fragrances” from a list
of product properties (ProductProperySEQ) that are available for the product.

Question by user:
 “Which fragrances are available for Sunshine Bodylotion?” 

Answer part 2:

„The bodylotion fits to the 
vanishing crème Fresh. 

The products as a bundle cost only USD 90.“ 

[SEQUENCE.ProductPropertySEQ] 
SPDO* <pql2:product-property-desc[fragrance]> <pql2:seq> 
?value

[FEATURE.ProductValue] 
SPDO <pql2:product-value> ?value

[SEQUENCE.ProductPropertyValueSEQ] SPDO <pql2:product-
property[fragrance]> <pql2:seq> ?value

[CALCULATION.NumberOf]
SPDO* <pql2:number-of(<pql2:product-
value[fragrance]><pql2:seq>)> ?value

[FEATURE.ProductCategoryValue] 
SPDO <pql2:product-category> ?value

[CALCULATION.BundlePrice]
SPDO* <pql2:bundle-price(<pql2:product-value[product-
value]><pql2:seq>)> ?value

Linguistic skeleton of question:
<Which> [ProductPropertySEQ] <are available> <for> [ProductValue]?

colors
flavors
consistencies

Linguistic skeleton of answer part 1:
[ProductValue]  <is available> <in the following> [NumberOf] 
[ProductProperty]: [ProductPropertyValueSEQ].

Answer part 1:

“Sunshine Bodylotion is available in the following 
3 fragrances: Orange, Water lily and Spring.“ 

PQL2 queriesQuestion

[FEATURE.ProductProperty] 
SPDO <pql2:product-property-desc[fragrance]> ?value

[SEQUENCE.ProductValueSEQ] 
SPDO* <pql2:fitsTo> <pql2:product-value> <pql2:seq> ?value

Answer

Linguistic skeleton of answer part 2:
[ProductCategoryValue]  <fits to> [ProductValueSEQ]. <The products> <as 
a bundle> <cost> <only> [BundlePrice].

Fig. 4. Example of Question-Answering regarding PQL2 requests
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In this context, further possible properties would be Color, Flavor or Consis-
tency. The right part of the figure shows the PQL2 queries that are processed to
enrich the linguistic skeleton. The question “Which fragrances are available for
Sunshine Bodylotion?” is responded by an answer consisting of two parts. First,
“Sunshine Bodylotion is available in the following 3 fragrances: Orange, Water
lily and Spring.” The Sequence (ProductPropertyValueSEQ) of fragrance values
as well as the name of the property “fragrance” (ProductProperty) and the cal-
culation of the number of fragrances available (NumberOf ) is generated by a
PQL2 request. The second part of the answer presents a sequence of matching
products (ProductValueSEQ) gained via a PQL2 request that triggers the Prod-
uct Bundling Module whereas the corresponding bundle price (BundlePrice) is
filled with results of the Pricing Module.

6 Utility of Ontology-Based Dialogue Interaction

Having described the model for ontology-based dialogue interaction above, we
now test its utility for in-store shopping situations from an end-user perspec-
tive. For this purpose, we implemented a Conversational Recommendation Agent
(CoRA) that is derived from the proposed model and provides a communicative
interface between consumers and physical products at the point of sale. Tech-
nically, CoRA is an OSGi plugin of TNT2. The CoRA client is implemented
on a mobile phone. It allows consumers to identify a product by barcode via
the phone’s built-in camera and then to ask for product information as shown
in Fig. 5 to 7. In the current work, utility is defined as the degree to which
ontology-based dialogue interaction is adequate for end-users to request product
information in in-store shopping situations. Accordingly, CoRA is an implemen-
tation of this concept. In order to evaluate the utility of CoRA, we use the fol-
lowing constructs from information systems research: perceived ease of use and
perceived enjoyment [23], relative advantage of CoRA compared (1) to static
product information such as printed product labels, and (2) to a sales talk [24]
and finally, intention to use CoRA [25]. An experiment was conducted, in which
each subject was asked to use CoRA to request information of several cosmetic
products. The subjects had to ask the following questions to get used to CoRA
and to be able to evaluate it afterwards: What is the price of the product?
Which products fit to this product? Are there alternative products available?
Are there less expensive products of this product category available? What is
the average price of this product category? All of these questions were derived
from in-store sales talks and thus, are relevant in a shopping situation. With
the CoRA client, each subject was able to construct the questions term-by-term
whereas CoRA suggested only those terms from which the questions could be
constructed meaningfully (Fig. 6). The subjects had therefore not to type in the
questions manually but were only asked to chose terms they were interested in
by tapping with their finger (e.g., Which - products - fit...). During the session of
30 minutes, further guidance was provided when a subject asked for additional
help with CoRA. Then, in the second part of the experiment, the subjects were
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Fig. 5. Subject with CoRA

in front of a product shelf

Fig. 6. Step-by-step com-

position of a question

Fig. 7. Presentation of the

answer

asked to rate questionnaire items with regard to the theoretical constructs de-
scribed above. Consistent with prior research, we adopted 7-point Likert scales
that range from strongly disagree (1) to strongly agree (7).

All in all, 19 female and 37 male subjects studying at a business university
participated in the experiment. Their age ranged from 20 to 24 (n=34), 25 to
29 (n=13). The seven remaining subjects were above 30. We employed one-
sample t-tests with a neutral test value of 4 to indicate whether the results are
significantly positive or negative resulting in high or low utility scores for CoRA.
The descriptive statistics and the results of the one-sample t-tests are shown in
Tab. 3. All multi-item research constructs were reliable as Cronbach’s Alpha lies
above the recommended value of .70 [26]. The one-sample t-tests indicate that
almost all constructs were perceived positive at the highest level of significance

Table 3. Descriptive statistics and results of the one-sample t-test for the 54 partici-

pants; Note: SD = standard deviation

Construct Items Alpha Mean SD p-value Interpretation

Perceived ease of use of
CoRA

3 .761 5.70 0.87 < .001 CoRA was easy to use

Perceived enjoyment of
CoRA

3 .838 5.31 1.09 < .001 CoRA has made fun dur-
ing usage

Perceived relative ad-
vantage of CoRA when
compared to static infor-
mation

3 .748 4.59 1.26 < .01 CoRA was perceived
better relative to static
product information

Perceived relative ad-
vantage of CoRA when
compared to a sales talk

3 .802 4.03 1.25 > .05 CoRA was neither per-
ceived better nor worse
than a sales talk

Intention to use CoRA 1 n/a 5.59 1.39 < .001 The participants would
intend to use CoRA
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at .001, which supports the utility of CoRA for product information acquisition
in in-store shopping situations. Only when compared to a sales talk, CoRA
shows no significant relative advantage but also no significant disadvantage. We
therefore assume that CoRA is comparable to a sales talk, which does not only
strengthen its utility for consumers but also for retailers that may offer such a
mobile application in addition to sales personnel. Although this experiment and
its results are limited to the domain of cosmetics and are based on a relatively
small sample obtained from a university, the results are promising and may
apply for other consumer products as well. We therefore will conduct further
experiments to validate the positive results for other product domains in field
experiments.

7 Conclusion and Future Work

Dialogue interaction between customers and products encompasses the capabil-
ity for improved filtering and presentation of relevant product information in
in-store shopping situations. Thus, information needs of customers can be ad-
dressed more intuitive. In order to realize such interaction, dialogue systems and
comprehensive knowledge representations are necessary such as product informa-
tion, linguistic representations and user reviews. Because of their heterogeneous
nature and diverse semantics, these product-related knowledge resources have to
be bundled and linked to enable standardized information access. In this article,
we have introduced a conceptual model of dynamic linkage of product-related
knowledge resources for dialogue interaction in in-store shopping situations. It
was shown how multiple heterogeneous knowledge resources are bundled by a Se-
mantic Mediator that enables standardized access to different types of product-
centered knowledge resources. Especially, the mapping of product descriptions
of diverse formats, e.g., BMEcat, into a semantic product description struc-
ture is elaborated. This standardized ontological product description of physical
products is dynamically updated and extended via SWRL. Afterwards, we have
described our model of dynamic linkage of these bundled knowledge resources,
i.e. the linkage of an ontological linguistic knowledge base of the dialogue sys-
tem with a pool of product descriptions. We apply ontologies as non-linguistic
and linguistic core knowledge components of our dialogue system. The semantic
knowledge is merged automatically with external non-semantic contents. This
is enabled by a high level semantic query language that maps ontological data
into Java structures and thus allows object-oriented querying of semantic data.
With a prototype of the dialogue system, we have then shown the utility of
in-store dialogue interaction based on heterogeneous knowledge resources by an
end-user study. In our future work, we will focus on three issues: (1) extension of
the linkage model with more product-related knowledge resources, (2) enhance-
ment and standardization of PQL2 functionality, and (3) augmentation of our
linguistic resource by linking up further external services such as dbpedia.org or
zemanta.com.
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Abstract. We present the first open and cross-disciplinary 3D Internet

research platform, called ISReal, for intelligent 3D simulation of real-

ities. Its core innovation is the comprehensively integrated application

of semantic Web technologies, semantic services, intelligent agents, ver-

ification and 3D graphics for this purpose. In this paper, we focus on

the interplay between its components for semantic XML3D scene query

processing and semantic 3D animation service handling, as well as the

semantic-based perception and action planning with coupled semantic

service composition by agent-controlled avatars in a virtual world. We

demonstrate the use of the implemented platform for semantic-based 3D

simulations in a small virtual world example with an intelligent user

avatar and discuss results of the platform performance evaluation.

1 Introduction

In the Internet of today, navigation and display of content mostly remains two-
dimensional. On the other hand, the proliferation of advanced 3D graphics for
multi-player online games, affordable networked high-definition display and aug-
mented reality devices let Internet users increasingly become accustomed to and
expect high-quality 3D imagery and immersive online experience. The 3D In-
ternet (3DI) is the set of 3D virtual and mixed reality worlds in the Internet
that users can immersively experience, use and share with others for various
applications [25,5,2,31].

As of today, the 3DI offers, for example, various alternative worlds like Sec-
ondLife (2L)1, questville, Croquet and WorldOfWarcraft, and mirror worlds like
Twinity2. Applications include socializing and business collaboration in 3D meet-
ing spaces, the 3D exploration of virtual cities, the participation in cross-media
edutainment events like concerts and lectures, the trading of real and virtual
assets, the functional 3D simulation of production lines and architecture at de-
sign time, as well as advanced visual 3D information search by using 3D Web

� The work presented in this paper has been partially funded by the German Ministry

for Education and Research (BMB+F) under project grant 01IWO8005 (ISReal).
1 http://secondlife.com
2 http://www.twinity.com

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 161–176, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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browsers such as SpaceTime and ExitReality. In such virtual worlds, the user
is usually represented by and driving the behavior of an avatar as her digital
alter-ego.

Major challenges of the 3DI are (a) the more realistic, standard-based 3D
graphical display in 3D Web browsers, and (b) the making of user avatars be-
have more intelligent in their 3D environment. For example, the intelligence
of most avatars in virtual worlds today is either restricted to direct execution
of non-verbal user commands, or rather simple event-rule-based but resource-
optimized means of AI planning with massive volumes of action scripts in online
games. Besides, in most cases, avatars are not even capable of understanding the
semantics of their perceived 3D environment due to the lack of standard-based
semantic annotations of 3D scenes and reasoning upon them or do not exploit
3D scene semantics for intelligent action planning in a virtual world they are
involved in.

To address these challenges, we developed the first open, cross-disciplinary
3DI research platform, called ISReal, that integrates semantic Web, semantic
services, agents and 3D graphics for intelligent 3D simulation of realities. In this
paper, we describe the innovative interplay between its components with focus
on semantic 3D scene annotation and query processing, and the semantic-based
action planning of intelligent agent-controlled avatars together with a discussion
of our experimental performance evaluation of the platform in a simple virtual
3D world. To the best of our knowledge, there is no other such integrated 3DI
platform available yet.3

The remainder of the paper is structured as follows. Section 2 provides an
overview of the ISReal platform while sections 3 and 4 describe the global seman-
tics and intelligent agents for semantic-based 3D simulation. Section 5 demon-
strates the use of the platform for a simple use case, followed by performance
evaluation results and comments on related work in Sections 7 and 8.

2 ISReal Platform: Overview

Virtual world descriptions in XML3D. The ISReal platform can be used to
develop and simulate virtual worlds in XML3D4 which is a 3D graphics-oriented
extension of HTML4. A virtual world scene is graphically described in form of
a single XML3D scene graph that includes all objects of the 3D scene to be
displayed as its nodes. In contrast to X3D5, XML3D scene descriptions can be
directly embedded into a standard HTML page such that every scene object
becomes part of and accessible in the standard HTML-DOM (Document Object
Model) by any XML3D-compliant Web browser capable of rendering the scene
without any specific viewer plug-in required. Graphical changes in the virtual
3 Major barriers of an 3DI uptake by people today refer to its potential physio-

cognitive, social and economic impacts on individual users of virtual worlds which

discussion is outside the scope of this paper.
4 http://www.xml3d.org
5 http://www.web3d.org/x3d/specifications/
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Fig. 1. ISReal platform components

world during its simulation such as user interactions with the scene and 3D object
animation in the browser correspond to changes of its XML3D scene graph in
the Web page of the virtual world scene which is loaded and processed by the
ISReal client. In the following, we give an overview of the platform components
and its communication architecture for virtual 3D world simulations.

Platform Components. The ISReal platform consists of five groups of com-
ponents that are the user interface, the global semantics, 3D graphics, intelli-
gent agents and verification environment (see Fig. 1). The graphics environment
maintains the given set of XML3D scene graphs of virtual worlds by its internal
RTSG-2 (real-time scene graph) system [24] and renders them by a pluged-in
3D rendering engine for high-quality 3D display such as our world-fastest ray-
tracer RTFact [9] at run time. For immersive 3D interaction with simulated
virtual worlds, it additionally provides an open, immersive VR (virtual reality)
system. The global semantics environment (GSE) is responsible for managing
global scene ontologies each of which describing the semantics of a virtual world
in its application domain as well as the execution handling of globally registered
semantic services which groundings have an effect on these ontologies such as
the change of the position of some object in the scene by the respective 3D
animation in the graphics environment (cf. Section 3). The verification environ-
ment manages and composes hybrid automata that describe spatial and temporal
properties of scene objects and their interactions and verifies them against given
safety requirements at design time; for reasons of space, we omit a description of
this platform component. The semantic world model of the platform is the set of
semantically annotated 3D scene graphs with references to the global semantics
and the verification component. The agent environment manages the avatar-
controlling intelligent agents capable of scene perception, local scene ontology
management and semantic-based action planning to accomplish its tasks given
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Fig. 2. ISReal v1.1 communication architecture for virtual 3D world simulations

by the user or other agents (cf. Section 4). Finally, the user can interact with a 3D
simulated virtual world scene by alternative means of 3D Web-based or immer-
sive 3D virtual reality system-based user interface of the platform. The interface
is either of both XML3D-compliant versions of Google Chrome and Mozilla Fire-
fox browsers or an immersive VR environment based on the open VR system
Lightning (which we connected with multi-touch display, space mouse, tracking
system and iPhone as 3D input devices). A user can (non-verbally) query the
semantics of marked single objects in the simulated scene with or without her
avatar, and to command her avatar to answer complex semantic queries and to
pursue given tasks in the scene.

Communication Architecture for Virtual 3D World Simulation. The
client-server-based communication architecture of the ISReal platform 1.1 for
single-user virtual 3D world simulation is shown in Figure 2.

The ISReal client is exclusively responsible for maintaining and rendering
the complete virtual world scene with its embedded 3D graphics environment,
and communicates with the ISReal server hosting all other components (and
a Web server, in case of XML3D browser as ISReal client) for intelligent sim-
ulation. Asynchronous and bidirectional client-server communication is impe-
mented by use of the WebSockets API6. Once the initial world scene page in
HTML/XML3D is loaded by the ISReal client from the ISReal server, the client
connects to server-sided components, triggers the scene-relevant configuration of

6 http://dev.w3.org/html5/websockets/
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semantics and agents at the server, and is responsible for user-interaction-based
updates and rendering of the XML3D scene graph (Web-based or immersive
3D).7 The open ISReal platform in its current version 1.1 has been fully imple-
mented in Java and JavaScript.

3 ISReal Global Semantics

Semantic-based 3D simulation of virtual worlds is a key feature of the ISReal
platform. In this section, we describe the semantic annotation of 3D scene objects
and the global semantics environment of the platform in more detail.

3.1 Semantic 3D Scene Object Annotation

The semantic world model of the platform is the set of all semantically annotated
XML3D scene graphs for simulated virtual worlds. Any 3D scene object in a
virtual world is represented as a node of the XML3D scene graph that graphically
describes this world. The semantics of a 3D scene object can be described by
annotating its XML3D scene graph node by use of standard RDFa8 with links
to (a) the uniquely assigned object in a given global scene ontology described in
(the OWL-Horst fragment of) standard OWL2 that represents the conceptual
and assertional knowledge about the scene and application domain, (b) semantic
services in OWL-S that describe the operational functionality of the scene object
and are grounded in respective 3D animation scripts, and (c) hybrid automata
that describe object properties with respect to continuous time and space in
FOL linear arithmetics.

Figure 3 shows an example of semantic annotation of a virtual worlds scene
object, that is a door connecting room A with room B. The representation
of this object in the XML3D scene graph refers to a node labeled “doorAB”
that includes its graphical description and semantic annotation. The first case
refers to the 3D geometry (mesh) data required for rendering the scene ob-
ject “doorAB” as defined in its respective subnode. The semantic annotation of
the “doorAB” node is in RDFa with references to (a) an uniquely assigned ob-
ject “doorAB” which semantics is defined in a given global scene ontology, (b)
a set of semantic services describing the opening and closing of “doorAB” each
of which grounded with an appropriate 3D animation script to be executed by
the graphics environment, and (c) a hybrid automaton describing the temporal-
spatial property that “doorAB” can be opened and closed with angular speed of
10 degrees per second, which is not possible to encode and reason upon in OWL2.
Both the given global ontology and semantic object services are maintained in
the global semantics environment of the ISReal platform.
7 We are working on a multi-user/server architecture where the ISReal server main-

tains the global scene graph and provides multiple clients with only update instruc-

tions of how to change and render their local views on the scene based on user

interaction events.
8 The same principle of semantic annotation can be applied to X3D scene graphs as

well. For a discussion of the benefits of XML3D over X3D, we refer to [27].



166 P. Kapahnke et al.

Fig. 3. Example of semantic annotation of a XML3D scene graph object with RDFa

3.2 Global Semantics Environment

Architecture. The global semantics environment (GSE) consists of two com-
ponents as shown in Figure 4, that are the global ontology management system
(OMS) and the semantic service handler (SemSH). The OMS maintains a given
set of global ontologies each of which describing the conceptual (TBox) and fac-
tual (ABox, fact base) knowledge about one simulated virtual world in OWL2. It
handles the processing of different types of semantic queries issued by the user or
agents against the global ontology of the actually simulated virtual world9. We
assume that the TBox of the global ontology, in contrast to its ABox, does not
change during simulation. The selected global scene ontology is materialized in,
updated and queried through a selected RDF store of the OMS as usual. Other
semantic queries (which answering is not possible by triple stores) are routed
by the OMS query decider to the appropriate semantic reasoner(s) depending
on its type or indicated by the user. The SemSH maintains the global semantic
service repository that is assumed to contain all services in OWL-S which are
related to the global scene ontology in terms of having either a precondition to
be checked against its fact base, a grounding that may update the fact base as
an effect, or both.

9 In the following, we focus on the global ontology of one virtual world.
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Fig. 4. Architecture of the global semantics environment (GSE)

Implementation. The implemented GSE has two architectural key features.
First, its OMS has an open plug-in (API) architecture for using any RDF/S store
and semantic reasoner as appropriate and is realized with the LarKC platform10.
The OMS query decider routes semantic queries to OMS plug-ins available for
the RDF triple stores SwiftOLIM (with RDF materialization of OWL2 under
OWL-Horst semantics) and AllegroGraph, the semantic OWL-DL reasoner Pel-
let11 with internal Jena RDF store, and the RDF relational reasoner STAR[14].
Second, semantic query answering and service handling by the GSE is upon
request only, in particular, the GSE does not actively communicate semantic
updates of the global ontology to other components; this avoids communication
bottleneck and supports the paradigm of perception-based knowledge for BDI
agents (cf. Section 4).

Semantic 3D Scene Query Processing. As a result of its open plug-in ar-
chitecture, the types of semantic queries the OMS is capable of answering de-
pends on the respective functionality of its plug-ins for triple stores and semantic
reasoners. For example, the OMS can (a) efficiently answer object (and OWL-
Horst concept) queries with its RDF store SwiftOWLIM using SPARQL, (b)
more complex (OWL2-DL) concept queries with Pellet using SPARQL-DL, and
(c) relational object queries with STAR. For example, a relational object query
like ”How are scene objects doorAB, doorBC and roomC related ?” is processed
by STAR by reduction to the corresponding NP-hard Steiner-Tree problem for
the RDF graph of the materialized global ontology followed by the polynomial
computation of an approximated solution in O(nlogn) in terms of minimal RDF

10 http://www.larkc.eu/resources/
11 http://clarkparsia.com/pellet
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object property-based path [14]. The pattern-based conversion of the result by
our STAR-plugin of the OMS eventually yields a more human-readable answer
(rather than just a list of RDF triples) like ”doorAB leads to roomB from where
doorBC leads to roomC.” The semantic query decider of the OMS distributes
semantic queries to the specific plug-in for processing based on the respective
query type.

Global Semantic Service Execution Handling. Each semantic service reg-
istered at the global repository is executed either directly by the GSE or by the
3D graphics environment. In the first case, a service grounding updates the fact
base without any 3D animation, while in the second case a grounding triggers
both the 3D animation of an object and the change of its factual semantics in
the global scene ontology such as the opening of a previously closed door.

Fig. 5. Example of semantic 3D animation service execution handling by the GSE and

3D graphics

Figure 5 illustrates the execution of semantic services with precondition and
grounding in animation that effects the global ontology. In this example, the
SemSH of the GSE receives the call of a semantic service “openDoor” for opening
the scene object “doorAB” by some avatar (or its user). After retrieving the
OWL-S description from its repository, it checks whether the service precondition
(in SWRL) holds in the fact base of the OMS with a respective SPARQL ASK
query. If successful, the SemSH triggers the execution of the service grounding,
that is the 3D animation script for opening the door “doorAB” in the scene
by the graphics environment in the ISReal client. This animation may result
in a change of the attribute values of the (HTML-DOM) XML3D scene graph
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object “doorAB” which is observed by an object script doorChange() through its
registration at the HTML-DOM event handler for this object. In case the change
has been encoded in the object script by the scene developer to correspond with
a change of the animated object semantics in the global fact base, the script
sends a semantic update query with respective insert-delete lists of object facts
to the GSE for updating the global fact base by the OMS.

4 ISReal User Agent

In ISReal, the intelligent behavior of any avatar apart from direct user com-
mands is determined by an intelligent agent it is uniquely associated with in the
considered virtual world. The avatar represents the appearance of its user as her
alter-ego but also its agent in the virtual world, and as such it is described as
just another scene object in the XML3D scene graph of this world. The idea is
that the user does not distinguish between her avatar and the intelligent agent
that is driving its intelligent behavior; only in this sense, the terms “avatar”
and “agent” can be used interchangeably. But how to design such an intelligent
agent that is capable of understanding the semantics of the simulated scene it is
involved in and to perform semantic-based action planning?

4.1 Architecture

For the development of ISReal agents, we adopted the reactive BDI (belief-desire-
intention) architecture [22] that is known to be particularly appropriate for fast
perception, deliberation and action in dynamically changing environments such
as virtual 3D worlds. In very brief, the BDI agent is equipped with a plan
library of domain-dependent and -independent plan patterns and a BDI planner
to satisfy given goals by reactive action planning from second principles and
execution. Based on the perception of its environment, that is the simulated
3D scene it is involved in, and given task to pursue, an ISReal agent selects an
appropriate BDI plan pattern of operators, instatiates it with variable bindings
in its local fact base into actions which execution in turn affect the perceived
and locally updated state of the scene. Figure 6 outlines the architecture of an
ISReal agent which consists of (a) an uniquely associated avatar that is running
in the graphics environment (b) a semantic perception facility that interacts with
an agent sensor running in the graphics environment and the GSE, (c) a BDI
plan library and BDI planner, and (d) a local semantics environment (LSE) that
maintains its local knowledge about the virtual 3D world it is involved in.

Local Semantics. The LSE of an ISReal agent differs from the GSE in several
aspects. Though the local TBox is a copy of the global one copied from the OMS
of the GSE during scene initialisation at the ISReal server, the local fact base in-
cludes only facts about scene objects the agent individually perceives via its sen-
sor (cf. Section 4.1). The local service repository includes semantic services each
of which encoding a plan operator from its BDI plan library; only services with an
effect on the global fact base of the scene are also registered with the global reposi-
tory of the GSE. Further, the local SemSH handles the execution of agent services
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Fig. 6. ISReal user agent architecture

(not registered with the GSE) which groundings have no effect on the global fact
base. This avoids that agents arbitrarily execute animations without checking the
correlated change in the global scene semantics - such as walking through closed
doors. Further, the LSE also offers plug-ins for local selection and composition
planning of semantic services registered with the local repository.

4.2 Semantic Perception and Action Planning

Semantic Perception of 3D Scene Objects. An ISReal agent perceives its
environment via its uniquely assigned agent sensor that is continously running in
the 3D graphics environment. Each sensor is individually configurable regarding
the frequency, resolution and range of object sensing. It sends the set of previ-
ously unknown or semantically updated XML3D scene graph objects (including
the avatar object for self-perception) in the specified range together with their
hashed metadata record (from the scene graph) to the individual agent. The
semantics of perceived objects are then requested by the agent from the GSE
which returns the set of (a) all object-related facts (corresp. with terminological
object abstraction) from the global fact base and (b) all semantic object service
descriptions. The subsequent update of the local fact base and registration of
object services with the local repository completes the semantic perception. As
a result, an ISReal agent only knows about those parts of the scene it perceives
such that its local fact base may be inconsistent with the global one hosted by
the OMS of the GSE. In particular, individual sensors or local update strategies
(by default: immediately) of different agents may lead to different views on the
global scene.

Semantic-Based Action Planning and Query Processing. In principle, an
ISReal agent can answer the same type of semantic queries over its local ontology
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as the GSE over the global ontology of the simulated world. In addition, it can
satisfy action goals like “Go to next room.” or declarative goals like “Show me
how to produce A with machine X?” by use of its BDI planner and semantic
service composition planner over its local ontology and service repository. By
default, an ISReal agent is equipped with domain-independent BDI plans for
acting in virtual worlds such for basic 3D animations of its avatar, processing of
different types of semantic queries in its local ontology, and execution handling
of its actions (services) via the GSE or by itself. Other domain-dependent plans
have to be added or customized for 3D scene simulation by the 3D scene agent
developer.

In case there is no BDI plan pattern in the library that can be instantiated
to satisfy a given action goal, the agent tries to solve this problem by action
planning from first principles, that is the application of a semantic service com-
position planner to a given initial state in order to reach a given goal state. The
initial state is a local fact base copy, the set of actions are and the goal state
is either explicitly given or derived from the BDI plan context conditions at
run time. Alternatively, the agent may search first for query objects missing in
the local fact base by reactive BDI action planning before subsequent semantic
service composition planning can be performed.

Implementation. The implemented agent environment is hosted by the ISReal
server and consists of one intelligent ISReal agent and avatar by default, a model-
driven BDI agent development tool, ISReal agent configuration tool for avatar
assignment to and initialisation of an agent in a given scene, and the BDI agent
execution platforms JACK and JADEX for server-sided running of the agent
with client-sided 3D simulation of its avatar. The agent plug-ins for semantic
service selection and composition are OWLS-MX, iSeM and OWLS-XPlan 2.012.

5 Use Case Example

The implemented ISReal platform 1.1 has been used to develop and simulate
several virtual 3D worlds. In this section, we demonstrate this by means of a
simple example for 3D simulation of production lines.

Small Virtual World “SmartFactory”. The small virtual world “SmartFac-
tory” consists of two rows of three rooms each (rooms A to C, D to F) where
seven doors connect adjacent rooms, and one automatic ampoulle filling station
X located in room F. The station is capable of filling different types of pills
into a RFID-tagged cup that is placed on a transport wagon circulating between
different pill production stations on demand. The filling state of the cup is read
via RFID sensors of designated control points while filling tasks are saved on its
RFID chip. There is one default user avatar “Nancy” initially placed in room A.
Figure 7 shows the layout and a screenshot of the user interface in the XML3D
Chrome browser with the user avatar in front of the filling station.

12 http://www.dfki.de/-klusch/i2s/html/software.html
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Fig. 7. Small virtual world SmartFactory: Layout and Web user interface snapshot

Implementation. We graphically modelled this world including the avatar
Nancy by using 3DSMAX and stored the designated HTML scene page with
embedded XML3D description of the initial scene graph at the ISReal Web
server. The global ontology for this world was developed by using Protege and
then used for semi-automated semantic annotation of objects. The ontology de-
fines 89 concepts, 38 properties with initially 57 facts about 38 semantically
annotated scene objects (7 doors, 1 avatar, 1 station with 29 parts) while the
global repository includes 29 object services in OWL-S. The ISReal agent for
the single user avatar Nancy is modelled as a novice which knows nothing about
the world objects: Its local fact base is empty and no object services are regis-
tered with the local repository yet.

Integrated Example of Intelligent Simulation in a Training Scenario.
Once loaded into the XML3D browser client, the user can command her avatar
to explore the scene and to demonstrate the functionality of the filling station on
request. Consider the simple training scenario in which the user asks her avatar
“show me how to produce a pill XYZ with the filling station X?”. To satisfy the
declarative goal by semantic object service composition planning, the agent first
searches for the unknown query (goal state) objects pill XYZ, station X by reac-
tive BDI action planning with in-room navigation, semantic perception of objects
and respectively incremental update of the local fact base during its search. The
subsequently generated service composition plan with OWLS-XPlan over the
local ontology and 11 object services in the local repository is then reported to
the user in form of text as an answer and then executed by corresponding 3D
object service animations in the XML3D browser for demonstration.

6 Performance Evaluation

In this section, we discuss results of our preliminary performance evaluation of
the ISReal platform 1.1 with focus on the global semantics and agent
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environment for the use case. The tests were performed with an average re-
sourced notebook (Intel Quad Core Q9400, 2.66GHz, 8GB RAM) 13.

Global semantics environment. The results of our performance evaluation
of the OMS plug-ins (SwiftOLIM, AllegroGraph, Pellet) for LUBM benchmark
essentially are in compliance with those reported by others elsewhere [18,16] and
at the RDF Store Benchmarking site14. For our small use case, the triple store
contained 1087 (747 explicit) triples. Figure 8 summarizes the thruput of the
GSE (number of operations per simulation time). It shows, in particular, that
within 1 second of simulation in the use case, the GSE can perform 15 updates
and 75 queries over its store (precondition checks, fact retrieval; cf. Section 3).
The STAR reasoner moderately scales up to 35k triples with 35s average query
response time (AQRT).

Fig. 8. Avg ontology update time for use case (1k triples) and LUBM(1, 5, 10) [Left];

AQRT in relation to updates for use case [Middle] and LUBM(35k) [Right]

Semantic perception by agent for use case. The agent needs avg. 80ms
(320ms) to semantically perceive a scene object without (with) any annotated
service. Semantic perception time is the period from received sensor perception
event until completed update of the LSE with ontology and repository (cf. Sec-
tion 4.2). Object fact retrieval from the GSE takes 6.5ms, 74ms for local fact
base update and 240ms for registering object services in the local repository.

Semantic-based action planning by agent for use case. Preparation of the
planning domain for offline semantic service composition planning using OWLS-
XPlan takes 400ms and plan generation without execution (3D animations) takes
5s. The plan execution (service grounding in animation) appears fast with about
530ms: Precondition check per service by the GSE in 6.5ms, 3D animation by
the graphics environment in 300ms and update of the global fact base in 27ms.

Discussion. Semantic-based 3D simulation with ISReal appears reasonable for
small virtual worlds with medium-sized global scene ontology, few hundreds of
annotated 3D scene objects and up to a few dozens of agents. For example, the
simulation time of 30 agents concurrently trying to open 30 doors would take

13 Using the alternative immersive VR user interface of ISReal requires substantially

more resources for reasonable 3D simulation performance (e.g. 44 Cores with 16GB

RAM for about 15 frames per second).
14 http://esw.w3.org/RdfStoreBenchmarking
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only 1.5 seconds: Checking of 30 preconditions by the GSE (195ms), concurrent
animation of door opening (500ms) and 30 updates of global fact base (810ms).
The GSE slows down the overall 3D simulation for one agent with 33.5ms and for
30 agents with 1 second. The reactive BDI action planning appeared extremely
fast (avg 25ms per plan operation check) but the main slow down of semantic-
based planning within simulation is caused by semantic service composition with
5 seconds.

7 Related Work

It appears common sense that the use of semantics can greatly improve the
management and retrieval of 3D content [11,19,21,10] as it has been impressively
demonstrated for various practical applications in different domains such as arts,
bioinformatics, gaming, cultural heritage and virtual museums, partly in relevant
projects like Aim@Shape, FocusK3D and 3DVisa15. To the best of our knowl-
edge, the open 3DI platform ISReal significantly differs from this body of work
in general: Semantic annotation of 3D scenes in standard RDFa and OWL2 en-
ables users and avatars alike to better understand the semantics of simulated 3D
objects and their relations in the virtual world; the representation of 3D scene
graphs in XML3D allow for all-in-one and highly realistic 3D scene rendering by
any XML3D browser with our real-time raytracer RTFact; any ISReal avatar is
potentially capable of behaving more intelligent than other types of avatars in
virtual worlds available today thanks to the capabilities of its associated intel-
ligent agent for semantic reasoning, semantic-based action planning and service
composition.

In particular, many approaches to integrate semantic Web with virtual 3D
worlds [20,12] put a strong emphasis on exploiting semantic 3D content anno-
tation in RDF, RDFS or proprietary formats for semantic object search and
querying in specific application context such as the virtual 3D furniture shop
in [8,15] or the virtual 3D museum tour guide in [4] - but without semantic-
based action planning by user avatars like in ISReal. On the other hand, related
work on virtual agents such as in [1,3] and STEVE (SOAR Training Expert for
Virtual Environments)[23] focus rather on multi-modal user-agent interaction in
immersive VR environments and use of AI planning by agents with pre-coded
planning domain knowledge and plan patterns - but without any semantic-based
3D scene querying or service composition planning from first principles like in
ISReal.

8 Conclusions

We presented the first open 3DI research platform for semantic-based 3D sim-
ulations in virtual worlds that uses semantic Web, semantic services, intelligent
agents and 3D graphics. ISReal user avatars are coupled with intelligent agents
15 http://3dvisa.cch.kcl.ac.uk/project86.html
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that understand the semantics of their annotated 3D environment and perform
semantic-based action planning to satisfy goals (queries) of their users. Such
intelligent 3D simulations with the implemented platform are reasonably fast
for small virtual worlds with medium-sized global ontology, small number of
annotated 3D scene objects and up to a few dozens of agents.

However, scalability of semantic 3D scene query processing and semantic
service composition planning remains an issue for intelligent simulation of time-
critical applications of large virtual worlds with potentially thousands of se-
mantically annotated scene objects and hundreds of agents. Our ongoing work
for ISReal 2.0 is on multi-agent planning scenarios, multi-user applications, and
scalable semantic query processing respecting relevant work [26,28] and research
results from LarKC and SEALS16. The implemented ISReal platform 1.1 to-
gether with the SmartFactory use case will be released under GPL license.
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Abstract. While the number and size of Semantic Web knowledge bases in-
creases, their maintenance and quality assurance are still difficult. In this article,
we present ORE, a tool for repairing and enriching OWL ontologies. State-of-
the-art methods in ontology debugging and supervised machine learning form
the basis of ORE and are adapted or extended so as to work well in practice. ORE
supports the detection of a variety of ontology modelling problems and guides
the user through the process of resolving them. Furthermore, the tool allows to
extend an ontology through (semi-)automatic supervised learning. A wizard-like
process helps the user to resolve potential issues after axioms are added.

1 Introduction

Over the past years, the number and size of knowledge bases in the Semantic Web has
increased significantly, which can be observed in various ontology repositories and the
LOD cloud1. One of the remaining major challenges is, however, the maintenance of
those knowledge bases and the use of expressive language features of the standard web
ontology language OWL.

The goal of the ORE (Ontology Repair and Enrichment) tool2 is to provide guidance
for knowledge engineers who want to detect problems in their knowledge base and
repair them. ORE also provides suggestions for extending a knowledge base by using
supervised machine learning on the instance data in the knowledge base. ORE takes
the web aspect of the Semantic Web into account by supporting large Web of Data
knowledge bases like OpenCyc and DBpedia.

The main contributions of the article are as follows:

– provision of a free tool for repairing and extending ontologies
– implementation and combination of state-of-the-art inconsistency detection,

ranking, and repair methods
– use of supervised learning for extending an ontology
– support for very large knowledge bases available as Linked Data or via SPARQL

endpoints
– application tests of ORE on real ontologies

1 http://linkeddata.org
2 See http://dl-learner.org/wiki/ORE and download at
http://sourceforge.net/projects/dl-learner/files/
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The article is structured as follows: In Section 2, we cover the necessary foundations in
the involved research disciplines such as description logics (DLs), ontology debugging,
and learning in OWL. Section 3 describes how ontology debugging methods were im-
plemented and adapted in ORE. Similarly, Section 4 shows how an existing framework
for ontology learning was incorporated. In Section 5, we describe the structure of the
ORE user interface. The evaluation of both, the repair and enrichment part, is given in
Section 6. Related work is presented in Section 7 followed by our final conclusions in
Section 8.

2 Preliminaries

We give a brief introduction into DLs and OWL as the underlying formalism, reca-
pitulate the state of the art in ontology debugging and give the definition of the class
learning problem in ontologies.

2.1 Description Logics and OWL

DLs are usually decidable fragments of first order logic and have a variable-free syn-
tax. The standard ontology language OWL 2 is based on the DL SROIQ. We briefly
introduce it and refer to [12] for details.

In SROIQ, three sets are used as the base for modelling: individual names NI ,
concept names NC (called classes in OWL), and role names (object properties) NR. By
convention, we will use A, B (possibly with subscripts) for concept names, r for role
names, a for individuals, and C, D for complex concepts. Using those basic sets, we
can inductively build complex concepts using the following constructors:

A | � | ⊥ | {a} | C 
 D | C � D

| ∃r.Self | ∃r.C | ∀r.C |≤ n r.c |≥ n r.C

For instance, Man
∃hasChild.Female is a complex concept describing a man who
has a daughter. A DL knowledge base consists of a set of axioms. The signature of a
knowledge base (an axiom α) is the set S (Sig(α)) of atomic concepts, atomic roles and
individuals that occur in the knowledge base (in α). We will only mention two kinds of
axioms explicitly: Axioms of the form C � D are called general inclusion axioms. An
axiom of the form C ≡ D is called equivalence axiom. In the special case that C is a
concept name, we call the axiom a definition.

Apart from explicit knowledge, we can deduce implicit knowledge from a knowledge
base. Inference/reasoning algorithms extract such implicit knowledge. Typical reason-
ing tasks are:

– instance check K |= C(a)? (Does a belong to C?)
– retrieval RK(C)? (Determine all instances of C.)
– subsumption C �K D? (Is C more specific than D?)
– inconsistency K |= false? (Does K contain contradictions?)
– satisfiability C ≡K ⊥? (Can C have an instance?)
– incoherence ∃C (C ≡K ⊥)? (Does K contain an unsatisfiable class?)

Throughout the paper, we use the words ontology and knowledge base as well as com-
plex concept and class expression synonymously.
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2.2 Ontology Debugging

Finding and understanding undesired entailments such as unsatisfiable classes or incon-
sistency can be a difficult or impossible task without tool support. Even in ontologies
with a small number of logical axioms, there can be several, non-trivial causes for an en-
tailment. Therefore, interest in finding explanations for such entailments has increased
in recent years. One of the most usual kinds of explanations are justifications [15]. A
justification for an entailment is a minimal subset of axioms with respect to a given
ontology, that is sufficient for the entailment to hold. More formally, let O be a given
ontology with O |= η, then J is a justification for η if J |= η, and for all J ′ ⊂ J ,
J ′ �|= η. In the meantime, there is support for the detection of potentially overlapping
justifications in tools like Protégé3 and Swoop4. Justifications allow the user to focus
on a small subset of the ontology for fixing a problem. However, even such a subset can
be complex, which has spurred interest in computing fine-grained justifications [11] (in
contrast to regular justifications). In particular, laconic justifications are those where
the axioms do not contain superfluous parts and are as weak as possible. A subset of
laconic justifications are precise justifications, which split larger axioms into several
smaller axioms allowing minimally invasive repair.

A possible approach to increase the efficiency of computing justifications is module
extraction [6]. Let O be an ontology and O′ ⊆ O a subset of axioms of O. O′ is a
module for an axiom α with respect to O if: O′ |= α iff O |= α. O′ is a module for
a signature S if for every axiom α with Sig(α) ⊆ S, we have that O′ is a module for
α with respect to O. Intuitively, a module is an ontology fragment, which contains all
relevant information in the ontology with respect to a given signature. One possibility
to extract such a module is syntactic locality [6]. [30] showed that such locality-based
modules contain all justifications with respect to an entailment and can provide order-
of-magnitude performance improvements.

2.3 The Class Learning Problem

The process of learning in logics, i.e. trying to find high level explanations for given
data, is also called inductive reasoning as opposed to the deductive reasoning tasks we
have introduced. The main difference is that in deductive reasoning it is formally shown
whether a statement follows from a knowledge base, whereas in inductive learning we
invent new statements. Learning problems, which are similar to the one we will analyse,
have been investigated in Inductive Logic Programming [27] and, in fact, the method
presented here can be used to solve a variety of machine learning tasks apart from
ontology engineering.

The considered supervised ontology learning problem is an adaption of the prob-
lem in Inductive Logic Programming. We learn a formal description of a class A from
inferred instances in the ontology. Let a class name A ∈ NC and an ontology O be
given. We define the class learning problem as finding a class expression C such that
RO(C) = RO(A), i.e. C covers exactly all instances of A.

3 http://protege.stanford.edu
4 http://www.mindswap.org/2004/SWOOP/

http://protege.stanford.edu
http://www.mindswap.org/2004/SWOOP/
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Clearly, the learned concept C is a description of (the instances of) A. Such a concept
is a candidate for adding an axiom of the form A ≡ C or A � C to the knowledge base
K. This is used in the enrichment step in ORE as we will later describe. In the case that
A is described already via axioms of the form A � C or A ≡ C, those can be either
modified, i.e. specialised/generalised, or relearned from scratch by learning algorithms.

Machine learning algorithms usually prefer those solutions of a learning problem,
which are likely to classify unknown individuals well. For instance, using nominals
(owl:oneOf) to define the class A above as the set of its current instances is a correct
solution of the learning problem, but would classify all individuals, which are added
to the knowledge base later as not being instance of A. In many cases, the learning
problem is not perfectly solvable apart from the trivial solution using nominals. In this
case, approximations can be given by ML algorithms. It is important to note that a
knowledge engineer usually makes the final decision on whether to add one of the
suggested axioms, i.e. candidate concepts are presented to the knowledge engineer, who
can then select and possibly refine one of them.

3 Ontology Repair

For a single entailment, e.g. an unsatisfiable class, there can be many justifications.
Moreover, in real ontologies, there can be several unsatisfiable classes or several reasons
for inconsistency. While the approach described in Section 2.2 works well for small
ontologies, it is not feasible if a high number of justifications or large justifications have
to be computed. Due to the relations between entities in an ontology, several problems
can be intertwined and are difficult to separate. We briefly describe how we handle these
problems in ORE.

Root Unsatisfiability. For the latter problem mentioned above, an approach [18] is to
separate between root and derived unsatisfiable classes. A derived unsatisfiable class
has a justification, which is a proper super set of a justification of another unsatisfiable
class. Intuitively, their unsatisfiability may depend on other unsatisfiable classes in the
ontology, so it can be beneficial to fix those root problems first. There are two different
approaches for determining such classes: The first approach is to compute all justifi-
cations for each unsatisfiable class and then apply the definition. The second approach
relies on a structural analysis of axioms and heuristics. Since the first approach is com-
putationally too expensive for larger ontologies, we use the second strategy as default
in ORE. The implemented approach is sound, but incomplete, i.e. not all class depen-
dencies are found, but the found ones are correct. To increase the proportion of found
dependencies, the TBox is modified in a way which preserves the subsumption hierar-
chy to a large extent. It was shown in [18] that this allows to draw further entailments
and improve the pure syntactical analysis.

Axiom Relevance. Given a justification, the problem needs to be resolved by the user,
which involves the deletion or modification of axioms in it. To assist the user, ranking
methods, which highlight the most probable causes for problems, are important. Com-
mon methods (see [16] for details) are frequency (How often does the axiom appear in
justifications?), syntactic relevance (How deeply rooted is an axiom in the ontology?)



ORE - A Tool for Repairing and Enriching Knowledge Bases 181

and semantic relevance (How many entailments are lost or added?5). ORE supports all
metrics and a weighted aggregation of them. For computing semantic relevance, ORE
uses the incremental classification feature of Pellet, which uses locality-based modules.
Therefore, only the relevant parts of the ontology are reclassified when determining the
effect of changes.

Consequences of Repair Step. Repairing a problem involves editing or deleting an ax-
iom. Deletion has the technical advantage that it does not lead to further entailments
due to the monotonicity of DLs. However, desired entailments may be lost. In contrast,
editing axioms allows to make small changes, but it may lead to new entailments, in-
cluding inconsistencies. To support the user, ORE provides fine-grained justifications,
which only contain relevant parts of axioms and, therefore, have minimal impact on
deletion. Furthermore, ORE allows to preview new or lost entailments. The user can
then decide to preserve them, if desired.

Workflow. The general workflow of the ontology repair process is depicted in Figure
1. First, all inconsistencies are resolved. Secondly, unsatisfiable classes are handled by
computing root unsatisfiable classes, as well as regular and laconic justifications, and
different ranking metrics.

Fig. 1. Workflow for debugging an ontology in ORE

Web of Data and Scalability. In order to apply ORE to existing very large knowledge
bases in the Web of Data, the tool supports using SPARQL endpoints instead of local
OWL files as input knowledge bases. To perform reasoning on those knowledge bases,
ORE implements an incremental load procedure inspired by [9].

Using SPARQL queries, the knowledge base is loaded in small chunks. In the first
step, ORE determines the size of the knowledge base by determining the number of
all types of OWL 2 axioms. In the main part of the algorithm, a priority based loading
procedure is used. This means that axioms that are empirically more likely to cause
inconsistencies in the sense that they are often part of justifications have a higher prior-
ity. In general, schema axioms have a higher loading priority than instance data. Before
loading parts of the instance data, the algorithm performs sanity checks on the data,
i.e. performs a set of simple SPARQL queries, which probe for inconsistent axiom
sets. These cases include individuals, which are instances of disjoint classes, properties
which are used on instances incompatible with their domain, etc. The algorithm can also
be configured to fetch additional information via Linked Data such that consistency

5 Since the number of entailed axioms can be infinite, we restrict ourselves to a subset of axioms
as suggested in [16].
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of a knowledge base in combination with knowledge from another knowledge base
can be tested.

The algorithm converges towards loading the whole knowledge base into the rea-
soner, but can also be configured to stop automatically after the schema part and sample
instances, based on ABox summarisation techniques, of all classes have been loaded.
This is done to prevent a too high load on SPARQL endpoints and the fact that most
knowledge bases cannot be loaded into standard OWL reasoners on typical hardware
available. At the moment, the algorithm uses the incremental reasoning feature avail-
able in Pellet such that it is not required to reload the reasoner each time a chunk of data
has been received from the SPARQL endpoint.

The general idea behind this component of ORE is to apply state-of-the-art reasoning
methods on a larger scale than was possible previously. We show this by applying ORE
on OpenCyc and DBpedia in Section 6.3. To the best of our knowledge, none of the
existing tools can compute justifications for inconsistencies on those large knowledge
bases. This part of ORE aims at stronger support for the “web aspect” of the Semantic
Web and the high popularity of Web of Data initiative.

4 Ontology Enrichment

Currently, ORE supports enriching an ontology with axioms of the form A ≡ C and
A � C. For suggesting such an axiom, we use the DL-Learner framework to solve the
class learning problem described in Section 2.3. In particular, we use the CELOE algo-
rithm in DL-Learner, which is optimised for class learning in an ontology engineering
scenario. It is a specialisation of the OCEL algorithm [24], which was shown to be very
competitive.

The main task of ORE is to provide an interface to the algorithm and handle the
consequences of adding a suggested axiom. In this section, we will focus on the latter
problem. The learning algorithm can produce false positives as well as false negatives,
which can lead to different consequences. In the following, assume O to be an ontology
and A the class for which a definition A ≡ C was learned. Let n be a false positive,
i.e. O �|= A (n) and O |= C (n). We denote the set of justifications for O |= η with Jη .
ORE would offer the following options in this case:

1. assign n to class A
2. completely delete n in O
3. modify assertions about n such that O �|= C (n): In a first step, ORE uses several

reasoner requests to determine the part C′ of C, which is responsible for classifying
n as instance of C. The algorithm recursively traverses conjunctions and disjunc-
tions until it detects one of the class constructors below.

– C′ = B (B ∈ NC): Remove the assignment of n to B, i.e. delete at least one
axiom in each justification J ∈ JB(n)

– C′ = ∀r.D: Add at least one axiom of the form r (n, a) where a is not an
instance of D

– C′ = ∃r.D:
(a) Remove all axioms of the form r (n, a), where a is an instance of D
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(b) Remove all axioms of the form r (n, a)
– C′ =≤ mr.D: Add axioms of the form r (n, a), in which a is instance of D,

until their number is greater than m
– C′ =≥ mr.D: Remove axioms of the form r (n, a), where a is instance of D,

until their number is smaller than m

The steps above are an excerpt of the provided functionality of ORE. False negatives are
treated in a similar fashion. The strategy is adapted in case of learning superclass axioms
(A � C). Those steps, where axioms are added, can naturally lead to inconsistencies.
In such a case, a warning is displayed. If the user chooses to execute the action, the
ORE wizard can return to the inconsistency resolution step described in Section 2.2.

Fig. 2. Workflow for enriching an ontology in ORE

Workflow. The workflow for the enrichment process is shown in Figure 2. First, the user
selects a class for which he wants to learn a description. Alternatively, ORE can loop
over all classes and provides particularly interesting suggestions to the user. ORE calls
the CELOE learning algorithm and presents the 10 best suggestions to the user. If the
user decides to accept a suggestion and if there are false positives or negatives, possible
repair solutions are provided.

5 User Interface

In ORE, we decided to use a wizard-based user interface approach. This allows a user to
navigate through the dialogues step-by-step, while the dependencies between different
steps are factored in automatically. This enables the user to perform the repair and
enrichment process with only a few clicks and a low learning curve. Changes can be
rolled back if necessary. The design of ORE ensures that it can be embedded in ontology
editors. Below, we describe the most important parts of the ORE wizard.
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Fig. 3. The panel for debugging the ontology

Debugging Phase. The debugging panel is separated into four parts (see Figure 3): The
left part (1) contains unsatisfiable classes for the case that the considered ontology is
consistent. Unsatisfiable root classes are marked with a symbol in front of their name.
The upper part (2) shows the computed justifications. In addition to listing the axioms,
several metrics are displayed in a table as well as the actions for removing or editing the
axiom. The axioms are displayed in Manchester OWL Syntax6. To increase readability,
key words are emphasised and the axioms are indented. Configuration options allow to
set the maximum number of explanations, which should be displayed, and their type
(regular/laconic). In (3), lost or added entailments, as a consequence of the selected
modifications, are displayed. This part of the user interface allows to preserve those
entailments, if desired. Part (4) of the debugging panel lists the axioms, which will be
added or removed. Each action can be undone. When a user is satisfied with the changes
made, they can execute the created repair plan, which results in the actual modification
of the underlying ontology.

Enrichment Phase. For the enrichment phase, the panel is separated into three parts
(see Figure 4). The right part (2) allows to start or stop the underlying machine learning
algorithm, the configuration of it, and the selection whether equivalent or superclass
axioms should be learned. In part (1), the learned expressions are displayed. For each
class expression, a heuristic accuracy value provided by the underlying algorithm is
displayed. When a class expression is selected, an illustration of its coverage is shown
in part (3). The illustration is generated by analysing the instances covered by the class
expression and comparing it to the instance of the current named class.

6 http://www.w3.org/2007/OWL/wiki/ManchesterSyntax

http://www.w3.org/2007/OWL/wiki/ManchesterSyntax
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Fig. 4. The panel for enriching the ontology

Repair of Individuals. Enriching the ontology can have consequences on the classifi-
cation of individuals in the ontology. For repairing unwanted consequences, a dialogue
(see Figure 5) is displayed, which is separated in three parts. The upper part (1) shows
the class expression itself. As briefly described in Section 4, the parts of the expression,
which cause the problem, are highlighted. Clicking on such a part of an expression,
opens a menu, which provides repair suggestions. The middle part (2) displays informa-
tion about the individual, which is currently repaired. This allows the ontology engineer
to observe relevant information at a glance. The lower part (3) lists the repair decisions
made and provides an undo method.

Fig. 5. The panel for repairing an erroneous instance
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6 Application to Existing Knowledge Bases

To test the ORE tool, we used the TONES and Protégé ontology repositories. We loaded
all ontologies in those repositories into the Pellet reasoner. Inconsistent and incoherent
ontologies were selected as evaluation candidates for the repair step and all ontologies
which contain at least 5 classes with at least 3 instances, were selected as candidates for
the enrichment step. Out of 216 ontologies which could be loaded into the reasoner, 3
were inconsistent, and 32 were incoherent.

Please note that we have not performed an extensive evaluation of all methods under-
lying ORE as this has been done in the cited articles, where the methods are described
in more detail. The main objective was to find out whether the tool is applicable to
real-world ontologies with respect to usability, performance, and stability.

6.1 Repair Step

This part of our tests was performed by the authors of the article. From the 35 candi-
date ontologies, we selected 7 ontologies where we could obtain an understanding of
the domain within one working day. These ontologies and the test results are shown in
Table 1. We used ORE to resolve all occurring problems and, overall, resolved 1 in-
consistency and 135 unsatisfiable classes. Generally, the ontologies could be processed
without problems and the performance for computing justifications was sufficient. The
maximum time required per justification was one second.

Table 1. Repair of ontologies from the Protégé and TONES repositories
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http://protege.cim3.net/file/pub/ontologies/camera/camera.owl yes - 0 0 2
http://protege.cim3.net/file/pub/ontologies/koala/koala.owl - 3 3 0 0
http://reliant.teknowledge.com/DAML/Economy.owl - 51 11 5 0
http://www.cs.man.ac.uk/ horridgm/ontologies/complexity/UnsatCook.owl - 8 1 0 0
http://www.co-ode.org/ontologies/pizza/2007/02/12/pizza.owl - 2 3 0 0
http://www.mindswap.org/ontologies/debugging/University.owl - 9 3 1 2
http://reliant.teknowledge.com/DAML/Transportation.owl - 62 15 28 0

6.2 Enrichment Step

The test of the enrichment step was done by two researchers, who made themselves
familiar with the domain of the test ontologies. We are aware that an ideal evaluation
procedure would require OWL knowledge engineers from the respective domains, e.g.
different areas within biology, medicine, finance, and geography. Considering the bud-
get limitations, however, we believe that our method is sufficient to be able to meet
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Table 2. Test results on several ontologies. On average, suggestions by the ML algorithm were
acepted in 60% of all cases.
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http://www.mindswap.org/ontologies/SC.owl 20081 12 79 21 0 2.2±2.1 0 1771
http://www.fadyart.com/ontologies/data/Finance.owl 16057 50 52 48 0 3.6±2.6 0 1162
http://www.biopax.org/release/biopax-level2.owl 12381 34 78 22 0 2.7±2.2 1 803
http://i2geo.net/ontologies/dev/GeoSkills.owl 8803 180 56 44 0 1.6±1.2 1 295
http://reliant.teknowledge.com/DAML/Economy.owl 1625 22 74 26 0 1.5±0.9 0 77
http://www.acl.icnet.uk/ mw/MDM0.73.owl 884 77 56 44 0 3.7±2.6 1 82
http://www.co-ode.org/ontologies/.../eukariotic.owl 38 8 91 9 0 2.5±1.2 0 7

our basic test objectives for the first releases of ORE. Each researcher worked indepen-
dently and had to make 383 decisions, as described below. The time required to make
those decisions was 40 working hours per researcher.

From those ontologies obtained in the pre-selection step, described at the beginning
of this section, we picked ontologies, which vary in size and complexity. We wanted to
determine whether 1.) the underlying adapted learning algorithm is useful in practice,
i.e. is able to make sensible suggestions, 2.) to which extent additional information
can be inferred when enriching ontologies with suggestions by the learning algorithm
(described as hidden inconsistencies and additional instances below).

We ran ORE in an evaluation mode, which works as follows: For each class A, the
learning method generates at most ten suggestions with the best ones on top of the
list. This is done for learning superclasses (A � C) and equivalent classes (A ≡ C)
separately. If the accuracy of the best suggestion exceeds a defined threshold, we sug-
gest them to the knowledge engineer. The knowledge engineer then has three options
to choose from: 1. pick one of the suggestions by entering its number (accept), 2. de-
clare that there is no sensible suggestion for A in his opinion (reject), or 3. declare that
there is a sensible suggestion, but the algorithm failed to find it (fail). If the knowledge
engineer decides to pick a suggestion, we query whether adding it leads to an incon-
sistent ontology. We call this case the discovery of a hidden inconsistency, since it was
present before, but can now be formally detected and treated. We also measure whether
adding the suggestion increases the number of inferred instances of A. Being able to
infer additional instances of A, therefore, provides added value (see also the notion of
induction rate as defined in [5]).

We used the default settings of 5% noise and an execution time of 10 seconds for the
algorithm. The evaluation machine was a notebook with a 2 GHz CPU and 3 GB RAM.
Table 2 shows the evaluation results.

Objective 1: We can observe that the researchers picked option 1 (accept) most of
the time, i.e. in many cases the algorithm provided meaningful suggestions. This allows
us to answer the first evaluation objective positively. The researchers never declared
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that the algorithm failed on finding a potential solution. The 7th column shows that
many selected expressions are amongst the top 5 (out of 10) in the suggestion list,
i.e. providing 10 suggestions appears to be a reasonable choice.

Objective 2: In 3 cases a hidden inconsistency was detected. Both researchers in-
dependently coincided on those decisions. The last column shows that in all ontolo-
gies additional instances could be inferred for the classes to describe if the new axiom
would be added to the ontology after the learning process. Overall, being able to infer
additional instances was very common and hidden inconsistencies could sometimes be
detected.

6.3 Very Large Knowledge Bases

We applied ORE to two very large knowledge bases: DBpedia [21] (live version [10])
and OpenCyc. DBpedia is a knowledge base extracted from Wikipedia in a joint effort
of the University of Leipzig, the Free University of Berlin and the company OpenLink.
It contains descriptions of over 3.4 million entities out of which 1.5 million are classified
in the DBpedia ontology. Overall, the DBpedia knowledge base consists of more than
one billion triples with more than 250 million triples in the English language edition.
OpenCyc is a part of the Cyc artificial intelligence project started in 1984, which pro-
vides a huge knowledge base of common sense knowledge. In its current OWL version,
it contains more than 50 thousand classes, 20 thousand properties, 350 thousand invi-
diduals. OpenCyc has a sophisticated and large schema, while DBpedia has a smaller
schema part and a huge amount of instance data.

Application to DBpedia. Most reasoning on DBpedia focuses on very light-weight
reasoning techniques, which are usually employed within triple stores like OpenLink
Virtuoso. Standard OWL reasoners are not able to load or reason within DBpedia. How-
ever, the incremental approach sketched in Section 3 allows to apply standard reason-
ers to DBpedia, detect inconsistencies and compute justifications with only moderate
hardware requirements. Two justifications in Manchester Syntax are shown below7:

Example 1 (Incorrect Property Range in DBpedia).
Individual: dbr:Purify %28album%29 Facts: dbo:artist dbr:Axis of Advance
Individual: dbr:Axis of Advance Types: dbo:Organisation
Class: dbo:Organisation DisjointWith dbo:Person
ObjectProperty: dbo:artist Range: dbo:Person

ORE found an assertion that “Axis of Advance” created the album “Purify”. DBpedia
states that the range of the “artist” property is a person, hence “Axis of Advance” must
be a person. However, it is an organisation (a music band) and organisations and persons
are disjoint, so we get a contradiction. In this example, the problem can be resolved by
generalising the range of “artist”, i.e. not requiring it to be a person.

Example 2 (DBpedia Incompatible with External Ontology).
Individual: dbr:WKWS Facts: geo:long -81.76833343505859

7 Used prefixes: dbr = http://dbpedia.org/resource/, dbo = http://dbpedia.org/ontology/,
geo = http://www.w3.org/2003/01/geo/wgs84 pos#
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Types: dbo:Organisation
DataProperty: geo:long Domain: geo:SpatialThing
Class: dbo:Organisation DisjointWith: geo:SpatialThing

In this example, the longitude property is used on an organisation, which is a contradic-
tion, because an organisation is itself not a spatial entity. The interesting aspect of this
example is that information from an external knowledge base (W3C Geo) is fetched
via Linked Data, which is an optional feature of ORE. The inconsistency only arises in
combination with this external knowledge.

Application to OpenCyc. OpenCyc is very large, but still loadable in standard OWL
reasoners. However, only few reasoners can detect that it is not consistent. In our exper-
iments, only HermiT 1.2.3 was able to do this given sufficient memory. Nevertheless,
computing actual justifications is still not possible when considering the whole knowl-
edge base and could only be achieved using the incremental priority-based load proce-
dure in ORE. Below is an inconsistency detected by ORE in “label view”, i.e. the value
of rdfs:label is shown instead of the URIs:

Example 3 (Class Hierarchy Problems in OpenCyc).
Individual: ’PopulatedPlace’ Types: ’ArtifactualFeatureType’, ’ExistingStuffType’
Class: ’ExistingObjectType’ DisjointWith: ’ExistingStuffType’
Class: ’ArtifactualFeatureType’ SubClassOf: ’ExistingObjectType’

The example shows a problem in OpenCyc, where an individual is assigned to
classes, which can be inferred to be disjoint via the class hierarchy. (Note that “Pop-
ulatedPlace” is used as individual and class in OpenCyc, which is allowed in OWL2.)

7 Related Work

The growing interest in Semantic Technologies has led to an increasing number of on-
tologies, which has, in turn, spurred interest in techniques for ontology creation and
maintenance. In [28] and [8], methods for the detection and repair of inconsistencies
in frequently changing ontologies were developed. [29] discusses a method for axiom
pinpointing, i.e. the detection of axioms responsible for logical errors. A non proof-
theoretic method is used in OntoClean [7]. By adding meta-properties (rigidity, identity,
dependency) to each class, problems in the knowledge base taxonomy could be iden-
tified by using rules. Classes could then be moved in the hierarchy or additional ones
can be added. OntoClean supports resolving taxonomy errors, but was not designed for
detecting logical errors.

The work on the enrichment part of ORE goes back to early work on supervised
learning in DLs, e.g. [3], which used so-called least common subsumers to solve the
learning problem (a modified variant of the problem defined in this article). Later, [2]
invented a refinement operator for ALER and proposed to solve the problem by us-
ing a top-down approach. [4,13] combine both techniques and implement them in the
YINYANG tool. However, those algorithms tend to produce very long and hard-to-
understand class expressions, which are often not appropriate in an ontology enrichment
context. Therefore, ORE is based on DL-Learner [20], which allows to select between
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a variety of learning algorithms [22,23,19,24]. Amongst them, CELOE is particularly
optimised for learning easy to understand expressions. DL-FOIL [5] is a similar ap-
proach mixing upward and downward refinement. Other approaches focus on learning
in hybrid language settings [26].

In (semi-)automatic ontology engineering, formal concept analysis [1] and relational
exploration [32] have been used for completing knowledge bases. [33] focuses on learn-
ing disjointness between classes in an ontology to allow for more powerful reasoning
and consistency checking. Naturally, there is also a lot of research work on ontology
learning from text. The most closely related approach in this area is [31], in which OWL
DL axioms are obtained by analysing sentences which have definitorial character.

There are a number of related tools for ontology repair:

Swoop8[17] is a Java-based ontology editor using web browser concepts. It can com-
pute justifications for the unsatisfiability of classes and offers a repair mode. The
fine-grained justification computation algorithm is, however, incomplete. Swoop
can also compute justifications for an inconsistent ontology, but does not offer a re-
pair mode like ORE in this case. It does not extract locality-based modules, which
leads to lower performance for large ontologies.

RaDON9[14] is a plugin for the NeOn toolkit. It offers a number of techniques for
working with inconsistent or incoherent ontologies. It can compute justifications
and, similarly to Swoop, offers a repair mode. RaDON also allows to reason with in-
consistent ontologies and can handle sets of ontologies (ontology networks). Com-
pared to ORE, there is no feature to compute fine-grained justifications, and the
user gets no informations about the impact of repair.

Pellint10[25] is a Lint-based tool, which searches for common patterns which lead to
potential reasoning performance problems. In future work, we plan to integrate
support for detecting and repairing reasoning performance problems in ORE.

PION and DION11 have been developed in the SEKT project to deal with inconsisten-
cies. PION is an inconsistency tolerant reasoner, i.e. it can, unlike standard reason-
ers, return meaningful query answers in inconsistent ontologies. To achieve this,
a four-valued paraconsistent logic is used. DION offers the possibility to compute
justifications, but cannot repair inconsistent or incoherent ontologies.

Explanation Workbench12 is a Protégé plugin for reasoner requests like class unsat-
isfiability or inferred subsumption relations. It can compute regular and laconic
justifications [11], which contain only those axioms which are relevant for answer-
ing the particular reasoner request. This allows to make minimal changes to resolve
potential problems. We adapted its layout for the ORE debugging interface. Un-
like ORE, the current version of Explanation Workbench does not allow to remove
axioms in laconic justifications.

8 SWOOP: http://www.mindswap.org/2004/SWOOP/
9 RaDON: http://radon.ontoware.org/demo-codr.htm

10 PellInt: http://pellet.owldl.com/pellint
11 PION: http://wasp.cs.vu.nl/sekt/pion/

DION: http://wasp.cs.vu.nl/sekt/dion/
12 http://owl.cs.manchester.ac.uk/explanation/

http://www.mindswap.org/2004/SWOOP/
http://radon.ontoware.org/demo-codr.htm
http://pellet.owldl.com/pellint
http://wasp.cs.vu.nl/sekt/pion/
http://wasp.cs.vu.nl/sekt/dion/
http://owl.cs.manchester.ac.uk/explanation/
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Most of those tools were designed to detect logical errors or ignore them (PION). PellInt
is an exception because it detects problems relevant for reasoning performance. The
ORE tool unites several techniques present in those tools and combines them with the
DL-Learner framework to enable suggestions for enrichment. It also enhances other
tools by providing support for working on SPARQL endpoints and Linked Data.

8 Conclusions and Future Work

We have presented a freely available tool for ontology repair and enrichment. It in-
tegrates state-of-the-art methods from ontology debugging and supervised learning in
OWL in an intuitive, wizard-like interface. It combines the advantages of other tools
and provides new functionality like the enrichment part of the tool. An evaluation on
real ontologies has shown the need for a repair and enrichment tool and, in particular,
the benefits of ORE.

In future work, we aim at integrating support for further modelling problems apart
from inconsistencies and unsatisfiable classes. Those problems will be ordered by sever-
ity reaching from logical problems to suggested changes for improving reasoner perfor-
mance. We plan to improve the enrichment part by suggesting other types of axioms,
e.g. disjointness. We also plan to evaluate and optimise the SPARQL/Linked Data com-
ponent of ORE. Possibly, we will provide an alternative web interface and appropriate
hardware infrastructure for ORE such that it can be used for online analysis of Web
of Data knowledge bases. In addition to those features, a constant evaluation of the
underlying methods will be performed to improve the foundations of ORE.

References

1. Baader, F., Ganter, B., Sattler, U., Sertkaya, B.: Completing description logic knowledge
bases using formal concept analysis. In: IJCAI 2007. AAAI Press, Menlo Park (2007)

2. Badea, L., Nienhuys-Cheng, S.-H.: A refinement operator for description logics. In: Cussens,
J., Frisch, A.M. (eds.) ILP 2000. LNCS (LNAI), vol. 1866, pp. 40–59. Springer, Heidelberg
(2000)

3. Cohen, W.W., Hirsh, H.: Learning the CLASSIC description logic: Theoretical and experi-
mental results. In: KR 1994, pp. 121–133. Morgan Kaufmann, San Francisco (1994)

4. Esposito, F., Fanizzi, N., Iannone, L., Palmisano, I., Semeraro, G.: Knowledge-intensive in-
duction of terminologies from metadata. In: McIlraith, S.A., Plexousakis, D., van Harmelen,
F. (eds.) ISWC 2004. LNCS, vol. 3298, pp. 441–455. Springer, Heidelberg (2004)

5. Fanizzi, N., d’Amato, C., Esposito, F.: DL-FOIL concept learning in description logics. In:
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Abstract. We describe a mapping language for converting data contained in 
spreadsheets into the Web Ontology Language (OWL). The developed lan-
guage, called M2, overcomes shortcomings with existing mapping techniques, 
including their restriction to well-formed spreadsheets reminiscent of a single 
relational database table and verbose syntax for expressing mapping rules when 
transforming spreadsheet contents into OWL. The M2 language provides ex-
pressive, yet concise mechanisms to create both individual and class axioms 
when generating OWL ontologies. We additionally present an implementation 
of the mapping approach, Mapping Master, which is available as a plug-in for 
the Protégé ontology editor.  

1   Introduction 

One of the hurdles that new and existing users of Semantic Web standards continue to 
face is converting preexisting, non-Semantic Web encoded information into one of 
the many Semantic Web languages (e.g., RDF, OWL). In some domains, a large deal 
of this information is represented in spreadsheets (e.g., financial services), which has 
motivated both academia [1] and industry [2, 8] to develop a variety of general-
purpose spreadsheet mapping techniques to avoid manually encoding spreadsheet 
content in OWL or writing custom extraction programs. 

Existing mapping approaches, however, suffer from a variety of limitations. First, 
many mapping techniques assume very simple data models within spreadsheets [3]. 
Typically, it is assumed that each table in a spreadsheet adheres to a relational model 
where each row in the table describes a different entity and each column describes an 
attribute for that entity; we refer to this as the ‘entity-per-row’ assumption.  Unfortu-
nately, there are numerous real-world spreadsheets that do not adhere to this simple 
data model, as many spreadsheet-authoring tools are extremely flexible and do not 
restrict the manner in which users author tabular structures. Common examples of 
complex layouts can be found in the financial domain. Here, analysts or companies 
publish sales forecasts or results, which are typically represented by tables that have 
products or market segments listed in a column, quarters or years listed in a row, and 
sales figures specified for each product/market segment and date. An example of this 
type of spreadsheet is illustrated in Figure 1.  



 Mapping Master: A Flexible Approach for Mapping Spreadsheets to OWL 195 

 

 

Fig. 1. Drugs, their primary use, and their sales for a number of years1 

Recently, there have been efforts to overcome the entity-per-row limitation and to 
support mappings for arbitrary spreadsheets [1]. However, to the best of our knowl-
edge, these approaches use an RDF triples-based approach to encode mapping rules. 
They can be effective when mapping spreadsheet content to RDF, but are very cum-
bersome when encoding content in OWL due to its verbose RDF serialization. To 
illustrate, let’s assume a financial analyst wants to model the information in Figure 1 
in OWL. First, assume the analyst models each drug as a class that has OWL property 
restrictions for the drug’s treated disease type and primary indication.2 Using this 
representation, the drug Zyvox could be modeled as follows (presented using the 
Manchester Syntax [4]): 

Class: Zyvox SubClassOf: Drug and treatsDisease some 
‘Infectious and respiratory diseases’ and 
forIndication some ‘Bacterial infections’ 

 (Ex. 1) 

Next, assume the analyst models each sales figure as an OWL class that has OWL 
property restrictions for the drug, date, and actual amount. Thus, the cell C5 could be 
modeled using a new OWL class, sales1, as follows: 

Class: sales1 SubClassOf: SalesAmount and forDrug some Zyvox and 
forDate has 2008 and amount has “1,115”  (Ex. 2) 

To encode the OWL class axioms in Ex. 1 & 2 in RDF, dozens of triples are required 
because the RDF serializations for owl:intersectionOf, owl:hasValue and 
owl:someValuesFrom require multiple triples. Therefore, using currently available 
mapping techniques, even simple mapping rules can be extremely verbose. 

To overcome these limitations, we propose a new declarative OWL-centric map-
ping language that supports arbitrary spreadsheet-to-OWL mappings. The language 
also supports syntactic transformations of cell contents, as well as inline OWL axioms 
involving classes, properties and individuals extracted from cell contents. In the end, 
the mapping language enables mapping information from complex spreadsheets to 
OWL using a compact, user-friendly syntax. 
                                                           
1 Source: Pfizer 2008 Financial Report: 
http://media.pfizer.com/files/annualreport/2008/financial/ 
financial2008.pdf 

2 A philosophical discussion regarding whether this information should be modeled as classes 
or individuals is out of the scope of this paper.  However, a class-based representation is con-
sistent with modeling conventions used in widely accepted biomedical ontologies. 
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2   Related Work  

A variety of systems have been developed to map spreadsheet content to RDF. The 
earliest approach include Excel2RDF [6] and Convert2RDF [7]. Both systems provide 
basic mapping languages to support mappings from entity-per-row spreadsheets to 
RDF. The later RDF123 approach [3] has a mapping language that allows complex 
mapping conditions that support less restricted spreadsheet data models but the lan-
guage still fundamentally assumes entity-per-row storage. The recent XLWrap map-
ping approach [1] attempts to address this shortcoming. It allows data to be organized 
in essentially arbitrary ways and provides an expressive mapping language for gener-
ating RDF content. However, the resulting mapping language is rather verbose. Other 
spreadsheet mapping systems include MIT’s Simile project and Cambridge  
Semantic’s Anzo for Excel [8], though these systems are primarily based on metadata. 

Some systems use an XSLT-based approach to map automatically-generated XML 
representations of spreadsheets to RDF. However, these approaches can be very cum-
bersome and are generally useful for only a small range of simple mappings. A  
related, higher level approach is to use importation tools to generate OWL or RDF 
tabular representations of spreadsheet data and to then map these tabular representa-
tions to domain ontologies using rule or scripting languages. For example, TopBraid 
Composer’s SPARQLMotion [2] provides a range of scripting modules for generating 
RDF from tabular data imported from spreadsheets. The authors have used a similar 
approach with a data importation tool called DataMaster [9] that uses SWRL [10] 
rules to map spreadsheet data to domain-level constructs. While these approaches 
provide great flexibility, a multitude of rules or mapping scripts can quickly accumu-
late, which can be difficult to manage and debug. 

A general shortcoming of existing mapping systems is that they are RDF-centric 
and are not designed to directly work with OWL. The only exception known to the 
authors is ExcelImport [11]. However, this tool assumes simple-entity-per row 
spreadsheets and provides only a small set of OWL constructs that are specified 
graphically. It additionally does not support a mapping language. 

It is lastly noted that techniques have also been developed for mapping information 
stored in relational database management systems to RDF and OWL [13]. While 
possibly applicable to simple spreadsheets adhering to the entity-per-row assumption, 
such techniques are not suited for mapping semi-structured tables such as that  
presented in Figure 1.  

3   Mapping Language 

The primary goal of this work is to address the limitations of existing mapping tools 
by developing a new declarative OWL-centric mapping language. Importantly, this 
domain-specific language (DSL) should support complex spreadsheets that do not 
conform to the entity-per-row assumption. To ensure the mapping approach is com-
patible with the workflow familiar to users of spreadsheet tools, the language must 
also allow mappings of data spread over multiple sheets. A related requirement is that 
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it should support mapping of data that may be distributed non-uniformly in individual 
sheets; for example, multiple disconnected tables in a sheet representing the same 
underlying information. Additionally, it should allow the selective extraction of data 
from within cells. 

Full coverage of all OWL constructs is also a primary goal of the mapping lan-
guage. In addition to supporting the definition of simple OWL entities such as named 
classes, properties, and individuals, class expressions and potentially complex neces-
sary and sufficient declarations should be expressible. While an RDF triple-based 
mapping mechanism can in principle generate arbitrary OWL constructs, such an 
approach is not always practical because of OWL’s complex RDF serialization. This 
approach would also conflict with the goal of producing a concise language. 

Additionally, the language should not only be concise but also simple to learn for 
users familiar with both OWL and spreadsheet tools. A general usability issue when 
developing a custom language is providing debugging support for that language. The 
typical levels of complexity when mapping from spreadsheets to OWL makes this 
support crucial. In particular, the ability to preview the final result of a mapping ex-
pression before executing it can greatly assist in debugging. An important language 
design goal is thus to support instantaneous preview of mapping results before they 
are executed and to allow those previews to be updated dynamically when the  
underlying data are changed. 

3.1   Core M2 Language 

Rather than designing a DSL from scratch, the proposed language is built upon the 
Manchester Syntax [4], a widely used DSL for declaratively describing OWL ontolo-
gies. As illustrated in Ex. 1 & 2, this DSL has concise clauses for defining common 
OWL entities. It also provides full coverage of all OWL constructs and is familiar to 
most users of OWL since it is the standard presentation syntax used by the Protégé 
ontology editing tools [14, 15]. It has a very clean language definition, allowing it to 
be extended in a principled way. The DSL that we have defined—called M2, or Map-
ping Master—is a superset of the Manchester Syntax, so any valid Manchester Syntax 
expression is also a valid M2 expression. In the remainder of this section we provide 
an overview of the M2 language. We refer the interested reader to the M2 wiki [5] for 
a full description of the language. Additionally, its BNF is available at [17].  

M2 Reference Clause. M2 extends the Manchester Syntax to allow references to 
spreadsheet content in expressions. It introduces a new reference clause to support 
these references (see Figure 2). This clause indicates one or more cells in spreadsheet. 
In the DSL, any clause in a Manchester Syntax expression that indicates an OWL 
class, OWL property, OWL individual, data type, or data value can be substituted 
with this reference clause. 

References clauses are prefixed with the character ‘@’ and are followed by an  
Excel-style cell reference. In the standard Excel cell notation, cells extend from A1 in 
the top left corner of a sheet within a spreadsheet to successively higher columns and  
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rows, with alpha characters referring to columns and numerical values referring to 
rows3. For example, a reference to cell A5 in a spreadsheet is written as follows: 

@A5 

The above cell specification indicates that the reference is relative, meaning that if a 
formula containing the reference is copied to another cell then the row and column 
components of the reference are updated appropriately. An equivalent absolute  
reference, again adopting Excel notation, can be written as follows: 

@$A$5 

reference ::= '@' cell-ref [ '(' [ entity-type ]
                                 { value-encoding }
                                 [ shift-setting ]
                                 { empty-value-handling }
                                 [ default-value ]
                                 [ filter ]
                                 { defining-type } ')' ] 
cell-ref := [ a valid Excel sheet reference '!' ] column-ref row-ref :
column-ref ::= '*' | a valid Excel column reference
row-ref ::= '*' | a valid Excel row reference
entity-type :: = 'Class' | 'ObjectProperty' | 'DataProperty' |
                 'Individual' | xsd-type
xsd-type ::= 'xsd:int' | 'xsd:float' | ... 
value-encoding ::= ( 'rdfs:label' | 'rdf:ID' ) [ value-specification ]
value-specification ::= '=' '(' value-item { ',' value-item } ')' 
value-item ::= reference | literal | capture-expression 
capture-expression ::= '[' a valid Java pattern expression ']' 
default-value ::= 'mm:default' '=' '(' value-item { ',' value-item } ')' 
empty-value-handling ::= empty-location-handling | empty-ID-handling | 

empty-label-handling
empty-location-handling ::= 'mm:ErrorIfEmptyLocation' | ... 
shift-setting ::= 'mm:NoShift' | 'mm:ShiftLeft' | 'mm:ShiftRight' | ... 
filter ::= 'mm:default' '=' '"' a valid Excel Boolean expression '"'
defining-type ::= reference classExpression dataPropertyExpression |  |  | 

objectPropertyExpression | xsd-type
 

Fig. 2. Partial BNF of M2 reference clause 

References can also be preceded by a sheet name. For example, a reference to the 
same cell in the sheet “Sales Data” can be written: 

@“Sales Data”!$A$5 

In many real-world spreadsheets, users may want to evaluate the same mapping  
formula over a range of spreadsheet cells.  For example, an analyst would likely want 
to evaluate the mapping expression in Ex. 2 over the cell range C5:E8 of the spread-
sheet presented in Figure 1. To avoid repeatedly defining mapping expressions for 
each cell in such a range, M2 allows the user to define a cell range and then use wild-
cards, denoted by '*', in place of row and/or column references (defined in Figure 2). 
Then, when the mapping expression is evaluated, the mapper iterates over the cell 
range and the wildcards are replaced with the current row and column.  

                                                           
3 A formalization of spreadsheets is omitted here due to their widespread use and adoption. 
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The reference clause can be used in M2 expressions to define OWL constructs us-
ing spreadsheet content. For example, an M2 expression can easily be defined to take 
the name in cell A5 of the spreadsheet in Figure 1 and declare an OWL named class 
that is a subclass of an existing Drug class as follows: 

Class: @A5 SubClassOf: Drug 

This expression declares an OWL class named by the contents of cell A5 (‘Zyvox’ in 
this case) and asserts that it is a subclass of class Drug. If the class has previously been 
declared and is not already a subclass of Drug then that relationship will be asserted. 

Using this approach, any OWL axiom can be declared using the appropriate Man-
chester Syntax clause, with references used in these clauses to specify spreadsheet 
content. For example, a M2 expression to instead declare an individual of type Drug 
using the contents cell A5 as its name can be written: 

Individual: @A5 Types: Drug 

M2 Mapping Directives. The M2 language additionally extends the Manchester syn-
tax with a variety of directives, which facilitate the mapping process and help achieve 
the goals previously described.  In this section, we discuss a variety of these directives 
and illustrate their use. 

In the above drug class declaration example, it is clear that @A5 refers to an OWL 
class. However, the type cannot always be inferred and ambiguities may arise regard-
ing the type of the entity being referenced. To deal with this case, explicit entity type 
specifications are provided. Specifically, a reference may be optionally followed by a 
parenthesis-enclosed entity type specification to explicitly declare the type of refer-
enced entity. This specification can indicate that the entity is a named OWL class, an 
OWL object or data property, or an OWL individual or a data type. The M2 keywords 
to specify the types are: Class, ObjectProperty, DataProperty, Individual, and any 
XSD type name (e.g., xsd:int). Using this specification, the above drug declaration, 
for example, can be written: 

Class: @A5(Class) SubClassOf: Drug 

In many cases, specifying the super class, super property, individual class member-
ship, or the data type of referenced entities is also desired. While these types of rela-
tionships can be defined using standard Manchester Syntax expressions, this approach 
will often entail the use of multiple mapping expressions. To concisely support defin-
ing these types of relationships, a reference may optionally be followed by a paren-
thesis-enclosed list of type names. Using this approach, the above drug declaration, 
for example, can be written as follows: 

Class: @A5(Drug) 

These type specifications can themselves be cell references and can be nested to arbi-
trary depths, though excessive use of nesting may make expressions difficult to  
understand and debug. Super properties, individual class membership, and data types 
can be specified in the same way. 

A variety of name encoding strategies are supported when creating entities from 
spreadsheet content. The primary strategies are to either use direct URI-based names 
(equivalent to using rdf:about or rdf:ID clauses in an RDF serialization of OWL) or 
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to use rdfs:label annotation values. The default naming encoding uses the 
rdfs:label annotation property. The default may also be changed globally (discussed 
in Section 5). Using rdfs:label encoding, the OWL entity generated from a cell 
referenced is given an automatically generated (and non meaningful) URI and its 
rdfs:label annotation value is set to the content of the cell.  

A name encoding clause is provided to explicitly specify a desired encoding. As 
with entity type specifications, this clause is enclosed by parentheses after the cell 
reference. The M2 keywords to specify the three types of encoding are rdf:about, 
rdf:ID, and rdfs:label. Using this clause, a specification of rdf:ID encoding for the 
previous drug example can be written: 

Class: @A5(rdf:ID Drug) 

The default M2 behavior is to directly use the contents of the referenced cell when 
encoding a name. However, this default can be overridden using an optional value 
specification clause. This clause is indicated by the ‘=’ character immediately after 
the encoding specification keyword and is followed by a parenthesis-enclosed, 
comma-separated list of value specifications, which are appended to each other. These 
value specifications can be cell references or values. For example, an expression that 
extends the earlier reference to specify that the entity created from cell A5 is to use 
rdfs:label name encoding and that the name is to be the value of the cell preceded 
by the string “Sale:” can be written as follows: 

Class: @A5(rdfs:label=(“Sale:”, @A5) Drug) 

Value specification references are not restricted to the referenced cell itself and may 
indicate arbitrary cells. More than one encoding can also be specified for a particular 
reference so, for example, names and annotation values can be generated for a par-
ticular entity using the contents of different cells. 

A similar approach can be used to selectively extract values from referenced cells. 
A regular expression capture group clause is provided and can be used in any posi-
tion in a value specification clause. This clause is contained in a quoted string en-
closed by square parenthesis. For example, if cell A5 in the previous example con-
tained the string “Pfizer:Zyvox” but only the text following the ‘:’ character is to be 
used in the label encoding, an appropriate capture expression could be written as: 

Class: @A5(Drug rdfs:label=(“Sale:”, [“:([a-zA-Z][a-zA-Z0-9]*)”])) 

Note that parentheses around the sub-expressions in a regular expression clause spec-
ify capture groups and indicate that the matched strings are to be extracted. In some 
cases, more than one capture group may be matched for a cell value, in which case 
they are extracted in the order that they are matched and appended to each other.  

A filter clause may be used to indicate that cells that do not meet particular criteria 
should be ignored. This clause is indicated by the keyword mm:filter and, like value 
and type specifications, is enclosed in parentheses after a cell specification. This key-
word is followed by the ‘=’ character and a quoted condition, which is specified using 
Excel-style Boolean condition notation. Using this clause, a variant of the previous 
expression that skips cells with the value ‘Zyvox’ can be written: 

Class: @A5(mm:filter=“A5<>Zyvox” Drug) 
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M2 Missing Value Handling. To deal with missing cell values, default values can 
also be specified in references. A default value clause is provided to assign these 
values. This clause is indicated by the keyword mm:default and is followed by a 
parenthesis-enclosed, comma-separated list of value specifications. For example, the 
following expression uses this clause to indicate that the value “Unknown” should be 
used as the created class label if cell A5 is empty: 

Class: @A5(rdfs:label mm:default=(“Unknown”) Drug) 

Additional behaviors are also supported to deal with missing cell values. M2’s default 
behavior is to skip an entire expression if it contains any references with empty cells. 
Four keywords are supplied to modify this behavior. These keywords indicate that: 
(1) an error should be thrown if a cell value is missing and the mapping process 
should be stopped (mm:ErrorIfEmptyLocation); (2) expressions containing refer-
ences with empty cells should be skipped (mm:SkipIfEmptyLocation); (3) expres-
sions containing references with empty cells should generate a warning in addition to 
being skipped (mm:WarningIfEmptyLocation); and (4) expressions containing such 
empty cells should be processed (mm:ProcessIfEmptyLocation).  

The last option allows processing of spreadsheets that may contain a large amount 
of missing values. The option indicates that the M2 language processor should, if 
possible, conservatively drop the sub-expression containing the empty reference 
rather than dropping the entire expression. Consider, for example, the following M2 
expression declaring an individual from cell A5 of a spreadsheet and associating a 
property hasAge with it using the value in cell A6: 

Individual: @A5 Facts: hasAge @A6(mm:ProcessIfEmptyLocation) 

Here, using the default skip behavior action, a missing value in cell A5 will cause the 
expression to be skipped. However, the process directive for the hasAge property 
value in cell A6 will instead drop only the sub-expression containing it if that cell is 
empty. So, if cell A5 contains a value and cell A6 is empty, the resulting expression 
will still declare an individual.  

Using a similar approach, more fine grained empty value handling is also sup-
ported to specify different empty value handling behaviors for rdf:ID and 
rdfs:label values. Here, the label directives are mm:ErrorIfEmptyLabel, 
mm:SkipIfEmptyLabel, mm:WarningIfEmptyLabel, and mm:ProcessIfEmptyLabel 
with equivalent keywords for RDF identifier handling. 

One additional option is provided to deal with empty cell values. This option is 
targeted to the common case in many spreadsheets where a particular cell is supplied 
with a value and all empty cells below it are implied to have the same value. In this 
case, when these empty cells are being processed, their location must be ‘shifted’ to 
the location above it containing a value. For example, the following expression uses 
this keyword to indicate that call A5 does not contain a value for the name of the 
declared class then the row number must be shifted upwards until a value is found:  

Class: @A5(mm:ShiftUp Drug) 

If no value is found, normal empty value handling processing applied. Similar direc-
tives provide for shifting down (mm:ShiftDown), and to allow shifting to the left 
(mm:ShiftLeft) or to the right (mm:ShiftRight). 
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3.2   M2 Mapping Process 

The M2 mapping process takes a source spreadsheet, set of M2 expressions, and target 
ontology as input, and the mappings are processed in three phases. In first phase, 
every expression is preprocessed and the relevant content specified by references in 
these expressions is retrieved from the source spreadsheet. This content, which will 
either specify a data value or the name of a data type or an OWL entity, is substituted 
for each reference in an M2 expression to generate a valid Manchester Syntax  
expression.  

The second phase declares all referenced OWL entities that are not already de-
clared in the target ontology. The type specification for each reference is used to gen-
erate the appropriate declaration clause. Any super class, super property, individual 
class membership, or data type specifications in the reference are also declared in this 
phase.  

Once the entities have been declared, the third phase involves sending the final 
Manchester Syntax expression to a Manchester Syntax processor. This processor 
populates the target ontology with the OWL axioms specified by the expressions. At 
the end of phase one, the generated expressions can be checked for syntactic correct-
ness. They can also be previewed at this stage if desired, allowing users to see the 
final entity names expanded within their enclosing M2 expression.  

M2 supports several preprocessing directives to specify configuration options for 
the mapping process. These directives include the ability to declare both a default 
namespace for generated entities and to specify prefix-to-namespace mappings. The 
latter option allows M2 to deal with cells that contain both prefixed and fully qualified 
URI entity names. An option is also supported to indicate that cell values refer to 
OWL entities using annotation values. In the default case, these names—be they pre-
fixed, fully qualified, or annotated—are assumed to either refer to existing OWL 
entities or to named entities that are to be declared during the import process. M2 

supports a pair of options to modify this behavior. The first option can be set to indi-
cate that an error should be thrown if a name refers to an existing entity in the target 
ontology; the second option indicates that an error should be thrown if the name does 
not refer to an existing entity. A related option deals with the possible ambiguity in-
troduced by the use of annotation value references. It can be set to produce an error if 
more than one existing OWL entity could be named by the value.  

M2 provides an option specification clause for each option type. The general form 
of this option specification clause is a keyword followed by a value. For example, the 
default name encoding for all mappings can be written: 

mm:DefaultNameEncoding = rdfs:label 

It is noted that OWL axioms generated during the mapping process may cause incon-
sistencies in the target ontology. Further, since users have full control over M2 expres-
sion authoring, the expressions can also generate axioms that are inconsistent with 
each other. To immediately detect such inconsistencies, an ideal implementation 
would invoke an incremental OWL reasoner after each expression is executed. 
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4   Implementation 

We have developed a parser, editor, and a mapper for the M2 DSL. The parser cur-
rently supports core Manchester Syntax OWL entity declarations plus arbitrary class 
expressions, though full coverage is anticipated soon. Additionally, a development 
environment has been released as an open source plugin to the Protégé-OWL editor 
[5]. This development environment includes Java APIs for interacting with M2 from 
software applications and a graphical user interface (Figure 3).  

 

Fig. 3. Screen shot of the Mapping Master Protégé plug-in in Protégé-OWL. The top half of the 
plug-in screen shows the preview screen, which allows users to explore Excel or CSV-based 
spread sheets. The bottom portion of the plug-in screen shows the configuration control panel, 
which allows users to set default options for the mapping process and to initiate the mapping 
and review results. The floating popup shows the M2 expression editor. 

The user interface is available as a Protégé-OWL plug-in called Mapping Master 
and provides an editor for defining, managing and executing M2 expressions. It sup-
ports the loading and previewing of spreadsheets defined in both Excel and CSV 
formats. An interface to interactively specify the array of configuration options sup-
ported by M2 is also provided. M2 expressions can also be defined interactively and 
then executed to map the contents of loaded spreadsheets to a target ontology. The 
plug-in also includes a persistence mechanism to save and reload these mappings. 
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5   Empirical Evaluation 

We evaluated M2 on a variety of third party spreadsheets from several domains. Here, 
we describe the experiences encountered during these evaluations. One evaluation 
was performed by the authors on a range of publicly available financial spreadsheets 
and two were performed in collaboration with other research groups. All three re-
quired the generation of OWL ontologies, which ranged from simple ontologies con-
taining basic class and property declarations to ontologies containing definitions of 
complex necessary and sufficient conditions. The source spreadsheets ranged from 
entity-per-row layouts to spreadsheets containing irregular non-tabular structures. 

5.1   Financial Spreadsheets 

As discussed in Section 1, financial analysts make extensive use of spreadsheets that 
often contain extremely varied data layouts. In product sales spreadsheets, for exam-
ple, a tabular layout of core numerical data is common, which can be associated with 
surrounding data in complex ways. Using a range of publicly available spreadsheets 
of this type, we evaluated the ability of M2 to map them to OWL. 

The spreadsheet presented in Figure 1 is a typical example. It shows a set of sales 
figures contained in the grid C5:E8. Each grid cell contains the sales amount for a 
particular drug in a particular year. The year for each cell is contained in row 3 of its 
column and the name of the relevant drug in column A of its row. The heading in 
column A above each drug indicates its category, while column B for each cell row 
contains the primary use of the named drug. A financial analyst wishing to model this 
information in OWL must represent both the drug and sales information and associate 
them with each other. To generate these definitions, an OWL expression must be 
defined for each drug and sales amount. Ex.1 and 2 show a possible set of expressions 
that define a single sale and its associated drug.  

Figure 4 shows the two M2 mapping expressions for these examples. In these ex-
pressions, the drug subclass expression is iterated from rows 5 to 8 of column A and 
the sales subclass expression is iterated over the grid C5:E8. 

Class: @A* SubClassOf: Drug and 
                       treatsDisease some @A4 and forIndication some @B* 
Class: @** SubClassOf: SalesAmount and 
                       forDrug some @A* and amount has @** 

 

Fig. 4. Two M2 expressions to map content of a financial spreadsheet (Figure 1) to OWL ex-
pressions (Ex. 1 and 2). In this example, the drug subclass expression is iterated from rows 5 to 
8 of column A and the sales subclass expression is iterated over the grid C5:E8. 

5.2   Ontology for Biomedical Investigations 

The Ontology for Biomedical Investigations Consortium (OBI; [12]) is producing an 
integrated ontology for the description of life science and clinical investigations. The 
group has developed a spreadsheet-based procedure to allow domain experts to add 
terms to the OBI ontology that supports complex logical definitions yet is relatively  
simple to use for non ontology specialists. The procedure is based on editing  
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Fig. 5. An example OBI spreadsheet for submitting analyte assay term definition. These defini-
tions include classes defined in several external ontologies, such as the Chemical Entities of 
Biological Interest (ChEBI) ontology and the Foundational Model of Anatomy (FMA). 

 
definitions in a spreadsheet format, which is subsequently converted to OWL. An 
example spreadsheet is shown in Figure 5.  

It contains several example entities necessary to specify an analyte assay. An ana-
lyte assay measures the concentration of a molecular entity in a material entity, such 
as measuring glucose concentration in blood. Each row in the spreadsheet contains the 
information necessary to define a single assay with specific columns containing its 
parameters. Each OBI OWL definition of an assay relates the material in which the 
concentration is measured (the evaluant; e.g., blood), the molecular entity that is de-
tected (the analyte; e.g., glucose), and the units of the measurement being made (e.g., 
microgram per liter). For example, the ‘Analyte label’ column is expected to contain 
the name of the analyte, and the ‘Evaluant ID’ column the name of the evaluant. The 
content of these cells contains the URIs of terms in external ontologies. 

Figure 6 shows the M2 expression that generates the analyte assay definition con-
taining necessary and sufficient conditions from this spreadsheet. As can be seen, the 
contents of columns A, B, D, and F are specified by references in this expression and 
are incorporated into the definition of each assay. In this expression, a default rdf:ID 
name encoding is used to resolve the URIs in columns B, D, and F; the analyte assay 
class uses rdfs:label encoding for its name. This single M2 expression replaces a 
custom script that was developed by an OBI developer and was written and executed 
using the Mapping Master Protégé plug-in. The OBI team is currently using this tool 
to develop a range of additional mappings. 

Class: @A*(rdfs:label 'analyte assay') 
EquivalentTo:
(achieves_planned_objective some 'analyte measurement objective') and 
(realizes some ('evaluant role' and (role_of some
                                     @D*(material_entity)))) and 
(realizes some ('analyte role' and
                (role_of some ('scattered molecular aggregate' and
                               ('has grain' only
                                @B*('molecular entity'))))))
SubClassOf:
 has_specified_output some
     ('scalar measurement datum' and
      ('is quality measurement of' some 'molecular concentration') and 
       ('has measurement unit label' some
        @F*('measurement unit label'))) 

 

Fig. 6. M2 expressions to map content of OBI spreadsheet to necessary and sufficient defini-
tions of analyte assays in the OBI ontology. Here, the expression is iterated from row 2 to the 
end of the spreadsheet. 
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5.3   International Disease Classification 

The International Statistical Classification of Diseases and Related Health Problems 
(ICD; [16]) provides a standard classification for diseases and a wide variety of 
health-related indications. The standard has gone through a variety of revisions with 
the 11th revision (ICD-11) due in 2015. A key to the development of ICD-11 is a 
content model designed to support detailed descriptions of the characteristics of each 
disease category and clear relationships to other terminologies, all of which are to be 
modeled in OWL. Part of this content model is to be populated with definitions previ-
ously developed and encoded in spreadsheets and primarily describe individual  
disease classifications.  A sample of these definitions is presented below in Figure 7.  

 

Fig. 7. Spreadsheet containing ICD disease classes, their position in a disease hierarchy, and 
data about each disease 

Column R contains the disease classes to be constructed. The OWL content model 
requires that the content of this column is used as the rdf:ID of the created class if a 
value if present for a row; if no value is present, an rdf:ID should be automatically 
generated for the new class. The class’s label comes from the closest value to its left 
in columns A through I. These rows contain a hierarchy of the classes, with the left-
most column containing the root classes. As can be seen, most of the cells in this 
range are empty and should therefore be skipped. Property values for each created 
class are also added to the class created for column R using columns L-O (which will 
be OWL Full). Four object properties (synonym, definition, exclusion, inclusion) 
are associated with each generated class (with types SynonymTerm, DefinitionTerm, 
ExclusionTerm, InclusionTerm) with individuals generated for each. Each individual 
is assigned a property called label from the contents of the cell in its column. Again, 
if these cells contain no values for a particular row, they are skipped for that property 
(but other properties for that class get any values that are present). 

In association with the developers of content model, we developed a collection of 
M2 expressions to support mapping these spreadsheets to OWL, which replaced a 
custom mapping script they had previously developed. Figure 8 shows a sample of the 
resulting M2 expressions. The first expression declares the disease class using the cell 
content as its rdf:ID and sets its rdfs:label to the closest value in columns A 
through I. The second expression declares the subclass pairs for columns A and B. 
There is one of these expressions for each adjacent column pair. The third expression  
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associates an individual with four property values using columns L through M. The 
final expression sets the label property for one of these individuals. There is one 
expression for each of the four property value individuals. 

Class: @R*(rdf:ID rdfs:label=(@I*(mm:ShiftLeft))) 

Class: @B*(rdf:ID=(@R*) rdfs:label mm:SkipIfEmptyLabel) 
 SubClassOf: @A*(rdf:ID=(@R*) rdfs:label mm:SkipIfEmptyLabel mm:ShiftUp) 

Individual: @R*(Class rdf:ID rdfs:label=(@I*(mm:ShiftLeft))) 
 Facts: synonym    @L*(mm:SkipIfEmptyLocation SynonymTerm) 
        definition @M*(mm:SkipIfEmptyLocation DefinitionTerm ) 
        exclusion  @N*(mm:SkipIfEmptyLocation ExclusionTerm) 
        inclusion  @O*(mm:SkipIfEmptyLocation InclusionTerm)

Individual: @L*(mm:SkipIfEmptyLocation SynonymTerm) 
 Facts: label @L* 

 

Fig. 8. M2 expressions to map the content of a spreadsheet to an ICD content model. These 
expressions are iterated from row 2 to the final row of the spreadsheet. 

5.4   Evaluation Results 

In summary, real-world use of the M2 language and mapping process has demon-
strated that it provides a compact, user-friendly mechanism for mapping complex 
spreadsheets to OWL.  During the evaluation, we found that M2 was expressive 
enough to capture the desired mappings in all examples. Further, the use cases dem-
onstrated the utility of the language’s novel features not supported in previous spread-
sheet mapping work.  

6   Conclusion 

Recent approaches for mapping information contained in spreadsheets to OWL suffer 
from a variety of limitations, including assuming well-formed spreadsheets reminis-
cent of a single relational database table and verbose syntaxes for expressing mapping 
rules. In this paper, we have overcome these limitations by developing a mapping 
language, M2, which is based on an extension of the OWL Manchester Syntax. This 
mapping language supports arbitrary spreadsheet cell references and provides a com-
pact, user-friendly, OWL-centric approach for expressing mapping rules for arbitrary 
spreadsheets. The language also supports syntactic transformations of cell contents, as 
well as inline OWL axioms involving classes, properties and individuals extracted 
from cell contents. Lastly, we have recently released a free, open source implementa-
tion of the approach as a Protégé plug-in called Mapping Master. As described in this 
paper, this plug-in has been used successfully by several research groups. 

Future work includes extending the mapping approach to work directly within Mi-
crosoft Excel, which will allow mapping expressions to be authored directly in cells 
and use native Excel cell references and functions. This will additionally enable stan-
dard Excel formula operations, such as copy and paste, for mapping expressions asso-
ciated with cells, as well as allow interactive previews of M2 expressions in cells 
using references substituted with cell values. Other potential future work includes 
supporting user-defined functions in mapping expressions.  
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1 Introduction

Since its first steps in 2007, the Linking Open Data (LOD) cloud has grown
considerably, as shown in Fig. 11. However, besides recent initiatives outreaching
how to build applications using it [5] [7], there is still room for more end-user
applications (i.e. not semantic search engines nor APIs) that consume Linked
Data. While we can argue that the data itself is the most valuable component,
building innovative applications would lead to a virtuous circle enriching the
value of this global network, by analogy with Metcalfe’s law [11].

In this paper, we describe dbrec — http://dbrec.net —, a music recom-
mendation system based on Linked Data (in particular on DBpedia) offering
recommendations for more that 39,000 bands and solo artists. In addition, a
core component of dbrec is its explanation feature, provided as a side effect
of using Linked Data for computing the recommendations. We provide a user-
centric evaluation of the system in order to identify how it compares to existing
systems, in particular with last.fm2, and how users rate its novel recommen-
dations. Furthermore, besides presenting the theoretical background and the
architecture of the system, we also discuss some lessons learnt when building it,
in terms of data quality, architecture considerations as well as query patterns

� The work presented in this paper has been funded by Science Foundation Ireland

under Grant No. SFI/08/CE/I1380 (Ĺıon-2).
1 Based on [2] and http://richard.cyganiak.de/2007/10/lod/
2 http://last.fm

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 209–224, 2010.
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Fig. 1. The growth of datasets in the Linking Open Data cloud

and scalability. Thus, our aim is to provide a set of insights and best practices
that can be re-used when building end-user applications that consume Linked
Data.

The rest of the paper is organised as follows. In Section 2, we briefly de-
scribe the LDSD algorithm — Linked Data Semantic Distance —, used as a
basis of our recommendation engine. In addition, we detail its related ontology,
used to represent these distances and their explanations in RDF. In Section 3,
we discuss the dbrec architecture, explaining how the previous algorithm has
been applied to DBpedia to compute recommendations for more than 39,000
resources. Section 4 describes the evaluation of the system, including compar-
ison with last.fm, evaluation of the novel recommendations and of the system
as a whole. Then, in Section 5, we discuss three particular lessons learnt when
building dbrec, which are however relevant in the broader Linked Data context:
(1) data quality; (2) architecture considerations; and (3) SPARQL query pat-
terns and scalability. We then discuss related work in Section 6 before concluding
the paper with an overview of future challenges for dbrec.

2 Linked Data Semantic Distance

2.1 Motivation

Our main motivation was to identify how semantic distance [21] measures could
be applied to resources published on the Web as Linked Data [1]. Specifically,
and while semantic distance have been studied over time in various contexts [21]
[3] [6], our goal was to identify and to apply such measures by considering some
of the main characteristics of Linked Data:

– relying only on links — i.e. not taking into account literal values and their
linguistic proximity;
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– relying only on instance data — i.e. not taking into account ontologies used
to describe resources, since LOD is more oriented towards publishing instance
data than using formal ontologies;

– considering dereferencable URIs — so that distances can be computed simply
by accessing URIs and retrieving corresponding RDF data.

Our aim was then to identify the usefulness of the Linked Data principles for
computing semantic distance between particular resources.

2.2 A Conceptual Model for Linked Data

While Linked Data is generally introduced using its four publishing principles
[1] — which make sense from a programmatic point of view — there is a need
to ground it into a theoretical framework to define algorithms using it. We thus
provide the following definition of a Linked Data dataset, whether it is centralised
or distributed on the Web — and we can then consider LOD =

⋃
i Gi.

Definition 1. A dataset following the Linked Data principles is a graph G such
as G = (R, L, I) in which R = {r1, r2, ..., rn} is a set of resources — identified by
their URI —, L = {l1, l2, ..., ln} is a set of typed links — identified by their URI
— and I = {i1, i2, ..., in} is a set of instances of these links between resources,
such as ii = 〈lj , ra, rb〉.

This definition voluntary excludes literals, as we focused only on the URI-linking
aspect of Linked Data, as discussed in [1]: “The simplest way to make linked data
is to use, in one file, a URI which points into another”.

2.3 LDSD — Linked Data Semantic Distance

Based on this definition, we defined a Linked Data Semantic Distance (LDSD)
measure to compute the distance between two resources published as Linked
Data3, normalised in the [0, 1] interval. So far, our measure considers only re-
sources linked either directly or through a third resource, and recursive patterns
such as SimRank [15] may be used in the future. Since LDSD — and some of
its initial variants — has already been discussed in [19], we will not present it in
too many details. At a glance, for two resources ra and rb, LDSD identifies four
dimensions (direct and indirect links, both incoming and outcoming) to compute
their distance, using the following definitions.

Definition 2. Cd is a function that computes the number of direct and dis-
tinct links between resources in a graph G. Cd(li, ra, rb) equals 1 if there is an
instance of li from resource ra to resource rb, 0 if not. By extension Cd can be
used to compute (1) the total number of direct and distinct links from ra to rb

3 Note that we use the term distance while the measure may actually not be symmetric.
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(Cd(n, ra, rb)) as well as (2) the total number of distinct instances of the link li
from ra to any node (Cd(li, ra, n)).

Definition 3. Cio and Cii are functions that compute the number of indirect
and distinct links, both outcoming and incoming, between resources in a graph
G. Cio(li, ra, rb) equals 1 if there is a resource n that satisfy both 〈li, ra, n〉 and
〈li, rb, n〉, 0 if not. Cii(li, ra, rb) equals 1 if there is a resource n that satisfy
both 〈li, n, ra〉 and 〈li, n, rb〉, 0 if not. By extension Cio and Cii can be used to
compute (1) the total number of indirect and distinct links between ra and rb

(Cio(n, ra, rb) and Cii(n, ra, rb), respectively outcoming and incoming) as well as
(2) the total number of resources n linked indirectly to ra via li (Cio(li, ra, n)
and Cii(li, ra, n), respectively outcoming and incoming)

LDSD(ra, rb) =

1

1 +
∑

i
Cd(li,ra,rb)

1+log(Cd(li,ra,n)) +
∑

i
Cd(li,rb,ra)

1+log(Cd(li,rb,n)) +
∑

i
Cii(li,ra,rb)

1+log(Cii(li,ra,n)) +
∑

i
Cio(li,ra,rb)

1+log(Cio(li,ra,n))

Fig. 2. The LDSD measure

2.4 The LDSD Ontology

In addition to the measure itself, and since we focus on a Linked Data approach,
our aim was to provide the output of such measures also available on the Web
as Linked Data. We thus designed a lightweight LDSD ontology4, accompanying
the previous measure and containing two main classes:

– ldsd:Distance, in order to represent the distance between two resources
(using ldsd:from and ldsd:to) and its value (ldsd:value5)

– ldsd:Explanation (and four subclasses: ldsd:DirectIn, ldsd:DirectOut,
ldsd:IndirectIn and ldsd:IndirectOut), in order to store the links and
the property-value pairs (ldsd:property and ldsd:node) used to mea-
sure the distance, and how much similar links appear in the dataset
(ldsd:total).

Here lies one of the first advantages of using Linked Data to compute seman-
tic distance. The links that are traversed by the algorithm are all typed, and
this is consequently easy to know how the distance has been computed, as
we will show when presenting dbrec’s user-interface (Section 3.4). As an ex-
ample, the following snippet of code (Listing 1.1) represents that Elvis Pres-
ley is at a distance of 0.09 from Johnny Cash, because (among others) both
have the same value for their rdf:type property ( http://dbpedia.org/class
/yago/SunRecordsArtists), shared only by 19 artists in the http://dbpedia.
org dataset.

4 Available at http://dbrec.net/ldsd/ns#
5 rdf:value was not used due to its lack of formalism —

http://www.w3.org/TR/rdf-schema/#ch_value

http://dbpedia.org/class/yago/SunRecordsArtists
http://dbpedia.org/class/yago/SunRecordsArtists
http://dbpedia.org
http://dbpedia.org
http://dbrec.net/ldsd/ns#
http://www.w3.org/TR/rdf-schema/#ch_value
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@prefix ldsd: <http :// dbrec.net/ldsd/ns#> .

<http :// dbrec.net/distance /774 a32aa -dede -11de -84a3

-0011251 e3563 > a ldsd:Distance ;

ldsd:from <http :// dbpedia.org/resource/Johnny_Cash > ;

ldsd:to <http :// dbpedia.org/resource/Elvis_Presley > ;

ldsd:value "0.0977874534544" .

<http :// dbrec.net/distance /774 a32aa -dede -11de -84a3

-0011251 e3563 > ldsd:explain [

a ldsd:IndirectOut ;

ldsd:property <http ://www.w3.org /1999/02/22 -rdf -syntax

-ns#type > ;

ldsd:node <http :// dbpedia.org/class/yago/

SunRecordsArtists > ;

ldsd:total "19" ] .

Listing 1.1. Representing distance between Johnny Cash and Elvis Presley.

3 The dbrec Recommendation System

3.1 System Architecture

Based on our previous findings, we implemented a music recommendation system
in order to demonstrate the usability of the LDSD measure for an end-user
application. To do so, we computed semantic distance for all artists referenced
in DBpedia. While it does not involve cross-datasets recommendations, which are
possible using our algorithm, it however offers two main advantages. First, there
are more than 39,000 artists available in DBpedia for which recommendations
can be built. Second, DBpedia also provides pictures and description of artists
that can be used to build the system’s user interface.

In order to build the system, we followed four steps (Fig. 3): (1) identify the
relevant subset from DBpedia; (2) reduce the dataset for query optimisation;
(3) compute distances using the LDSD algorithm and represent them using its
ontology; (4) build a user-interface for browsing recommendations.

RDF Data RDF Data

(1) Dataset 
identification

(2) Dataset reducing

(3) LDSD 
computation

(4) User 
interface

Fig. 3. The dbrec architecture
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3.2 Identifying the Relevant Dataset from DBpedia

While the LDSD algorithm can be simply translated to SPARQL queries and
applied to any public endpoint, this approach has some drawbacks. Indeed, DB-
pedia’s public endpoint is limited to a certain number of answers per query, so
each query must be split in sub-queries, and results must then be recomposed.

Consequently, we setup our own replica of the dataset to compute the rec-
ommendations locally. Instead of relying on a complete DBpedia dump, and
as we aim at building music recommendations only, we limited ourselves to
all instances of dbpedia:MusicalArtist and dbpedia:Band from DBpedia. In
addition, according to the LDSD algorithm, we needed both incoming and out-
coming links for each artist. Fortunately, each data file in DBpedia (retrieved
when dereferencing the resource URI with the proper HTTP header) provides
this information, for both incoming and outcoming links. This also means that
the distance could be measured live, by dereferencing URIs of relevant resources,
while it would obviously be more time consuming.

The original dataset, including more than 39,000 resources, included 3,004,351
triples. We then cleaned it to get a smaller and more accurate dataset, for
two main reasons. On the one hand, we wanted to remove datatype proper-
ties, as they are not relevant for our experiment6. Removing them lead to a
dataset containing 2,247,019 triples, thus reducing the original one from about
25.2% — implying that 1/4 of DBpedia assertions, in our dataset, involve lit-
erals. On the other hand, we identified lots of redundancy and inconsistencies
in our DBpedia subset7. Especially, many links between resources are defined
redundantly as http://dbpedia.org/ontology/xxx and at the same time as
http://dbpedia.org/property/xxx. We then removed duplicates, leading to
1,675,711 triples, i.e. only 55.7% of the original dataset.

We also analysed the dataset to identify how artists are related to each other
(by direct links) in DBpedia (Fig. 4). We observed that 21,211 of them (more
than 50%) are not linked to any artists, and 9,555 are linked to three of them,
the maximum being 14 links from one artist to 14 others. Then, by using indi-
rect links for computing semantic distance with LDSD, we are able to provide
recommendations for these 21,211 isolated artists.

3.3 Cleaning and Reducing the Dataset

While being optimised in the previous step, the computation time was still far
from optimum. Even for a recommendation time of 40 seconds per artist (see
Section 5), it would have taken 15 days to compute the whole recommendations
dataset. We then focused on further optimisations not at the query-engine level,
but at the dataset level, analysing it more deeply, and we identified that: (1) 188
distinct properties are used to link artists together directly; (2) 578 distinct
properties are used to link an artist to any resource (including artists) ; (3) 767

6 We agree that using and comparing literals may help in the distance measurement,

but our focus was to consider only a link-based approach.
7 We relied on DBpedia 3.3.
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Fig. 4. Distribution of properties between artists in DBpedia

distinct properties are used to link any resource (including artists) to an artist.
We then focused on data curation: (1) on the one hand to remove properties and
property-values that are useless for computing the LDSD measures, and (2) on
the other hand, to solve some data quality issues in DBpedia.

From the 188 properties linking two artists, we identified that 18 were used
as links between artists while it was not their main purpose8, such as the
property dbprop:notableInstruments — used to link an artist to its instru-
ment(s) — or dbprop:nationalAnthem — linking a country to its anthem.
Moreover, we identified 35 properties that were wrongly defined — while how-
ever used two times of less —, such as http://dbpedia.org/property/extra18
and http://dbpedia.org/property/klfsgProperty. Then, from the 578 prop-
erties used to link artists to resources, 183 were used only one time and were
consequently useless for our recommendations, since it imply there is no more
than one artist using on. In addition, 36 of these properties were wrongly defined.
Furthermore, we identified 11 useless property-value combinations to compute
our recommendations, by being too generic such as rdf:type foaf:Agent. Fi-
nally, from the 767 properties used to link any resource to an artist, 336 were
removed as used only to link to a single artist, and 115 were wrongly written.

We then cleaned-up the dataset and reduced it to a total of 1,073,077 triples.
We eventually ran LDSD on this dataset. The computation time took a total of
9,797 minutes9, and resulted in 50,753,494 new triples describing the recommen-
dations (and the explanations) modelled using the previous LDSD ontology. The
time to compute the recommendation for a single resource obviously depended
on the artist and related properties, as one can see in Fig. 510. In addition,

8 At least from what their general usage on DBpedia can tell, since they do not have

any domain or range.
9 On a 2 x AMD Opteron 250 with 4GB memory running Ubuntu 8.10/x86 64.

10 Average time of 5 consecutive runs.
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Artist Time (sec.)

Ramones 25.20

Johnny Cash 61.16

U2 50.06

The Clash 43.34

Bar Religion 34.98

The Aggrolites 7.35

Janis Joplin 23.12

Fig. 5. Computation time

of recommendations for

various artists

Artist Distance

Elvis Presley 0.0977874534544

June Carter Cash 0.105646049225

Willie Nelson 0.13221654708

Kris Kristofferson 0.140717564665

Bob Dylan 0.146635674481

Marty Robbins 0.167300943904

Rosanne Cash 0.17826142135

Charlie McCoy 0.183656756953

Gene Autry 0.191014026051

Carl Smith 0.198003626307

Fig. 6. 10 first recommen-

dations for Johnny Cash

using LDSD

Fig. 6 displays the result of the computation (distance only, 10 first results) for
dbpedia:Johnny_Cash.

3.4 User-Interface

Thanks to the use of Linked Open Data, building the user-interface was quite
straightforward. As each artist and band is identified by a reference URI, ab-
stracts and pictures can be obtained by simply dereferencing it. We then build a
front-end providing recommendation (ranked by distance) for any of the 39,000

Fig. 7. Example of dbrec explanations



dbrec — Music Recommendations Using DBpedia 217

artists and bands of our dataset, including related pictures and abstracts. Rec-
ommendation pages are rendered via SPARQL queries ran over the computed
LDSD data, and pages also provide links to YouTube videos, Twitter messages
and last.fm profiles in order to enhance the browsing experience and let users
listen to related songs. In addition, in order to let developers build third-party
applications on top of dbrec, recommendations are also available as RDFa using
the LDSD ontology.

Explanation are provided on demand, through a “Why are they related?” link
that opens a pop-up launching another query to retrieve the explanations. These
explanations are provided using human-readable labels of the property and their
values, as seen in Fig. 7, explaining the recommendation of Elvis Presley for one
user browsing the page about Johnny Cash.

4 Evaluation

4.1 Context of the Evaluation

In order to evaluate dbrec, we focused on standard user evaluations protocols
for recommender systems, both off-line an on-line [12]. We interviewed 10 par-
ticipants: 2 women and 8 men, ages ranging from 24 to 34. Interviews were
conducted face to face (besides one that has to be done by phone) and last be-
tween 35 and 55 minutes. Before the evaluation, we asked users to submit a list
of 10 to 15 bands they listen to and appreciate, from which we randomly selected
10 bands (ensuring that all belong to the dbrec dataset).

Then, the interviews involved two main steps. First, an off-line evaluation:
for five (randomly chosen) bands from the previous list, we provided users with
two sets of ten recommendations each. One was generated from dbrec, the other
one from last.fm. Users were not aware of this and were just given the two lists
randomly, simply telling them they came from different systems. We asked inter-
viewees to rate to each recommendation (from 1 — poor — to 5 — excellent —)
or to mention if that was an unknown recommendation. Note that we asked them
to rank the relevance of the recommendations, not if they like that particular
band or artist.

Then, we conducted an on-line evaluation for the five remaining bands. Users
sat in front of the system and were asked to browse the recommendation list and
to rate the first 10 recommendations. However, as opposed to the first part, when
a band was unknown, users could read the description of each recommended
artist and check the explanations provided by dbrec. We also told users that
checking the explanations was not mandatory, as we wanted to observe how
often they use it or not11.

4.2 dbrec versus Last.fm

Regarding the off-line evaluation, the average mark for dbrec recommendations
was 3.37(±1.19) (and 3.44(±1.25) when combined with the results from the
11 For the phone interview, we asked the user to tell us if he was using them, since we

were not able to setup a screen-sharing teleconference.
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Table 1. Precision of recommendations: dbrec versus last.fm

dbrec (off-line only) dbrec (off-line and on-line) last.fm

t=2 92.05 90.59 98.32

t=3 76.63 77.72 87.91

t=4 49.06 51.23 58.05

t=5 20.09 25 25.165

on-line part), while the average mark for last.fm was 3.69(±1.01). We also evalu-
ated the precision of both recommendations, considering the number of relevant
items provided in both lists. To do so, we considered different threshold in the
multi-point scale used to evaluate the recommendations. Table 1 shows the differ-
ent values for both dbrec and last.fm (t=x means that we consider a recommen-
dation as being relevant it it is ranked x or higher). In spite of a slight advantage
for last.fm, dbrec achieves a reasonable score, especially considering that it does
not use any collaborative filtering approach, and relies only on links between re-
sources. Measuring the recall of recommendation was however not possible, as it
would have implied users to know and check all bands of the dbrec dataset.

4.3 Evaluating Novel Recommendations

An interesting outcome of the evaluation was that many recommendations were
unknown to users: 62% for dbrec (59.6% when combining off-line and on-line
parts) and 40.4% for last.fm. However, as argued by [4]: “novel recommendations
are sometimes necessary in order to improve the users experience and discovery
in the recommendation workflow”. To that end, we used the on-line setup to eval-
uate quality of the novel recommendations provided by dbrec. For that on-line
part, 310 recommendations (on a total of 50012) were identified as unknown, i.e.
being novel. Among these 310, 274 have been evaluated. One user justified that,
without listening to the music and even with the explanations, he was not able
to provide any mark for them, while other users were able to do so, judging the
recommendations by reading descriptions and explanations. Among these 274
remaining recommendations, the average rate for novel recommendations was
3.05(± 1.09). In [4], the authors also showed that, based on user-centric evalua-
tion, the average mark for novel recommendations was less than 313 and argued
“this probably emphasises the need for adding more context when recommending
unknown music. Users might want to understand why a song was recommended”.
We hence believe than the features provided by dbrec, namely the description of
each recommendation and most of all its explanation, made users better under-
stand and appreciate the recommendations — and consequently put this average
mark higher.

Furthermore, we also evaluated the precision of these recommendations, con-
sidering various thresholds as previously (Table 2). We the observed than even
12 10 users × 5 bands × 10 recommendations.
13 Respectively 3.03(±1.19) for Collaborative Filtering, 2.77(±1.20) for Hybrid and

2.57(±1.19) for Audio Content-Based recommendations.
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Table 2. Precision for novel recommendations on dbrec

Precision

t=2 t=3 t=4 t=5

89.42 70.80 37.59 7.3

with a threshold of 3 (i.e. only good, very good or excellent recommendation),
the precision is more than 70%, while still more than 37% considering only very
good or excellent ones.

Overall, in terms of recommendations, dbrec achieves respectable performances
comparable to last.fm and to other systems. However, instead of relying on
collaborative-filtering algorithms (based on proprietary data from million of
users), it only requires a set of publicly available open-data. This clearly shows
the advantage of the Linking Open Data initiative for building such recommender
systems.

4.4 Evaluating the UI and the Explanations

Finally, in addition to the recommendations themselves, we asked users to agree
(or not) on a set of adjectives describing (1) the system and its user-interface
in general, and (2) the explanations in particular. As results show (Table 3),
all users positively acknowledged both the system and its explanations. There
are however efforts to be made regarding the explanations and their related
presentation, still considered as “Too geeky” by six users.

Furthermore, we observed that users relied on explanations for 198 of the 310
unknown recommendations. In addition, they relied on it for 24 of the 190 known
recommendations, wanting to understand the reason of the recommendation, as
discussed in [16].

Table 3. User-feedback on the overall dbrec system

User-interface Explanations

Enjoyable 9 7

Useful 9 9

Enriching 8 10

Easy to use 10 9

Confusing 0 2

Complicated 0 2

Too geeky 1 6

5 Lessons Learns and Discussions

5.1 Data Quality

A first lesson learnt concerns the data quality within the LOD cloud, which is far
from perfect to build applications using it. As exposed in Section 3.3, we had to
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rely on (manual) curation of the dataset, and identified issues with the underlying
data model, such as similar properties defines at both /property and /ontology
URLs in DBpedia, or many having neither domain nor range, making difficult to
identify inconsistencies. While we focused only on the DBpedia dataset, similar
observations have been identified more globally on the Web, implying a need for
more data curation in the LOD cloud [13].

5.2 Use, but Replicate

Then, while data is openly available on the Web, and while some services provide
public SPARQL endpoints (such as DBpedia), local mirroring is required to
ensure scalability and efficiency in the development process. For example, due to
results restrictions on the public DBpedia endpoint, simply retrieving all bands
and artists from DBpedia implies to (1) get the number n of results satisfying
that pattern (which furthermore relies on COUNT, not supported by SPARQL 1.0);
(2) split the query into � n/5000 � queries using the LIMIT and OFFSET clauses;
(3) run the queries and recompose the results, while also taking care of network
issues that may break that loop. Then, we had to replicate data in a local store,
which conforms to what [10] discussed, by proposing a reference architecture
for Semantic Web applications based on empirical analysis of existing services.
Such solutions however raise the issue of synchronising datasets between original
services and local repositories, but also shows business opportunities for Linking
Open Data services providers that could deploy commercial SPARQL capabilities
with enhanced quality of service.

5.3 SPARQL: Be Quick or Be Neat

Another lesson learnt concerns the use of SPARQL, where we observed that
decomposing queries provides much faster answering time than running single
queries covering complex paths.

For example, in order to translate LDSD to SPARQL queries, one of our
need was to identify, from a resource ri, all resources rj that are linked to
a third resource rx through the same path as ri is linked to rx — that is
〈li, ri, rx〉, 〈lj , rj , rx〉 — looking for resource sharing a common property-value.
In addition, we had to ensure that rx was also either a band or a solo artists. To
do so, we considered three different options:

1. running a single query covering the full pattern, thus retrieving at the same
time all the property-value pairs, as well as the corresponding resources;

2. running a first SPARQL query to identify all the property associated to
ri, and then identifying all resources sharing a property (plus its value)
(Property-slicing);

3. running a first SPARQL query to identify all the property-values related
to ri, and then identifying all resources sharing that property-value pair
(Complete-slicing).

As Table 4 shows, while up to 135 queries were needed when we initially
needed only one, the computation time was up to 75% shorter when using the
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Table 4. Comparing strategies to identify indirectly related artists

Direct-SPARQL Property-Slicing Complete-Slicing
queries time queries time queries time

Ramones 1 139.97 20 109.51 66 37.84

Johnny Cash 1 257.81 30 152.60 135 75.35

U2 1 155.53 22 122.91 70 44.03

The Clash 1 146.43 20 110.84 79 42.61

Bad Religion 1 104.08 23 86.49 97 47.35

The Aggrolites 1 145.92 13 114.52 28 28.33

Janis Joplin 1 230.88 27 151.00 98 62.81

complete-slicing approach14. This means that optimisation must be done by the
query authors, as writing extensive queries for a complex graph-matching is
not yet the best solution regarding scalability. Further work should probably to
be done to optimise complex SPARQL query processing and decomposition of
patterns [23], so that developers could write single queries instead of relying on
decomposition and recomposition of results through external scripts.

6 Related Work

In the realm of large-scale Semantic Web based recommender systems, the most
know approach is probably the FOAFing-the-music project [18], that uses the
distributed social networking capabilities of FOAF to provide music recommen-
dations based on users’ and friends’ tastes. Focusing on a similar idea of cross-
social-networking recommendations, [20] presented some ways to use FOAF,
SIOC and MOAT to compute recommendations and also discussed some first
steps on using Linked Data to build explanatory recommender systems. More
recently, [9] followed a similar idea by developing a first prototype applied to
cross-sites collaborative filtering using Linked Data. However, as discussed in
introduction, our motivation was to rely on Linked Data from a resource-centric
point of view, not considering social aspects but only links between resources.
In that context, LODations recently focused on LOD-based music recommenda-
tions15, while using a simpler approach not ranking the recommendations nor
combining multiple features automatically. Furthermore, [17] also focused on the
use of ontologies for recommender systems.

Regarding ontologies and data modelling, extensive work has been done around
the Music Ontology [22]. This also includes MuSim16 — The Music Similarity
Ontology [14] — that could be mapped to our LDSD ontology in the future.

14 While we ran these tests only with our local endpoint, using 4store, we observed

that the initial full-query time-outs on the public DBpedia endpoint while other

strategies ran properly, albeit the query limit that we mentioned earlier, and similar

timing issues.
15 http://lodations.heroku.com/
16 http://grasstunes.net/ontology/musim/musim.html

http://lodations.heroku.com/
http://grasstunes.net/ontology/musim/musim.html
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More recently, a Recommendation Ontology has also been proposed17, and we
may also consider alignment with our model and SCOVO — the Statistical Core
Vocabulary [8] — to represent statistic information about the explanations of
the recommendations.

7 Future Work

In terms of future work, we first plan to investigate additional criteria to tune the
distance measurement. It could include using the transitivity of genres, defined as
skos:Concepts and hierarchically ordered in DBpedia. We may also investigate
link propagation and recursivity, as done by SimRank, in order to recommend
artists that are more than one node away of the seed one.

Moreover, feature selection is also an issue that needs to be tackled. Indeed,
we identified that geolocation properties are often used for recommendation,
but not always relevant. This is especially a problem for bands having a poor
description in DBpedia, especially non-international ones where often, the only
property besides their genre is their location. Then, it makes recommendation
based mostly on the genre and location, which is often not relevant enough. We
could have imagined excluding or weighting geolocation properties, but the issue
is actually more complex. For instance, for a pop-band, being from Washington
or San Francisco is probably not relevant. However, for a punk-hardcore one, this
makes a lot of sense since the two scenes are radically different, and someone
enjoying east-cost punk-hardcore may not listen to west-coast one. However, this
would probably require manual classification of such graph patterns, in order to
identify their relevance or not in certain contexts.

In addition, while currently limited to DBpedia, we aim at integration fur-
ther sources of information (Freebase, MusicBrainz, etc.) to compute the recom-
mendations, making the system targeted towards a wider Linking Open Data
perspective.

8 Conclusion

In this paper, we discussed how semantic distance measures can be applied to
Linked Data, and how they can be used to build music recommendation systems.
We provided an algorithm to enable such measures on any Linked Data dataset,
and an ontology to represent the distances and their explanations.

In addition, we have build dbrec, a recommendation system using DBpedia
and providing open and explanatory recommendations for more than 39,000
bands and solo artists. The system was evaluated with use-centric evaluation,
both off-line and on-line. We showed how it competes with last.fm, in addition
of providing relevant novel recommendations, while relying only on public and
open data, and not of listening behaviours of a large user set.

17 http://smiy.sourceforge.net/rec/spec/recommendationontology.html

http://smiy.sourceforge.net/rec/spec/recommendationontology.html
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Finally, more than the distance measurement and the application, we dis-
cussed some set of lessons learnt from building the system, in terms of data qual-
ity, architectures for Semantic Web applications and optimisation of SPARQL
queries. We hope that such lessons could be useful for implementers and provide
some useful insights for anyone building applications consuming Linked Data
circa’2010.

References

1. Berners-Lee, T.: Linked Data. Design Issues for the World Wide Web, World Wide

Web Consortium (2006), http://www.w3.org/DesignIssues/LinkedData.html

2. Bizer, C., Heath, T., Ayers, D., Raimond, Y.: Interlinking Open Data on the Web.

In: Franconi, E., Kifer, M., May, W. (eds.) ESWC 2007. LNCS, vol. 4519. Springer,

Heidelberg (2007)

3. Budanitsky, E., Hirst, G.: Semantic distance in wordnet: An experimental,

application-oriented evaluation of five measures. In: Proceedings of the NAACL

2001 Workshop on WordNet and Other Lexical Resources (2001)
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Abstract. Although the Internet, as an ubiquitous medium for communica-
tion, publication and research, already significantly influenced the way histori-
ans work, the capabilities of the Web as a direct medium for collaboration in
historic research are not much explored. We report about the application of an
adaptive, semantics-based knowledge engineering approach for the development
of a prosopographical knowledge base on the Web - the Catalogus Professorum
Lipsiensis. In order to enable historians to collect, structure and publish proso-
pographical knowledge an ontology was developed and knowledge engineering
facilities based on the semantic data wiki OntoWiki were implemented. The re-
sulting knowledge base contains information about more than 14.000 entities and
is tightly interlinked with the emerging Web of Data. For access and exploration
by other historians a number of access interfaces were developed, such as a vi-
sual SPARQL query builder, a relationship finder and a Linked Data interface.
The approach is transferable to other prosopographical research projects and his-
torical research in general, thus improving the collaboration in historic research
communities and facilitating the reusability of historic research results.

1 Introduction

The World Wide Web, as an ubiquitous medium for publication and exchange, already
significantly influenced the way historians work: the online availability of catalogs and
bibliographies allows to eÆciently search for content relevant for a certain investiga-
tion; the increasing digitization of works from historical archives and libraries, in addi-
tion, enables historians to directly access historical sources remotely. The capabilities
of the Web as a medium for collaboration, however, are only starting to be explored.
Many, historical questions can only be answered by combining information from dif-
ferent sources, from di�erent researchers and organizations. Also, after original sources
are analyzed, the derived information is often much richer, than can be captured by
simple keyword indexing. These factors pave the way for the successful application of
knowledge engineering techniques in historical research communities.

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 225–240, 2010.
c� Springer-Verlag Berlin Heidelberg 2010
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In this article we report about the application of an adaptive, semantics-based
knowledge engineering approach for the development of a prosopographical knowl-
edge base. In prosopographical research, historians analyze common characteristics of
historical groups by studying statistically relevant quantities of individual biographies.
Untraceable periods of biographies can be determined on the basis of such accom-
plished analyses in combination with statistically examinations as well as patterns of
relationships between individuals and their activities.

In our case, researchers from the historical seminar at Universität Leipzig aimed
at creating a prosopographical knowledge base about the life and work of professors
in the 600 years history of Universität Leipzig ranging from the year 1409 till 2009
- the Catalogus Professorum Lipsiensis (CPL). In order to enable historians to collect,
structure and publish this prosopographical knowledge an ontological knowledge model
was developed and incrementally refined over a period of three years. The community
of historians working on the project was enabled to add information to the knowledge
base using an adapted version of the semantic data wiki OntoWiki [1]1. For the general
public, a simplified user interface2 is dynamically generated based on the content of the
knowledge base. For access and exploration of the knowledge base by other historians a
number of access interfaces was developed and deployed, such as a graphical SPARQL
query builder, a relationship finder and plain RDF and Linked Data interfaces. As a
result, a group of 10 historians supported by a much larger group of volunteers and
external contributors collected information about 1,300 professors, 10,000 associated
periods of life, 400 institutions and many more related entities.

The benefits of the developed knowledge engineering platform for historians are
twofold: Firstly, the collaboration between the participating historians has significantly
improved: The ontological structuring helped to quickly establish a common under-
standing of the domain. Collaborators within the project, peers in the historic commu-
nity as well as the general public were enabled to directly observe the progress, thus
facilitating peer-review, feedback and giving direct benefits to the contributors. Sec-
ondly, the ontological representation of the knowledge facilitated original historical in-
vestigations, such as historical social network analysis, professor appointment analysis
(e.g. with regard to the influence of cousin-hood or political influence) or the relation
between religion and university. The use of the developed model and knowledge en-
gineering techniques is easily transferable to other prosopographical research projects
and with adaptations to the ontology model to other historical research in general. In
the long term, the use of collaborative knowledge engineering in historian research
communities can facilitate the transition from largely individual-driven research (where
one historian investigates a certain research question solitarily) to more community-
oriented research (where many participants contribute pieces of information in order
to enlighten a larger research question). Also, this will improve the reusability of the
results of historic research, since knowledge represented in structured ways can be used
for previously not anticipated research questions.

The article is structured as follows: we present the overall technical architecture of
the knowledge engineering approach in Section 2. We describe how the collaboration in

1 Online at: ������������		����
2 Available at: �������������	���	��	�������	�����	��������
��������������

http://ontowiki.net
http://www.uni-leipzig.de/unigeschichte/professorenkatalog/
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Fig. 1. Architectural overview about the project platforms

the historian community was facilitated by the semantic data wiki approach in Section 3.
The underlying ontology is presented in Section 4. We elaborate on the knowledge
engineering methodology in Section 5. Di�erent exploration and access interfaces are
showcased in Section 6. We present some prosopographical use cases in Section 7 and
conclude in Section 8 with an outlook on future work.

2 Architectural Overview

The system architecture of CPL comprises a combination of di�erent applications,
which interact using standardized interfaces as illustrated in Figure 1. The project-set-
up provides specialized human user interfaces for di�erent user-groups according to
the needs and tasks as well as generic access interfaces for machines including Linked
Data and SPARQL endpoints. We divided the architecture into two separated zones
(public and protected zone) due to technical constraints and in order to prevent security
problems.

The semantic data wiki OntoWiki located in the protected layer 3 uses the Catalo-
gus Professorum Model (CPM), which comprises several ontologies and vocabularies
for structuring the prosopographical information (cf. Section 4). The project team, con-
sisting of historians supported by knowledge engineers and semantic web experts, is
working collaboratively and spatially distributed (e.g. in archives or libraries) to col-
lect, structure and validate information about persons and institutions relevant to this

3 ����������
�������������		���� [restricted access]; OntoWiki-Version 0.85

http://professoren.ontowiki.net
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knowledge domain. The resulting knowledge base is accessible only by the project team
and is backed-up daily. Using the two configurable tools OCPY4 (Ontology CoPY) and
TOWEL5 (Lightweight Ontology Export Tool) the knowledge base is exported in order
to make it accessible for the public.

For general web users the catalog is integrated in the public website of the University
of Leipzig6. Due to technical limitations and security considerations on the web server
of the university, a simplified user interface consisting of plain HTML and Linked Data
Information is generated nightly from the knowledge base, using TOWEL.

Domain experts, i.e. historians, are able to interact with CPL via an experimental
version7 of OntoWiki, which is presented in Section 3. The version of the catalog avail-
able there is synchronized using the tool OCPY, that exports data from the protected
OntoWiki installation, transforms the exported data considering any linked knowledge
bases and imports the changed data into this experimental installation. This experi-
mental deployment in particular o�ers new functionality of OntoWiki for testing pur-
poses. In addition to this complete catalog, smaller subsets are provided (e.g. a catalog
containing only professors born in the city of Dresden8). Users are able to register at
the platform, to use community features such as resource commenting and tagging, or
sharing SPARQL queries with other users.

3 Collaboration Using a Semantic Data Wiki

The core of CPL is OntoWiki - a tool for browsing and collaboratively editing RDF
knowledge bases. It di�ers from other Semantic Wikis insofar as OntoWiki uses RDF
as its natural data model instead of Wiki texts. Information in OntoWiki is always rep-
resented according to the RDF statement paradigm and can be browsed and edited by
means of views. These views are generated automatically by employing the ontology
features such as class hierarchies or domain and range restrictions. OntoWiki adheres
to the Wiki principles by striving to make the editing of information as simple as possi-
ble and by maintaining a comprehensive revision history. This history is also based on
the RDF statement paradigm and allows to roll-back prior change-sets. OntoWiki has
recently been extended to incorporate a number of Linked Data9 features, such as expos-
ing all information stored in OntoWiki as Linked Data as well as retrieving background
information from the Linked Data Web [5]. Apart from providing a comprehensive user
interface, OntoWiki also contains a number of components for the rapid development of
Semantic Web applications, such as the RDF API Erfurt10, methods for authentication,
access control, caching and various visualization components.

OntoWikis main interface consist of two types of views as shown in Figure 2.

4 ��������������������
�����������������������
5 ��������������������
������������������������
6 �������������	���	��	�������	�����	��������
��������������
7 ��������������������
������������
8 ��������������������
��������������������
9 ��������	������������

10 ��������������������������
����

http://catalogus-professorum.org/tools/ocpy/
http://catalogus-professorum.org/tools/towel/
http://www.uni-leipzig.de/unigeschichte/professorenkatalog/
http://catalogus-professorum.org/
http://catalogus-professorum.org/Dresden/
http://linkeddata.org/
http://aksw.org/Projects/Erfurt/
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Fig. 2. OntoWiki views: (background) A tabular list view, which contains a filtered list of re-
sources highlighting some specific properties of those resources and (foreground) a resource view
which allows to tag and comment a specific resource as well as editing all property values.

List views. deal with the filtering and managing of resource lists. The user creates a list
view by submitting a search keyword or selecting a class in the navigation module11.
Subsequently, the user can apply multiple filter conditions to the list, which modify the
underlying SPARQL query operating on the triple store.

Resource views. combine all information stored in OntoWiki about a specific resource.
They are rendered by selecting a resource from a list view, requesting a resource di-
rectly via bookmark or link from an external page or selecting a resource in any other
OntoWiki module. Resource views also allow the user to manipulate the selected re-
source. Starting from a resource view one can easily add and delete statements, as well
as tags or comments.

4 The Catalogus Professorum Model

In this section we give an overview on the Catalogus Professorum Model (CPM), which
is used to structure the prosopographical knowledge base. Although, the conceptual

11 This module is not restricted to display class hierarchies, but allows to navigate through all
types of hierarchies (e.g. group, geo-spatial or taxonomic hierarchies).
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Fig. 3. The Catalogus Professorum Model (CPM)

model is initially only used for the Catalogus Professorum Lipsiensis the model was
designed to be used for similar prosopographical knowledge bases at other universities.
To facilitate reusability, CPM resides in its own namespace12 and it uses identifiers with
localized labels (currently English and German). This will in particular allow a simple
integration of information from di�erent sources at a later stage.

In its current version CPM contains 30 classes and 104 properties, 25 of which
are object and 79 data properties. An birds-eye view of CPM is depicted in Figure 3.
The central concepts in CPM are ��������	
 (with the subclass ������	����	�),
��������������	
, �����	�� (with subclasses �������
����	
 and
�����
������	
), ������������	
, ��������	������� and ������������
(with subclasses �����	�
���, �������� and ��������
�������� ������).

12 CPM namespace: ��������������������
����������������

http://catalogus-professorum.org/cpm/
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From a knowledge representation point-of-view, CPM currently uses rather
shallow description logic expressivity. The used features are currently limited to
subclass-superclass and subproperty-superproperty relationships, domain, range and
simple cardinality restrictions, inverse properties and disjointness axioms. Most of the
defined properties are defined as either object or datatype properties. CPM does not
contain any deep class hierarchies. In the following paragraphs we describe some of the
core concepts of CPM in more detail:

Historic persons and professors. The core information about persons in a prosopo-
graphical catalog comprises their name, information about birth and death, graduation
and many more (cf. Figure 3). We explain in Section 5 why existing vocabularies such
as FOAF 13, ULAN14 or VIAF15 were not reused and how a mapping from proper-
ties such as ��������! �� to these vocabularies will be achieved. A crucial resource
for the interlinking of person data in the German speaking region is the Personen Na-
men Datei (PND) of the German National Library. Projects such as PND�BAECON16

or LinkedHistory17 enable the interlinking of existing databases on the basis of this
identifier.

Periods of Life. For prosopographical research it is paramount to have a fine-
grained representation of di�erent periods within the life of a certain person. In or-
der to capture such knowledge we introduced the concept ��������	�������, which
is associated with a ����	
 through the properties ����!�"����	� and its in-
verse ������"����	�"	�. Di�erent types of periods are distinguished by the sub-
classes �����	����	��, ����#	��, ���������	
$	�
�������	
, ����������
(e.g. dean, rector), ���������, ���������, ����%��������	
���� (e.g. dis-
sertation, habilitation) or ����&�
���. Each of these types of periods of life is the
domain of a number of properties, which are used to describe a particular instance in
more detail, however, all inherit the delimiting properties ������	� and �����	. Dif-
ferent periods of life of the same person can overlap, e.g. the ����#	�� usually overlaps
with other periods.

Bodies. The bodies class is used to describe organizations (e.g. parties) and institutions
(e.g. academies). Persons can be members of more than one body.

Historic specifics of spatial areas. CPM uses the independently developed
spatial hierarchy vocabulary (SHV)18 to represent spatial information. The
core of SHV is the class �!���������� with subclasses �!������,
�!���	�
���, �!������
������� �������. Using the properties �!���	
��
�

13 Friend Of A Friend, �����������
��
�������������
14 Union List of Artist Names Online,
�������������������������������������	������������ ���!����	��������

15 Virtual International Authority File, ������� 	�
�����
16 �������������		���	�������		�"�#$%&
17 ��������	����	������������������
18 ���������������������	��'	��������

http://www.foaf-project.org/
http://www.getty.edu/research/conducting_research/vocabularies/ulan/
http://viaf.org/
http://meta.wikimedia.org/wiki/BEACON
http.//linkedhistory.aksw.org/pnd/
http://ns.aks.org/spatialHierarchy/


232 T. Riechert et al.

and �!�����	�����
 instances belonging to these classes can be arranged in spa-
tial hierarchies of arbitrary depth. SHV is aligned with the World Geodetic System
vocabulary WGS8419. In order to support the representation of historic administra-
tive divisions, each spatial area can be equipped with properties �!���	����	
 ��,
�!������	����	
 �� as well as �!�����	�$	 and �!�������'��
�$	. Thus, the
historic administrative evolution can be easily represented. Königsberg, the early cap-
ital of Prussia, for example, is located in the following historic administrative districts
(respective countries): Duchy of Prussia (from 10 April, 1525), the united Duchy of
Prussia and Brandenburg (from August 27, 1618), Kingdom of Prussia (from 18 Jan-
uary, 1701), the Free State of Prussia (from 9 November, 1918) until its abolition at 30
January, 1934.

Representing family relationships. Family relationships are represented in CPM
using the ��������� class. Instances of the class ��������	
 are then re-
lated to an instance of the ��������� class using one of the following proper-
ties: ����������!���, �����������	������!���, ����������	�����!���,
������������
�, ����������	!���
�. Genealogy is a subfield of prosopo-
graphical research. Within this popular area of research some large database we al-
ready developed. A popular vocabulary for representing genealogical information is
GEDCOM20, which is also based on the family concept as central information asset.
For evolutionary reasons, we still also included the properties ��"������"�	 and
���������	
�!��, which allow to model a family relationship more directly.

5 Knowledge Engineering Methodology

In order to describe the knowledge engineering methodology followed in CPL we sta-
tistically analyzed a number of usage indicators (cf. Figure 4). Editing activities using
OntoWiki in the restricted zone was logged since September 2008. Statistics about ac-
cessing data via the user interface of the CPL frontend was logged since its launch in
April 2009. This statistics does, however, not include any access information from the
linked data interface.

It can be clearly seen, that most of the editing activity were additions of statements. In
the learning phase (i.e. first four months of the project from September 2008 till January
2009), there was still notable but decreasing number of statement deletions and prop-
erty changes, which indicate corrections and an increasing familiarity of the domain
experts with the system. Till June 2009 - the month of the oÆcial public announce-
ment of CPL - the activities intensified, with regard to added statements, professors and
changed properties. Due to feedback from other historians working in the field and the
general public, the editing activity remained relatively high after the announcement, but
decreased slowly. The number of editors (i.e. historian domain experts) ranged between
5 and 10.

For the development of the CPM we have chosen a very pragmatic approach. The
development of a first version of the ontology was simplified due to the availability of

19 ������������(�����)**(�*+��������,-����.
20 Genealogical Data Communication, The GEDCOM standard release 5.5, 1996.

http://www.w3.org/2003/01/geo/wgs84_pos#
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Fig. 4. Statistics about various CPL usage indicators

legacy data. The idea of using the FOAF and other existing vocabularies turned out in-
appropriate. The main reason for this being the absence of a precise understanding of
the semantics to be represented within the catalog. Discussions between ontology engi-
neers and historians about the overall ontology structure turned out to be very intricate
due to the lack of understanding of the respective field of the other party. A solution
to this dilemma was not to focus on the general ontology structure, but rather on small
concrete representation issues and facilitate the evolution of the CPM and the CPL in
an ontology�application co-design process. Overall, the engineering co-design method-
ology of the CPL can be characterized so far by 6 phases, which we describe in the
sequel.

Before CPL. In 2006 the project was started using an single data table. This table
was edited asynchronously by the project team. Since the database table become more
complex and the number of needed columns reaches the column limit of 255 the project
team requested technical support from database experts.

(1) Information analysis. Based on the existing database table, an analysis and re-
modeling of the database had been done. The resulting entity-relationship (ER) model
was discussed and improved iteratively by the team of historians and knowledge
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engineers for about half a year. Modelling this database structure became increas-
ingly complex and discussions about entities and relationships were soaring. This has
been the major argument to introduce the agile knowledge engineering method Rapi-
dOWL [2] based on wiki technologies and semantic knowledge representation. The
existing ER schema was transformed into an preliminary RDF�RDF-Schema�OWL
ontology.

(2) Initialization. In September 2008, OntoWiki has been deployed for the project and
initialized with the preliminary version of the CPM. The existing data was transformed
and imported from the database table into OntoWiki. The CPL starts with information
about 700 professors.

(3) Wiki-based knowledge acquisition and ontology refinement. During the acquisition
of new instance data with the now OntoWiki based CPL the project team detect limi-
tations of the initial CPM. These were discussed within the project team. Advantages
and disadvantages of di�erent modeling approaches were presented by the Semantic
Web experts to the historians and resulted in an substantially extended and restructured
ontology.

(4) Publication of the catalog. As shown in the diagrams in Figure 4 the publication of
the catalog data also results intensified knowledge acquisition and engineering activi-
ties. This is caused mainly by the feedback of the historian community and web users,
but also result in a motivation boost for the historians working on CPL. The possibilities
of accessing data has been permanently improved, e.g. by launching the experimental
OntoWiki server (cf. Figure 1).

(5) Interlinking other datasets. The last phase of CPL so far was is the interlinking of
the catalog with other databases. This will enhance working with the wiki and querying
the data even more. Interlinking was performed with DBpedia [6], the German National
Library using the unique PND [8] identifier and with the catalog of lecture directories21

of the University of Leipzig.

(6) Alignment to other ontologies. As a result of the phases 4 and 5 the CPL gained
quite much attention within the research community. As a consequence the interlinking
with other knowledge bases became more important and there was a strong feedback
with regard to aligning the CPM with other prosopographical knowledge bases.

6 Exploration and Access Interfaces

In order to facilitate the interaction of domain experts and interested people, CPL is
accompanied with a number interfaces for accessing and exploring the information.
In this section we briefly showcase the generic access interfaces Linked Data, Visual
Query Builder and Relationship Finder, as well as the specifically developed public
CPL website.
21 ��������	��  ���	���	��	����

http://histvv.uni-leipzig.de


Knowledge Engineering for Historians on the Example 235

Fig. 5. Visualization of the resource representing “Prof. Dr. phil. Levin Ludwig Schücking”’ on
the public CPM website

Public Website. CPL is not just a tool for historians, but aims to showcase the results of
historic research to the wider general public. For that purpose a special public website
was created (as shown in Figure 5). The user interface of the public website is geared
towards simplicity. The knowledge base can be explored by epochs, faculties, functions
of professors (i.e. rector or dean) or alphabetically. Professors of the day are automat-
ically selected based on important days in the life of a professor (i.e. birth or death).
Furthermore, the public website comprises a full-text search, which searches within all
literals stored in the CPL knowledge base.

Linked Data. The term Linked Data here refers to a set of best practices for pub-
lishing and connecting structured data on the Web22. These best practices have been
adopted by an increasing number of data providers over the past three years, leading to
the creation of a global data space that contains many billions of assertions Using On-
toWiki’s build-in endpoint functionality CPL is immediately available as Linked Data.
Linked Data information is easy accessible e.g. using the Tabulator tool23 [3]. Within
the Linking Open Data e�ort, hundreds of data sets have already been connected to each
other via 	(������� links. By interlinking CPL with other related datasets we aim at
establishing CPL as a linked data crystallization point for academic prosopograpical
knowledge.

22 ������������(��������	��/������0	������������
23 Resource “Schücking” in Tabulator is available at: ��������	�����	���	������)**1�

���������������!�������*�,���!�����2��	3��������������������
��������

�����	��	���	��4�����	���+--

http://www.w3.org/DesignIssues/LinkedData.html
http://dig.csail.mit.edu/2005/ajar/release/tabulator/0.8/tab.html?uri=http://catalogus-professorum.org/lipsiensis/Schuecking_144
http://dig.csail.mit.edu/2005/ajar/release/tabulator/0.8/tab.html?uri=http://catalogus-professorum.org/lipsiensis/Schuecking_144
http://dig.csail.mit.edu/2005/ajar/release/tabulator/0.8/tab.html?uri=http://catalogus-professorum.org/lipsiensis/Schuecking_144
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Fig. 6. Visual Query Builder

Visual Query Builder. OntoWiki also serves as a SPARQL endpoint, however, it
quickly turned out that formulating SPARQL queries is too tedious for the historian
domain experts. In order to simplify the creation of queries for the historians, we de-
veloped the Visual Query Builder24 (VQB) as an OntoWiki extension, which is im-
plemented in JavaScript and communicates with the triple store using the SPARQL lan-
guage and protocol. VQB allows to visually create queries to the stored knowledge base
and supports domain experts with an intuitive visual representation of query and data.
Developed queries can be stored and added via drag-and-drop to the current query. This
enables the reuse of existing queries as building blocks for more complex ones. VQB
also supports the set-based browsing paradigm by visualizing di�erent connectives,
such as join, union, intersection, di�erence between queries. The incremental query
building is facilitated by displaying results already during query creation. The VQB
user interface is visualized in Figure 6. It consists of 5 panels, which visualize di�erent
aspects of the query creation:

– Center panel: the main workspace, where the query is visualized as a graph. Indi-
vidual elements of the graph can be selected, deleted or moved on the canvas.

– East panel: displays information about the currently selected element. If the se-
lected element is, for example, a class this panel contains the properties, which are
used with instances of the class. The panel also contains controls for changing the
query, such as via filter conditions.

– West panel: contains available classes in a tree display. Queries are grouped with
the classes contained in the query.

– South panel: visualizes the result of the query.
– North panel: shows notifications such as usage hints, error or event descriptions

and the generated SPARQL query.

The user interface can be adjusted by scaling or deactivating unused panels.

24 ������������������������%���5		��6����	���78"

http://aksw.org/Projects/OntoWiki/Extension/VQB
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Relationship Finder. An important aspect of historical investigations is the search for
relationships between di�erent persons or entities of interest. An application supporting
such investigations within RDF knowledge knowledge bases is RelFinder25 [4]. With
the help of RelFinders relationships between individual entities can be easily discovered
and visualized. Figure 7, for example, visualizes the relationship between the entities
“Schücking” and “München”26. In this example, three connections were found and vi-
sualized as paths through the knowledge base. RelFinder is a generic tool and can be
used in conjunction with arbitrary SPARQL endpoints.

Fig. 7. Visualization of relationships in RelFinder

7 Prosopographical Use Cases

In this section we introduce some important prosopographical research use cases, which
are facilitated by the ontological knowledge representation and the various exploration
and access interfaces. These include in particular historical social network analysis,
academic self-complementation analysis and the relationship between religion and uni-
versity.

Historical Social Network Analysis. The analysis to what extend a certain profes-
sor influenced his students, colleagues and friends was previously only possible with
a hardly justifiable manual e�ort. Although the CPL comprises primarily professors
working in Leipzig, it reaches far beyond the limits of the Saxon state university, since
all periods of life of a professor are included. Due to the semantic representation, it is
easily possible to identify direct as well as indirect connections between individuals,
such as, for example, an overlap in certain periods of life (such as a common school or
university visit). Also, the detailed representation of qualification steps (such as doctoral
and post-doctoral studies) facilitates the reconstruction of teacher-student relationships
and thus the identification of certain schools of thought and on a more general level the
establishment academic genealogy.

25 Online at: ����������
	�����������	���!����
26 More interesting relationships obtained from RelFinder are listed at: �������

�������������
���������������������
	����

http://relfinder.semanticweb.org
http://catalogus-professorum.org/tools/relfinder
http://catalogus-professorum.org/tools/relfinder
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Academic Self-Complementation Analysis. A crucial aspect of academic historic re-
search is the analysis of the self-complementation functions of the di�erent faculties. In
particular cousin-hood was an important factor for chair appointments in German uni-
versities of the early modern period (i.e. from approx. AD 1500 to around AD 1800),
which thus were heavily influenced by scholar dynasties. In the 19th century this prac-
tice changed dramatically, but still intellectual families aimed at preserving their social
prestige by fostering the academic careers of their sons. CPL allows far reaching qual-
itative and quantitative research due to the fine-grained representation of family rela-
tionships. An interesting observation, for example, revealed by a query to CPL was that
a common pattern of scholar biographies in the 19th century was the marrying of the
daughter of ones academic advisor. Regarding academic self-complementation, CPL
also allows to easily observe the popularity of faculty internal appointments during dif-
ferent periods of time: while very common in the early modern period it became much
less popular after the Humboltanian reforms in the 1820s, but gained again popularity in
socialist East Germany. Another interesting area of research is the political influence on
appointments, which is facilitated, for example, by the inclusion of party memberships
in CPL. The allows, in particular, to determine whether the membership in a certain
political party statistically significantly a�ects ones career in a certain historic period.

Relationship between Religion and University. Religion was not only a founding fac-
tor of many European universities, but influenced academic live in one way or the other
throughout the centuries. After the Confessio Augustana in the year 1543, Lutheranism
was the obligatory confession at Universität Leipzig. Only in the 19th century it be-
came possible to admit catholic members to the faculties and it is an interesting research
question, facilitated by CPL, to investigate to what extend and in which fields this was
actually the case. During the Third Reich period the destiny of Jewish professors is in
the center of interest and later in, Eastern Germany, the non-confessionalism or reserves
of religiosity in certain regime-distant fields is in the focus of interest.

8 Lessons Learned, Conclusions, Related and Future Work

Lessons Learned. A lesson we learned is, that such a project involving people with
very di�erent backgrounds and with very limited resources requires to establish a
working knowledge base � application co-design, where both - knowledge bases and
knowledge-based applications - are iteratively refined. Given the timely visibility of
the knowledge base for a wider community, additional refinements are triggered by the
interaction with the community. As we experienced with the historian domain expert
team, the motivation boast due to the early public availability of the knowledge base
project and the direct visibility of improvements and corrections can hardly be under-
estimated and by far outweighs initial maturity gains with longer development cycles.
A growing added value for domain experts is the availability of background knowledge
on the linked Data Web. CPL is one of the first prosopographical knowledge bases on
the data web, but still the interlinking and fusing of information, for example, from
DBpedia and Geonames is of great use for enhanced querying and exploration of the
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information. As more prosopographical knowledge bases become available this e�ect
will be even more amplified, as we are currently already experiencing with applications
of the CPL infrastructure for other prosopographical use cases.

Conclusions. With CPL we demonstrated a successful application of semantic knowl-
edge representation techniques and an agile collaboration methodology in social sci-
ences. For historians the followed knowledge base approach resulted in completely
new research opportunities, compared to the book�lexicon based methodologies preva-
lent in prosopographical research. The use of knowledge bases and agile, web-based
collaboration has the potential to trigger a paradigm shift in historic research: from in-
dividual centered research aiming to solve a specific research task towards collaborative
research, which’s results can be re-purposed in order to answer unanticipated research
questions.

Related Work. SemanticWeb for History27 (SWHi) is a project which was carried out
from 2006 to 2008 at the University of Groningen in the Netherlands had the aim to
combine available vocabularies to be able to model the early American history. A se-
mantic browser28 for this data has been developed. The vocabulary29 developed during
this project is not published so far. The Historical Event Markup and Linking Project30

(HEML) primarily aims at representing early Greek history. The developed vocabu-
lary [9] is based on events and periods. Central elements of the vocabulary31 are the
classes !����)��
�, !��������	
, !�����	�� and !����)����
��.

Beyond history, wiki-based knowledge engineering has been successfully applied
to other knowledge domains before (e.g. Brede Wiki for Neuroscience data [7] or the
Modelling wiKi MoKi [10]).

Future Work. One hotspot of future work will be the expansion of the usage of the
Catalogus Professorum. Currently, we are planning to extend the catalog to include the
universities Munich and Berlin, which for a long time represented the academic center
together with Universität Leipzig. In addition there are cooperations with the universi-
ties Utrecht and Zürich and a number of other prosopographical databases are currently
investigating how to interlink with the CPL and the Linked Data Web in general. In
addition we aim to adopt the developed techniques in order to support other historic
knowledge engineering projects beyond prosopographical databases. Also, as for the
Data Web in general we aim to increase the coherence by tighter interlinking of CPL
with related and complementary knowledge on the Data Web.
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Abstract. The ability to answer temporal-oriented questions based on

clinical narratives is essential to clinical research. The temporal dimen-

sion in medical data analysis enables clinical researches on many areas,

such as, disease progress, individualized treatment, and decision sup-

port. The Semantic Web provides a suitable environment to represent

the temporal dimension of the clinical data and reason about them. In

this paper, we introduce a Semantic-Web based framework, which pro-

vides an API for querying temporal information from clinical narratives.

The framework is centered by an OWL ontology called CNTRO (Clinical

Narrative Temporal Relation Ontology), and contains three major com-

ponents: time normalizer, SWRL based reasoner, and OWL-DL based

reasoner. We also discuss how we adopted these three components in the

clinical domain, their limitations, as well as extensions that we found

necessary or desirable to archive the purposes of querying time-oriented

data from real-world clinical narratives.

1 Introduction

The rapid increase in the volume of electronic health records (EHR) available
for research purposes provides new opportunities to create semantically inter-
operable healthcare applications and solutions for evidence-based medicine. An
important aspect of EHR is the temporal ordering of clinical events. Time is es-
sential in clinical research [20]. Exposing the temporal dimension in medical data
analysis provides new research paths such as (1) uncovering temporal patterns
at the disease and patient level to better understand the progression of a disease,
(2) explaining past events such as the possible causes of a clinical situation, and
(3) predicting future events such as possible complexities based on a patient’s
current status.

One important objective for enable meaningful use of EHR is to develop soft-
ware applications “to realize the true potential of EHR to improve the safety,
quality, and efficiency of care” [3]. In order to facilitate clinical researchers to
expose the temporal dimension in medical data analysis, software platforms that
allow users to ask free-form queries and retrieve temporal information automat-
ically from clinical records are highly desired. First, the temporal information

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 241–256, 2010.
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interwoven in clinical narratives needs to be extracted and annotated to allow
computer systems to be able to locate the information of interest. Second, tem-
poral relations and assertions that are not explicitly expressed in the original
documents need to be automatically inferred in order to enable the full ca-
pacity and true potential of secondary use of EHR for meaningful use. Third,
temporal-oriented questions need to be captured in computer queries to query
the annotated and inferred information.

The Semantic Web and the Web Ontology Language (OWL) [13] provide a
suitable environment for modeling the temporal dimension of the clinical data,
reasoning and inferring new knowledge, and querying for the information desired.
The Semantic Web provides a standard mechanism with explicit and formal se-
mantic knowledge representation, and automated reasoning capabilities. OWL is
built on formalisms that adhere to Description Logic (DL) and therefore allows
reasoning and inference. The Semantic Web Rule Language (SWRL) [23] can be
used to add rules to OWL and enable Horn-like rules that can be used to infer
new knowledge from an OWL based ontology and reason about OWL individ-
uals. Once we have an ontology that can represent temporal assertions in the
clinical domain precisely, we can annotate temporal expressions and relations
with respect to the ontology and store the instances as RDF triples [17]. The
information then become “machine-understandable”. Tools and services such as
reasoners, editors, querying systems, and storage mechanisms that have been de-
veloped by the Semantic Web community can be directly applied to the temporal
data.

In this paper, we introduce a Semantic-Web based framework, which pro-
vides an API for querying temporal information from clinical narratives. The
framework is centered by an OWL ontology called CNTRO (Clinical Narrative
Temporal Relation Ontology), and contains three major components: time nor-
malizer, SWRL based reasoner, and OWL-DL based reasoner. We also discuss
how we adopted these three components in the clinical domain, their limitations,
as well as extensions that we found necessary or desirable to archive the purposes
of querying time-oriented data from real-world clinical narratives.

2 Related Work

Several approaches already exist for the modeling and query of temporal infor-
mation. Most of these are research efforts that focus on temporal information
stored in structured databases [32]. There are two existing temporal ontologies
in OWL, the Time Ontology [29] and the SWRL Temporal ontology [25], the
first of which is a general time ontology that defines basic time components and
their relationships. And the second one is built for the SWRL Temporal Built-Ins
library [24]. Both ontologies adopted Allen’s Interval Based Temporal Logic [1],
which provides a foundation of temporal logic for many temporal models. Tap-
polet and et al. [27] propose using time as an additional semantic dimension
of data using RDF named graphs in combination with a temporal extension of
the SPARQL query language called t-SPARQL. The SWRL Temporal Built-Ins
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library [24] defines a set of built-ins that can be used in SWRL rules to perform
temporal operations and has been applied in clinical research such as the system
described in [11]. These approaches, however, focus on the relationships between
instances and intervals in time and it is not obvious how these relationships can
be applied to actual events themselves.

There are also existing approaches that focus on the representations of free
text narratives such as those encountered in clinical notes. Models such as Tem-
poral Constraint Structure (TCS) [31] and the TimeML model [28] provide ways
to represent temporal information in natural language. HL7 time specification [7]
defines data types that can be used to specify the complex timing of events and
actions such as those that occur in order management and scheduling system.
While these models provide a good foundation, they are not currently compat-
ible with OWL and other semantic-web based tools and do not support formal
reasoning to infer new temporal knowledge.

3 Clinical Narrative Temporal Relation Ontology

We have developed an ontology in the Web Ontology Language (OWL) format
for modeling temporal information in clinical narratives, and evaluated this on-
tology using real-world clinical notes [26]. In this section, we briefly introduce
our OWL ontology for temporal relation reasoning in clinical narratives, which
we call the Clinical Narrative Temporal Relation Ontology (CNTRO)1. This on-
tology can model the temporal information found both in structured databases
and in natural-language based clinical reports. We investigated the existing con-
ceptual models for temporal information cited in the previous section. CNTRO
was developed based on these previous experiences combined with new ontolog-
ical specifications that fit the needs of natural-language based clinical reports.
We decided to first build a stand-alone model based on our requirements, which
is what is described in this paper. Subsequent work will involve the integration
of CNTRO and existing ontologies that cover time-related components such as
the Time Ontology in OWL [29], and Basic Formal Ontology (BFO) [2].

Figure 1 shows the graphical view of the ontology. OWL classes are repre-
sented by a rectangles with rounded corners and data types are represented by
an ovals. Subclass relationships are represented by hollow-headed arrows and
object and data properties by solid-headed arrows.

The class, Event represents an occurrence, state, perception, procedure,
symptom or situation that occurs on a time line in clinical narratives.

The Time class is the superclass of all the OWL temporal representation
classes: TimeInstant, TimeInterval, TimePhase, and TimePeriod. An OWL
TimeInstant is a specific point of time on the time line. In clinical reports, a time
instant can be represented in different granularities such as year, month, and day.
A time instant may also be represented in different formats. We implemented a
normalizer that converts commonly used time notations to the XML dateTime

1 http://www.cntro.org
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Fig. 1. A Graphical View of Clinical Narrative Temporal Relation Ontology

format. In the ontology, we defined two data properties hasOrigTime and has-
NormalizedTime that keep track of the time instant in its original form and in
the normalized form respectively. An OWL TimeInterval represents a duration
of time. It could have two relations (OWL object properties), hasStartTime and
hasEndTime. Each of them links to instances of TimeInstant. A TimeInterval
could also have a Duration. An instance of the Duration class represents the time
length of a TimeInterval. We use an OWL data type property hasValue and an
OWL object property hasUnit to describe a Duration. Many clinical events re-
cur periodically. Adopted and modified from the HL7 time specification [7], two
OWL classes, TimePhase and TimePeriod, are defined in CNTRO to represent
intervals of time that recur periodically. A TimePhase represents each occur-
rence of the repeating interval and a TimePeriod specifies a reciprocal measure
of the frequency at which the TimePhase repeats. The class TimePhase is a sub-
class of TimeInterval, therefore, we can also specify a StartTime, an EndTime,
and a Duration. In addition, a relation (OWL ObjectProperty), hasTimePeriod,
is defined to specify the relation between a TimePhase and a TimePeriod. For
example, “every 8 hours for 10 days starting from today” is a TimePhase. Its
StartTime is “today”. Its Duration is “10 days”. And its TimePeriod is “every 8
hours”. We also define the certainty of a Time instance. For example, a physician
can describe a time notation with ambiguities such as “early next week” and “in
approximately two weeks”. In the CNTRO ontology, we defined a class called
“Modality” which serves as a flag to indicate whether a time representation is
approximated or not.

We can define the temporal relations between two events, or between an
event and a time instance using the object property hasTemporalRelation and
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its subproperties. We also use Allen’s temporal logic operators when defining our
temporal relation properties: equal, before, after, during, meet, start, finish, and
during. We have also defined their logical characteristics. For example, before is
a transitive property, and its inverse property is after.

We can also use TemporalRelationStatement class to describe temporal rela-
tions between two events or between an event and a Time instance. The Tempo-
ralRelationStatement class is a sub-class of rdf:Statement, we can define temporal
subject, object, and predicate of a TemporalRelationStatement. Using Temporal-
RelationStatement to describe a temporal relation enables defining properties
of the relation by reification. For example, we can add an offset time frame to
the relation by using an OWL object property called hasTemporalOffset. The
domain of hasTemporalOffset is TemporalRelationStatement and the range of
it is Duration. This offset defines the relative timing of a pair of events. In
order to model the sentence “patient’s bilirubin is elevated 2 weeks after the sec-
ond cycle of chemotherapy”, for example, we can use a TemporalRelationState-
ment to represent “patient’s bilirubin is elevated” (object) after (predicate) “the
second cycle of chemotherapy” (subject), and then add “2 week” as an instance
of TemporalOffset to this TemporalRelationStatement instance.

We compared the expressiveness capabilities of the CNTRO ontology with
the two existing temporal ontologies in OWL: the Time ontology [29] and the
SWRL Temporal ontology [25]. Since these two ontologies are designed only for
structured data in databases, they mainly focus on timing events with points
anchored in absolute time. To cover the temporal assertions in natural-language
based clinical narratives, we have added the following major expressiveness
capabilities to the CNTRO ontology. (1) Periodic Time Interval. In clini-
cal narratives, there are many events that recur periodically. It is important to
be able to represent periodic time intervals. Two OWL classes, TimePeriod and
TimePhase, have been defined to represent periodic time intervals in the CN-
TRO ontology. (2) Relation between Two Events. In many cases in clinical
notes, physicians describe the relations between two events without indicating
the time stamps of the events, i.e., (patient’s bilirubin is elevated after the second
cycle of chemotherapy). While the other two OWL ontologies defines that the
temporal relations are only between Time entities themselves, CNTRO is able
to capture this kinds of qualitative temporal relationships. (3) Time Offset.
The CNTRO ontology defines a TemporalOffset class which enables represent-
ing the time offset of a relation using reification. (4)Relative Time. Relative
time such as “today”, “tomorrow”, “two months ago”, or “in 3 weeks” is very
commonly used in clinical reports. The CNTRO ontology captures the rela-
tive time information in its original form and at the same is able to represent
the calculated absolute time in the normalized form. (5) Uncertainty. Often
temporal information is represent with uncertainty in clinical notes. CNTRO
offers a property–hasModality to track of the uncertainty to make sure it can be
taken into consideration in answering temporal questions.
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4 Temporal Information Reasoning

CNTRO provides a conceptual model to represent temporal relations in clinical
narratives. A lot of time qualitative and quantitative temporal relationships,
however, are expressed implicit in the event occurrences. The answers of many
time-oriented questions are not necessarily stated explicitly in clinical narratives,
but rather need to be inferred. For example, here are three sentences from one
patient’s clinical notes: (1)Patient’s INR value is below normal (Event 1) today.
(note date: 01/26/07) (2)He has had the chills and body aches (Event 2) before
the abnormal test. (Event 3)” (note date: 01/26/07) (3) On Jan. 30, 2007, patient
started Coumadin dosing plan of 1.0 mg ((Event 4)).(note date: 02/09/07) To
answer the question “did the patient experience body aches before the he started
the Coumadin dosing plan?”, we actually need a few different steps of inferences.
We know that Event 1 has a time stamp “today” (time instant); Event 2 is before
Event 3; and Event 4 has a time stamp which is a time interval that has start
date “Jan. 30, 2007”. We first infer that the date of “today” for Event 1 is the
note date, which is “01/26/07”. We then infer that Event 3 actually refers to
Event 1. Therefore we know that Event 2 is before Event 1, which happened on
“01/26/07”. Hence, we know that Event 2 is before “01/26/07”. Now we need to
compare “01/26/07” and “Jan. 30, 2007” which is the Event 4’s time stamp. In
order to do that, we need to normalize the two dates, and infer that “01/26/07”
is before “Jan. 30, 2007”. Since that Event 2 is before “01/26/07”, which is
before “Jan. 30, 2007”, which is the start time of Event 4, we then can finally
infer that Event 2 is before Event 4.

This simple example illustrates how reasoners can help to infer temporal rela-
tions. In this section, we discuss three major components we need to do temporal
relation inferences.

4.1 Temporal Representation Normalization

Temporal information in clinical text can be expressed in different ways [32]. In
order to infer temporal relations in clinical narratives, our first step is to normal-
ize the time expressions. Because the clinical records we are working with are
from the US based Mayo Clinic, this research focuses on conversion of commonly
used US temporal notations [4] to the xsd DateTime Data Type format [30]. We
used the information extraction technology developed by the Brigham Young
University (BYU) Data Extraction Group (DEG) [6] to recognize different time
notations. The DEG group has developed a set of libraries that recognize when
the same concept when represented in different formats, and we make use of
their time recognition component to identify different representations of the
same time. We then normalize the format and convert it into the xsd DateTime
format associating both the original and normalized time with an instance of the
TimeInstance class. The normalizer can also recognize the granularity of a time
expression. The defined six different units of measures to represent different lev-
els of granularity: year, month, day, hour, minute, and second. In this particular
paper, the finest granularity we cover is day.
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Temporal references often occur as relative terms within clinical text. Terms
such as “today”, “tomorrow”, “last month”, “two years ago”, and “in two
months” permeate the clinical document. The normalized form of a relative
temporal reference can often be inferred from to its relationship to other ab-
solute and relative temporal references. As an example, “today” is a relative
expression since its value depends on the document context. As we always know
date when a clinical narrative was written we can use it to convert “today” into
an absolute equivalent date. Other relative temporal references can be converted
to absolute equivalents with an accompanying granularity. As an example, if a
clinical document was recorded on 2010-06-08, we can infer that “in 2 days”
corresponds to 2010-08-10, with a granularity of day. The SWRL temporal built
in library [24] provides functions to calculate to a time reference by adding or
subtracting a duration from a given time point. Section 4.3 discusses how we
adopt it in detail.

4.2 OWL DL Reasoning

Logical Characteristics of Properties. We leverage the logical definition
properties to infer more temporal relations between events. For example, before
is defined as being transitive, meaning that, if that event A is stated as occuring
before event B, and event B before event C, we can infer that event A occurrs
before event C. Before and after are defined as inverse properties. Therefore,
given that event A is before event B, we can infer that event B is after event
A, and vice versa. equal is defined as a symmetric property, meaning that, when
event A is described as being equal with event B, we can infer that B is also equal
with A. The temporal relations can be semantically defined using SWRL rules
or computed using SWRL Built-Ins, which we will discuss in the next section.

CNTRO also provides the capability to define time offsets for temporal re-
lations. Based on these time offsets, more temporal relations could be inferred.
The RDF quads below provide an example

S1 e1 before e2

S1 hasTemporalOffset d1 (3 days) [e1 occurred 3 days before e2]

S2 e2 before e3

S2 hasTemporalOffset d2 (2 days) [e2 occurred 2 days before e3]

S3 e2 after e4

S3 hasTemporalOffset d3 (2 days) [e2 occurred 2 days after e4]

Since before and after are transitive properties, we can use a reasoner such
as Pellet [14] to infer that event e1 is also before event e3. But Pellet does not
provide the reasoning power to infer the temporal relation between events e1 and
e4. Based on the temporal offsets, however, we can calculate the time interval
between these events using a pair of inverse operators α and β to calculate time
interval based on temporal offsets, where α is used when the temporal relation
is after and β is used when the temporal relation is before. To calculate the time
interval between events e1 and e4, we then have an operation, β(3 days)α(2
days). Since α and β are inverse operators, the result of this operation is β(1
day) meaning e1 occurred 1 day before e4.
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Restriction Assertions. With the temporal relations defined in CNTRO,
we can use OWL restrictions to define known temporal relationships between
different kinds of events. For example, we want define that a treatment of a
condition must happen after it has been diagnosed. We define the temporal
relations between the two SNOMED CT concepts: CancerChemotherapy and
CancerDiagnosisBasedOnClinicalEvidence as

Class(sct:CancerChemotherapy partial

restriction(CNTRO:after

someValuesFrom (sct:CancerDiagnosisBasedOnClinicalEvidence)))

This definition allows as to restrict that a cancer chemotherapy must happen
after a cancer diagnosis based on clinical evidence.

The above definition, however, is slightly different than what we need. A
patient could have more than one diagnoses and treatments. We want to be able
to specify that a treatment of a condition must happen after the diagnosis for
this particular condition. We must consider the two relations Treatment treats
ConditionWithDiagnosis and Treatment after ConditionWithDiagnosis together
to ensure the correct semantic meaning. We need to be able to add the temporal
relation property as a qualifier of the another relation. So that we can link a
restriction to the class description to define a class of individuals x for which
holds that if the pair (x,y) is an instance of P (the property concerned), then
y should have certain temporal relation with x. So this is our preferred way to
represent our example:

Class(sct:CancerChemotherapy partial

restriction(treats

CNTRO:after (sct:CancerDiagnosisBasedOnClinicalEvidence)))

This restriction describes the temporal qualification of a relation, if an instance
of CancerChemotherapy a is for an instance of CancerDiagnosisBasedOnClin-
icalEvidence b, then a must happen after b. This definition can be described
using SWRL rules, which we will discuss in the next section.

Semantic Definition of Concepts. With OWL DL, we can formally de-
fine clinical events or clinical-related temporal periods with temporal asser-
tions, such as “infection after injection” and “before procedure”. For example,
SNOMED CT defines that “infection after injection” is a “infection as compli-
cation of medical care” that is after “injection”. Using OWL DL, we define the
InfectionAfterInjection class as fellow:

Class(InfectionAfterInjection partial

intersectionOf

(restriction(CNTRO:after someValuesFrom (Injection))

InfectionAsComplicationOfMedicalCare))

With formal semantic definitions of clinical events, we can use the reasoners
to automatically identify certain time-related events from patient records. This
capability will potentially bring benefits to high throughput phenotyping, GWA
(genome-wide association) studies, clinical trials, and epidemiology studies.
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4.3 SWRL-Based Reasoning

SWRL Temporal Built-In Library. The SWRL Temporal Built-Ins Library
is one of the SWRLTabBuiltInLibraries [24]. It defines a set of builtins that can
be used in SWRL rules to perform temporal operations. It works with tempo-
ral information in the normalized form. Given two normalized time stamps, the
Built-Ins provide basic functions such as calculating the durations, and compar-
ing the two time stamps and checking if they satisfy certain temporal relations. It
also can compare two durations and check if one is less than, equal to, or greater
than the other. In addition, the Temporal Builtins provides an add function,
which can calculate a new time stamp by adding (or subtracting) a duration
from a given time stamp.

The temporal Builtins provides us the basic function blocks to build our tem-
poral reasoner. After the temporal data has been normalized, many more in-
formation can be inferred or calculated using the function blocks. For example,
with the add function, we can calculate the start/end time of a time interval
given the end/start time and its duration. We can also calculate the time stamp
of an event, given the time stamp of another event, and the temporal relation
with time offset of the two events.

SWRL RuleML. SWRL is designed based on the combination of OWL DL
and the unary/binary Datalog RuleML sub-language [23]. We can use SWRL
to add semantic assertions and enable Horn-like rules that can be used to infer
new knowledge from an OWL ontology and reason about OWL individuals. A
rule composed by two or more shared variables is easily expressed in Datalog
and corresponding decidable subsets of rule based languages. However, such role
chains is hard to be expressed in OWL DL [8]. SWRL generalized OWL by
allowing arbitrary patterns of variables and property conditionals expressions.

Using SWRL and the temporal relations defined in CNTRO, we can further
define time events with complex temporal assertions and/or with more than two
shared variables. For example, we can define that for a valid time interval, its
start time must before its end time by the following rule:

TimeInterval(?t)^hasStartTime(?t, ?s)^hasNormalizedTime(?s, ?ns)

^hasEndTime(?t,?e)^hasNormalizedTime(?e, ?ne)^before(?ns,?ne)

--> ValidTimeInterval(?t)

We can also define temporal relation properties such as meet, during, overlap,
finish, and start. For example, the temporal relation property during is defined
as follow:

Event(?a1)^hasTimeStamp(?a1,?t1)^TimeInterval(?t1)^

hasStartTime(?t1,?s1)^hasNormalizedTime(?s1,?ns1)

hasEndTime(?t1,?e1)^hasNormalizedTime(?e1,?ne1)

Event(?a2)^hasTimeStamp(?a2,?t2)^TimeInterval(?t2)^

hasStartTime(?t2,?s2)^hasNormalizedTime(?s2,?ns2)

hasEndTime(?t2,?e2)^hasNormalizedTime(?e2,?ne2)

^before(?ns1,?ns2)^after(?ne1,ne2)

--> during(?a2,?a1)
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Event(?a1)^hasTimeStamp(?a1,?t1)^TimeInterval(?t1)^

hasStartTime(?t1,?s1)^hasNormalizedTime(?s1,?ns1)

hasEndTime(?t1,?e1)^hasNormalizedTime(?e1,?ne1)

Event(?a2)^hasTimeStamp(?a2,?t2)^TimeInstant(?t2)^

hasNormalizedTime(?t2,?nt2)^

^before(?ns1,?nt2)^after(?ne1,nt2)

--> during(?a2,?a1)

We assume that if an event A includes another event B, event A must be asso-
ciated with a time interval. Event B, however, could be associated with either
a time instant or a time interval, each defined by one of the above rules. These
temporal operators can also be expressed using SWRL Built-Ins that connect to
Java methods.

We can combine the SWRL Built-Ins predicates and operators with SWRL
rules to define clinical events and concepts. For example SNOMED CT has
a concept “premature labor after 22 weeks but before 37 completed weeks of
gestation without delivery”, we can use SWRL rule expression to define the
temporal part as:

Event(?p)^hasTimeStamp(?p, ?t) ^ hasDuration(?t, ?d)

^temporal:durationLessThan(‘154’, ?d, temporal:Days)

^temporal:durationGreaterThan(‘259’, ?d, temporal:Days)

In the above expression uses the two operators in durationLessThan and dura-
tionGreaterThan from SWRL temporal builtins to check if the duration of the
event falls in the range specified in the concept. Since both the SWRL temporal
builtins and CNTRO do not support the level of granularity on week, we have
to convert 22 weeks and 37 weeks to 154 days and 259 days.

5 Implementation Status

We have designed and built a framework that embeds normalization, DL-based
reasoning, and SWRL-based reasoning. The framework adopted the temporal
computation components from the SWRL Temporal Built Ins library and uses
Pellet [14] as the reasoning engine. It provides a query API for users to query
data represented with respect to CNTRO. General search API parameters are:

– findEvent(searchText) returns a list of events that match the searching
criteria. Currently we look for events based on text search. We are working
on connecting our reasoning framework with Mayo Clinic’s Text Analysis
and Knowledge Extraction System (cTAKES) [12]. cTAKES can annotate
clinical events with respect to standard ontologies such as SNOMED CT [21]
(for clinical terms) or RxNorm [18] (for drug names). It annotates named
entities expressed in different ways but have the same semantic meanings
using the same concept code. We can then search by concept codes or labels
instead.

– GetEventFeature(event, featureflag) returns a specific time feature for
a given event. The parameter featureflag indicates which time feature the
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user wants to retrieve: start time, end time, note taken time, or event time.
All the time will be returned in the normalized format. If the specific time
was not stated in the original file explicitly, it will call the reasoner and check
if the time can be inferred. Sample query: When was the patient diagnosed
with diabetes? When was the patient started his chemotherapy?

– getDurationBetweenEvents(event1, event2) returns the time interval
between two events. The duration of the interval is either retrieved directly,
calculated, or inferred from temporal relationships with offsets. Sample
query: How long after the patient was diagnosed colon cancer did he start
the chemotherapy?

– getDuration(event) returns the duration of a given event. The duration
can be either retrieved directly or calculated. Sample query: How long did
the symptoms of rectal bleeding last?

– getTemporalRelationType(event1, event2) returns the temporal rela-
tions between two events if it can be retrieved differently or inferred. Sample
query: Was the PT scan after the colonoscopy?

– getTemporalRelationType(event1, time) returns the temporal rela-
tions between an event and a specific time if it can be inferred or retrieved.
Sample query: Is there any behavior change within a week of the test?

– getEventsTimeline(events) returns the order (timeline) of a set of events.
Optionally, when the order of the given list of events cannot be completely
resolved, it returns a set lists with those events that cannot be sorted within
the group. Sample query: What is the tumor status timeline as indicated
in the patient’s radiology note? What is the treatment timeline as recorded
in oncology notes? When was the first colonoscopy done When was the most
recent glucose test?

This temporal reasoning framework is an ongoing process. We are working on
implementing and improving the features of the API, and evaluating the API
with real world clinical data.

6 Discussions

Instant vs. Interval. Whether to view time as instants or intervals is a debate
among a lot of researchers [32]. On one hand, a time instant can be viewed as
a time interval with a very short duration. On the other hand, a time interval
is a time instant on a coarse level of granularity. In medical text, both time
instants and time intervals are used to describe clinical events. For example,
a clinician may state that “patient’s last cycle of chemotherapy was on Jan.
19”, or “patient’s last cycle of chemotherapy started from Jan. 10 and ended on
Jan. 19”. Currently we annotate the time stamp of an event simply based on
the expressions themselves. When there is only one time expression stated, we
consider it as a time instant. If duration, and/or start and end time were stated,
we consider it as a time interval. Therefore, we consider that “Jan. 19” is a time
instant with granularity Day whereas “started from Jan. 10 and ended on Jan.
19” is a time interval with both start time and end time indicated.
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One might argue, however, that a cycle of chemotherapy should be a process
with a duration instead of an occurrence that just happens on a specific point of
time. We are currently investigating on how to further classify and specify events
into different categories with different temporal characteristics. We then will be
able to annotate the temporal information of an event based on the temporal
characteristics of the event itself, instead of based on the temporal expressions
used in the original documents. For example, for processes like chemotherapy
or surgery, we use time intervals. But for occurrences like checking-in, we use
time instants. Basic Formal Ontology and Medical Ontology [2] has defined
different kinds of occurrences and process entities. We plan to adopt and ex-
pand the classes defined by BFO to our CNTRO ontology, so that the temporal
information can be more properly annotated.

Temporal Uncertainty and Temporal Imprecision. There are different
kinds of uncertainties we have encountered during both the annotation process
and the reasoning process.

One kind of uncertainty is from the original source. CNTRO has defined a
property called hasModality to capture uncertainties specified explicitly in the
original documents. For example, “in approximately two weeks” or ”about 3
hours”, each is an approximated temporal expression with uncertainties. Tem-
poral relations that are inferred based on this kind of temporal expressions will
also be returned to users as approximated.

In clinical text, each time expression is stated on a certain level of granularity.
But is that level of granularity sufficient enough for inferring temporal relations
or calculate a duration? One example would be to get the duration between
an event happened on Jan. and an event happened on June. Is that 5 months,
6 months, or 7 months? Another example is that an event A has time stamp
“Jan”, and an event B has time stamp “Jan 16”. The reasoner could not infer
a certain temporal relation between these two events. This kind of uncertainties
was major caused by temporal imprecisions.

We also found that temporal information in clinical text can be expressed in a
coarse notion that it is hard to use one of the pre-defined levels of granularity to
describe it, i.e., “early next year”, “middle of next week”, “short after 11:30 PM”,
or “immediately after admission”. This kind of imprecisions brings us problems
for uncertainties on temporal relations and durations too. For example, given
that an event A has a time stamp “short after 11:30PM on Jan 16”, and an
event B has a time stamp “Jan 17”, how confident can we say that event A is
before event B?

In addition, sometimes one temporal expression can have different interpreta-
tions. For example, for the sentence “patient’s last cycle of chemotherapy was on
Jan. 19”, there might be three different interpretations: (1) patient’s last cycle
of chemotherapy STARTED on Jan. 19; (2) patient’s last cycle of chemother-
apy ENDED on Jan. 19; or (3) patient’s last cycle of chemotherapy STARTED
and ENDED on Jan. 19. If we can specify the common duration of a cycle of
chemotherapy, it might be helpful to disambiguate the confusions. For example,
if we know the event usually lasts a few hours, but not a few days, we could
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interpret that patient’s last cycle of chemotherapy STARTED and ENDED on
Jan. 19.

How to describe the uncertainty in a systematic way while still support mean-
ingful reasoning powers is a non-trivial problem. While OWL can provide means
for including numeric uncertainty measures or level of uncertainties as data type
properties, there is no standardized way of representing uncertainties. In order
to adequately represent uncertainties in OWL, some language extension is nec-
essary. For example, previous research has focused on extending OWL DL with
fuzzy set theory [10,22], or using Bayesian networks as the underlying reason-
ing mechanism and probabilistic model [5,16]. We are currently investigating on
adopting this previous work and using OWL to represent temporal uncertain-
ties. In addition, we believe it will be useful to use ranges to represent imprecise
temporal notions and currently working on extend the CNTRO ontology to
reflect it.

Negation. SWRL and OWL’s monotonicity assumption determines that nega-
tion as failure is not supported. But in practice, we need to have a not operator
in both annotation and reasoning. In many cases, clinicians use negations of
temporal relations in clinical narratives, such as “no later than”, “not during”,
and “not before”. Without a not operator, new temporal relation properties such
as not before, not after have to been introduced and semantically defined, like
what the SWRL Temporal Built-In Ontology does.

Limitations with SWRL Built-Ins. While SWRL Built-Ins provide a pow-
erful extension mechanism that allows user-defined methods to be used in rules,
and serve as important function blocks in our temporal relation reasoning frame-
work, we found there are some limitations when using them. First, the Built-Ins
do not use an input-output designation mechanism. Built-ins can assign (or
bind) values to arguments. The implementation of the rule engine must detect
the unbound arguments and assign values to them. The types or the positions of
the unbound arguments cannot be defined through SWRL rules, therefore errors
cannot be detected easily before run time. Therefore, we provided our own API
for queries.

In addition, the SWRL Temporal Built-Ins implementation is not available
as a stand-along program library yet. We have investigated two ways to lever-
age the Built-Ins library: (1) using the Protégé SWRL tab [15], and (2) using
Pellet reasoner for SWRL Built-Ins. The first one can only be used in Protégé
environment and the second has limited access to temporal operations. In our
framework, we leveraged basic temporal Java classes implementation that comes
with SWRL tab plug-in for Protégé, such as Instant, Period and Temporal to
compute basic features and relations among events in patient’s clinical note.

Timing-Event-Dependent Change It is important to monitor the changes
between two time points or two timing events. For example, in “Most recent
ultrasound in May 2007 showed no change comparing to Nov last year”, we
can annotate two timing events, ”ultrasound in May 2007” and “ultrasound in
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Nov last year”. But with the current model, it is hard to annotate “no change”
between these two events. BFO has explored two ways to representing changes:
by comparing the discrepancies among the qualities at different time instants,
or by capturing the continuous dynamic change over an interval of time. While
measurement of change has been a topic widely covered by many researchers,
currently there is no standard way for modelling it in OWL. OWL’s monotonicity
assumption precludes modelling the changes of property values over time without
significant extra effort to circumvent the imposed constraints [9].

7 Conclusions and Future Work

In this paper, we introduce a Semantic-Web based framework for querying and
inferring temporal information from clinical narratives. We have built an OWL
ontology that models temporal information such as timing events, time instants,
time intervals, durations, and temporal relations. Based on this ontology, tem-
poral information in clinical narratives can be annotated and represented in
RDF. This ontology also provides foundation pillars for us and users to define
concepts and relations in the temporal aspects. Our framework embedded OWL
DL-based reasoning, SWRL-based reasoning, and the SWRL Temporal Built-Ins
library, combined these tools seamlessly to fit the needs of time-oriented question
answering and inference from clinical narratives.

Several directions remain to be pursued. First, we would like to connect the
reasoning framework to Mayo Clinic’s Text Analysis and Knowledge Extraction
System (cTAKES) [12]. We will extend and improve cTAKES and use it as an
automatic annotator for temporal information [19] and annotate information
with respect to the CNTRO ontology. We want to scale up the data collection
and investigate more on reasoning temporal information in clinical narratives.
We would also like to address the consistency issues and object identification
problem over heterogeneous sources. Second, we would like to extend the CN-
TRO ontology and embed more time-related semantic assertions as discussed in
Section 4.2. We will also embed the SWRL rules discussed in Section 4.3 into the
ontology itself. In addition, we will explore how to leverage the capabilities of
Rule Interchange Format (RIF) and OWL2 for temporal information definition
and reasoning. Third, we want to extend the CNTRO so that we can capture
data with uncertainty and imprecision better as discussed in Section 6. Last,
but not least, we want to implement a user-friendly user interface for health-
care providers and clinical researchers to query the time-related information in
clinical narratives.
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Abstract. The World Health Organization is beginning to use Semantic Web
technologies in the development of the 11th revision of the International Clas-
sification of Diseases (ICD-11). Health officials use ICD in all United Nations
member countries to compile basic health statistics, to monitor health-related
spending, and to inform policy makers. While previous revisions of ICD encoded
minimal information about a disease, and were mainly published as books and
tabulation lists, the creators of ICD-11 envision that it will become a multi-
purpose and coherent classification ready for electronic health records. Most im-
portant, they plan to have ICD-11 applied for a much broader variety of uses than
previous revisions. The new requirements entail significant changes in the way we
represent disease information, as well as in the technologies and processes that we
use to acquire the new content. In this paper, we describe the previous processes
and technologies used for developing ICD. We then describe the requirements
for the new development process and present the Semantic Web technologies that
we use for ICD-11. We outline the experiences of the domain experts using the
software system that we implemented using Semantic Web technologies. We then
discuss the benefits and challenges in following this approach and conclude with
lessons learned from this experience.

1 The International Classification of Diseases—A New Beginning

The International Classification of Diseases (ICD) is the standard diagnostic classifica-
tion developed by the World Health Organization (WHO) to encode information rele-
vant for epidemiology, health management, and clinical use. Health officials use ICD
in all United Nations member countries to compile basic health statistics, to monitor
health-related spending, and to inform policy makers. ICD is one of the most impor-
tant classifications used for health care all over the world. ICD is created by a large
collaborative effort among international medical experts. To keep up to date with sci-
entific findings about diseases and to address new uses of the classification, the WHO
publishes revisions of the classification approximately every decade. In 2007, the WHO
started work on the 11th revision of ICD (ICD-11).

Our group is working closely with the WHO to support the collaborative develop-
ment of ICD-11. The new requirements for ICD-11, which we describe in Section 3,
call for a complete revamping of the classification representation in order to build a
more solid and flexible formal foundation. ICD-11 will use OWL as the underlying
representation language. The workflow for the new development process is also going
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to change fundamentally. The process will become a Web-based open process that is
powered by collaboration and social features.

This paper makes the following contributions:

– We analyzed the representational and functional requirements for supporting the
new collaborative workflow for the development of ICD-11 (Section 3).

– We developed a customization of WebProtégé, a Web-based version of Protégé, to
support distributed collaborative development of ICD-11 (Section 4).

– We performed a formative evaluation of the tool (Section 5).
– We analyzed lessons learned and the challenges and advantages of using Semantic

Web technologies for the development of large medical terminologies (Section 6).

2 ICD History, Use, and Development

ICD traces its origins to the 19th century. The initial work on disease statistics actu-
ally began in the 16th century with the London Bills of Mortality that listed the num-
ber of burials as a warning against the onset of the bubonic plague. The London Bill
of Mortality enumerated 81 causes of death and it is the predecessor of international
mortality classifications.1 Several governments and health organizations recognized the
importance of this classification and became interested in it. In 1948, the World Health
Organization (WHO) took over the responsibility for ICD and its creation and included
for the first time the causes of morbidity, in addition to classifying causes of mortality.2

Since then, ICD underwent revisions approximately every decade. The current revision
of ICD, ICD-10, contains more than 20,000 terms and is used in over 100 countries
around the world. ICD-10 is available in the six official languages of WHO (Arabic,
Chinese, English, French, Russian, and Spanish) as well as in 36 other languages [11].

2.1 Uses of ICD

ICD is an essential resource for health care all over the world. Its strength comes from
enabling researchers to undertake studies of temporal and spatial distributions of cer-
tain diseases and to make estimates of the effects of diseases on populations [3]. ICD
also enables the study of numerous other epidemiological aspects of diseases in human
populations. More recent uses include indexing and retrieving of medical records, or
use in reimbursement, audit systems, and public policy. At its core, the most important
contribution of ICD is the ability to exchange comparable data from different regions
and allowing the comparison of different populations over long periods of time.

2.2 The Previous ICD Development Process

WHO publishes three types of ICD revisions and updates: Every decade, a revision
process takes places and results in a new ICD revision, such as ICD-9 or ICD-10. To

1 Mortality is the proportion of deaths to population, or the rate of death.
2 Morbidity is defined as the incidence of disease, or the rate of disease.
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keep up to date with new scientific findings that occurred between 2 subsequent ICD re-
visions, WHO makes yearly updates and 3-year major updates of the classification [4].
The yearly update usually contains hundreds of changes, while the 3-year update in-
volves more significant changes that impact the mortality and morbidity statistics.

The revision from ICD-9 to ICD-10 was done mainly via regular mail. Non-
governmental organizations, statistical offices, and scientific societies proposed changes
to ICD. WHO sent the proposed updated chapters to the involved parties for review
and comments. Then, experts discussed controversial topics and agreed on the chap-
ters in face to face meetings. In the last step of the process, WHO experts reviewed
the changes for consistency across different chapters and for structural integrity of the
overall classification.

Starting with ICD-10, the proposals for updates came from national stakeholders
through the WHO collaborating centers [10]. WHO circulated the proposal for updates
in a formal way via email. Experts then met in one or two teleconferences to seek
agreement on edits or overall acceptance of the proposals, in addition to emailing of
the proposals with lists of comments and originators. The centers usually went back to
their national scientific societies to get analysis of the proposals from a scientific point
of view. WHO made final decisions at the annual face to face meeting of the WHO
Family of International Classifications Network, strongly believing that this was the
best way to solve open issues with the proposals.

In an effort to streamline the ICD-10 update process, WHO developed a Web-based
application, ICD-10 Plus,3 to serve as the common platform for incremental updates
to the ICD-10 revision. The goal of the platform was to make the development process
transparent and to encourage the participation of external experts. ICD-10 Plus func-
tions as a workflow engine that starts when an expert creates a change proposal and
ends when the proposal is either removed from the system or implemented in ICD.
Users also have different levels of authorization ranging from standard users, who can
only submit proposals and participate in discussions, to moderators and administrators,
who have more access permissions.

ICD-10 Plus is implemented as a database-backed system with a fixed scheme for
storing the classification and the information attached to a disease. The types of struc-
tured proposals (e.g., a proposal to introduce a new category) are modeled as database
tables with predefined fields. The workflow implementation is very specific to the ICD
revision process and it is hard-coded in the tool.

3 Requirements for the New ICD Development

In 2007, WHO initiated the work on the 11th revision of ICD (ICD-11) with the mis-
sion “to produce an international disease classification that is ready for electronic health
records that will serve as a standard for scientific comparability and communication.”4

ICD-11 will introduce major changes to ICD, which the WHO characterizes as (1)
evolving from a focus on mortality and morbidity to a multi-purpose and coherent clas-
sification that can capture other uses, such as primary care and public health;

3 http://extranet.who.int/icdrevision
4 http://sites.google.com/site/icd11revision/home

http://extranet.who.int/icdrevision
http://sites.google.com/site/icd11revision/home
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(2) creating a multilingual international reference standard for scientific comparabil-
ity and communication purposes; (3) ensuring that ICD-11 can function in electronic
health records (EHRs) by linking ICD to other terminologies and ontologies used in
EHRs, such as SNOMED CT; (4) introducing logical structure and definitions in the
description of entities, and representing ICD-11 in OWL and SKOS. In addition to these
changes in structure and content, the WHO is radically changing the revision process
itself. Whereas the previous revisions were performed by relatively small groups of ex-
perts in face-to-face meetings and published only in English and in large tomes, devel-
opment of ICD-11 requires a Web-based process with thousands of experts contributing
to, evaluating, and reviewing the evolving content online.

Thus, the requirements for the new ICD revision fall in two categories (1) devel-
oping a richer and formal representation for ICD-11 that will support the new goals
of the classification, and (2) designing and implementing an open social development
environment to support the richer content acquisition.

3.1 Representation Requirements

ICD-10 is a statistical classification and it lacks a formal representation. A classification
is a set of categories (buckets) into which one can place all the objects in the universe,
for which the classification was designed. In the ICD case, the universe is represented
by all diseases and health related problems. As such, ICD has to comply to the classifi-
cation principles [1,4]:

– ICD must have a category for each (possible) disease.
– Categories cannot overlap, which means that a disease cannot be placed into two or

more categories.
– Each category must have at least one disease; thus, a category cannot be empty.

To maintain its usefulness for statistical purposes, ICD must follow these principles.
However, with its extension of goals, to become a multi-purpose classification for a
much larger number of usages, the current ICD already faces a number of issues. The
use of different classification axes by different branches of ICD allows the classifica-
tion of a disease in two or more categories. For example, bacterial pneumonia is both
an infectious and a respiratory disease. Such classification of a category in more than
one branch violates one of the principles of classification.

Different uses will also require different level of details in the classification. For
instance, in primary care it will be enough to have appendicitis as a category, but in a
clinical-care setting we will need a much higher level of detail, and even more details in
a research setting. The ICD-11 representation will have to encompass all its uses with
their possibly different properties. From this representation, we will have to be able to
extract valid classifications for the different uses at the appropriate level of detail, while
maintaining the coherence among them.

If previous ICD revisions contained only minimal information about a disease, usu-
ally just a code, WHO will significantly extend the ICD-11 representation of a disease
to cover different aspects of diseases, such as clinical description, causal mechanisms,
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risk factors, treatment, functional impact, and so on. These aspects can serve as different
classification axes. We will need to devise representation patterns for the new attributes
of a disease and find ways of linking them to predefined value sets.

ICD is in use in many countries around the world. Some of the countries, including
the USA, Canada, Germany, and Australia, found ICD to be insufficient for the level of
detail that they needed for clinical and administrative uses, and created extensions of
the classification, known as Clinical Modifications [4]. For example, the ICD-10-CM in
use by USA has more than 60,000 categories. As a consequence, there are now multiple
extensions of ICD with no formal linkages among them, restricting the compilation of
international statistics only to certain cases. ICD-11 will try to integrate the clinical
modifications into one consistent representation. In the initial step, ICD-11 will merge
the clinical modifications into one representation, which medical and classification ex-
perts will curate in a second step. From the all-encompassing representation, we should
be able to generate the country-specific classifications that will represent a subset of the
original. To support this requirement, we need to maintain the metadata about the
provenance of the country specific categories. Our representation will also need to be
able to model the relevant usages for a category (for example, a disease is relevant
for morbidity use, but not for mortality).

The content of ICD-11 will also be evidence-based: for each piece of information
stored in ICD (e.g., the risk factors of a disease), the experts will have to provide scien-
tific evidence in form of links to publications or official documents. The ICD represen-
tation will have to store the evidence in form of metadata attached to each assertion.

Furthermore, ICD-11 has to be language-agnostic and provide translations of the
labels used in the classification in several languages. WHO also intends to maintain a
mapping between the ICD-10 code and ICD-11 code of a disease to support the migra-
tion of existing medical software to the new classification.

One important WHO desiderata is to make ICD useful in electronic health records by
linking it to other standard terminologies and biomedical ontologies, such as SNOMED
CT. We must develop a representation and methodology for creating references to
terms in external resources. For example, the description of a disease will include
a body part. Rather than creating its own anatomy taxonomy, ICD will reference a term
in the Anatomy branch of SNOMED CT. The reference will have to store metadata,
such as the source of the term, terminology version, identifier, and link to the term.

3.2 Development Process Requirements

While the previous ICD development happened mostly in face-to-face meetings behind
closed doors, WHO envisions to use an open social process for ICD-11 that will involve
a large international community of experts. The process will be similar to Wikipedia,
where a large number of people contribute to the content. In the ICD case, WHO hopes
that a large number of medical experts will contribute to the content of ICD-11.

The development of ICD-11 will happen in several phases. The alpha phase is open
only to WHO experts. The goal of this phase is to develop the new representation, to
test it internally, and to fill the content of the alpha draft, the initial draft of ICD-11. The
alpha phase will end in May 2011. We performed the work presented in this paper as



262 T. Tudorache et al.

part of the alpha phase. In the beta phase, WHO will open ICD-11 to a large community
of experts for feedback, and will also use it for field trials. In the last phases, ICD will
be open to the entire public for viewing (2014). Following the approval by the World
Health Assembly (WHA), which is planned for 2014, the implementation of ICD-11 in
health care systems across the world will start.

The workflows that each of the development phases needs differ significantly. In the
alpha phase, the main focus is on finding an agreement on the ICD formal represen-
tation, and having WHO experts pre-fill a large part of the content. In this phase, it is
critical to enable many experts to fill in effectively as much content as possible. In the
beta phase, the process will change completely. The number of users will increase from
around a hundred to thousands. In such a situation, enforcing access policies becomes a
priority. The focus changes from having an effective editing platform to having a plat-
form where users can make change proposals and discuss issues in the classification.
Collaboration and workflow support becomes one of the most important features. WHO
envisions a reviewing process of the ICD-11 content by external domain experts similar
to the scientific peer review process that will ensure a high quality of the classifica-
tion. WHO will also define a quality assurance process for ICD that should become an
integral part of the development cycle.

The main challenge in our experience so far was the lack of a well defined collab-
oration workflow. The different groups of WHO experts could not agree on a concrete
workflow for the alpha phase, the roles of users, their access policies and the sequence
of steps and responsibilities. However, proceeding to the next phases of ICD will be
impossible without a well defined workflow.

4 The Semantic Web Approach

As the representation requirements on ICD-11 have become more complex (Section 3.1),
the WHO decided to use OWL as the underlying formal representation language. WHO
created a committee—the Health Informatics Modeling Topic Advisory Group (HIM-
TAG), to design an appropriate OWL representation for ICD-11, the content model. One
of the paper authors (Prof. Mark A. Musen) serves as a chair of the HIM-TAG. The Re-
vision Steering Committee (RSG) serves as the planning and steering authority in the
update and revision process. The RSG in collaboration with the HIM-TAG are in charge
of defining workflows for the different phases of the ICD development.

Our group has been involved in both committees from the beginning of the ICD-11
revision process, and has contributed to the development of the content model. We have
also designed and implemented a Semantic Web tool that the WHO domain experts
use to edit the ICD-11 content in the alpha phase. The tool is based on WebProtégé—a
lightweight ontology editor for the Web [9], which extends the popular Protégé plat-
form. Besides browsing and editing support, WebProtégé supports collaboration pro-
cesses and has a highly customizable user interface for knowledge acquisition.

We describe the design of the ICD-11 OWL ontology in Section 4.1, and WebProtégé
in Section 4.2.
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Fig. 1. A snippet of the ICD Ontology. The ICDCategory is the top-level class in the ICD disease
hierarchy. The usage of a class is modeled using the linearizationSpecification property. The
property values of a disease class are instances of the class Term.

4.1 The ICD-11 OWL Ontology

The ICD ontology5 should serve as the underlying representation for all information re-
lated to diseases, including the definition of disease characteristics, linkages to external
terminologies, as well as linguistic information for translation in multiple languages.
One of the major challenges in designing the ontology was supporting the different us-
ages of ICD that have to conform to valid classification principles (see Section 3.1). The
HIM-TAG proposed a layered model of the ICD Ontology. The Foundation Layer will
contain an all-encompasing model of all the usages of ICD and it will allow multiple
parents of a category. The Linearization Layer will provide a view on the Foundation
Layer, called a Linearization, for each specific usage. The main characteristic of a Lin-
earization is that it is linear—each category will have exactly one parent, which satisfies
the most important principle of a classification. There will be linearization correspond-
ing to mortality, morbidity, primary care, and so on. Tu and colleagues [7] provide a full
description of the ICD Ontology and the content model. The Foundation Layer ensures
that all linearizations provide a consistent representation of diseases, and that they are
coherent with one another.

Figure 1 shows the main components of the ICD Ontology that correspond to the
Foundation Layer. A class in the ontology represents an ICD category. The ICDCat-
egory is the root of the ICD disease hierarchy. We used a metaclass level to describe
the different classification axes corresponding to the properties in the ontology. For
example, a disease has one or more associated body parts. The representation in the
ontology is as follows: A disease class has a property bodyPart that is prescribed by
the ClinicalDescription metaclass6. In other words, we associate a property bodyPart

5 Available online at: http://tinyurl.com/icd-ontology
6 The disease classes have a number of other metaclasses corresponding to different classifica-

tion axes.

http://tinyurl.com/icd-ontology
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to each disease class, rather than to its instances. Other properties include textual defini-
tion, synonyms, clinical descriptions (body part, body system), manifestation properties
(signs and symptoms, investigations), causal properties, temporal and functional prop-
erties, treatment, and so on.

The values for these properties are reified instances of the Term class and its sub-
classes. Reification enables us to encode additional information for a property value,
such as scientific evidence, translations in multiple languages, or metadata about the
linkages to external terminologies. For example, a synonym for a disease name is an
instance of LinguisticTerm that has a unique identifier, but also provides labels for dif-
ferent languages. Similarly, the value for the causalMechanism property is an instance
that must contain links to scientific evidence.

The values for most of the properties should come from predefined value sets. These
property values are represented as instances of the ReferenceTerm class and its sub-
classes. The ICD ontology uses two types of reference terms: terms in external termi-
nologies and terms in value sets defined locally in the ICD ontology. A reference term
instance has metadata associated with it, such as a unique identifier, a preferred label,
the source terminology, a direct URL link to the term (if available). For example, the
Myocardial Infarction class has as a value for the bodyPart property a reference to the
SNOMED CT term for Entire Heart. The value of bodyPart is therefore an instance that
has as property values: id=302509004 (identifier in SNOMED CT), source=SNOMED
CT, preferredLabel=Entire heart, a direct URL7 to the term in BioPortal, and other
properties to store additional metadata.

The ICD ontology is built in a modular way. The upper ontology (i.e, the content
model) provides the basic structures and is imported directly or indirectly by all other
modules. The right hand side of Figure 2 shows the import hierarchy of the ontology
modules that make up the ICD-11 ontology.

4.2 WebProtégé—The Knowledge Authoring Platform Used for ICD-11

Our group developed WebProtégé—a highly customizable Web interface for browsing
and editing ontologies, which provides support for collaboration. We have created a
specific customization of WebProtégé for the content acquisition in ICD-11.8 In the
remainder of the section, we describe the architecture and the features of the tool.

Architecture

Figure 2 shows an overview of the WebProtégé architecture. The core of the system is
the Collaboration Framework [8], which provides all the collaboration and ontology
access services that the client applications need through the Ontology Access API, Notes
and Discussions API and the Change Tracking API. The Workflow API provides the
workflow support, including access policies and user management. The clients of the
Collaboration Framework are the Protégé desktop application, WebProtégé, and any
other application that access its services either directly through the Java APIs or through
the remote RMI interfaces.

7 Direct URL in BioPortal to Entire Heart: http://tinyurl.com/bp-heart
8 The ICD demo platform is available at: http://icatdemo.stanford.edu

http://tinyurl.com/bp-heart
http://icatdemo.stanford.edu
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Fig. 2. An architecture diagram of WebProtégé used in the ICD context. WebProtégé UI uses the
services on the server side to display information. The WebProtégé server side and the desktop
client Protégé connect to the Collaboration Framework to access the ontology and the collabora-
tion services. The Ontology Repository stores the ontologies available to the clients. The modules
and the import hierarchy of the ICD ontologies are also shown.

The WebProtégé server connects to the Collaboration Framework to access the ontol-
ogy content and the collaboration services. The WebProtégé server also provides services
for the user-interface configuration and for creating links to external terminologies stored
in BioPortal—a web-based repository for biomedical ontologies and terminologies [6].
In the WebProtégé deployment for the ICD-11 authoring, we have used the Collaboration
Framework and implemented additional services for the ICD-specific functionality.

Features

The main feature of WebProtégé is the support for Web-based browsing and editing
of ontologies. Medical experts from around the world are using the system to edit the
ICD-11 content simultaneously. Every change that one editor makes is immediately
committed to a shared copy of the ontology. The change is then propagated to all other
clients in the collaboration framework and other editors see the changes in real time.

Another key feature of WebProtégé is the support for collaboration. The support
for notes and discussion ensures that domain experts can raise questions and discuss
different issues that arise during the authoring. Several note types are available in the
Web interface. Users can attach notes to any entity in the ICD ontology (class, property,
individual), or even to a specific property-value assertion (for instance, to one of the
synonyms of a disease class). The notes and discussions are threaded and can contain
any HTML formatted text. Change tracking is one of the most important features that
WHO uses in the quality assurance. Indeed, for each action that the user performs,
there may be several granular changes that happen in the ontology (e.g., creating a
reference to another term involves creating a new instance, adding property values to
it, and setting a property value in the container class to refer to that instance). We store
granular changes for analysis and debugging purposes, but present the user only with
the user-friendly high-level descriptions of changes that correspond to the user actions.
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Fig. 3. The ICD authoring tool using WebProtégé. Each tab contains one or more panels, called
portlets that can be arranged by drag-n-drop. The left hand-side portlet shows the disease class
hierarchy of the ICD ontology. The right panel shows the uses (linearizations) of the selected
disease in the tree, in this case Tuberculosis.

Protégé stores both notes and individual changes that the authors make as instances in
the Changes and Annotation Ontology (ChAO) [5]. The changes are hierarchical, mean-
ing that a change may be composed of other sub-changes, similar to nested database
transactions. We have implemented a tool that uses the structured changes log to ana-
lyze the activity in the ICD ontology and to generate statistics.9

The new development process for ICD also envisions that the content of ICD-11 will
be reviewed in a manner similar to scientific paper reviews (see Section 3.2). We have
implemented a rudimentary reviewing feature that allows a user with the appropriate
privileges to request the review of a disease description. WebProtégé sends a review
request to the reviewer, who can later log into the system and enter her review. As
any other note types, reviews can be attached to a class representing a disease, or to
individual property values.

Figure 3 shows the user interface of WebProtégé as deployed for the ICD-11 author-
ing. We have implemented a declarative user interface that allows us to define the
user interface components and layout in an XML configuration file. The configuration
file declares the binding of the user interface elements to the underlying ontology en-
tities. For example, a text field can be used to edit the values of a string property, or a
radio button for functional properties. By simply changing the XML configuration file,
we can quickly change the user interface without the need to compile or re-deploy
the application. This feature provides great flexibility for projects such as the ICD

9 The Change Analysis Plugin is available at: http://tinyurl.com/ch-analysis

http://tinyurl.com/ch-analysis


Will Semantic Web Technologies Work for the Development of ICD-11? 267

development, in which the underlying ontology structure (even the upper ontology) is
still under discussion and active development. We implemented the user interface as a
portal, in which users can arrange portlets—components providing independent pieces
of functionality, simply by drag-n-drop. WebProtégé is extensible and has a plugin in-
frastructure. We implement some ICD-specific portlets for the ICD infrastructure. The
high customizability of the user interface also allows us to define different layouts for
different users based on their interest and domain of expertise. One of our main reasons
for developing a highly configurable user interface was to be able to hide from domain
experts ontology details that are not relevant to them. We have spent a lot of effort in
ensuring that the user interface does not look like an ontology editing environment, but
is customized for the domain experts.

One of the important requirements in the ICD-11 development is to support the link-
ages to terms in external terminologies. We implemented a Reference Portlet, which
allows users to import terms from terminologies stored in BioPortal with a single click.
For instance, if the user wants to import a reference to a term Heart from the SNOMED
CT Anatomy branch, we invoke a RESTful service call to BioPortal and fetch the re-
sults. Then, the user can simply click on an import link next to one of the search results.
On the backend, we create an instance of a ReferenceTerm, and present it in a table
format to the user.

5 Usage of the Semantic Web Platform

During the alpha phase of the ICD-11 revision project, editors have been updating and
making changes to the ontology from November 2009 to present day. Figure 4a displays
the changes that the editors have made during this time period. Different colors in the
stacked area chart correspond to changes made by different editors. The x-axis is the
months of the project and the y-axis is the number of changes made by a given author.

After six months of use, there has been a total of 15,025 changes made by 16 different
editors out of 48 users who have logged into the system. The platform does not require
a sign in for read access, and therefore we did not keep track of other users of the
system. Contributions have ranged greatly from as little as a single change to as many
as 7,709. The average number of changes per editor is 684, while the median is 85. The
editors have created a total of 483 definitions for terms, added 2,464 completely new
terms to the hierarchy, removed 149 ICD-10 terms and moved 1,415 ICD-10 terms to a
new location in the ontology hierarchy. While previous versions of ICD did not support
multiple inheritance, there is already 464 terms with multiple parents within ICD-11.

Editors have also been actively participating in discussions. Figure 4b displays a
stacked area chart representing editor note contributions per month in the alpha phase.
The editors created a total of 5,035 notes. Similar to change contributions, the amount
of note contribution has varied greatly amongst the editors. Contributions range from
as few as 1 to as many as 2,422. The average is 315, while the median is 105.

These statistics demonstrate that the tool is being used actively by the editors, but
it does not provide details about their feelings on the usability of the tool. To gather
this information, we carried out a web-based survey, which we describe in the next
section.
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Fig. 4. Visual representation of editor changes (a) and notes (b) contributions per month during
the alpha phase of the ICD-11 revision process

Table 1. Survey questions. iCAT stands for “The ICD Collaborative Authoring Tool” and is the
customized WebProtégé platform used for editing ICD.

# Question
1 Rate your experience with iCAT?

I thought iCAT was easy to use.
I found iCAT to be unnecessarily complex.
I think I would need technical support to be able to use iCAT˙
I found the various features of iCAT to be well integrated.
I thought there was too much inconsistency in iCAT˙
I think most people would learn iCAT quickly.
I found iCAT cumbersome to use.
I felt very confident using iCAT˙
I needed to learn a lot about iCAT before I could effectively use it.

2 What did you like about iCAT?
3 What did you dislike about iCAT?
4 Did you find the discussion and commenting features helpful?
5 Do you have any additional comments not already covered?

5.1 Survey Feedback

To solicit feedback from our users, we conducted a web-based survey consisting of five
questions (see Table 1). The first question consisted of completing nine sub-questions,
each evaluated on a 5-point Likert scale ranging from “Strongly disagree” to “Strongly
agree”. These sub-questions were adapted from the System Usability Scale (SUS) [2].
The other five questions were all open-ended.

Survey results
Thirteen experts responded to the survey10. The respondents were content experts (med-
ical doctors) and classification experts. None of the respondents had ontology expertise.
Some of the experts took part in a training session for WebProtégé in September 2009,
but others had to start using the tool with no prior training. The results of the first

10 The results of the survey are available at: http://tinyurl.com/icat-survey

http://tinyurl.com/icat-survey
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question shows a range of answers. Five of the editors found the tool easy to use, while
4 editors had difficulties with it, and 4 others were neutral. Half of the respondents
found the tool too complex and some felt that they needed training or support to use it.
On the positive side, the respondents found the tool to be well integrated and consistent.

The second and third questions provide more detail about these ratings. The sec-
ond question asked about the features that the editors liked. The answers indicate that
it is “logical,” has “easy structure and clear layout”, “easy navigation” and the good
“integration of features.” Other features mentioned were the easiness in performing hi-
erarchical changes and the integration with BioPortal.

On the negative side, 7 of the 10 responses highlighted the complexity and time
needed to enter information. Some of the respondents found that the tool was too related
to the informatics side, forcing users to enter too much detail. One respondent also
indicated that they wanted to be able to display more information, in report form, on a
single screen and be able to export this information for discussion.

The fourth question asked about the usefulness of the notes feature. Five of the 9
respondents indicated that they found the feature useful. The other respondents either
had not used the feature, or indicated they had trouble finding new comments.

The final question asked whether the respondents had any comments not already
covered by the survey. Only four respondents provided further feedback. Two indicated
great concern about having an open editing process. They felt that too many users con-
tributing without classification expertise could lead to inconsistencies in the hierarchy
and continual changes to certain areas. The other two respondents re-iterated the time
needed to enter information and felt that there needed to be support for submitting a
less structured form of the content model.

6 Discussions and Future Work

The results of the survey provide important feedback both to the developers of the col-
laboration tools and to the team developing the content model itself (the HIM-TAG).
Indeed, WebProtégé only exposes the underlying ontology in a form-based interface.
Most users, however, do not distinguish the tool and the model that the tool exposes.
The editors in our survey felt the representation was very complex and that they did
not understand many of the fields. Indeed, ICD-11 is enormously more descriptive than
previous ICD revisions. If in previous revisions, a category contained mainly a code
and a handful of properties, in ICD-11 editors can fill in over 40 fields attached to a
disease. The description of the fields is also not well defined in the content model yet
and there are fierce discussions in the HIM-TAG related to representation of disease
characteristics. For example, including a severity in a disease description can be prob-
lematic because the severity may vary in different stages of disease or based on other
factors. Given this newly added complexity of the model and the constant changes that
it is still undergoing, we believe that some of the issues that the editors raised in our
survey, were actually related to the content model itself and not to the tool.

Of course, there were also issues related to the tool itself. We implemented the ini-
tial version of the tool in a very short period of time with no formal requirements. The
experts and HIM-TAG were able to formulate the requirements only after they saw the
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first prototype of the tool in September 2009. Ever since then, the tool, the ICD on-
tology, and requirements evolve together. Supporting the ICD-11 process as it is today
was possible only by having a flexible system that can be easily adapted to changes in
the underlying ontology. Any application that would hard-code the binding between the
user interface and the ontology would not have worked in this setting.

We are aware of several user interface issues in the tool that make the work of the
editors more difficult. In several discussions with the editors and also from the survey,
we know that the lack of synchronization between the class trees in the different tabs
causes a change of context and editors can make mistakes much easier. We are also
aware of some performance problems due to the concurrency support in the ontology
APIs on the backend side that use a coarse-grain lock at the level of an ontology. Mean-
while, we have developed an implementation of the ontology APIs with a finer-grained
locking mechanism that addresses this issue.

Some problems are related to the backend side and the fact that the Changes and
Annotation ontology grows at a much more rapid rate than the domain ontology. There-
fore, we must address the question of whether to store the change tracking information
as instances in an ontology makes sense. The crucial question is whether the structure
and type information of the changes provide any advantage. We believe that it does.
The Change Analysis plugin generates different kind of statistics and makes use of the
type structure information for some of the statistics (for example, how many classes
have been moved from one branch of the ontology to the other). We need to find better
technical solutions to address this scalability problem.

Our experience with ICD-11 made us realize that developing and providing content
to formal models is just cognitively difficult. This process is even harder for domain
experts who have no prior knowledge of ontologies or knowledge representation. In
developing the web platform, we tried to “hide” as much of the underlying formal rep-
resentation as possible. We implemented simplified editing widgets, such as instance
tables, to present and support the acquisition of reified relationships. Most of the rela-
tions in the ontology are reified, but domain experts are not aware of their underlying
representation. We also tried to model the entire user interface as a form-based interface
using common editing widgets (texfields, radio buttons, check boxes, etc.) that were al-
ready familiar to the users, and did the “heavy-lifting” on the server side. However, we
think that there may be a limit to how much the user interface will be able to simplify a
task that is similar to ours.

Initially, we developed the ICD ontology using a frame-based formalism and soon
after we migrated the representation to OWL. Although in the current model we use
very few DL-specific constructs, there are several benefits of using OWL. First, it is
a W3C recommendation and has a well defined formal semantics, which will enable
the reuse of ICD-11 in other ontologies and by other tools. Second, we make use of
two of the most common modeling patterns in OWL—defining value sets and reified
relationships—which form the basis for the entire representation. Third, we make use of
inverse properties, cardinalities, domain and ranges, which are important in the model
and are enforced in the user interface. Fourth, we plan to use OWL annotations for
storing the metadata and linguistic information, which play a central role in the model.
Fifth, in order to manage manage poly-hierarchies and multiple inheritance, we plan to
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convert the current representation into a DL form using OWL defintions and restrictions.
We will then be able to check the consistency of the manually created polyhierarchies
using a DL reasoner.

One concern that the editors raised is whether the development of the ICD-11 can
be open to the community at large, as planned by WHO. It is not yet clear whether a
development à la Wikipedia would work for ICD. The main issue is whether a domain
expert with no understanding and training in the new content model will be able to
contribute in a significant way to the development of ICD. We do not have answers to
these questions yet. For the beta phase, we plan to implement a much stricter access
policy mechanism (access rights at the level of branches and depending on many work-
flow variables). The collaboration workflow will also be significantly different. It will
switch its focus from editing to a proposal-based process. External experts will be able
to submit structured change proposals. However, the exact workflow and quality assur-
ance for the beta phase is still undefined. As in many other cases, the technology and
implementation is only secondary, and the main challenge is social: the various teams
of experts that are developing the workflow are yet to agree on one.

The general evaluation of WebProtégé as a platform for the collaborative authoring
of ICD is positive. We are currently working with WHO to build two other WebProtégé
deployments to be used for the collaborative development of two other WHO clas-
sifications: the International Classification of Patient Safety (ICPS) and the Interna-
tional Classification of Traditional Medicine (ICTM). The flexibility and versatility of
WebProtégé allows very quick customization of the tool for different ontologies. In fact,
we have built a first prototype11 for the Traditional Medicine classification in less than 2
weeks. We spent most of this time adapting the upper level ontology to the ICTM con-
tent model, and then we were able to configure the new user interface showing Chinese
characters in a very short time. For the near future, we will add collaboration features
needed for the beta phase, and will also work on providing internationalization support.
We also plan to perform further evaluations of the tool, and we are particularly excited
to witness the use of the platform in a much larger setting.

7 Conclusions

Developing ontologies is a cognitively hard process and we do not yet have a good grasp
of simple interfaces for this type of development. Even though defining a new class in
ICD-11 is as “simple” as filling out a number of pre-defined terms, with value sets for
many of the fields also pre-defined, users still found the process difficult and cumber-
some. And while some of this difficulty was in fact the difficulty in understanding the
meaning of the fields themselves, some of it was from the amount of information that
we must present on the screen. We need to consider ways to custom-tailor interfaces
dynamically, based on the role that a particular user is playing in the workflow, based
on the parts of the class tree that he is interested in, and parts of the content model that
he is either qualified or interested in filling out.

Our experience working with WHO on the ICD-11 alpha draft also helped both
teams understand better what the advantages of the semantic technologies were. The

11 The ICTM prototype is available online at: http://icatdemo.stanford.edu/ictm/

http://icatdemo.stanford.edu/ictm/
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need to reference other ontologies, the need for multiple inheritance along with single-
inheritance linearizations, the ability to integrate labels in multiple languages are ex-
actly the strong points of semantic-web technologies such as RDF and OWL.
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Abstract. We present a scalable, SPARQL-based computational pipeline for test-
ing the lattice-theoretic properties of partial orders represented as RDF triples.
The use case for this work is quality assurance in biomedical ontologies, one de-
sirable property of which is conformance to lattice structures. At the core of our
pipeline is the algorithm called NuMi, for detecting the Number of Minimal upper
bounds of any pair of elements in a given finite partial order. Our technical con-
tribution is the coding of NuMi completely in SPARQL. To show its scalability,
we applied NuMi to the entirety of SNOMED CT, the largest clinical ontology
(over 300,000 conepts). Our experimental results have been groundbreaking: for
the first time, all non-lattice pairs in SNOMED CT have been identified exhaus-
tively from 34 million candidate pairs using over 2.5 billion queries issued to
Virtuoso. The percentage of non-lattice pairs ranges from 0 to 1.66 among the
19 SNOMED CT hierarchies. These non-lattice pairs represent target areas for
focused curation by domain experts. RDF, SPARQL and related tooling provide
an eÆcient platform for implementing lattice algorithms on large data structures.

1 Introduction

Lattices arise naturally from many disciplines. We speak of lattices because of their
familiarity and their elegant structural properties. In the Semantic Web, lattices are inti-
mately related to conceptual structures, since good ontologies often have a lattice struc-
ture [23]. The deeper philosophical and mathematical reason for lattice to be a desirable
structural property for the taxonomy relation (e.g. IS-A) in ontologies can be elucidated
using a theory called Formal Concept Analysis (FCA [3,11,15]). Starting from two very
basic types, objects and attributes, with the assumption that intension and extension are
fundamental adjoining facets of the notion of concept, one arrives at the mathematical
structure of (complete) lattices automatically using FCA. The upshot of this is that if we
encounter a non-lattice fragment in a taxonomic hierarchy, then somewhere upstream
the notion of intension and extension has not been rigorously enforced, revealing gaps
in conceptual modeling which can be subtle to detect otherwise.

Though desirable, the lattice property of ontologies is not always found in most
biomedical ontologies. For example, SNOMED CT, the largest clinical ontology, is
only a lattice “for the most part” (assuming superficial top and bottom elements). As
can be seen from Fig. 1, the double-circled concepts “Tissue specimen from breast”
and “Tissue specimen from heart” legitimately share the two features of being a kind
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Tissue specimen
from breast

Tissue specimen
from heart

Tissue specimen Specimen from trunk

Specimen
from heart

Specimen from
mediastinum

Specimen
from breast

Tissue specimen
from trunk

Fig. 1. Non-lattice fragment from the Specimen hierarchy in SNOMED CT. Dashed lines repre-
sent a possible remedy by adding the concept “Tissue specimen from trunk”.

of tissue specimen and a kind of specimen from trunk. The current representation in
SNOMED CT involves two minimal upper bounds shared by the two double-circled
concepts, “Tissue specimen” and “Specimen from trunk”, which is the reason why this
fragment is not part of a lattice. The corresponding lattice-conforming representation
would require the creation of the concept “Tissue specimen from trunk” (the dashed
component in Fig. 1), which would be the single minimal (least) upper bound of the two
double-circled concepts. Incidentally, the concept pair “Tissue specimen from breast”
and “Tissue specimen from heart” is one of the 28,464 non-lattice pairs found by this
work in the Specimen hierarchy (see Table 1).

Since the majority of biomedical ontologies are manually curated, automatic testing
for lattices plays an important role in auditing and quality assurance of these ontological
systems. The absence of a lattice structure can be indicative of issues including missing
concepts, misaligned concepts and inconsistent use of pre-coordination [7,19]. How-
ever, it is also possible that the clinical utility of some concepts was deemed insuÆcient
to warrant their creation.

We present a scalable, SPARQL-based computational pipeline for testing the lattice-
theoretic properties of partial orders represented as RDF triples. The basic idea is to
simply follow the definition of a lattice and check that each pair of elements has a least
upper bound. If this is true, then each pair of elements also has a greatest lower bound,
by pure mathematical reasoning (Proposition 1). Thus to check for lattices, we only
need to check either the existence of least upper bounds, or the existence of greatest
lower bounds, for the whole partial order. For convenience, we will focus on least upper
bounds in this paper, but all results translate directly to the situation of (testing for
existence of) greatest lower bounds. In practice, for finite partial orders, including the
taxonomic backbones of ontological systems, the existence of a least upper bound for a
pair is equivalent to the uniqueness of minimal upper bounds of the given pair.

With brute force, checking for the number of minimal upper bounds can be computa-
tionally daunting for large ontological systems. For example, the July 31, 2009 version
of SNOMED CT comprises 307,754 (N) active concepts, with maximal depth of 30. If
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for each of the 47,356,108,381 [(N*(N-1))�2] pairs we (1) find all their upper bounds
and (2) detect the minimal ones among the upper bounds, the computation quickly be-
come intractable. Assuming each pair takes 10 ms (a reasonable estimate), processing
the whole SNOMED CT would take about 15 years.

The main contribution of this paper is a demonstration of the suitability of Semantic
Web technologies, namely RDF and SPARQL, for quality assurance in large biomedi-
cal ontologies by testing their lattice-theoretic properties. We have discussed the clin-
ical significance of our work in [19]. Here, we focus on general technical aspects. We
have developed an algorithm called NuMi, for detecting the Number of Minimal upper
bounds of any pair of elements in a given partial order, which we have implemented
completely in SPARQL. We also propose further optimization by applying a reverse
version of the algorithm. The experimental results reported here are groundbreaking:
for the first time, we have been able to exhaustively check the entirety of SNOMED CT
for its lattice-theoretic properties within a time frame of 2 months sequential computa-
tion. The percentage of non-lattice pairs ranges from 0 to 1.66 (Table 2) among the 19
SNOMED CT hierarchies among over 34 million candidate pairs. These pairs represent
potential target areas for focused curation by domain experts. The reason that testing the
lattice-property allows us to eÆciently and systematically identify targets for curation
stems from the rationale broadly captured in FCA [3,11,15] and indirectly through the
work of Jiang and Chute [7] as well.

2 Background

2.1 SNOMED CT

SNOMED CT is a comprehensive concept system for healthcare, distributed and main-
tained by the International Health Terminology Standard Development Organization
(IHTSDO) [6]. SNOMED CT provides broad coverage of clinical medicine, including
findings, diseases, and procedures, and is used in electronic medical records [1].

The development of SNOMED CT is supported by an infrastructure based on de-
scription logics. From a structural perspective, SNOMED CT can be seen as a series
of large directed acyclic graphs, one for each of its 19 “hierarchies”: Procedure, Physi-
cal force, Event, Staging and scales, Substance, Environment or geographical location,
Situation with explicit context, Body structure, Observable entity, Pharmaceutical � bio-
logic product, Physical object, Qualifier value, Special concept, Specimen, Social con-
text, Clinical finding, Organism, Linkage concept, and Record artifact. No concept is
shared across hierarchies except for the root. Each concept comes with a SNOMED CT
ID, which is an integer such as those given in the first column of Table 1. SNOMED CT
concepts are linked by hierarchical relations, within each hierarchy (e.g., “Tissue spec-
imen from heart” IS-A “Tissue specimen”). Associative relations (across hierarchies)
form the basis of the logical definitions (e.g., “Nephrectomy” procedure site “Kidney”),
but are not used in this work. The version of SNOMED CT used in this study is dated
July 31, 2009 and comprises 307,754 active concepts.

The motivation for this work comes in part from the application of Formal Concept
Analysis (FCA) to a limited subset of SNOMED CT by Jiang and Chute [7]. These
authors used FCA as an auditing tool by constructing local contexts from normal form
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presentations in SNOMED CT (i.e., logical definitions in description logic) and com-
pared with the resulting lattices for anonymous (unlabeled) nodes. They showed that
given a small SNOMED CT fragment, this method can automatically identify a can-
didate pool of missing concepts for further examination by domain experts. However,
constructing lattices from contexts is so computationally expensive that it is hardly
scalable [10,15]. FCA-based analysis is therefore not applicable to the entirety of large
ontologies such as SNOMED CT. Moreover, for ontological systems without rich logi-
cal definitions, the need for background contexts would render the FCA-based approach
inapplicable.

2.2 Lattices, Complete Lattices and Quasi-primes

We first review basic definitions in lattice theory. Our main references are [5,20].
A partially ordered set (poset) is a set L with a reflexive, transitive relation � � L�L.

If (L��) is a poset, then its dual is the poset (L��). We denote posets by their carrier
set as long as the partial order is clear from the context. An element u is called a upper
bound of a subset X � L, if for each x � X we have x � u. For convenience, we
write ub(X) for the set of upper bounds of X. An element m is called an minimal upper
bound of a subset X � L, if m is an upper bound of X, and for any n � m such that
x � n for each x � X, we have m � n. We write mub(X) for the set of minimal upper
bounds of X. When mub(X) is a singleton, the unique minimal upper bound is called
the least upper bound, or join, of X. The notion of lower bound, maximal lower bound,
greatest lower bound (meet), is defined dually. Specifically, mlb(X) represents the set of
maximal lower bounds of X.

A poset L is a lattice if every two elements of L have a join and a meet. These
meets and joins of binary sets will be written in infix notation:

�
�x� y� � x � y and

�
�x� y� � x 	 y. A poset L is a complete lattice if every subset S � L has a least upper

bound
�

S (join) and a greatest lower bound (meet)
�

S .




a b

x y

�

Fig. 2. A poset which is not a lattice

Fig. 2 contains the diagram of a small
poset which is not a lattice. Note that in
this poset, we have ub�a� b� � �x� y���, and
mub�a� b� � �x� y�, i.e. x and y are minimal
upper bounds of a and b. Hence the pair �a� b�
does not have a least upper bound and this di-
agram does not represent a lattice. When the
size of mub�a� b� is greater than 1, we call a� b
a non-lattice pair (e.g., a� b in Fig. 2).

In connection with ontology, one can think
of concepts as elements of a poset, and the
ordering relation as the subsumption rela-
tion [8]. If x� y are concepts, we write x � y
to mean x IS-A y, or y subsumes x. The join
x � y of two concepts x� y is the lowest com-
mon ancestor of x and y, and the meet x 	 y is their greatest common descendant.

Every finite lattice is a complete lattice. Therefore, every finite lattice has a top
(largest) element, denoted as �, and a bottom (least) element, denoted as 
. One can
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think of a tree as a lattice by adjoining a superficial bottom. In this sense, lattices are
more general than trees, but posets are more general than lattices. Multiple inheritance
is not permitted in trees: each node in a tree can have at most one parent (the node
immediately above it). Lattices permit multiple inheritance but insist on the existence
of (unique) join and meet for any pair of nodes. Since adding top and bottom elements
can be globally achieved either conceptually or materialized, we assume that posets
come with top � and bottom 
 in the remainder of the paper. By convention, we have
�
� � 
 and

�
� � �.

If every pair of elements in a finite poset has a least upper bound �, then the greatest
lower bound of a pair a� b can be obtained as a 	 b :�

�
�x  x � a and x � b��

This leads to the well-known property of “half-implies-whole” in the next proposi-
tion, which forms the basis of our computational strategy later.

Proposition 1. Let (L��) be a finite poset. If any pair of elements in L has a least upper
bound, then L is a lattice.

In a poset (L��), an element x is covered by y if x � y, x � y, and for any z such that
x � z � y, we have either z � x or z � y. To reduce storage, it is often the case that only
the coverage relation is stored explicitly for ontological systems such as SNOMED CT.

The notion of quasi-prime [21] will be useful later on for selecting candidate pairs
for our SPARQL query. An element q in a poset (L��) is called a quasi-prime if for
any subset X � L, q � mlb(X) implies q � X (when

�
exists for X, we have mlb(X) �

�
�

X�). Since we will be concerned with finite posets with top and bottom elements,
the combinatorial interpretation of quasi-primes for finite posets will be useful. Note
that the top element of a poset cannot be a quasi-prime, since � �

�
� but � � �. The

notion of coquasi-prime can be defined similarly.

Proposition 2. An element q in a poset (L��) is a quasi-prime if and only if there exists
q� � q, such that for any x � q, we have x � q�.

Proposition 2 implies that for each quasi-prime q, there is a unique element (q�) cover-
ing q, or q has a single parent node. Moreover, for any a � L such that neither a � q nor
a � q holds, if x is an upper bound of �a� q�, then x must already be an upper bound of
�a� q��. As a consequence, we have mub�a� q� � mub�a� q��.

Proof. We provide a general proof without assuming L to be finite.
(Only If). For a quasi-prime q � L, consider the set Uq :� �x � L  x � q�. Since

the top element is not a quasi-prime, Uq is not empty. If no lower bound of Uq is
strictly above q, then q � mlb(Uq) but q � Uq, which is impossible for a quasi-prime
q. Therefore, there exists a lower bound q� of Uq such that q � q�. Since q� � Uq by
definition of Uq, q� must be the least element in Uq. We take the required q� to be q�.

(If). Suppose there exists q� � q, such that for any x � q, we have x � q�. Suppose
q � mlb(X) for some X � L. X cannot be empty since otherwise q � �, and there cannot
be an element q� strictly above top. If q � X, then there is nothing to prove. Otherwise,
for any x � X we have q � x, and so q� � x by assumption. This means q� is a lower
bound of X strictly dominating q, which contradicts the assumption that q is a maximal
lower bound (q � mlb(X)). Therefore, we must have q � X.
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As a consequence of Proposition 2, quasi-primes are not needed in detecting non-lattice
properties, since if there is any violation of the uniqueness of minimal upper bounds in-
volving a quasi-prime q, there must already be such a violation involving q�. In Fig. 1,
the concepts “Specimen from breast”, “Specimen from heart” and “Specimen from me-
diastinum” are quasi-primes with visually identifiable q�’s in the same diagram. This
leads to the following definition.

Definition 1. A pair a� b in a poset (L��) is called a probe pair (probe, for short) if

1. neither a nor b is a quasi-prime;
2. a and b are not comparable, i.e., neither a � b nor b � a holds.

In Section 4, our quality assurance use case will significantly reduce the candidate pairs
to be tested by running NuMi on probes only.

2.3 RDF and SPARQL

The Resource Description Framework (RDF) is a directed, labeled graph data format for
representing information in the Web [12]. Based on (subject, predicate, object) triples,
RDF is well suited for the representation of graphs in general, including posets and
lattices. Because of its origins in the Semantic Web, RDF uses Unified Resource Iden-
tifiers (URIs) as names for the nodes and the links in the graph.

SPARQL is a query language for RDF graphs [13]. SPARQL queries are expressed as
constraints on graphs, and return RDF graphs or sets as results. For example, SPARQL
can be used for retrieving the set of common ancestors of two nodes in a graph, i.e., to
compute the upper bounds for a pair of nodes from the graph. In practice, as shown in
Fig. 3, the list of direct ancestors common to two nodes a and b can be easily obtained
by querying the nodes of which both classes are a subclass. The same variable (?upper)
is used in the constraints imposed to the graph for the two nodes a and b. This pattern
forms the basis for testing the lattice-theoretic properties in the queries we developed
for this work.

������ ����	


���� �

�� 
�������������� ����	
�

�� 
�������������� ����	
��

Fig. 3. SPARQL query for common ancestors of a
and b

Although developed in a descrip-
tion logic environment, SNOMED
CT is distributed as a set of rela-
tional tables and there is no version
of SNOMED CT available in RDF.
We transformed SNOMED CT into
RDF using a simple script. A base
URI was added to SNOMED CT
identifiers in order to create URIs for concepts and predicates. The fully-specified name
was used as the label for the concepts. All relations among concepts were transformed
into triples, using 
�������������� for representing the native IS-A relationship.

Additionally, we precomputed the transitive closure of 
��������������, because
a transitively-closed graph was assumed in some aspects of our algorithm to both im-
prove speed and avoid computing transitive closure on the fly, which is not supported
in most existing SPARQL environments.
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3 Methods

In this section we first present a simple algorithm in the conventional style for comput-
ing the mub set (see Section 2.2) mub�a� b� for a given pair a� b within a finite poset
(L��). We then introduce a SPARQL implementation of the algorithm with the input
poset viewed as a graph, represented as RDF triples. Finally, we revisit the original
algorithm and propose an optimization.

3.1 Algorithm for Identifying Minimal Upper Bounds

The following algorithm finds the number of minimal upper bounds of a� b by keeping
track of “counts” of the number of times an element in L occurs as an upper bound
of a� b. After count is initialized (lines 1-3), every upper bound of a� b gets count in-
cremented by 1 (lines 4-8). So by line 8, the counts for each upper bound of a� b is
precisely 1, and we have ub�a� b� � �x  count(x) � 1�, at this point. The third iteration
(lines 9-13) increases counts for those members in ub�a� b� that are not minimal within
ub�a� b� (i.e., those elements that are strictly above some other element in ub�a� b�). At
the end of this iteration (line 13), we have mub�a� b� � �x  count(x) � 1�.

Data: Elements a� b in a finite poset (L��)
Output: The size of mub�a� b�
for each x � L do1

count(x) :� 02

end3

for each u � L do4

if u is an upper bound of �a� b� then5

count(u) :� count(u) � 16

end7

end8

for each v � ub�a� b� do9

if v � u for some upper bound u of �a� b� then10

count(v) :� count(v) � 111

end12

end13

Count the number of x � L with count(x) � 1 and output this number14

Algorithm 1. NuMi in the conventional procedural style, for finding the number of minimal
upper bounds.

The correctness of NuMi is self-evident. To check for lattices, one runs NuMi on
every pair a� b from an input poset L for potential violations of the lattice property. If all
pairs have exactly one minimal upper bound, then L is a lattice; otherwise, pairs with
more than one minimal upper bound will be identified as non-lattice pairs.
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3.2 Implementing NuMi in SPARQL

We describe a method to implement NuMi completely in SPARQL. This allows us to
take advantage of the highly optimized storage and access environment of RDF stores
in existing systems such as Virtuoso. To implement Algorithm 1, we construct a two-
part SPARQL query, corresponding to two iterations in Algorithm 1: (1) to compute
ub�a� b� (lines 4-8), and (2) to compute mub�a� b� (lines 9-13).

Although aggregation operators such as ����� are not part of the SPARQL 1.0 speci-
fication, they are already available in many SPARQL environments, including Virtuoso.
In contrast, ancestor tracing and computing transitive closure are not supported in most
of existing SPARQL environments. Both for this reason and for saving computational
time, we decided to precompute the transitive closure of 
�������������� in RDF
store for the input graph for L. In other words, the RDF store, for which the SPARQL
queries are made, is assumed to be transitively closed.

The first part of the query finds all upper bounds ?u, and tracks the result by having
each upper bound to receive 1 as count. This is straightforward using the query fragment
indicated in the middle of Fig. 4.

� 0

a 0 b 0

x 0 y 0

� 0

������ ���	
���

����� �

�� ��������������� ���

�� ��������������� ��� �

� 0

a 0 b 0

x 1 y1

�

1

Fig. 4. SPARQL query for finding ub�a� b� indicated in the shaded area. Dashed edges represent
those due to the e�ect of transitive closure.

The second part of the query finds elements ?u that are strictly above some elements
in ub�a� b�. This can be achieved by the query fragment indicated in the middle of Fig. 5.

Joining the two query fragments with the ����� operator, we obtain a complete
SPARQL query for finding the minimal upper bounds mub�a� b�. Fig. 6 displays a com-
plete working SPARQL query.

3.3 Optimization: Reverse SPARQL Query

In earlier sections, we described optimization strategy by skipping pairs of concepts
that (1) do not belong to the same SNOMED CT sub-hierarchy; (2) are in hierarchical
relationship to one another (i.e., comparable); (3) involve a quasi-prime. This subsection
describes a strategy that checks for the existence of greatest lower bounds, rather than
least upper bounds, achieved by running SPARQL queries “in reverse.”
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� 0
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x 1 y1
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Fig. 5. SPARQL query for finding mub�a� b� indicated in the shaded area on the right side
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Fig. 6. Example SPARQL query for SNOMED CT concepts 256889002 and 258462005

On average, concepts in ontological hierarchies tend to have fewer upper level con-
cepts representing more general and abstract entities, and more lower level concepts.

Since lattices can be viewed either top-down or bottom-up, only one direction (i.e.,
among least upper bounds or greatest lower bounds) needs to be tested (see Propo-
sition 1). For distinct elements u� v� x� y in a finite poset, if x� y � mub(�u� v�) then
u� v � mlb(�x� y�) in most cases, as illustrated in the top part of Fig. 7. Since there are
generally more concepts lower in a hierarchy (as in SNOMED CT’s taxonomic back-
bone), this motivates us to test for maximal bounds (mlb) in the original order (L��),
or equivalently, minimal upper bounds (mub) in the reverse order (L��), to reduce the
number of non-lattice pairs. The following proposition ensues that even though the lat-
tice and non-lattice status of a given pair is usually di�erent when the order is reversed,
a non-lattice pair in the original order is guaranteed to appear in a “fragment” generated
by some non-lattice pair in the reverse.
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Proposition 3. Suppose x� y � mub�a� b�, where x� y� a� b are distinct elements in a finite
poset (L��). Then there exists u� v � L, such that a � u, b � v, and

x� y � mub�u� v� and u� v � mlb�x� y��

The reverse query in SPARQL for the lower bounds (i.e., common descendants) of
nodes x and y is straightforward. It is obtained by switching the position of variables
and input nodes in the query (at the bottom part of Fig. 7).

4 Quality Assurance Pipeline for SNOMED CT

x y

u v

������ ����	
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Fig. 7. Template for reverse SPAQRL query to
obtain lower bounds

We applied the SPARQL implementation
of NuMi to auditing SNOMED CT by
systematically identifying all non-lattice
fragments. The following phases were in-
volved in this quality assurance study: (1)
acquiring SNOMED CT data; (2) select-
ing probes; (3) testing probes; (4) sum-
marizing and analyzing results.

4.1 Acquiring SNOMED CT Data

From the 307,754 active concepts in
SNOMED CT, we created RDF triples
for representing the IS-A relations. We
created URIs for all SNOMED CT con-
cepts and used the 
��������������

predicate to represent the IS-A relationship. Then we computed the transitive closure
of the IS-A relation and created a distinct set of triples for it. The graph of hierarchical
relations contains a total of 439,733 
�������������� triples, while the transitively-
closed graph contains 1,191,796 triples. The two sets of triples were loaded into two
separate graphs using the open source Virtuoso triple store [16].

4.2 Selecting Eligible Probes

Not every pair of SNOMED CT concepts needs to be tested for its lattice properties.
For eÆciency reasons, we start by selecting eligible probes for further testing. Since the
19 hierarchies in SNOMED CT do not share any concepts (except the root), only pairs
within the same hierarchy require testing. In addition, only probe pairs (see Definition 1)
need to be tested for the lattice property, since pairs in which each concept does not
have at least two parent concepts will always have their evidence as part of a non-
lattice structure exhibited by pairs without involving a quasi-prime (see Subsection 2.2).
Moreover, any pair in which one concept is an ancestor of the other does not need to
be tested because the ancestor concept in such pairs is the unique common ancestor
of the two, with reflexivity assumed. In practice, we constructed SPARQL queries to
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implement the eligibility criteria described above and ran them in order to establish
the list of probes to be tested for lattice properties. Because reverse queries operate on
the graph of descendants instead of that of ancestors, eligibility criteria for probes are
slightly di�erent. More specifically, probe concepts are required to have at least two
child concepts (instead of at least two parent concepts).

4.3 Testing Probes Using SPARQL

The algorithms presented earlier for selecting the probes to be tested, and testing them,
were implemented without any ad hoc programming. Generic queries were created for
each algorithm and subpart thereof and loaded as stored procedures in Virtuoso. Stored
procedures are used to compensate for the fact that SPARQL queries could not be “pre-
pared” (i.e., the query plan cannot be cached by the ODBC driver in our environment),
which is a serious limitation, as about half of the query execution time is generally
devoted to building the query plan.

We used a simple script to compute the cartesian product of all pairs of concepts
within a given hierarchy of SNOMED CT. Each pair was evaluated as a potential probe
by querying a stored procedure instantiated with the pair. If qualified as a probe, the
pair was then tested using NuMi by querying a second stored procedure. The results
were stored in text files for further processing. The open source Virtuoso RDF store
version 06.00.3123 was used for this experiment, running on a Dell 2950 server (Dual
Xeon processor) with 32GB of memory. A total of 500,000 9kB bu�ers were allocated
to Virtuoso. For benchmarking purposes, we tested both direct and reverse queries on
all eligible probes.

5 Results

Although all 19 hierarchies of SNOMED CT were processed, due to space constraints,
we only report results on the 7 largest and most clinically relevant hierarchies, covering
84% of all concepts. Table 1 provides summary statistics of our analysis of the lattice-
theoretic property of SNOMED CT by the "direct" approach (Section 3.1). Table 2
contains the corresponding results for the "reverse" approach (Section 3.3). The first
column contains names of the hierarchies and their SNOMED CT ID numbers. The
second column (Size) displays the number of concept nodes for each hierarchy. The PP
column represents the total number of probe pairs (see Definition 1). The NL column is
the total number of non-lattice pairs found. PP% is the percentage of probe pairs among
all pairs, NL% is the percentage of non-lattice pairs among all probe pairs, i.e. NL�PP.
AT(ms) is the average query time for all probe pairs in milliseconds and TT(h) is the
total query time for all probe pairs in hours.

The SPARQL implementation of NuMi was run on each probe, whose total number
for each hierarchy is displayed in the PP column. Over 1.6 billion queries were issued
to Virtuoso for testing the probes. Note that the proportion of probe pairs (PP%) and
non-lattice pairs (NL%) is significantly lower in the reverse approach compared to the
direct approach. Overall, about 1.9% of all pairs are non-lattice pairs with the direct
approach, but only 0.009% are non-lattice pairs with the reverse approach.
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Table 1. Summary of query results (direct approach)

Hierarchy Size PP NL PP% NL% AT(ms) TT(h)

Body Structure (123037004) 31,309 84,809,733 57,134,031 17.3 67.4 13.463 317.16
Clinical Finding (404684003) 101,027 871,780,229 53,988,609 17.1 6.2 6.758 1,636.53
Organism (410607006) 30,149 682,168 74,460 0.2 10.9 2.657 0.50
Pharmaceutical (373873005) 16,718 24,204,248 1,034,394 17.3 4.3 2.569 17.27
Procedure (71388002) 55,328 307,032,527 35,802,137 20.1 11.7 9.950 848.60
Specimen (123038009) 1,209 227,941 28,464 32.1 12.5 2.657 0.17
Substance (105590001) 23,514 9,695,574 3,291,344 3.5 33.9 3.371 9.08
Total 259,254 1,298,432,420 151,353,439 16.2 11.7 7.84 2,829.31

Table 2. Summary of query results (reverse approach)

Hierarchy Size PP NL PP% NL% AT(ms) TT(h)

Body Structure (123037004) 31,309 29,934,856 91,787 6.1 0.31 11.710 97.37
Clinical Finding (404684003) 101,027 243,428,748 251,662 4.8 0.1 5.069 342.76
Organism (410607006) 30,149 6,739,818 1,040 1.5 0.02 2.425 4.54
Pharmaceutical (373873005) 16,718 5,190,080 6,446 3.7 0.1 2.020 2.91
Procedure (71388002) 55,328 65,800,235 174,574 4.3 0.26 8.239 150.59
Specimen (123038009) 1,209 53,397 889 7.3 1.66 2.244 0.033
Substance (105590001) 23,514 4,666,656 17,340 1.7 0.4 2.368 3.07
Total 259,254 355,813,790 543,738 4.5 0.2 6.08 601.27

What is more significant is the total number of non-lattice pairs. With the direct
approach, a total of 151,353,439 pairs are non-lattice pairs, while “only” 543,738 pairs
are non-lattice pairs with the reverse approach (i.e., 0.36% of the pairs in the direct
approach). It is also observed that in the direct approach, the size of the set mub�a� b�
for probe (a� b) is moderate, ranging from two to a few hundreds. In contrast, the size
of the set mlb�x� y� (reverse approach) can reach several thousands.

In summary, the average query time with the direct approach is about the same as with
the reverse approach. However, the number of probe pairs to be tested di�ers significantly
between the two approaches (16�2% vs. 4�5% of all possible within each hierarchy). This
di�erence is attributable to the structure of the ontology, not the algorithm. Nonetheless,
the reverse approach represents a significant saving by focusing on pairs that do not in-
volve quasi-primes and are not in a hierarchical relationship. The total computational
time of about 600 hours is in stark contrast to over 2,800 hours. In practice, domain ex-
perts curating the ontology will review either the (non-single) upper bounds resulting
from the analysis by the direct approach, or the non-lattice pairs (i.e., pairs with no great-
est lower bound) resulting from the analysis by the reverse approach. Therefore, while the
reverse approach o�ers superior computational performance over the direct approach.

6 Discussion

6.1 Technical Significance

To our knowledge this work is the first systematic analysis of the lattice-theoretic prop-
erties of a large ontology. Unlike other similar techniques such as Formal Concept
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Analysis (FCA), our approach is scalable and can be applied to the entirety of the on-
tology. In contrast, in their analysis of the same ontology (SNOMED CT) with FCA,
Jiang and Chute had to rely on stratified sampling of a limited subset of hierarchies in
order to estimate the proportion of anonymous nodes [7].

The availability of eÆcient tools for Semantic Web technologies including RDF
stores and SPARQL query engines primarily enables the integration of large datasets in
the framework of the Semantic Web, as illustrated by the increasing amount of linked
data available [9]. It also provides alternative implementation options for problems that
can be construed as constraints on graphs, including the analysis of lattice-theoretic
properties of ontologies. This is particularly important when algorithms for such prob-
lems need to be applied to large ontologies, created for real-life applications. While it
was somewhat challenging (and not completely intuitive at first) to express the NuMi
algorithm entirely in a declarative query language such as SPARQL, the alternative,
i.e., implementing the algorithm procedurally with a traditional programming language,
would have required far more ad hoc coding and have posed di�erent challenges due to
the sheer size of SNOMED CT. The only coding required for this work was the script-
ing needed for choreographing the various elements of our quality assurance pipeline
(probe selection, probe testing and limited post-processing of the results for statistical
analysis purposes). The bulk of the processing was supported by Virtuoso, the triple
store and SPARQL query engine, to which some 2.5 billion queries were sent (counting
probe selection and testing).

We also take advantage of the mathematical properties of lattices for optimization
purposes. We show that the most intuitive algorithm designed for testing the least upper
bond (Section 3.1) is equivalent to the “reverse” algorithm testing the greatest lower
bound (Section 3.3). While the complexity of the two algorithms is the same, we show
that the reverse algorithm is significantly more eÆcient due to the structure of the data,
reducing total execution time by 80% and reducing the total number of non-lattice pairs
by more than 2 orders of magnitude.

6.2 Ontological Significance

Quality assurance in ontologies is an active field for research (see, for example, [22]
for quality assurance in biomedical ontologies). The quality of SNOMED CT has been
examined from several perspectives.

On the one hand, SNOMED CT is developed using an environment based on descrip-
tion logic. Therefore, all the relations made available through the relational database in
which SNOMED CT is distributed are guaranteed to be logically consistent. However,
the limited expressiveness of the description logic dialect used by SNOMED CT, ��,
severely limits the types of inconsistency discoverable by the DL classifier [14].

Structural approaches have been developed for analyzing SNOMED CT, including
the Abstraction Network methodology [17], and have been contrasted with description
logics [18]. Examples of errors identified by the Abstraction Network methodology and
invisible to the DL classifier include missing IS-A relations and duplicate concepts.
The analysis of SNOMED CT using this methodology was restricted to the Specimen
hierarchy.
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The application of Formal Concept Analysis (FCA) to SNOMED CT was discussed
earlier [7]. Its strongest limitation is the lack of scalability. We also showed that our
results (based on the lattice-theoretic properties) were generally consistent with that
of [7] based on FCA. A benefit of FCA is that, unlike our approach, it provides some
explanatory information for missing concepts (anonymous nodes).

Overall, we believe that these various methods provide complementary prospectives
on the quality of SNOMED CT and have di�erent strengths and limitations. None of
these approaches provides an automated solution to auditing ontologies. In fact, each
method identifies deviation from properties assumed to be desirable (e.g., logical con-
sistency in DL, structural properties of lattices). Further analysis of the consequences of
such deviation generally requires manual review by domain experts. These approaches,
however, are important elements of quality assurance as they point out potential prob-
lems and help focus the review of the ontology. In addition to scalability, one advantage
of our approach is applicable to underspecified ontologies consisting mostly of a tax-
onomic backbone, while the other three approaches require a richer set of source data
(e.g., associative relations across hierarchies) for maximal eÆciency.

6.3 Biomedical Significance

Using our approach, we have been able to reproduce the findings of Jiang and Chute [7],
which we have discussed in [19]. As shown through the example of the procedure con-
cept “Hypophysectomy” used in [7], the presence of anonymous nodes revealed by
FCA generally corresponds to the presence of non-lattice fragments in the ancestors
of this concept. The trade-o� between the two approaches is in part more explanatory
power (FCA) vs. scalability to the entire ontology.

One unresolved question is the extent to which the concepts identified as “missing”
(anonymous nodes in FCA, missing least upper bound in the lattice analysis) have clin-
ical utility, i.e., whether their absence from SNOMED CT is detrimental to some of its
uses, including clinical documentation and clinical decision support. With over 300,000
concepts, SNOMED CT is the largest clinical ontology currently available and both its
developers and the user community are reluctant to increase its size unless this is really
needed to satisfy some use case.

SNOMED CT can be extended through post-coordination, i.e., by refining existing
concepts and by combining existing concepts in a controlled way. For example, while
anatomical structures are lateralized in SNOMED CT (e.g., “Left kidney”),
procedure concepts are generally not lateralized (e.g., “Nephrectomy”, but no “Left
nephrectomy”). However, lateralized procedure concepts can be created by refining the
non-lateralized procedure concept with a lateralized anatomical structure (e.g., creating
“Left nephrectomy” by making “Left kidney” the procedure site of “Nephrectomy”).
Similar concepts could be created through post-coordination for variants of nephrec-
tomy (e.g., “Partial nephrectomy” and “Cadaver nephrectomy”).

While these concepts could also be created in SNOMED CT as pre-coordinated
concepts, creating concepts for all possible combinations of variants would likely re-
sult in combinatorial explosion and management issues for both developers and users.
Therefore, it is unclear whether the concepts identified as missing from a structural
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perspective have enough clinical utility (defined by the editorial guides for SNOMED
CT) to warrant their creation as pre-coordinated concepts.

It is beyond the scope of this paper to assess clinical utility. Our study simply identi-
fies areas from which concepts are potentially missing. The availability of models (not
just guidelines) for desirable levels of pre-coordination (vs. excessive pre-coordination)
would enable us to filter out cases were the absence of a least upper bound corresponds
to a feature in SNOMED CT, rather than a bug.

6.4 Limitations, Generalization and Future Work

As mentioned earlier, our algorithm can help guide the manual curation of SNOMED
CT by domain experts, but is incomplete by itself for quality assurance purposes. In
particular, our algorithm is known to identify false positives, i.e., concepts missing from
a the structural perspective of lattices, but lacking clinical utility for them to be created
as pre-coordinated concepts in SNOMED CT. In future work, we will work on the
formalization of criteria for excessive pre-coordination and filter out these cases from
the output of our algorithm. It would be desirable to develop computable metrics to
assess the quality of ontological systems.

The strengths of our approach and FCA could be combined. Our approach could be
used for eÆcient identification of non-lattice pairs, and followed by a limited analysis
of the local fragments around the non-lattice pairs by FCA. The combined methods
are expected to provide a more eÆcient and powerful pipeline for quality assurance of
SNOMED CT. This combination is also a possible direction for future work.

Unlike FCA and other structural methodologies, our approach relies solely on the
taxonomic backbone of ontologies and could therefore be applied to other ontologies,
including ontologies lacking a rich network of associative relations (e.g., the Gene
Ontology [4]).

Our results summarized in Table 1 and Table 2 were carried out by running SPARQL
queries coding NuMi and instantiated for all probe pairs. The queries can be parallelized
and run independently by partitioning the probe pairs into smaller groups. If we spread
the queries to n processors, each with its own local, independent SNOMED CT RDF
triple store, then an n-fold reduction of the computational time can be achieved.

Finally, we also plan to extend our analysis to other order-theoretic properties such
as “part of”, which is a key relation in anatomical ontologies such as the Foundational
Model of Anatomy [2]. This may suggest the formulation of other order-theoretic prop-
erties in SPARQL than the lattice-theoretic one presented in this study.
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Abstract. When multiple ontologies are used within one application

system, aligning the ontologies is a prerequisite for interoperability and

unhampered semantic navigation and search. Various methods have been

proposed to compute mappings between elements from different ontolo-

gies, the majority of which being based on various kinds of similarity

measures. As a major shortcoming of these methods it is difficult to de-

code the semantics of the results achieved. In addition, in many cases they

miss important mappings due to poorly developed ontology structures or

dissimilar ontology designs. I propose a complementary approach making

massive use of relation extraction techniques applied to broad-coverage

text corpora. This approach is able to detect different types of seman-

tic relations, dependent on the extraction techniques used. Furthermore,

exploiting external background knowledge, it can detect relations even

without clear evidence in the input ontologies themselves.

Keywords: Ontology Alignment, Relation Extraction, Wikipedia.

1 Background and Problem Statement

Ontologies specify the major terms and concepts (also called classes) of a domain
and their relations in a formal manner. An increasing number of information sys-
tems in different application domains rely on ontologies to organize data. While
in case of the Semantic Web they are used to define the semantics of (Web) doc-
uments, in biomedicine they serve as vocabulary to semantically annotate huge
literature collections and factual data stores. In biomedical natural language
processing (bio-NLP), in turn, ontologies support (amongst others) information
extraction and semantic search applications.

However, especially in the field of biomedicine conceptual knowledge is scat-
tered over various different, often disconnected ontologies. While some of them
topically overlap (such as two different anatomy ontologies), others complement
each other rather by design (such as ontologies for anatomical structures, cells,
proteins, biological processes, drugs and diseases) [19]. Both, extraction patterns
and search queries easily transcend the conceptual coverage of a single ontology.
As a consequence, missing links between ontologies hamper effective informa-
tion extraction and search, besides generally limiting data interoperability. The
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process of linking related ontology elements (viz., classes, relations, and class
instances) is called ontology alignment (OA) (cf. [8]).

OA has become an active field of research. Various methods have been pro-
posed, most of them grounded in the intuition that elements with similar features
(string-based, structural, extensional or semantics-based ones, cf. [8]) tend to be
semantically related. Typically, given a certain similarity measure, similarity val-
ues are computed for pairs of elements and a threshold is chosen to decide which
value is needed for a pair to be accepted as being “semantically related”.

However, besides being sensitive to differing naming conventions and poorly
developed or dissimilar ontology structures (cf., e.g., [1]), a major drawback of
many similarity-based approaches is that the interpretation of their results is
rather difficult. This applies both, to the type of relation existing between el-
ements found to be similar (commonly, an equivalence relation is assumed1),
and the similarity scores themselves. As a consequence, the lack of clear seman-
tics hampers the incorporation of such alignments in reasoning applications and
cross-ontology search. Generally, for the alignment of (complementary) biomed-
ical ontologies other relation types than equivalence are critical, for example,
subClassOf, partOf, and less common ones, such as locatedIn, treats, or regulates.

A completely different approach to OA with the potential to detect many
different types of semantic relations is looking for relation evidences not within
the given ontologies themselves, but in large-size, broad-coverage text corpora.
This requires both, a suitable text corpus and an appropriate relation extraction
(RE) machinery. Regarding the latter, in the field of NLP, there is a large body
of work that could be exploited, targeting the extraction of various different re-
lation types from text (cf., e.g., [11,9,5]). Concerning the text corpus, Wikipedia
excels as a good candidate, for several reasons. First, it is a huge conglomerate
of collaboratively assembled encyclopedic knowledge that currently seems to be
unmatched in its size, broad coverage and up-to-dateness. Second, besides the
free-text parts packed with definition phrases, it comes with a wide range of
additional, more structured relation sources that could be used to support and
complement results from free-text-based RE. These include the Wikipedia in-
foboxes, holding a multitude of conceptual relations in terms of implicit subject-
predicate-object triples, the category system and articles linked to it, forming a
huge concept graph with untyped semantic relations as edges, and the cross-links
between articles, representing association-type like relations.

Along these lines the following research questions were derived:

1. How can established RE approaches contribute to the alignment of ontolo-
gies? How can they be adapted to the alignment use case? In particular, how
can ontology class mentions be detected in text?2

2. Given Wikipedia as data source, how can relations extracted from free-text
parts be integrated with relations extracted from structured parts of articles?

3. How can corpus-based ontology alignment methods be evaluated, in partic-
ular if they target relations other than equivalence, such as subClassOf ?

1 Very few systems also detect subClassOf relations (cf., e.g., [7]).
2 Note that in my work I focus on the alignment of ontology classes only.
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In the following I will discuss related work, outline expected contributions,
present my working plan and conclude with an overview on the current state of
my work and the next steps to be taken.

2 Related Work

Automatic ontology alignment is hampered by the fact that in many ex-
isting ontologies the meaning of classes and relations is insufficiently specified.
To compensate for this shortcoming, alignment approaches have been developed
incorporating various kinds of external background knowledge (e.g., [1,16,22]).
Structured resources, such as ontologies (e.g., [1]) or WordNet (e.g., [16]) are
preferably used, due to their easily accessible semantics. However, their cover-
age is generally limited and for many domains such resources lack completely.
The opposite is the case for unstructured text. It is available in large quantities
across many domains. However, relations are hidden in natural language phrases
and an appropriate NLP system is required to access them. I am aware of only
few alignment approaches exploiting relation extraction from text. One exam-
ple is the work by van Hage et al., experimenting with basic linguistic methods
(Hearst pattern matching on the Web and parsing definition phrases from an
online dictionary) to discover subClassOf relations in the domain of food [22].

In Ontology learning (OL), a neighboring field of OA, relation extraction
from text is much more common. OL is concerned with the automatic construc-
tion (or extension) of ontologies from given data sets, such as text corpora or
databases. A typical text-based OL system extracts relevant terms and term
variants, groups them to concepts and subsequently identifies subClassOf rela-
tions forming the backbone of the ontology (cf., [6]). The population of ontologies
with instances is also widespread. For example, the Sofie Framework extracts
facts from free-text parts of Wikipedia articles to extend ontologies with in-
stance data [21]. Only few systems go further and extract other relations than
subClassOf and instanceOf (cf., [23]). In the case of ontology extension, as in
the case of OA, a major challenge is to recognize the linguistic appearance of
known concepts in text.

Concept recognition comprises two (not necessarily separate) steps: can-
didate detection and candidate disambiguation. While the first step influences
recall of the RE procedure, the second one, tackling lexical ambiguity arising
from homonymy and polysemy of words, has an impact on precision. Several
concept recognition tools have been released, most of them relying on match-
ing concept labels against text. The techniques used range from simple string
matching procedures to advanced forms incorporating detailed linguistic anal-
ysis and synonym enrichment, as in the case of MetaMap (a system frequently
used in the field of bio-NLP) [2]. Some terms in text qualify as mapping target
for more than one concept. While simpler systems typically enumerate all can-
didates, more sophisticated solutions employ word sense disambiguation (WSD)
techniques to identify the correct mapping (for a comprehensive survey, cf., [14]).
Recently some new WSD approaches have been proposed exploiting Wikipedia
specific information, such as page links and disambiguation pages (cf., e.g., [12]).
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Automatic extraction of semantic relations from text is a broad re-
search field in NLP. A plethora of statistical, rule-based, and machine learning-
based approaches has been proposed targeting different types of relations,
ranging from hypernymy (cf., e.g., [11,20,17]) and meronymy (cf., e.g., [9]), de-
noting the subClassOf and partOf relation on the linguistic level, to domain-
specific relations (cf., e.g., [5]). The first version of the alignment system I am
developing will focus on the detection of subClassOf relations between classes.
Thus I am particularly interested in work on automatic hypernym extraction.
Most common approaches either rely on lexico-syntactic patterns (cf., e.g.,
[11,20]), or exploit the distributional similarity or co-occurrence of terms (cf.,
e.g., [17]). As a unique feature, pattern-based approaches detect hypernymy re-
lations explicitly mentioned in text. While Hearst utilizes a small set of hand
crafted patterns (such as “term1 is a term2”) [11], Snow et al. achieve a major
improvement in recall by automatically deriving a much larger set of patterns
from text and using them as features in a machine learning approach [20].

In recent years, Wikipedia has become a popular resource for RE and other
NLP tasks and applications (for a survey, cf., [12]). So far relation extraction
efforts mainly concentrate on structured facets of Wikipedia, such as infoboxes,
page links, and the category system. Amongst others, Ponzetto and Strube cre-
ated a taxonomy based on the Wikipedia category system by refining the pre-
viously untyped semantic relations [15]. Bizer et al. built DBpedia, consisting
of over 4.5 million RDF triples mainly derived from Wikipedia infobox tem-
plates [4]. Recently WikiNet was published, a collection of 3 million concepts
and over 36 million relations mainly extracted from Wikipedia infoboxes and
the category system [13]. Both, results and extraction machinery of some of
these projects have been made publicly available. Fewer efforts target the full-
text body of Wikipedia articles, an example is [21].

3 Expected Contributions

1. The main contribution of my work will be an ontology alignment sys-
tem exploiting conceptual relations entangled in unstructured and struc-
tured parts of a huge text corpus, viz. Wikipedia. While the current version
is restricted to the extraction of subClassOf relations from free-text, two
extensions of the system are scheduled: the detection of other types of se-
mantic relations critical for the alignment of biomedical ontologies and the
incorporation of relations extracted from structured parts of Wikipedia.

2. The UIMA-based3 NLP tools I am developing for the analysis of Wikipedia
articles are designed to work independently from the alignment system. Thus,
they can be deployed in other application scenarios, too.

3. Amongst the few existing RE-based alignment systems, my system will be
distinguished by a proper concept recognition step. To assess the state-
of-the-art in concept recognition, a thorough investigation of existing ap-
proaches will be carried out. Concept recognition also is a key issue in other

3 Unstructured Information Management Architecture (http://uima.apache.org/)

http://uima.apache.org/
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tasks involving both, ontologies and textual data (such as semantic search,
semantic annotation of text, or text-based OL). Thus, the intended study is
of potential interest even outside the OA community.

4. Finally, my work will cover evaluation strategies for alignments holding
relations of other types than equivalence (a first step in this direction was
taken in terms of the “Oriented matching” task of the 2009 Campaign of
the Ontology Alignment Evaluation Initiative [7]), as well as an alignment
algorithm that can even cope with large-sized ontologies, avoiding an ex-
haustive analysis of class and label pairs.

4 Alignment System Design and Development

The alignment system will consist of the following components:

1. Alignment algorithm. It decides on which class comparisons to be made,
queries the index, filters the query result, invokes the RE module and the
relation repository, and integrates results.

2. Lucene index. The index contains Wikipedia articles, sentence-wise.
3. Relation extraction module. The RE module extracts relations between

class pairs from free-text parts of Wikipedia.
4. Relation repository. The relation repository contains relations extracted

from structured parts of Wikipedia.
5. Result store. The result store saves the output of the RE module across

different runs of the system, to avoid duplicate work.

Procedure. The alignment of two ontologies will proceed as follows. First, the
system imports the ontologies. Next, the alignment algorithm starts selecting
pairs of classes to be compared. For each selected class pair that is not yet in
the result store label pairs are formed. For each label pair that is not yet in
the result store the index is queried for sentences containing normalized forms of
both labels. A filtering step eliminates those sentences in which at least one label
refers to a wrong word sense. The remaining sentences and the label pair are
handed over to RE module, which, in turn, searches the sentences for relation
evidences. Sentences with overlapping labels are dealt with separately. Next,
the relation repository is queried for additional relation evidences. Based on
all evidences found, the alignment algorithm decides whether the class pair is
related or not. Results for newly analyzed class and label pairs are saved in the
result store. If no more class pairs need to be analyzed, results are integrated
and cleaned up and the final alignment is exported.

Relation extraction. The RE module of the alignment system will incorporate
a dependency feature-based relation classifier, similar to the one proposed in [20].
In the current version, it predicts subClassOf relations only (as in [20]). However,
in principle the classifier could be enabled to detect also other relation types,
given that sufficient train and test data is available (see Section 5). As baseline for
the subClassOf extraction, a second RE module is used, relying on the original
Hearst patterns [11] (in this respect, it is similar to [22]).
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In the alignment system, relation extraction is preceded by a two-stage con-
cept recognition step. First, class labels are detected in text by means of an
extended string matching procedure. It involves lower-casing, stop word removal,
removal of special characters, stemming, and a filtering step evaluating part-of-
speech tags and syntactic information of class labels and text. In the second
stage (which is not implemented yet), ambiguities will be resolved considering
both, the context of candidate classes in the respective ontology (e.g., the labels
of adjacent classes and relations, as in [21]) and Wikipedia specific information.
For the latter, existing Wikipedia-based WSD approaches will be evaluated.

Alignment algorithm. The overall alignment process is governed by the align-
ment algorithm. There are two major tasks to perform: the selection of class pairs
to be analyzed, and the decision about mappings between classes. For the first
task, a brute force approach is used in the current version of the system. All
classes in one ontology are compared to all classes in the other one, considering
all possible label pairs. Since for large ontologies this implies high computational
costs, the adoption of a new, optimized procedure is scheduled. Inspired by ex-
isting work (such as the Anchor-Flood algorithm, looking for mappings between
previously defined blocks of similar classes only [18]), for the selection of class
pairs it will consider both, the structure of the input ontologies and already com-
puted mappings. The second task is solved based on two input streams: relation
evidences from free-text parts of Wikipedia articles delivered by the RE module,
and relation evidences originating from structured parts as they will be available
from the relation repository. While a first version of the RE module is already
in place, the relation repository is still pending.

5 Status and Next Steps

So far I have developed an UIMA-based NLP application for relation extraction
from Wikipedia. It comprises two text processing pipelines (one for creating the
Wikipedia index required by the OA system, the other for the RE task itself), and
a scheduling system that allows to run several pipeline instances simultaneously
(a prerequisite to efficiently process a large data collection such as Wikipedia).
Besides existing text processing components from JCoRe [10] (sentence splitter,
tokenizer, POS tagger, chunker, etc.), the two pipelines include the following
newly developed components: a UIMA Collection Reader for Wikipedia [3] (it
makes Wikipedia articles accessible for subsequent UIMA analytics by parsing
the MediaWiki mark-up and filtering relevant contents), a new indexing compo-
nent, a UIMA-based Hearst pattern matcher, and a second, more advanced RE
module, incorporating a dependency feature-based relation classifier. To build
the classifier, I basically parsed sentences extracted from Wikipedia abstracts
(the first paragraph, before the table of contents), extracted noun phrases as
anchor pairs, labeled them as being hyponym/hypernym pairs in WordNet4, ex-
tracted the dependency paths between all anchor pairs, took “frequent” paths

4 http://wordnet.princeton.edu/

http://wordnet.princeton.edu/
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as features, generated feature vectors for the labeled anchor pairs (taking the
frequency of occurrence of a path between an anchor pair as feature value), and
trained the classifier with all anchor pairs of which the feature vector contained
a minimum number of non-zero values. Currently, a manual subClassOf annota-
tion project is running that will deliver gold standard data required to evaluate
the RE modules.

There are two immediate next steps when the gold standard has been com-
pleted. First, the performance of the RE module will be evaluated. Second, the
concept recognition step will be refined (which precedes the actual relation ex-
traction) by implementing the scheduled disambiguation stage. The evaluation
will be rerun to assess which impact it has on RE results. Thereafter, the next
major steps will be to enhance the alignment algorithm and to prepare the RE
module for the detection of new relation types. For each relation type, train and
test data must be provided to retrain and evaluate the included classifier. Finally,
the relation repository will be populated with relations extracted from structured
parts of Wikipedia (e.g., incorporating harmonized results of [15,4,13]).

In conclusion, this doctoral project lies at the junction of two different av-
enues of research, viz. NLP-based relation extraction and ontology alignment.
The main challenge is to properly integrate these currently almost unrelated ap-
proaches, in order to open up the rich reservoir of conceptual relations entangled
in natural language texts for OA. Furthermore, it requires to respond to the
methodological requirements of aligning concrete, large-sized (bio-)ontologies.
Up until now, I have implemented a first simple version of an alignment system
working along these lines. Although it still lacks many of the envisaged sophis-
ticated features, it can already discover subClassOf relations between ontology
classes applying a well established RE approach to the English Wikipedia.
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Abstract. In this paper we present a method for semantic annotation of

texts, which is based on a deep linguistic analysis (DLA) and Inductive

Logic Programming (ILP). The combination of DLA and ILP have fol-

lowing benefits: Manual selection of learning features is not needed. The

learning procedure has full available linguistic information at its disposal

and it is capable to select relevant parts itself. Learned extraction rules

can be easily visualized, understood and adapted by human. A descrip-

tion, implementation and initial evaluation of the method are the main

contributions of the paper.
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1 Introduction

Automated semantic annotation (SA) is considered to be one of the most im-
portant elements in the evolution of the Semantic Web. Besides that, SA can
provide great help in the process of data and information integration and it could
also be a basis for intelligent search and navigation.

In this paper we present main results and reflections of our ongoing PhD
project, a method for classical and semantic information extraction and anno-
tation of texts, which is based on a deep linguistic analysis and Inductive Logic
Programming (ILP). This approach is quite novel because it directly combines
deep linguistic parsing with machine learning (ML). This combination and the
use of ILP as a ML engine have following benefits: Manual selection of learn-
ing features is not needed. The learning procedure has full available linguistic
information at its disposal and it is capable to select relevant parts itself. Ex-
traction rules learned by ILP can be easily visualized, understood and adapted
by human.

A description, implementation and initial evaluation of the method are the
main contributions of the paper.

2 Related Work

There are many users of ILP in the linguistic and information extraction area.
Authors of [12] summarized some basic principles of using ILP for learning from

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 297–304, 2010.
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text without any linguistic preprocessing. One of the most related approaches
to ours can be found in [1]. The authors use ILP for extraction of information
about chemical compounds and other concepts related to global warming and
they try to express the extracted information in terms of ontology. They use only
the part of speech analysis and named entity recognition in the preprocessing
step. But their inductive procedure uses also additional domain knowledge for
the extraction. In [17] ILP was used to construct good features for propositional
learners like SVM to do information extraction. It was discovered that this ap-
proach is a little bit more successful than a direct use of ILP but it is also more
complicated. The later two approaches could be also employed in our solution.

There are other approaches that use deep parsing, but they often use the
syntactic structure only for relation extraction and either do not use machine
learning at all (extraction rules have to be handcrafted) [19], [9], [4] or do some
kind of similarity search based on the syntactic structure [8], [18] or the syntactic
structure plays only very specific role in the process of feature selection for
propositional learners [3].

There is also a long row of information extraction approaches that use classical
propositional learners like SVM on a set of features manually selected from input
text. We do not cite them here. We just refer to [13] – using machine learning
facilities in GATE. This is the software component (Machine Learning PR) to
that we have compared our solution. Our solution is also based on GATE (See
next sections.)

Last category of related works goes in the direction of semantics and ontolo-
gies. Because we do not develop this topic in this paper, we just refer to the
ontology features in GATE [2], which can be easily used to populate an ontology
with the extracted data. We discus this topic later in Section 4.4.

3 Exploited Methods – Linguistics and ILP

In our solution we have exploited several tools and formalisms. These can be
divided into two groups: linguistics and (inductive) logic programming. First we
describe the linguistic tools and formalisms, the rest will follow.

3.1 GATE

GATE1 [5] is probably the most widely used tool for text processing. In our solu-
tion the capabilities of document and annotation management, utility resources
for annotation processing, JAPE grammar rules [6], machine learning facilities
and performance evaluation tools are the most helpful features of GATE that
we have used.

3.2 PDT and TectoMT

As we have started with our native language – Czech (a language with rich
morphology and free word order), we had to make tools for processing Czech
1 http://gate.ac.uk/

http://gate.ac.uk/
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available in GATE. We have implemented a wrapper for the TectoMT system2

[20] to GATE. TectoMT is a Czech project that contains many linguistic analyz-
ers for different languages including Czech and English. We have used a majority
of applicable tools from TectoMT: a tokeniser, a sentence splitter, morphologi-
cal analyzers (including POS tagger), a syntactic parser and the deep syntactic
(tectogrammatical) parser. All the tools are based on the dependency based lin-
guistic theory and formalism of the Prague Dependency Treebank project [10].
So far our solution does not include any coreference and discourse analysis.

3.3 Inductive Logic Programming

Inductive Logic Programming (ILP) [16] is a machine learning technique based
on logic programming. Given an encoding of the known background knowledge
(in our case linguistic structure of all sentences) and a set of examples represented
as a logical database of facts (in our case tokens annotated with the target
annotation type are positive examples and the remaining tokens negative ones),
an ILP system will derive a hypothesized logic program (in our case extraction
rules) which entails all the positive and none of the negative examples.

As an ILP tool we have used “A Learning Engine for Proposing Hypotheses”
(Aleph v5)3, which we consider very practical. It uses quite effective method of
inverse entailment [15] and keeps all handy features of a Prolog system (we have
used YAP Prolog4) in its background.

From our experiments (Section 5) can be seen that ILP is capable to find
complex and meaningful rules that cover the intended information.

4 Implementation

Here we just briefly describe implementation of our system. The system consists
of several modules, all integrated in GATE as processing resources.

4.1 TectoMT Wrapper (Linguistic Analysis)

First is the TectoMT wrapper, which takes the text of a GATE document, sends
it to TectoMT linguistic analyzers, parses the results and converts the results to
the form of GATE annotations.

4.2 ILP Wrapper (Machine Learning)

After a human annotator have annotated several documents with desired target
annotations, machine learning takes place. This consists of two steps:

1. learning of extraction rules from the target annotations and
2. application of the extraction rules on new documents.
2 http://ufal.mff.cuni.cz/tectomt/
3 http://www.comlab.ox.ac.uk/activities/machinelearning/Aleph/
4 http://www.dcc.fc.up.pt/~vsc/Yap/

http://ufal.mff.cuni.cz/tectomt/
http://www.comlab.ox.ac.uk/activities/machinelearning/Aleph/
http://www.dcc.fc.up.pt/~vsc/Yap/
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In both steps the linguistic analysis has to be done before and in both steps
background knowledge (a logical database of facts) is constructed from linguis-
tic structures of documents that are being processed. We call the process of
background knowledge construction as ILP serialization. Although this topic is
quite interesting we do not present details here because of space limitations.

After the ILP serialization is done, in the learning case, positive and negative
examples are constructed from target annotations and the machine learning ILP
inductive procedure is executed to obtain extraction rules.

In the application case a Prolog system is used to check if the extraction rules
entail any of target annotation candidates.

The learning examples and annotation candidates are usually constructed
from all document tokens (and we did so in the present solution), but it can
be optionally changed to any other textual unit, for example only numerals or
tectogrammatical nodes (words with lexical meaning) can be selected. This can
be done easily with the help of Machine Learning PR (LM PR) from GATE5.

ML PR provides an interface for exchange of features (including target class)
between annotated texts and propositional learners in both directions – during
learning as well as during application. We have used ML PR and developed
our ILP Wrapper for it. The implementation was a little complicated because
complex linguistic structures cannot be easily passed as propositional features,
so in our solution we use the ML PR interface only for exchange of the class
attribute and annotation id and we access the linguistic structures directly in a
document.

4.3 Root/Subtree Preprocessing/Postprocessing

Sometimes annotations span over more than one token. This situation compli-
cates the process of machine learning and this situation is often called as “chunk
learning”. Either we have to split a single annotation to multiple learning in-
stances and after application we have to merge them back together, or we can
change the learning task from learning annotated tokens to learning borders of
annotations (start tokens and end tokens). The later approach is implemented
in GATE in Batch Learning PR in the ‘SURROUND’ mode.

We have used another approach to solve this issue. Our approach is based
on syntactic structure of a sentence and we call it “root/subtree preprocess-
ing/postprocessing”. The idea is based on the observation that tokens of a multi-
token annotation usually have a common parent node in a syntactic tree. So we
can

1. extract the parent nodes (in dependency linguistics this node is also a token
and it is usually one of the tokens inside the annotation),

2. learn extraction rules for parent nodes only and

5 Machine Learning PR is an old GATE interface for ML and it is almost obsolete

but in contrast to the new Batch Learning PR the LM PR is easy to extend for a

new ML engine.
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3. span annotations over the whole subtrees of root tokens found during the
application of extraction rules.

We call the first point as root preprocessing and the last point as subtree post-
processing. We have successfully used this technique for the ‘damage’ task of our
evaluation corpus (See Section 5 for details.)

4.4 Semantic Interpretation

Information extraction can solve the task “how to get documents annotated”,
but as we aim on the semantic annotation, there is a second step of “semantic
interpretation” that has to be done. In this step we have to interpret the anno-
tations in terms of a standard ontology. On a very coarse level this can be done
easily. Thanks to GATE ontology tools [2] we can convert all the annotations to
ontology instances with a quite simple JAPE [6] rule, which takes the content
of an annotation and saves it as a label of a new instance or as a value of some
property of a shared instance. For example in our case of traffic and fire accidents,
there will be a new instance of an accident class for each document and the anno-
tations would be attached to this instance as values of its properties. Thus from
all annotations of the same type, instances of the same ontology class or values of
the same property would be constructed. This is very inaccurate form of seman-
tic interpretation but still it can be useful. It is similar to the GoodRelation [11]
design principle of incremental enrichment6: “...you can still publish the data,
even if not yet perfect. The Web will do the rest – new tools and people.”

But of course we are not satisfied with this fashion of semantic interpretation
and we plan to further develop the semantic interpretation step as a sophisticated
“annotation → ontology” transformation process that we have proposed in one
of our previous works [7].

4.5 How to Download

So far we do not provide our solution as a ready-made installable tool. But a
middle experienced Java programmer can build it from source codes in our SVN
repository7.

5 Evaluation

We have evaluated our state of the art solution on a small dataset that we use
for development. It is a collection of 50 Czech texts that are reporting on some
accidents (car accidents and other actions of fire rescue services). These reports
come from the web of Fire rescue service of Czech Republic8. The labeled corpus
6 http://www.ebusiness-unibw.org/wiki/Modeling Product Models#Recipe:

.22Incremental Enrichment.22
7 Follow the instructions at http://czsem.berlios.de/
8 http://www.hzscr.cz/hasicien/

http://www.ebusiness-unibw.org/wiki/Modeling_Product_Models#Recipe:_.22Incremental_Enrichment.22
http://www.ebusiness-unibw.org/wiki/Modeling_Product_Models#Recipe:_.22Incremental_Enrichment.22
http://czsem.berlios.de/
http://www.hzscr.cz/hasicien/
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Table 1. Evaluation results

task/method matching missing excessive overlap prec.% recall% F1.0%

damage/ILP 14 0 7 6 51.85 70.00 59.57

damage/ILP – lenient measures 74.07 100.00 85.11

dam./ILP-roots 16 4 2 0 88.89 80.00 84.21

damage/Paum 20 0 6 0 76.92 100.00 86.96

injuries/ILP 15 18 11 0 57.69 45.45 50.85

injuries/Paum 25 8 54 0 31.65 75.76 44.64

inj./Paum-afun 24 9 38 0 38.71 72.73 50.53

is publically available on the web of our project9. The corpus is structured such
that each document represents one event (accident) and several attributes of the
accident are marked in text. For the evaluation we selected two attributes of
different kind. The first one is ‘damage’ – an amount (in CZK - Czech Crowns)
of summarized damage arisen during a reported accident. The second one is
‘injuries’, it marks mentions of people injured during an accident. These two
attributes differ. Injuries annotations always cover only a single token, while
damage annotations usually consist of two or three tokens – one or two numerals
express the amount and one extra token is for currency.

To compare our solution with other alternatives we took the Paum proposi-
tional learner from GATE [14]. The quality of propositional learning from texts is
strongly dependent on the selection of right features. We obtained quite good re-
sults with features of a window of two preceding and two following token lemmas
and morphological tags. The precision was further improved by adding the feature
of analytical function from the syntactic parser (see the last row of Table 1).

Results of a 10-fold cross validation are summarized in Table 1. We used
standard information retrieval performance measures: precision, recall and F1
measure and also theirs lenient variants (overlapping annotations are added to
the correctly matching ones, the measures are the same if no overlapping anno-
tations are present).

In the first task (‘damage’) the methods obtained much higher scores then in
the second (‘injuries’) because the second task is more difficult. In the first task
also the root/subtree preprocessing/postprocessing improved results of ILP such
that afterwards, annotation borders were all placed precisely. The ILP method
had better precision and worse recall than the Paum learner but the F1 score
was very similar in both cases.

In Figure 1 we present some examples of the rules learned from the whole
dataset. The rules demonstrate a connection of a target token with other parts
of a sentence through linguistic syntax structures. For example the first rule con-
nects a root numeral (n.quant.def ) of ‘damage’ with a mention of ‘investigator’
that stated the mount. In the last rule only a positive occurrence of the verb
‘injure’ is allowed.

9 http://czsem.berlios.de/

http://czsem.berlios.de/
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[Rule 1] [Pos cover = 14 Neg cover = 0]
damage_root(A) :- lex_rf(B,A), has_sempos(B,’n.quant.def’), tDependency(C,B),

tDependency(C,D), has_t_lemma(D,’investigator’).

[Rule 2] [Pos cover = 13 Neg cover = 0]
damage_root(A) :- lex_rf(B,A), has_functor(B,’TOWH’), tDependency(C,B),

tDependency(C,D), has_t_lemma(D,’damage’).

[Rule 1] [Pos cover = 7 Neg cover = 0]
injuries(A) :- lex_rf(B,A), has_functor(B,’PAT’), has_gender(B,anim),

tDependency(B,C), has_t_lemma(C,’injured’).

[Rule 8] [Pos cover = 6 Neg cover = 0]
injuries(A) :- lex_rf(B,A), has_gender(B,anim), tDependency(C,B),

has_t_lemma(C,’injure’), has_negation(C,neg0).

Fig. 1. Examples of learned rules, Czech words are translated

6 Conclusion and Future Work

From our experiments can be seen that ILP is capable to find complex and mean-
ingful rules that cover the intended information. But in terms of the performance
measures the results are not better than those from a propositional learner. This
is quite surprising observation because Czech is a language with free word order
and we would expect much better results of the dependency approach than those
of the position based approach, which was used by the propositional learner.

Our method is still missing an intelligent semantic interpretation procedure
and it should be evaluated on bigger datasets (e.g. MUC, ACE, TAC, CoNLL)
and other languages. So far we also do not provide a method for classical rela-
tion extraction (like e.g. in [3]). In the present solution we deal with relations
implicitly. The method has to be adapted for explicit learning of relations in the
form of “subject predicate object”.

Our method can also provide a comparison of linguistic formalisms and tools
because on the same data we could run our method using different linguistic
analyzers and compare the results.
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4. Buyko, E., Faessler, E., Wermter, J., Hahn, U.: Event extraction from trimmed

dependency graphs. In: BioNLP 2009: Proceedings of the Workshop on BioNLP,

pp. 19–27. ACL, Morristown (2009)

5. Cunningham, H., Maynard, D., Bontcheva, K., Tablan, V.: GATE: A framework

and graphical development environment for robust NLP tools and applications. In:

Proceedings of the 40th Anniversary Meeting of the ACL (2002)

6. Cunningham, H., Maynard, D., Tablan, V.: JAPE: a Java Annotation Patterns

Engine. Tech. rep., Department of Computer Science, The University of Sheffield

(2000), http://www.dcs.shef.ac.uk/intranet/research/resmes/CS0010.pdf
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Abstract. This paper introduces the task of Technology-Structure Min-

ing to support Management of Technology. We propose a linguistic based

approach for identification of Technology Interdependence through ex-

traction of technology concepts and relations between them. In addition,

we introduce Technology Structure Graph for the task formalization.

While the major challenge in technology structure mining is the lack of

a benchmark dataset for evaluation and development purposes, we de-

scribes steps that we have taken towards providing such a benchmark.

The proposed approach is initially evaluated and applied in the domain

of Human Language Technology and primarily results are demonstrated.

We further explain plans and research challenges for evaluation of the

proposed task.

1 Introduction

We are drowning in the sea of data and effective intelligent-contextual informa-
tion retrieval systems have turned out to be strategic tools in different disciplines,
among them interdisciplinary field of Management of Technology [1](MoT). The
role technology plays in shaping our lives, and its critical role in an increas-
ingly competitive knowledge based economy is a matter of fact. Technology is
developed and propagates globally with a surprising velocity, and managing the
accelerated rate of technology development becomes a universal challenge. MoT
tries to bring efficiency in technology organization mainly through the process of
Technology Watch. Technology Watch in general is the process of extracting tac-
tical information about technology. However, the manual process of extracting
such information is tedious and time consuming considering the gigantic amount
of information. [2]

A long discussed topic in MoT is Technology-structure relationships [3]. One
empirical research aspect of technology-structure relationship deals with interde-
pendence of technologies i.e. how technologies are related to each other. We pro-
pose a linguistic based approach to facilitate the process of extracting information
about technologies by proposing a methodology for extracting information about
interdependencies of technologies -e.g. how technologies are built on top of each
other. We have named the proposed task “Technology Structure Mining”.

The proposed research involves several established research challenges in In-
formation Extraction and Natural Language Processing such as Named Entity

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 305–312, 2010.
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Fig. 1. In the above figure, ellipses show technologies and each labeled edge shows

a relationship between pairs of technologies. The represented figure above has been

generated from a part of publications in the ACL anthology reference corpus. Graph

A illustrates state of the art in most text mining/ontology learning systems where co-

occurrences of terms are usually considered as a measure for relating concepts. Graph

B illustrates the goal of our proposed research where concepts are related to each other

by help of natural language processing techniques for relation extraction. Graph A is

generated automatically by help of our proposed method, while graph B is extracted

and annotated by a careful study of graph A.

Recognition [4], Semantic Role Identification [5], and Relation Extraction [6],[7].
Considering technology as applied science, then scientific publications can be
considered as a primary source of information about technologies and emerg-
ing technological trends. Figure 1 illustrates an example of the result of the
proposed task after analysis of publications in the domain of Human Language
Technology from ACL Anthology Reference Corpus (ACL ARC)[8] and offers a
graphical representation of the outcome of analysis.

Evaluation and Understanding of the outcome of any task like the one pro-
posed here remains a research challenge. In addition, while any task like the one
we will introduce here tackles the problem of knowledge acquisition and tries to
engineer the bottleneck of knowledge acquisition through automated method-
ologies and algorithms, the development and evaluation of such methods relies
closely on the provided dataset for testing and training e.g. [9],[10]. In other
words such research is more task-driven rather than fact-driven. We address and
target these issues in our proposed research.

The rest of the paper is organized as follows. The next section briefly introduces
related work. In section 3, we propose a formal definition for the proposed task and
explain our goals through some examples. The applied methodology for approach-
ing the task is briefly explained in section 4. In section 5, we report
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statistical information of our analysis on our reference corpus. Finally we conclude
and give the direction of our future work in section 6.

2 Related Work

There has been number of research directions for supporting MoT and the task
of Technology Watch. Most of the reported research is focusing on the task of
patent mining e.g. [11], assisting Intellectual Property Management [12], and
technology road-mapping [13]. However, as to the knowledge of the author there
is no research reported on mining information specifically from scientific publi-
cations for the task of technology interdependency mining.

We classify the task of Technology Structure Mining as an activity situated
between two emerging research areas: Ontology Learning (OL)[14] and Open
(Domain) Information Extraction (OIE)[15]. OL tries to extract related concepts
and relations from a given corpus automatically. In [14], Cimiano et al give
a survey of current methods in ontology construction and discuss the relation
between ontologies and lexica as well as ontology and natural language. However,
OIE is an extraction paradigm that extracts a large set of relational tuples from
a given corpus without requiring any human input e.g. TextRunner System [16].
As defined, OIE gets a corpus as an input and it generates a list of relational
tuples as output. Although it is claimed that the sole input to an OIE system is
a corpus, these systems still use self-supervised learners that rely on a classifier
that needs to be trained prior to full scalable applications. Evaluation of both
OL and OIE remains to be a research challenge and unclear.

Finally, we consider much of the work in BioNLP as the closest to the proposed
task here. Bio texts are usually written for describing a specific phenomenon e.g.
gene expression, protein pathways etc. in a very specific context. Extracting such
information, e.g. extracting instances of specific relations or interactions between
genes and proteins, from Bio-literature is similar to the task of technology struc-
ture mining. However, despite the proposed application here, Bio-Text Mining
is well supported by ontologies, and language resources; the context and con-
cepts are usually clearly defined and tools which are tuned for the domain are
available. The availability of knowledge resources such as well defined ontologies
in this domain enables Bio-Text miners to build new semantic layers on top of
already existing semantic resources (ontologies).

3 Task Definition

We identify the task of technology structure extraction to comprise of four major
processes: identification of technology terms at the lexical level, mapping the
lexical representation of technologies into a termino-conceptual level, extracting
relations between pairs of termino-conceptual technologies at the lexical level
(i.e. at sentence surface structure), and finally mapping/grouping relations at
the lexical level into canonical relation classes at the conceptual level.
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At the lexical layer the representation of an identical technology may comprise
of lexical variants e.g. Human Language Technology may be signaled by HLT,
Human Language Technology, Natural Language Processing, and NLP. However,
at the conceptual level all these lexical variations refer to the same concept i.e.
HLT. In a similar way, a semantic relation between pairs of technologies can
be conveyed by different lexical representation e.g. lexical relations such as used
in, applied in, and employed by are expressing the same conceptual relation
DEPEND ON.

We name the result of the above processes the Technology Structure Graph
(TSG). Therefore, we define the task of technology structure extraction as the
process of mapping a scientific corpus into a TSG graph with the following
definition:

Definition 1. A Technology Structure Graph (TGS) is a tuple
G = 〈V, P, S, Σ, α, β, ω〉 where:

1. V is a set of pairs 〈W, T 〉 where 〈W, T 〉 is a uniquely identifiable terminology
from a set of identifiers N and T is the terminology semantic type, e.g.,
〈NLP, TECHNOLOGY〉 or 〈Lexicon, RESOURCE〉 or 〈Quality, PROPERTY〉.
To support different level of granularity of information abstraction we also
consider V can contain pairs 〈Gi, GRAPH〉 where Gi has the same definition
as G above.

2. P is a set of technology terms at lexical level, uniquely identifiable from
a set of identifiers R, e.g., Natural Language Processing, NLP, Human
Language Technology.

3. S is a set of lexical relations, uniquely identifiable from a set of identifiers
Q, e.g., used by, applied for, is example of.

4. Σ is a set of relations, i.e., the canonical relations vocabulary, e.g.,
{DEPEND ON, KIND OF, HAS A}.

5. α is a partial function that maps 〈W, T 〉 to a label of Σ annotated by a symbol
from a fixed set M , i.e., α : V × V → Σ × M . M can be, e.g., the symbols
{�, ♦} from modal logic.

6. β is a function that maps P to a tuple in V i.e., β : P → V .
7. ω is a function that maps S to a term in Σ i.e., ω : S → Σ.

Considering the following input sentence:

“There have been a few attempts to integrate a speech recognition device
with a natural language understanding system.” [17]

with M defined as possible and certain modalities, i.e., {�, ♦}, then the expected
output of analysis will be as follows:

V = {〈NLU, TECHNOLOGY〉, 〈SR, TECHNOLOGY〉}
P = {natural language understanding, speech recognition}
Σ = {MERGE}
S = {integrate with}
β = natural language understanding �→ 〈NLU, TECHNOLOGY〉
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speech recognition �→ 〈SR, TECHNOLOGY〉
ω = integrate with �→ MERGE
α = 〈〈SR, Technology〉, 〈NLU, Technology〉〉 �→ 〈MERGE, ♦〉

In our proposed definition, we have considered the computational cost and com-
plexity of the processes that are involved in the automatic generation of struc-
tured representation from natural language text. Therefore, in the proposed
definition above the expressiveness of the model is not the only concern but also
the practical computational aspect of converting natural language text into a
structured model like the one we have proposed here.

As a step towards the proposed research goals in this paper, we have used the
provided baseline in Definition 1 for annotating a development dataset compris-
ing of 486 sentences from the domain of Human Language Technology. Further
information about the annotated corpus can be found in [18].

4 Proposed Methodology

Figure 2 presents a schematic view of the proposed methodology. The proposed
method comprises of 5 major steps. (1) Text extraction deals with identifica-
tion and extraction of text from scientific publications, (2) Indexing and storage
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provides a suitable machine readable representation of extracted text (More
information about the index scheme can be found in [18]) (3) Concept Identifi-
cation marks technologies and their definitions in a semi-automatic manner (4)
Parsing and Relation Extraction (RE) currently provides deep syntactic anal-
ysis of the stored sentences and extract relations between previously identified
concepts by help of a unification based pattern matching over the syntactic an-
notations of the text (5) finally Post-processor provides a suitable representation
of the extracted information e.g. a visualization for the proposed definition of
Technology Structure Graph, or/and converting Technology Structure Graph to
further standard representation such as RDF, and llinking the results into the
Linked Open Data cloud1.

5 Experimental Results

We have evaluated the proposed methodology on the C section of ACL Anthol-
ogy Reference Corpus (ACL ARC)[8], which comprises of 2,435 articles from
conferences in the domain of Human Language Technology. In the first step,
we have been able to extract and index text from 2,003 articles. We fail to ex-
tract the text from the remaining 432 papers either because of deficiency in our
heuristics for text extraction, or errors in the source XML files. The extracted
text comprises of 6,168,312 tokens, 172,077 lexemes, and 230,936 sentences.

As figure 2 suggests, we then applied a set of heuristics to extract technology
terms from the corpus. As a result, 147 different technology terms are extracted
and suggested to the domain expert; this step finally results in 43 different
technology classes where each technology class has different lexical variations.
The corpus is then annotated with technology classes automatically. Figure 3
shows an example of the distribution of 4 technology classes over a time line of
25 years.
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While we have been able to identify some of the relations automatically (Verb-
Based Relations) between technology classes, the rest of the relations were ex-
tracted and tagged manually by an expert of the domain. This results in a
development dataset for the proposed task of Technology Structure Mining. De-
tails about dataset development can be found in [18]. The presented graph in
Figure 1 has been generated with the help of the current post-processing module
on the basis of automatically and semi-automatically extracted facts.

6 Conclusion and Future Work

In this paper we introduced the task of technology structure mining and proposed
a formal definition for the task. Our efforts have resulted in the generation of a
data set comprising of 486 sentences for training and evaluation purposes. Our
future work will focus on step 4 and 5 of the method proposed in section 4.
While current systems only extract verb-based relations, our experiment on the
corpus of 486 sentences shows that only 10% of relations are conveyed by verbs.
Therefore, extending the functionality of the relation extraction module beyond
verb-based relations, e.g. relations expressed by apposition, is one of the goals
of our future work.

We consider the mapping of extracted information to standard semantics and
linking the information into the Linked Open Data cloud as an important step in
our future research work. This comprises of mapping Σ, and V from the proposed
definition1 in section 3 into already published ontologies or the ontologies that
are going to be developed as part of our future work.

Methodologies for the evaluation of the proposed task is the other important
focus of our future research. Each step of the proposed task is subject to error and
each of the proposed processes is facing accumulated errors from the previous
processes. We especially would be interested to investigate the role of the quality
of each of the processes in the overall result, e.g., how errors at parsing natural
language sentences effects the relation extraction step, and what is the impact
of this error in the overall quality of the output of the system. We consider
development of the dataset as an important step towards this goal.
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Abstract. One of the problems of Knowledge Discovery in Databases

(KDD) is the lack of user support for solving KDD problems. Current

Data Mining (DM) systems enable the user to manually design workflows

but this becomes difficult when there are too many operators to choose

from or the workflow’s size is too large. Therefore we propose to use

auto-experimentation based on ontological planning to provide the users

with automatic generated workflows as well as rankings for workflows

based on several criteria (execution time, accuracy, etc.). Moreover auto-

experimentation will help to validate the generated workflows and to

prune and reduce their number. Furthermore we will use mixed-initiative

planning to allow the users to set parameters and criteria to limit the

planning search space as well as to guide the planner towards better

workflows.

1 Introduction

The technology advances in the last decade facilitate the generation of large
amount of data. One of today’s problems is how to process and extract patterns
from it. Knowledge Discovery in Databases (KDD) has made progress during
the last years, since the new types of data that appeared (text, image, multime-
dia) generated new algorithms to handle them. Therefore current KDD systems
incorporate more and more operators. But this creates problems for users since
they are confronted with a plethora of operators. Hence it becomes difficult to
figure out the best choice from so many options (operators).

One of the main issues of such systems is the level of user support. KDD
systems like Weka1, RapidMiner2, KNIME3, EnterpriseMiner4 or Clementine5

provide the user nice graphical interfaces that allow them to design KDD work-
flows. Users can drag and drop operators and connect them. Also explanations
about operators’ functionalities and parameters are supported.
1 http://www.cs.waikato.ac.nz/ml/weka/
2 http://rapid-i.com/content/view/181/190/
3 http://www.knime.org/
4 http://www.sas.com/technologies/analytics/datamining/miner/
5 http://www.spss.com/software/modeling/modeler-pro/

P.F. Patel-Schneider et al.(Eds.): ISWC 2010, Part II, LNCS 6497, pp. 313–320, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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However taking into account the large number of operators the existing sup-
port does not help the users solve their tasks. It becomes cumbersome to select
the right operator as well as to build the right workflow. One of the solutions
proposed by several authors is to use AI planning techniques to automatically
generate workflows [1,23,7,22]. But current implementations are limited since
they support a reduced number of operators (not more than 50) as well as the
generated workflows contain not more than 10 operators. The problem is that
this is not enough to successfully solve Data Mining (DM) tasks.

To overcome these problems we came with the idea of using an ontology to
model the DM domain that incorporates more operators [15] than the other on-
tologies, and use AI planning to automatically generate plans. Opposed to other
approaches we use Hierarchical Task Planning (HTN) [11] since hierarchical task
decomposition (from CITRUS [22]) and the knowledge available in the DM do-
main (CRISP-DM standard [6]) can significantly reduce the number of generated
workflows. Indeed this limits the number of unwanted workflows but it is still hard
for a user to decide which workflows to choose and execute. Other approaches use
meta-learning to find out which operators are best for a specific data set [13,3],
focusing more on classification algorithms, without a striking outcome.

Therefore we propose to use systematic auto-experimentation of generated
plans to discover heuristics that prune the number of generated workflows as
well as structure them. By automatic experimentation we mean running the
plans retrieved from the planner in order to find the best plans or a ranking
for the overall plans. Our approach will run all the plans for different data sets
and try to learn from the results of the experiments. The auto-experimentation
will not only improve the ranking of plans, but will also evaluate the outcome
of the generated plans, acting as a validation module for the planning system.
Furthermore, we propose a mixed-initiative planning approach where the user
can define hints or criteria to prune the planning search process and guide the
planner towards better workflows.

The remainder of the paper is structured as follows: The next section describes
the current state of related research, Section 3 discusses the current state of the
work and presents the future research steps. The paper closes with conclusions
in Section 4.

2 Related Work

Several approaches try to improve user support for DM by providing intelligent
assistance [21]. However all these approaches are either a proof of concept or
limited to a small number of operators, therefore they are not usable for todays
DM tasks. Existing IDAs do not include any support for auto-experimentation
except maybe with the attempt of [1] which enable the user to execute workflows
based on a ranking. Yet they don’t improve the generation of workflows based
on the previous executions.

Planning and ontologies. Considering planning and ontologies to automatically
generate KDD workflows has been suggested and tried by several researchers.
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They use ontologies to organize and structure the DM domain and then they
use it for planning [1,7,24]. But most of the existing ontologies are rather simple,
except for [23,24] which include a larger number of operators (more than 60).
But even so they are not able to plan very large workflows. IDEA [1] offers an
IDA that uses a prototype ontology and a DM-process planner to systematically
enumerate and rank DM processes by speed and accuracy. However both the
IDA and the ontology are prototypes and limited to a specific number of DM
operators.

The framework presented in [24] automatically constructs DM workflows
based on input and output specification of the data mining task based on a
Knowledge Discovery ontology which is used for planning DM workflows. Their
approach uses a Fast-Forward algorithm for planning combined with the benefits
of the hierarchy from the ontology.

The approach proposed by [8] uses a KDD ontology to support KDD pro-
cess design. Moreover they use a semantic matching function for the automatic
composition of algorithms forming valid prototype KDD processes.

We choose to base our system on the approach of [15]. They built a DM
ontology (developed within the e-Lico project6) which contains more than 70
operators as well as conditions and effects for each operator expressed in an
extended SWRL language7 with a set of needed built-ins. Moreover they use
HTN planning to be able to reduce the number of generated workflows, but also
because HTN planning proved to be better in solving real problems [20].

Auto-experimentation of KDD workflows. A recent discovered approach is the
one of [9] which try to improve the execution of KDD workflows generated
by AI planners. We can say this is the closest work to our approach. They
propose a distributed architecture for automating the KDD processes as well
they include a learning module which can learn from the execution of previous
workflows. But they focus only on classification and regression as well they
separate the execution of pre-processing actions. Their work is close to meta-
learning. Our work will focus on the whole workflow and try to find different
metrics to evaluate its performance. Similar to their approach we are also going
to define different quality criteria which the user can set before executing the
plans such that we limit the auto-experimentation. But our approach will focus
on generating hypotheses based on the plans execution, which are better plans.

Meta-learning. Experimental databases are proposed by [2] to store Machine
Learning (ML) experiments. They facilitate large-scale experimentation, guar-
antee repeatability of experiments and improve reusability of experiments. They
also use meta-learning to determine the most appropriate ML tool for a data
set. But their are focusing on a single step of the DM process, in fact on a ML
tool (or algorithm).

MetaL uses the notion of meta-learning to advise users which induction al-
gorithm to choose for a particular data-mining task [13]. One of the outcomes

6 http://www.e-lico.eu/
7 http://www.w3.org/Submission/SWRL/

http://www.e-lico.eu/
http://www.w3.org/Submission/SWRL/
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of the project was a Data Mining Advisor (DMA) [12] based on meta-learning
that gives users support with model selection. IDM has a knowledge module
which contains meta-knowledge about the data mining methods, and it is used
to determine which algorithm should be executed for a current problem.

Other work was done by the StatLog project [16] which has investigated which
induction algorithms to use given particular circumstances. This approach is
further explored by [3,10] which use meta-rules drawn from experimental stud-
ies, to help predict the applicability of different algorithms; the rules consider
measurable characteristics of the data (e.g., number of examples, number of
attributes, number of classes, kurtosis, etc.). [4] present a framework which gen-
erates a ranking of classification algorithms based on instance based learning
and meta-learning on accuracy and time results. However, all these approaches
are studying the execution of only one DM algorithm. Our approach will focus
on entire DM workflow.

Mixed-initiative planning. Several approaches proposed different techniques to
involve the user in the planning process, which are usually known under the
name of mixed-initiative or collaborative planning. One of the approaches is the
one described in [18] and known as advisable planning which attempts to model
the behavior of the planner before starting the planning process. Our ontology
already contains such mixed-initiative planning facility and based on it the user
will be able to refine the planning goal and its steps. Another approach is config-
urable planning suggested by [19] which is a combination of domain-independent
planning engines with higher-level abstractions like HTNs that capture and ex-
ploit domain knowledge. Since our approach is based on HTNs we are already
using such domain knowledge.

3 Research Plan

We propose to integrate auto-experimentation of DM workflows, generated using
ontological planning, in existing IDAs. The automatic experimentation approach
will provide heuristics to simplify and improve the planning process as well
as rank the plans according to different metrics such as accuracy, length of
workflows, execution time, etc.

The main purpose of the system is to assist users in the generation and exper-
imentation of DM workflows, as well as guiding them to configure parameters for
achieving best performance. The target group consists of KDD researchers and
people who are familiar with DM terminology. Later on we will try to extend it
for naive users.

3.1 Current State

Ontological planning. We choose to base our approach on ontological plan-
ning [14] since the ontology offers a hierarchical structure of the DM concepts.
Moreover it enables us to define conditions and effects for operators as SWRL
rules which are essential for planning. The planner uses a DM ontology as a plan-
ning domain. To be able to use the ontology for planning we need to compile
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it in a format that the planner can understand. So far we have been involved
in developing the compilation of the DM ontology (the DMWF - Data Min-
ing Workflow ontology [14]) such that the planner can use it as a domain for
generating plans. The compilation consists of compiling the TBox (terminology
which does not include annotations), then the operators together with their
conditions and effects (operators are classes but their conditions and effects are
stored as annotations and we need to compile them separately), inputs, outputs
and parameters as well as the task/method decomposition (the same goes for
the task and method decomposition, the structure is saved as annotations as
well). Finally we compile the ABox.

Experiments’ design. Based on the ontology and planner we can start design-
ing experiments. The main task was to implement an IDA-API which is able
to retrieve plans starting from a goal definition and a provided data set. The
IDA-API has the following features:

– The DM task can be specified in the form of main goals and optional goals.
– The meta data from the used data sets can be added as a list of facts.
– The plans can be easily retrieved.

The architecture of our system can be seen in Figure 1. We are using the IDA-
API to define the DM problems and to retrieve the generated plans. The devel-
oped IDA-API uses a pre-compiled DM ontology (as described before) that is
later used for planning. Then it compiles the task definition and the meta-data
of the data sets used as inputs into a set of facts that can be recognized by the
planning module.

Task 
definition 

IDA-APICompiler Planner

Parameter 
configuration

File
DM 

Ontology

Planning 
Domain

Data

PlansPlansPlans

Auto-
experimentation

Learning

Ontological Planning Experimentation Module

Fig. 1. System architecture

3.2 Plan for Future Research

Having laid the foundations for auto-experimentation of KDD workflows, we
can start working on the future steps to achieve our contributions described in
Section 1 as follows:

Auto-experimentation to discover heuristics to prune the search plan.
Having a large set of plans to choose from is a challenge for the experimenta-
tion module. In this part of the project we develop an experimentation module
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which is able to automatically run experiments in an optimal way. Moreover
the experiments need to be analyzed and used for learning and improving the
experimentation as well as the planning process.

Firstly we need to decide which DM system to use to run the experiments.
We incline towards RapidMiner [17], since it is one of the leading open source
DM tools. Moreover RapidMiner is implemented in Java which makes it easy to
be used with our IDA-API.

Secondly, we need to implement a module that based on the IDA-API en-
ables us to easily define DM tasks. A simple approach would be to have that
programatically but later on we need to develop a graphical interface for it.

Thirdly, we need to build a system that enables us to run DM experiments
in a distributed manner. For starting, the plans will be executed in parallel, one
plan in a thread. Later on we can find ways of parallelizing sub-workflows.

Also we need to study the results of the experiments and find good heuristics
to reduce the number of generated plans. Then we need to evaluate the metrics
and heuristics by performing several types of tasks on a large number of data
sets. For that we will develop a learning module which analyzes the results of the
experiments and tries to improve the auto-experimentation. As a starting point,
we could use the data sets from the UCI repository8 and later test it on larger
data sets (also which are not preprocessed). Another idea would be to generate
hypotheses (which would represent better plans) based on the experiments and
then run them and check their accuracy. In the end, our purpose is to be able
to solve one of the KDDCups9 (for example KDDCup’98) using the system and
show that the auto-experimentation module can successfully provide a reduced
number of plans and qualitative rankings.

Mixed-initiative planning. There are many parameters that can influence
and improve the results of the experiments, for example, the time of the ex-
periments, the resources used, the accuracy, etc.. The main challenge is to find
the best set of parameters which can lead to significant improvement of the
experimentation module. Another one is to provide the user the possibility to
configure the experiments and to influence the planning process.

Firstly, we need to find a set of qualitative metrics the user could set to
improve and guide the planning search. Secondly, we will design a GUI the
allows the user to set all these parameters. Then, we will allow the user to
visualize and manipulate plans by integrating actions like plan step by step,
pause or execute a plan, go next or go back one step. We will later try to extend
this approach and allow the user to contribute not only to the formulation and
development of plans, but also in the management, refinement, analysis and
repair of the plans. But first we need to study and analyze all the problems
raised in [5].

Finally, we will perform user tests and check if the generated system helps
the users to solve their tasks better and faster than the existing DM systems.

8 http://archive.ics.uci.edu/ml/
9 http://www.sigkdd.org/kddcup/index.php

http://archive.ics.uci.edu/ml/
http://www.sigkdd.org/kddcup/index.php
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4 Conclusions

In this paper we introduce auto-experimentation of KDD workflows based on
ontological planning. We extend upon research described in Section 2 in various
ways. Firstly, we use auto-experimentation to reduce and prune the
number of automatically generated workflows. Secondly, we integrate the auto-
experimentation module into an IDA and allow the users to browse workflows by
rankings and analyze the outcomes of their execution. Thirdly, we will provide
a mixed-initiative module that allows the users to guide the planning process
as well as to suggest criteria to prune the searching space.

We are optimistic and believe that the current approach will lead to different
ways of ranking and structuring of the plans as well as involve the users in the
planning process. The impact of our approach is the possibility to find rankings
for DM workflows and heuristics to prune the planner searching space, hence
reducing the time needed to generate plans and finding the best workflow for a
specific DM problem through auto-experimentation.
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Abstract. Web service composition (WSC) – loosely, the composition

of web-accessible software systems – requires a computer program to au-

tomatically select, integrate, and invoke multiple web services in order

to achieve a user-defined objective. It is an example of the more general

task of composing business processes or component-based software. Our

doctoral research endeavours to make fundamental contributions to the

knowledge representation and reasoning principles underlying the task

of WSC, with a particular focus on the customization of compositions

with respect to individual preferences. The setting for our work is the

semantic web, where the properties and functioning of services and data

are described in a computer-interpretable form. In this setting we con-

ceive of WSC as an Artificial Intelligence planning task. This enables us

to bring to bear many of the theoretical and computational advances in

reasoning about action and planning to the task of WSC. However, WSC

goes far beyond the reaches of classical planning, presenting a number

of interesting challenges that are relevant not only to WSC but to a

large body of problems related to the composition of actions, programs,

business processes, and services. In what follows we identify a set of chal-

lenges facing our doctoral research and report on our progress to date in

addressing these challenges.

1 Challenges and Background

Given a set of suitably described services, a specification of the state of the world,
and a user objective, Web service composition (WSC) is the task of composing
a set of services to achieve the user’s objective. A popular approach to WSC is
to characterize it as an Artificial Intelligence (AI) planning problem and to solve
it as such (e.g., [8,9,1]). However, WSC goes far beyond the reaches of classical
planning, presenting a number of interesting challenges that are relevant not only
to WSC but to a large body of problems related to the composition of actions,
programs, business processes, and services. For example, unlike typical classical
planning tasks, knowledge of how to achieve the user’s objective is often known,
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at least at an abstract level; plans are often plentiful, high-quality plans are not,
requiring optimization of complex preferences. Another differentiating property
of WSC is that it can be data intensive resulting in planning domains with tens
of thousands of actions, each of which is itself a program with non-determinism
and intermediate state.

Several planning-based approaches have appealed to some sort of a template
or workflow structure to help define the user objective and/or to guide the com-
position. The agent programming language Golog (e.g., [9]), Hierarchical Task
Networks (HTNs) (e.g., [14]), and Finite State Automata (FSA) (e.g., [3]) have
all been used for this purpose. In the case of our work, our objective is to define
a flexible, declarative WSC template that provides high-level guidance on
how to perform a task, but can leave many of the details to run-time synthesis,
should that be warranted. For many WSC problems, the task can be realized by
a diversity of different services, offering comparable, but not identical services.
Also unknown at the outset is the data that serves as choice points in a WSC
– the availability of goods, their properties and pricing, etc. A flexible compo-
sition template streamlines the generation of a composition, while enabling the
individual user to customize the composition with respect to their preferences
and constraints perhaps in association with preferences and constraints of other
stakeholders such as the corporation they work for, the laws of the countries in
which they are doing business, etc.

The general challenge we face in our doctoral research is to investigate prin-
cipled techniques for composing web services, that support user customization.
This manifests itself in a number of specific research challenges. We discuss some
of the major challenges below.

Challenge 1: The first challenge is how to customize WSC templates (the
problem specification) to meet the objectives of individual users. The templates
are meant to be flexible yet shared by many users. So the challenge is how to
customize the templates for each individual user. In order to do so we need to
address how users can specify their preferences and to that end propose a rich
preference language with which to express arbitrarily complex and mutually
inconsistent preferences. In addition, we would like to have a user preference
language that can handle preference specifications over both the functional and
the non-functional properties of services such as trust, reliability, and privacy.

Challenge 2: Our second challenge is how to synthesize compositions that ad-
here to policies and regulations. Policies and regulations are an important as-
pect of semantic web services. Many customers are concerned with enforcement
of regulations, perhaps in the form of corporate policies and/or government
regulations. Software that is developed for use by a particular corporation or ju-
risdiction will have the enforcement of such regulations built in. For web services
that are published for use by the masses this is not the case, and the onus is often
on the customer to ensure that regulations are enforced when a workflow is con-
structed from multiple service providers. For inter-jurisdictional or international
business, different regulations may apply to different aspects of the composition.
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Hence, providing a mechanism for generating compositions from templates that
adhere to such regulations is the second challenge we would like to address.

Challenge 3: Our third challenge is how to develop heuristics to search effi-
ciently for an optimal plan/composition. An optimal plan is a plan that has the
best quality (i.e., no other plan has a better quality than this plan). Heuristic-
guided search is an effective method for efficient plan generation, but the chal-
lenge is to find a heuristic that gives guidance towards optimal solutions without
exhaustively searching the search space. We can use either an admissible or in-
admissible set of heuristics. An admissible heuristic is a heuristic that never
overestimates the cost of reaching the goal. If an admissible heuristic is used
in a A*-like algorithm, then first plan found would be an optimal plan. How-
ever, finding such plan in practice may not be feasible when the search space
is large. Hence, we may consider using inadmissible heuristics with a hope of
finding a good-quality plan quickly instead and find a condition under which we
can guarantee optimality despite the use of inadmissible heuristics.

Challenge 4: Our fourth challenge is how to perform and integrate online in-
formation gathering in order to gather the necessary information needed to pro-
duce high-quality compositions in the absence of complete information. Many
planning-based characterizations of WSC make an assumption that there is com-
plete information about the initial state. This assumption is often violated in
many real-world settings; it is impractical or impossible to have all the infor-
mation necessary to generate a composition prior to the commencement of the
search for a composition. A more compelling solution is to instead gather in-
formation as it becomes necessary in the generation and optimization of the
composition. In our doctoral research, we describe a means of executing web
services to collect information as it is deemed necessary to inform the search for
a valid, ideally optimal, composition.

Challenge 5: Our fifth challenge is how to optimize compositions with tens of
thousands of services and with extensive data. Optimization requires considering
all alternatives, at least implicitly. However, given the large volume of informa-
tion available on the Web, evaluating the search space effectively is a challenging
problem that has not been addressed in previous work. Consider just as an ex-
ample three information sources A, B, and C containing i, j, and k data items,
respectively. In the worst case, the system will need to access and evaluate i∗j∗k
different alternatives in order to identify the optimal combination. However, if
the choice of data for C can be made independently of A and B, then the search
space is worst case k + i ∗ j. This decomposition and localization of the opti-
mization is one of the ways that humans manage to address the complexity of
optimization tasks, and it’s one that we plan to incorporate into our work.

In the next section we will briefly overview a small subset of the previous
work and then we will describe the progress we have made so far in addressing
the above five challenges. We develop knowledge representation and reasoning
techniques, describe formal properties, prove properties of our formalizations in-
cluding, soundness, completeness, correctness and optimality, where relevant. We
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also evaluate our work experimentally to demonstrate the practical advantages
of our approach.

2 Related Work

There is an important body of previous work that our work builds on. We note
a subset of them here. In particular, a number of researchers have advocated
using AI planning techniques to address the task of WSC including planners
that are based on model checking (e.g., [21]) and planners that use a regression-
based approach [8]. Previous work has also considered using a template or work-
flow to ease the task of composition including the work using Golog [10,9] and
HTNs [14,13,7]. The work on the so-called Roman model is another example of
a template-like approach (e.g., [3]). Also there are several proposed solutions to
the information gathering problem (e.g., [9,14,6]); however, they have not ex-
amined the problem of information gathering in the context of optimizing the
composition. In the absence of the need to optimize, it is often sufficient to ar-
bitrarily select one choice among many and to ignore the rest. However, if the
task is to generate a high-quality composition that optimizes for the user’s pref-
erences, then the entire space of alternatives must be considered somehow. This
both alters the information gathering task and also greatly increases the search
space for a composition.

While no other WSC planners can perform true preference-based planning,
shop2 [11] and enquirer [6] handle some simple user constraints. Also a notable
work is the scup prototype planner in [7] but there are several differences to our
work. In particular, their preferences are pre-processed into task networks and
conflicting user preferences are detected and removed prior to invocation of their
planner. Further, they do not consider handling regulations and are not able to
specify preferences over the quality of services.

3 Progress Made to Date

Progress towards addressing the challenges presented in our doctoral research
have appeared in a number of publications as summarized in Figure 1.

As mentioned above, a composition template can be represented in a variety
of different ways. One way to represent a template is to use a workflow or a
flowchart. This can be expressed pictorially as a schematic or alternatively in
a form akin to a procedural programming language. The Algol-inspired Golog
agent programming language provides one such procedural language (e.g., [12]).
Indeed, the first template-based approach to WSC exploited Golog to provide
a so-called generic procedure that provided a template specification of the com-
position [10,9]. The Golog procedures were combined with individual user con-
straints (e.g., “I want to fly with a star alliance carrier”) at run time, resulting in
dynamic binding of web services. However, the user constraints considered were
hard constraints, i.e., realizations that did not satisfy those constraints were
eliminated. In [20], we make progress towards addressing our first challenge by
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# Challenge Approach Progress

1 Customize WSC templates for Use and extend preference [20,17]

each user languages LPP and PDDL3 [16,18]

2 Generate compositions from Use pruning and specify [18]

templates that adhere to regulations as LTLs

regulations or policies

3 Develop heuristics to search Use (in)admissible heuristic [15,16]

efficiently for an optimal techniques developed for

composition planning

4 Access & integrate online Use a middle-ground [19]

information gathering to produce execution engine

a high-quality plan

5 Optimize compositions with many Use preference decoupling [19]

services and with extensive data

Fig. 1. Challenges in our doctoral research and the progress made to address them

extending this framework to deal with soft user constraints (i.e., preferences).
To specify user preferences, we exploit a rich qualitative preference language,
proposed by Bienvenu et al. to specify users’ preferences in a variant of linear
temporal logic (LTL) called LPP [2]. We prove the soundness of our approach
and the optimality of our compositions with respect to the user’s preferences.
Our system can be used to select the optimal solution from among families of
solutions that achieve the user’s stated objective. Our system, GologPref, was
implemented in Prolog and integrated with a selection of scraped web services
that are appropriate to our test domain of travel planning. Unfortunately, the
implementation of the system was not optimized.

Similar to Golog, HTNs [5] provide useful control knowledge — advice on
how to perform a composition. However, this how-to knowledge is specified as a
task network. The task network provides a way of hierarchically abstracting the
composition into a set of tasks that need to be performed and that decompose in
various ways into leaf nodes realized by programs. While HTNs specify a family
of satisfactory plans, they are, for the most part, unable to distinguish between
successful plans of differing quality. In [17] we address the problem of generat-
ing preferred plans by combining the procedural control knowledge specified by
HTNs with rich qualitative user preferences. Note this is work towards addressing
our first challenge where templates are now specified in HTNs. The outcome of
our work is a language for specifying user preferences, tailored to HTN planning,
together with a provably optimal preference-based planner, HTNPlan, that is
implemented as an extension of SHOP2 [14], a highly-optimized HTN planner
for the task of WSC. To specify user preferences, we augment the preference lan-
guage LPP used in [20] with HTN-specific constructs. Among the HTN-specific
properties that we add to our language, is the ability to express preferences over
how tasks in our HTN are decomposed into subtasks, preferences over the param-
eterizations of decomposed tasks, and a variety of temporal and non-temporal
preferences over the task networks themselves. To compute preferred plans, we



326 S. Sohrabi

propose an approach based on forward-chaining heuristic search. Our heuristic
uses an admissible evaluation function measuring the satisfaction of preferences
over partial plans. We prove our approach sound and optimal with respect to
the plans it generates by appealing to a situation calculus [12] semantics of our
preference language and of HTN planning.

HTNPlan discussed briefly above is a provably optimal preference-based
planner; however, with large search space, finding this optimal plan may not
be feasible. As an alternative, in [16] we propose several inadmissible heuristics,
designed specifically to guide the search quickly to a good decomposition. In par-
ticular, we designed a heuristic called the look-ahead heuristic that is designed
specifically to address this problem. Also we decided to use the popular Plan
Domain Description Language, PDDL3 [4] as our preference language instead.
Similar to [17] we extended PDDL3 to support specification of preferences over
HTN constructs; note this is work towards addressing our first and third chal-
lenge. To compute preferred plans, we propose a branch-and-bound algorithm,
together with our set of heuristics that leverage HTN structure. The search is
performed in a series of episodes, each of which returns a plan with a better
quality than the last plan returned. We showed that under some condition we
can guarantee optimality. The experimental evaluations of our planner shows
that our HTN preference-based planner, HTNPlan-P, generates plans that, in
all but a few cases, equal or exceed the best preference-based planners in plan
quality. As such, our results shows that our approach is viable and promising to
preference-based planning.

We tackle our first and second challenge in [18] by providing a mechanism
for generating compositions from templates that adhere to regulations as well as
extending the preference language developed earlier with preferences over service
and data selection. We specify regulations as a subset of Linear Temporal Logics
(LTLs), considering for the most part the never and always constructs, and use
pruning to eliminate those compositions that violate such regulations. Hence,
we describe a composition framework that that simultaneously optimizes, at run
time, the selection of services based on functional and non-functional properties
and their groundings, while enforcing stated regulations. We also use the search
heuristics developed in our previous work and provide an implementation that
combines HTN templates, the optimization of rich user preferences, and adher-
ence to LTL regulations all within one system. Experimental evaluation on our
system, HTNWSC-P, shows that our approach can be scaled as we increase
the number of preferences and the number of services.

4 Current and Future Research

Much of the AI-related work on WSC that relates it to an AI planning problem
performs composition offline prior to execution. Recent research on WSC has
argued convincingly for the importance of optimizing quality of service and user
preferences. While some of this optimization can be done offline, many inter-
esting and useful optimizations are data-dependent, and must be done following
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execution of at least some information-providing services. In our recent work [19],
we examine this class of WSC problems, attempting to bridge the gap between
offline composition and online information gathering with a view to producing
high-quality compositions without excessive data gathering. Our investigation
is performed in the context of our preference-based HTN web service composi-
tion system [18]. We propose a way to address the critical information-gathering
component of preference-based WSC as well as optimization. This need to ac-
tually execute services to gather data, as well as the potential size and nature
of the resultant optimization problem truly distinguishes our WSC task from
previous work on preference-based planning. To this end we propose a notion
of middle-ground execution that enables information gathering during genera-
tion of a WSC. We further propose a notion of localized data optimization in
which the optimization task can be decomposed into smaller, local optimization
problems, while preserving global optimality. We showed that our approach to
data optimization can greatly improve both the quality of compositions and the
speed with which they are generated.

In future work, we plan to further improve our approach, ideally in address-
ing all of our challenges. In particular, in addressing our second challenge, we
specified regulations in a subset of LTLs and we plan to further improve our
work by considering the full expressive power of LTLs instead. Furthermore, we
plan to improve our online information gathering procedure. Currently, the HTN
structure embodies the place where information gathering is necessary. In future,
we like to improve our procedure to remove this restriction by possibly having
a pre-processing step influenced by query optimization techniques to remove or
push forward the “hard” information gathering steps. Finally, we would like to
design a user-friendly interface that possibly not only takes the user’s prefer-
ences, objectives, policies, but also interacts with the user in a mixed-initiative
manner during the composition construction time.

In conclusion, the need to compose actions, programs and web service is per-
vasive not only on the Web but in general software engineering or manufacturing
settings where we like to describe and possibly reuse software with the desire to
customize. We hope to make principled theoretical and practical contributions
to these fundamental problems.
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Abstract. This paper presents our work on supporting evaluation of

integrity constraint issues in semantic web instance data. We propose

an alternative semantics for the ontology language, i.e., OWL, a decision

procedure for constraint evaluation by query answering, and an approach

of explaining and repairing integrity constraint violations by utilizing the

justifications of conjunctive query answers.

Keywords: Instance Data, Evaluation, Integrity Constraint, OWL.

1 Introduction: Motivation and Challenges

With the rapid growth of semantic web [1] technologies, a lot of semantic web
applications such as Twine, Freebase, TrueKnowledge, Hakia, etc, are emerging
on the web. To consume the data generated by these applications, it is critical
to evaluate the data and ensure it meets the needs of users first. The data on the
semantic web includes the ontologies that describe the schema of the domain,
and the instance data that refers to the ground level data particular to the
applications. There has been a lot of research aimed at ontology evaluation [2] [3]
[4], however there is little, if any, research focusing on instance data evaluation,
even though instance data usually accounts for orders of magnitude more than
ontologies on the web.

We have identified three categories of issues [5] that may occur in instance
data which are syntax errors, logical inconsistencies, and integrity constraint
issues: syntax errors are the issues indicating that the syntax representation
of instance data does not conform to the corresponding syntax specifications
such as RDF/XML, N3, N-Triple, Turtle, etc; logical inconsistencies are the
issues showing that the underlying logical theory of the instance data includes
contradictory axioms; integrity constraint issues are the issues caused by the
failure of the instance data to follow the restrictions that are imposed by the
integrity constraints. While the evaluation of first two categories of issues are
well studied [6] [7] [8] [9] and are being supported by existing tools such as
W3C RDF validation service1, the DL reasoner Pellet2, Chimaera [10], the BBN
validator3, and ODEval [11], evaluation support for integrity constraint issues
in semantic web instance data still remains an open research problem.
1 http://www.w3.org/RDF/Validator/
2 http://clarkparsia.com/pellet/
3 http://projects.semwebcentral.org/projects/vowlidator/
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The concept of integrity constraint (IC) was invented in the field of relational
databases where ICs are used to ensure data consistency [12]. As an important
functionality, almost all database systems support IC checking. The main ap-
proach for checking ICs in databases is to represent ICs as part of the database
schema and translate the constraints to corresponding queries. Whenever there
is an update to the data, the queries are executed first to see if the ICs are
violated, therefore preventing potential constraint violations. One might won-
der if similar approach can be used for the task of evaluating IC issues on the
semantic web: modeling ICs as part of the domain knowledge using knowledge
representation languages on the semantic web such as OWL [13] then translating
IC axioms to queries and validating ICs by corresponding query answering. The
standard semantics of OWL is based on Description Logics (DL) which has the
following two characteristics:

– Open World Assumption (OWA): i.e., a statement cannot be inferred to be
false on the basis of failures to prove it.

– Absence of the Unique Name Assumption (UNA): i.e., two different names
may refer to the same object.

Due to the above characteristics, what triggers constraint violations in closed
world systems, such as databases, leads to new inferences in standard OWL
systems. Therefore, it is difficult to use OWL for IC evaluation. In this paper,
we present our work on supporting evaluatin of integrity constraint issues in
semantic web instance data by enabling OWL as an IC language.

2 Related Work

Several existing proposals on enabling OWL as an IC language combine OWL
with different formalisms such as rules, epistemic queries, or epistemic logics.
The rule-based approach [14] [15] expresses ICs as rules with a special predicate
and check ICs by examining if the special predicate is entailed by the hybrid DL-
rule knowledge base (KB). With this approach the developers need to be familiar
with rules. The epistemic query-based approach [16] expresses ICs as epistemic
queries and evaluates ICs by checking the epistemic query answers. However the
complexity results of this approach in expressive DLs are still unknown. The
epistemic DL-based approach extends DLs with epistemic logics and expresses
ICs with epistemic DL axioms. With this approach, IC evaluation is to determine
if the IC axioms are epistemic-entailed by the DL KB. However, this approach
has two limitations: first, it focuses on less expressive DLs; second, it adopts
the strict UNA which is not compatible with OWL since two different OWL
individual names might refer to the same object.

In this paper, we focus on approaches that reuse OWL as an IC language. Our
closest related work is a minimal Herbrand model-based approach [17]. With this
approach, an OWL IC axiom is satisfied if all minimal Herbrand models of the
KB satisfy it. This approach may result in counterintuitive results or modeling
burden: first, existentially quantified individuals can satisfy ICs, which is not
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desirable for IC evaluation; second, with this approach, if an IC needs to be
satisfied only by individual names, then a special concept O has to be added
into the original IC axiom, and every individual name should be asserted as an
instance of O. This adds a significant maintenance burden on ontology developers
while still not capturing the intuition behind ICs; third, the disjunctions and ICs
may interact in unexpected ways.

3 Research Objectives and Plan

This work is aimed to support evaluating IC issues in semantic web instance
data. For this purpose, we identify the following research objectives and plan:

– Enabling OWL as an IC language. Aside from being an ontology language,
OWL is also an IC language that can be used to represent constraints that
the instance data has to satisfy.

– Providing decision procedures for IC evaluation. Given a set of instance data
and IC axioms, the decision procedures decide if the ICs are violated by the
instance data.

– Providing explanation services for IC violations which explain why certain
ICs are violated and recommend how to repair the violations.

– Implementation and Evaluation. Implementing a prototype and evaluating
IC issues in instance data.

4 Research Progress

Until now we have completed the review of the state of the art, and compared
the different approaches of enabling OWL as an IC language. Due to the various
issues of these approaches that we have discussed in Section 2, we decided that
designing an alternative semantics for OWL which supports ICs and correctly
captures the intuitions behind ICs would be a promising solution. The work that
we have done so far includes an IC semantics for OWL, a decision procedure for
IC evaluation, an approach to explain and repair IC violations, and a partial
implementation.

4.1 IC Semantics for OWL

In this section, we will describe an IC semantics [18] that we have proposed for
OWL [19] which is based on DL SROIQ[20].

In the IC semantics, we adopt a weak form of UNA4: two individual names
with different identifiers are assumed to be different by default unless their equal-
ity is required to satisfy the axioms in the KB. We formalize this notion of weak
UNA by Minimal Equality (ME) models. Given a SROIQ KB K, I and J are
two SROIQ interpretations of K, we say J ≺= I if: (1)∀C ∈ NC , J |= C(a)
iff I |= C(a); (2) ∀R ∈ NR, J |= R(a, b) iff I |= R(a, b); (3) EJ ⊂ EI where
4 With UNA, two different names always refer to different entities.



Adding Integrity Constraints to the Semantic Web 333

EF = {〈a, b〉 | a, b ∈ NI s.t. F |= a = b}. The Minimal Equality (ME) models,
i.e., ModME(K), are the models of K with minimal equality between individual
names. Formally, we define

ModME(K) = {I ∈ Mod(K) | �J , J ∈ Mod(K), J ≺= I}

First, we define an IC-interpretation I, U = (ΔI , ·I,U) where I = (ΔI , ·I) is
a SROIQ interpretation and U is a set of SROIQ interpretations. The IC-
interpretation function ·I,U maps concepts, roles, and individuals as follows:

Ca
I,U

= {xI | x ∈ NI s.t. ∀J ∈ U , xJ ∈ Ca
J },

RI,U
= {〈xI , yI〉 | x, y ∈ NI s.t. ∀J ∈ U , 〈xJ , yJ 〉 ∈ RJ },

aI,U
= aI , (R−

)
I,U

= {〈xI , yI〉 | 〈yI , xI〉 ∈ RI,U},
(C � D)

I,U
= CI,U ∩ DI,U , (¬C)

I,U
= (NI)

I \ CI,U ,

(≥ nR.C)
I,U

= {xI | x ∈ NI s.t. #{yI | 〈xI , yI〉 ∈ RI,U
and yI ∈ CI,U} ≥ n},

(∃R.Self)
I,U

= {xI | x ∈ NI s.t. 〈xI , xI〉 ∈ RI,U}, {a}I,U
= {aI}.

where (NI)I = {xI | x ∈ NI}, Ca ∈ NC (atomic concepts), R ∈ NR (atomic
roles), a ∈ NI (individual names), C, D are concepts.

Then, the satisfaction of axiom α in an IC-interpretation I, U , denoted as
I, U |= α, is defined in Table 1. Note that, there are also four kinds of ABox
axioms (C(a), R(a, b), a = b, a �= b). Their semantics is given by encoding them
as TBox axioms ({a} � C, {a} � ∃R.{b}, {a} � {b}, {a} � ¬{b}, resp.).

Given a SROIQ KB K and a SROIQ axiom α, we say K IC-satisfies α,
i.e., K |=IC α, iff ∀I ∈ U , I, U |= α, where U = ModME(K). We define an
extended KB as a pair 〈K, C〉 where K is a SROIQ KB interpreted with the
standard semantics and C is a set of SROIQ axioms interpreted with the IC
semantics. We say that 〈K, C〉 is valid if ∀α ∈ C, K |=IC α, otherwise there is
an IC violation. Note that, the IC-satisfaction has a closed world flavor: given
an atomic concept C (R resp.), if K �|=IC C(a)(R(a, b) resp.) then we conclude
K |=IC ¬C(a) (¬R(a, b) resp.). We have verified [18] that this CWA5 and the
weak UNA addresses the issues caused by the OWA and absence of UNA of
OWL standard semantics, therefore enabling OWL as an IC language.

Table 1. Axiom satisfactions in IC-interpretation I,U

Type Axiom Condition on I,U
TBox C  D CI,U ⊆ DI,U

RBox

R1  R2 RI,U
1 ⊆ RI,U

2

R1 . . . Rn  R RI,U
1 ◦ . . . ◦ RI,U

n ⊆ RI,U

Ref(R) ∀x ∈ NI : 〈xI,U , xI,U〉 ∈ RI,U

Irr(R) ∀x ∈ NI : 〈xI,U , xI,U〉 �∈ RI,U

Dis(R1, R2) RI,U
1 ∩ RI,U

2 = ∅

5 With CWA, a statement is inferred to be false if it is not known to be true, which

is the opposite of OWA.
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4.2 IC Evaluation

In this section, we describe a decision procedure for IC evaluation. That is,
deciding if a KB IC-satisfies an IC axiom. First, we present the translation rules
from IC axioms to DCQnot queries. Then we show that IC evaluation can be
reduced to corresponding DCQnot query answering. Due to space limitation we
do not introduce DCQnot here. Please refer to [18] for more details.

The translation rules are similar in the spirit to the Lloyd-Topor transfor-
mation [21] but instead of rules we generate DCQnot queries. The idea be-
hind the translation is to translate an IC axiom into a query such that when
the IC is violated the query is true. In other words, whenever the answer set
of the query is not empty, we can conclude that the IC is violated. The translation
contains two operators: Tc for translating concepts and T for translating
axioms:

Tc(Ca, x) := Ca(x)
Tc(¬C, x) := not Tc(C, x)
Tc(C1 
 C2, x) := Tc(C1, x) ∧ Tc(C2, x)

Tc(≥ nR.C, x) :=
∧

1≤i≤n

(R(x, yi) ∧ Tc(C, yi))
∧

1≤i<j≤n

not (yi = yj)

Tc(∃R.Self, x) := R(x, x)
Tc({a}, x) := (x = a)
T (C1 � C2) := Tc(C1, x) ∧ not Tc(C2, x)
T (R1 � R2) := R1(x, y) ∧ not R2(x, y)
T (R1 . . . Rn � R) := R1(x, y1) ∧ . . . Rn(yn−1, yn) ∧ not R(x, yn)
T (Ref(R)) := not R(x, x)
T (Irr(R)) := R(x, x)
T (Dis(R1, R2)) := R1(x, y) ∧ R2(x, y)

where Ca is an atomic concept, C(i) is a concept, R(i) is a role, a is an individual
name, x and y(i) are variables.

Example 1. Suppose α : Product � ∃hasProducer.Producer, then we have:

T (Product � ∃hasProducer.Producer)
:= Tc(Product, x) ∧ not Tc(∃hasProducer.Producer, x)
:= Product(x) ∧ not (hasProducer(x, y) ∧ Tc(Producer, y))
:= Product(x) ∧ not (hasProducer(x, y) ∧ Producer(y))

We now obtain the main decision procedure for IC evaluation:

Theorem 1. Given an extended KB 〈K, C〉 with expressivity 〈SRI, SROIQ〉
(〈SROIQ, SROI〉 resp.), K |=IC α iff the query answers A(T (α), K) are empty,
i.e., K �|= T (α), where α ∈ C.
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We require 〈K, C〉 to be less expressive than 〈SRI , SROIQ〉 or 〈SROIQ,
SROI〉 because, otherwise, the disjunctive individual (in)equivalence axioms in
K and the cardinality restrictions in C will cause some problematic interactions
such that the IC axioms are satisfied in different ways at different interpretations
of K and IC evaluation can not be reduced to query answering. Please refer to
[22] for more details.

4.3 IC Violation Explanation and Repair

By Theorem 1, K violates an IC axiom α if K |= T (α). To explain the violations
of α, we just need to justify why the query entailment K |= T (α) holds. In this
section, we present our recent work on justification of conjunctive query answers
[23] and show how to use the justifications to explain and repair IC violations.

Given a DCQnot entailment K |=σ Q where K is a SROIQ DL KB, Q
is a DCQnot , σ is an assignment mapping query variables to individuals, a
justification for K |=σ Q is J = 〈J+, J−〉 where J+ and J− are the positive and
negative justifications respectively such that: (1) J+ ⊆ K, J+ |=σ Q; ∀S ⊆ K,
J+ ∪ S |=σ Q; ∀J ′ ⊂ J+, J ′ �|=σ Q. (2) K ∪ J− is consistent; K ∪ J− �|=σ Q;
∀T ⊇ J−, K ∪ T �|=σ Q; ∀J ′ ⊂ J−, K ∪ J ′ |=σ Q. That is, the existence of J+
in K and the absence of J− from K are sufficient for K |=σ Q to hold.

Example 2. Suppose we have the following KB K and IC axiom α
K = {Toy � Product, ToyProducer � Producer, Toy(p1), Product(p1),

hasProducer(p1, s1), hasProducer(p1, s2)}
α : Product � ∃hasProducer.Producer.

Then T (α) is Q ← Product(x) ∧ not (hasProducer(x, y) ∧ Producer(y)) and
query answer A(Q, K) = {σ : x → p1, y → s1, σ

′ : x → p1, y → s2, σ
′′ : x →

p1, y → p1} is not empty indicating α is violated.
To explain the violation of α, we first compute the justifications for K |= Q.

We have proposed algorithms for justification computation [23]. According to
the algorithms, the justifications for K |= Q w.r.t. σ are:

J1 = 〈J1+, J1−〉 = 〈{Product(p1)}, {Producer(s1)}〉,
J2 = 〈J2+, J2−〉 = 〈{Toy(p1), Toy � Product}, {Producer(s1)}〉.

Since the entailment K |=σ Q contributes to the non-emptiness of query answers
A(Q, K), the violation of α can be explained by J1 and J2. That is, α is violated
because p1 is a product (by J1+/J2+) and p1 does not have a known producer
(by J1−/J2−).

To repair the above violations, we need to invalidate K |= Q. According to the
definition of query entailment justification, K |= Q holds because the existence
of positive justifications and the absence of negative justifications. Therefore, we
can either remove a minimal hitting set (mhs)6 of positive justifications from K
6 Given a collection of sets, a set which intersects all sets in the collection in at least

one element is called a hitting set. The minimal hitting set is the hitting set of

smallest size.
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such that no positive justification exists in K, or add a negative justification to
K. For instance, the positive justifications for K |=σ Q and its mhs are:

J+
All = {J1+,J2+} = {{Product(p1)}, {Toy(p1), Toy  Product}},

mhs(J+
All) = {H1, H2}={{Product(p1), Toy  Product}, {Product(p1), Toy(p1)}}.

So we can update K to one of the three KBs: (1) K′
1 = K\H1; (2) K′

2 = K \H2;
(3) K′

3 = K∪J1−. Similarly we can invalidate K |= Q w.r.t. σ′ and σ′′. It is easy
to verify that after the updates to K constraint α is satisfied.

5 Further Research Plan

The research that remains to be done includes:

– Proposing a decision procedure for IC evaluation for the fully expressive
SROIQ KBs. The existing query answering-based decision procedure only
works when KBs are less expressive than SROIQ KBs. To address this issue,
we need to explore other approaches such as Tableau-based approaches.

– Optimizing the algorithms for query answer justifications. The computation
complexity of the algorithms is a linear function in most cases except that
the complexity follows the power law when the queries include negation of
conjunction. We need to utilize some optimizations to solve this problem.

– Finishing the implementation and evaluating the integrity issues in seman-
tic web instance data by employing the IC modeling, evaluation, and ex-
planation approaches that we have proposed. The evaluation should cover
functionality, performance, and scalability aspects.

6 Conclusions

Our work addresses the issues of supporting IC evaluation for instance data on
the semantic web. We propose an alternative semantics for OWL that adopts
CWA and a weakened UNA thus enabling OWL to serve as an IC language.
Further, we describe a decision procedure for IC evaluation and an approach for
IC violation explanation and repair. With the contributions of this work, users
can easily discover and fix the issues in the data. This enables them to obtain
data that is checked and appropriate for their uses, thus improving the process
of interactions between various parties on the web.

References

1. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web. Scientific Ameri-

can 284(5), 34–43 (2001)

2. Gmez-Prez, A.: Some Ideas and Examples to Evaluate Ontologies. In: AIA 1995,

p. 299 (1995)

3. Gmez-Prez, A.: Evaluation of Ontologies. Int. J. Intell. Syst. 16(3), 391–409 (2001)



Adding Integrity Constraints to the Semantic Web 337

4. Baclawski, K., Matheus, C.J., Kokar, M.M., Letkowski, J., Kogut, P.A.: Towards

a Symptom Ontology for Semantic Web Applications. In: McIlraith, S.A., Plex-

ousakis, D., van Harmelen, F. (eds.) ISWC 2004. LNCS, vol. 3298, pp. 650–667.

Springer, Heidelberg (2004)

5. Tao, J., Ding, L., Bao, J., McGuiness, D.: Instance Data Evaluation for Semantic

Web-Based Knowledge Management Systems. In: HICSS 42, pp. 1–10 (1942)

6. Bechhofer, S., Volz, R.: Patching Syntax in OWL Ontologies. In: McIlraith, S.A.,

Plexousakis, D., van Harmelen, F. (eds.) ISWC 2004. LNCS, vol. 3298, pp. 668–682.

Springer, Heidelberg (2004)

7. Parsia, B., Sirin, E., Kalyanpur, A.: Debugging OWL ontologies. In: WWW 2005,

pp. 633–640 (2005)

8. Wang, H., Horridge, M., Rector, A., Drummond, N., Seidenberg, J.: Debugging

OWL-DL Ontologies: A Heuristic Approach. In: Gil, Y., Motta, E., Benjamins,

V.R., Musen, M.A. (eds.) ISWC 2005. LNCS, vol. 3729, pp. 745–757. Springer,

Heidelberg (2005)

9. Plessers, P., Troyer, O.D.: Resolving Inconsistencies in Evolving Ontologies. In:

Sure, Y., Domingue, J. (eds.) ESWC 2006. LNCS, vol. 4011, pp. 200–214. Springer,

Heidelberg (2006)

10. McGuinness, D.L., Fikes, R., Rice, J., Wilder, S.: An Environment for Merging

and Testing Large Ontologies. In: KR 2000, pp. 483–493 (2000)
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The Open Graph protocol enables any web page to become a rich object in a
social graph. It was created by Facebook but designed to be generally useful
to anyone. While many different technologies and schemas exist and could be
combined together, there is not a single technology which provides enough in-
formation to richly represent any web page within the social graph. The Open
Graph protocol builds on these existing technologies and gives developers one
thing to implement. Developer simplicity is a key goal of the Open Graph pro-
tocol which has informed many of the technical design decisions. This talk will
explore the motivation of the Open Graph protocol and the design decisions
which went into creating it.
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Abstract. It is no doubt that search is critical to the web. And it will be

of similar importance to the semantic web. Once searching from billions

of objects, it will be impossible to always give a single right result, no

matter how intelligent the search engine is. Instead, a set of possible

results will be provided for the user to choose from. Moreover, if we

consider the trade-off between the system costs of generating a single

right result and a set of possible results, we may choose the latter. This

will naturally lead to the question of how to decide on and present the

set to the user and how to evaluate the outcome.

In this paper, we introduce some new methodology in evaluation of

web search technologies and systems. Historically, the dominant method

for evaluating search engines is the Cranfield paradigm, which employs a

test collection to qualify the systems’ performance. However, the modern

search engines are much different from the IR systems when the Cranfield

paradigm was proposed: 1) Most modern search engines have much more

features, such as snippets and query suggestions, and the quality of such

features can affect the users’ utility; 2) The document collections used in

search engines are much larger than ever, so the complete test collection

that contains all query-document judgments is not available. As response

to the above differences and difficulties, the evaluation based on implicit

feedback is a promising alternative employed in IR evaluation. With this

approach, no extra human effort is required to judge the query-document

relevance. Instead, such judgment information can be automatically pre-

dicted from real users’ implicit feedback data. There are three key issues

in this methodology: 1) How to estimate the query-document relevance

and other useful features that useful to qualify the search engine per-

formance; 2) If the complete ”judgments” are not available, how can

we efficiently collect the most critical information from which the sys-

tem performance can be derived; 3) Because query-document relevance

is not only feature that can affect the performance, how can we integrate

others to be a good metric to predict the system performance. We will

show a set of technologies dealing with these issues.

1 Introduction

Search engine evaluation is critical for improving search techniques. So far, the
dominant method for IR evaluation has been the Cranfield evaluation method.
However, it also has some disadvantages. First, it is extremely labor intensive
to creating relevance judgments. As a result, we often have a limited number of
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queries to experiment with. Second, the Cranfield paradigm was proposed for
evaluating traditional information retrieval (IR) systems, but it cannot reflect
some new features in modern search engines. The modern search engines usually
provide more than a ranked document list, such as snippet and related query
suggestion. The quality of such new features can affect search users’ utility.

As a very promising alternative, automatic evaluation of retrieval systems
based on the implicit feedback of users has recently been proposed and studied.
One important direction is to leverage the large amount of clickthrough data
from users to evaluate retrieval systems. Since clickthroughs are naturally avail-
able when users use a search engine system, we can potentially use this strategy
to evaluate ranking methods without extra human effort. On the other hand, the
clickthrough data can not only reflect the quality of the retrieved documents,
but also some other features of search engines. Both factors make it an attractive
alternative to the traditional Cranfield evaluation method.

In this paper, we introduce two categories of methods of evaluating search
engines based on clickthrough data. The methods of first category are for com-
paring two search engines. The basic idea of this method is to interleave the
retrieved results from two search engines, and the search engine which gets more
click on its results wins. The methods of second category infer the document
relevance first and utilize the relevance information to evaluate the search en-
gines. The document relevance is usually estimated from a probabilistic click
model, and we can reorder the retrieved documents to more efficiently collect
the relevance information for evaluation. Finally, we propose a new metric that
is able to embed snippet generation quality in the evaluation.

2 Rule Based Methods: Interleaving and Comparing

The basic idea of methods in this category is to interleave the search results
returned by different systems for the same query in a somewhat random manner
and present a merged list of results to the user. The users would then interact
with these results in exactly the same way as they would with normal search
engine results, i.e., they would browse through the list and click on some promis-
ing documents to view. The clickthroughs of users would then be recorded and
a system that returned more clicked documents would be judged as a better
systems.

We can easily see that any method in this category consists of two func-
tions: (1) an interleaving function which determines how to combine the ranked
lists of results returned from two systems, and (2) a comparison function which
decides which ranked list is preferred by the user based on the collected user
clickthroughs. In general, the interleaving function and the comparison function
are “synchronized” to work together to support relative comparison of retrieval
systems. There have been two major methods proposed to instantiate these two
functions: the balanced interleaving method [1] and the team-draft interleaving
method [2].
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2.1 Methods

The balanced interleaving method was proposed in [1]. It merges two lists by
taking a document from each list alternatively so as to ensure that the numbers
of documents taken from both lists differ by at most one [1]. Specifically, its
interleaving function works as follows. It starts with randomly selecting a list
(either A or B) as the current list L. It then iteratively pops the top document d
from the current list L and appends d to the merged list M if d is not already in
M . After each iteration, it would update the current list so that it would point
to a different list. This process is repeated until the two lists are empty. To tell
which system (list) performs better, the balanced interleaving method looks at
which documents are clicked by the user and assumes that list A performs better
than B if A has contributed more clicked documents in the stage of constructing
the merged list than B.

Table 1. Example for Interleaving Strategies

interleaving A (a, b, c, d)

lists B (b, c, a, d)

balanced A-B (a, b, c, d)

B-A (b, a, c, d)

A-B-A-B (a(A), b(B), c(A), d(B))

team A-B-B-A (a(A), b(B), c(B), d(A))

draft B-A-B-A (b(B), a(A), c(B), d(A))

B-A-A-B (b(B), a(A), c(A), d(B))

The team-draft interleaving method was proposed in [2] to prevent some bias
in the balanced interleaving method. In each round, it start with randomly se-
lecting a list L(either A or B), and appends M with L’s most preferred document
that has not been in M . And then it turns to the other list and does the same
thing. The rounds continue until all the documents in A and B are in M . To
predict which system(list) performs better, the team-draft method counts the
number of clicked documents selected from list A and B respectively. It assumes
that A performs better than B if there are more clicked documents selected from
A. Formally, it scores system A by score(A) =

∑
dc

δ(dc ∈ TA), where dc is a
clicked document and δ is a binary indicator function.

In Table 1, we show examples of merging lists A and B using balanced and
team-draft function.

The common drawback of both methods is that they are not sensitive to the po-
sitions of the clicked documents in the ranked lists. We propose an improvement to
the balanced method to overcome this limitation. Specifically, in this new method
(called preference-based balanced interleaving), we would interleave the ranked
lists in the same way as the balanced method, but make prediction about which
system is better based on a new preference-based comparison function (ppref).

A preference relation between two documents indicates that one document is
more relevant than the other (with respect to a query), which we denote by di >p
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dj . It has been shown that some preference relations extracted from clickthrough
data are reliable [3]. We would first try to convert the collected clickthroughs
into a set of preference relations based one two rules: (1) a clicked document
are preferred to the skipped documents above it; (2) a clicked document is more
relevant than the next unclicked one. Both rules have been justified in some
previous work [3]. Now, our key idea is to design a preference-based measure to
score each ranked list by treating these inferred incomplete preference relations
between documents as our golden standard. In this study we use precision of
preference(ppref)[4].

2.2 Evaluation of Interleaving Strategies

In this section, we propose a simulation-based approach for evaluating and com-
paring different interleaving methods systematically. Our basic idea is to first
systematically generate many test cases, each being a pair of ranked lists of doc-
uments, and then apply each interleaving method to these test cases and evalu-
ate its performance. Thus our overall approach consists of two components: 1)
metrics to be used for measuring the performance of an interleaving method or
comparing two methods, and 2) simulation strategies to be used to generate the
test cases.

Metrics. Intuitively, we would expect an ideal method to merge the two lists
in such a way that we can differentiate the ranking accuracy of the two systems
accurately based on the collected clickthroughs. Thus our first criterion is the
effectiveness of differentiation (EoD) of a method. Moreover, it is also important
that the utility of the merged list from a user’s perspective is high. Thus a second
criterion that we consider is the utility to users(UtU) of a method.

To quantify the utility for users of an interleaving method, in general, we may
apply any existing IR relevance evaluation measures (MAP is this paper) to
the merged result list generated by the interleaving method. The effectiveness of
differentiation of a method can be measured based on the accuracy of the method
in predicting which system is better. Again, since we use simulation to generate
test cases, we will have available the utilities of the two candidate lists (by MAP
is this paper) and decide which is better. By comparing the prediction result of
an interleaving method with this ground truth, we may measure the accuracy
of the prediction. Since there are three types of results when comparing system
A and B, i.e., (1) System A wins; (2) System A loses; or (3) the two systems
tie. In general, we can associate different costs with different errors. However,
it is not immediately clear how exactly we should set these costs. Leaving this
important question for future research, in this paper, we simply assume that
all correct predictions have zero cost, all “tie errors” have a cost of 1, and all
opposite predictions have a cost of 2. With these costs, given two candidate
ranked lists and the prediction of an interleaving method, we will be able to
measure the accuracy of the method with the cost of the prediction; a lower cost
would indicate a higher accuracy. Since the cost value is presumably not sensitive
to specific queries, the absolute value of cost is meaningful, but we mainly use
it to compare different interleaving methods in this paper.
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Generation of Test Cases. A test case for our purpose consists of the following
elements: (1) two ranked lists of documents of length n: A and B, (2) a set of nr

documents assumed to be relevant, R, and (3) the number of documents a user
is assumed to view, K (K ≤ n). We assume that once a merged list of results
are presented to the user, the user would view sequentially (starting from the
top) K results and click on any relevant document encountered. Thus, given a
merged list of results, the clickthroughs can be uniquely determined based on
R and K. Thus in general, we can use a straightforward strategy to generate a
large random sample to compare different interleaving methods. However, such a
blind test provides limited information on how an interleaving method performs
in different scenarios.

It would be much more informative and useful to compare different interleav-
ing methods in various scenarios such as known item search vs. high-recall search
(modeled by relevant document number nr), comparing two systems that have
similar retrieval results vs. very different retrieval results (modeled by kendall’s
τ , comparing two similar-performance or different-performance retrieval systems
(modeled by relative average precision RAP ) or obtaining clickthroughs from a
patient user vs. an impatient user (modeled by viewing number K). Thus each
such possible scenario should be simulated separately to understand relative
strengths and weaknesses of two methods in these different scenarios. It is pos-
sible that we may find out that some method tends to perform better in some
scenarios, while others perform better for other scenarios. We can stop the sam-
pling process when we have sufficient test cases to obtain a relatively reliable
estimate of the UtU and EoD of the interleaving methods being evaluated.

Results. In our experiments, we control the first parameter n by setting it to
10 and vary all the other parameters to simulate different evaluation scenarios.
The ground truth about which system is better is decided based on the average
precision of the top 10 documents for each system. Variations of other parameters
and the scenarios simulated are summarized in Table 2.

We show the results of these three methods in all the different scenarios in
Table 3. Because the UtU results for these three methods are very similar, it is

Table 2. Summary of Evaluation Scenarios

Scenario Variation Parameter Setting

Known-Item Search nr = 1

Topic Easy Topic Prec@10Doc = 0.6

Difficult Topic Prec@10Doc = 0.3

Result High 0.5 < τ < 1.0
Similarity Low −1 < τ < −0.5

Precision High 0 < RAP < 0.2
Similarity Low 0.3 < RAP
User High k = 8

Patience Medium k = 5

Low k = 3
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Table 3. MAP and Cost for Specific Scenarios

Topic Result Prec. K Cost of Prediction
Sim. Sim. Balanced Team Preference

3 0.61(0.24) 0.63(0.25) 0.61(0.24), (0.00, 0.03−)

Low Low 5 0.38(0.23) 0.41(0.27) 0.38(0.23), (0.00, 0.07−)

8 0.15(0.13) 0.18(0.19) 0.15(0.13), (0.00, 0.17−)

3 1.00(0.00) 1.00(0.00) 1.00(0.00), (0.00, 0.00)
Known- Low High 5 0.93(0.06) 0.95(0.08) 0.93(0.06), (0.00, 0.02−)

item 8 0.60(0.24) 0.70(0.32) 0.60(0.24), (0.00, 0.14−)

3 1.00(0.00) 1.00(0.00) 1.00(0.00), (0.00, 0.00)
High High 5 0.80(0.23) 0.87(0.29) 0.80(0.23), (0.00, 0.08−)

8 0.26(0.19) 0.48(0.47) 0.26(0.19), (0.00, 0.46−)

3 0.31(0.23) 0.31(0.26) 0.31(0.21), (0.00, 0.00)
Low Low 5 0.26(0.22) 0.27(0.22) 0.11(0.11), (0.58−, 0.59−)

8 0.35(0.33) 0.27(0.25) 0.13(0.20), (0, 63−, 0.52−)

3 0.85(0.27) 0.86(0.34) 0.81(0.40), (0.05−, 0.06−)

Hard Low High 5 0.77(0.36) 0.79(0.42) 0.68(0.55), (0.12−, 0.14−)

8 0.73(0.44) 0.72(0.47) 0.57(0.64), (0.22−, 0.21−)

3 0.78(0.24) 0.84(0.31) 0.75(0.47), (0.04−, 0.11−)

High High 5 0.68(0.37) 0.73(0.56) 0.56(0.35), (0.18−, 0.23−)

8 0.69(0.48) 0.66(0.57) 0.39(0.36), (0.43−, 0.41−)

3 0.29(0.22) 0.32(0.24) 0.06(0.08), (0.79−, 0.81−)

Low Low 5 0.17(0.15) 0.19(0.15) 0.01(0.02), (0.94−, 0.95−)

8 0.15(0.16) 0.07(0.07) 0.00(0.00), (1.00−, 1.00−)

3 0.71(0.48) 0.72(0.55) 0.54(0.63), (0.24−, 0.25−)

Easy Low High 5 0.66(0.46) 0.66(0.53) 0.41(0.50), (0.28−, 0.28−)

8 0.65(0.42) 0.56(0.43) 0.34(0.48), (0.48−, 0.39−)

3 0.69(0.31) 0.74(0.56) 0.59(0.36), (0.14−, 0.20−)

High High 5 0.77(0.35) 0.67(0.60) 0.45(0.35), (0.41−, 0.33−)

8 0.85(0.38) 0.58(0.57) 0.37(0.35), (0.56−, 0.36−)

omitted here due to the space constraint. In general, the preference method per-
forms better than the other two methods and the balanced method is preferred
to the team-draft method. For known-item search, it’s always better to use the
balanced or preference method. For searches with more relevant documents, if
users are expected to view very few top documents, the balanced and preference
method is also preferred, but when the user is patient and willing to view more
documents, team-draft and preference method may be more appropriate.

3 Evaluation Based on Click Models

The interleaving method can compare the performance of two ranked list for a
specific query. However, it has two problems. First, we cannot get the confidence
level about the comparison result. Second, it is a little expensive to compare the
search engine pairly to get the relative performance for a large number of search
engines.
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To address the these problems, various unsupervised graphical click models
have been recently proposed [5,6,7,8]. Click models connect the document rel-
evance and users’ behaviors with probability graphical models. They provide a
principled approach to infer relevance of the retrieved documents. In general,
an examined document is inferred to be more relevant if it is clicked. The click
models can not only give the document relevance estimation, but also give how
reliable it is.

3.1 Click Models

Click models usually model two types of search user behaviors: examination and
click. Once a user submitted a query, the search engine returns a ranked list of
snippets, each of which corresponds to a retrieved document (the document list
is denoted as D = {d1, . . . , dM}). Then, the user usually examine these snippets
and click on those which seem to be relevant to his information need. Usually,
the examination and click events on a document di are modeled as two binary
variable (denoted as Ei and Ci respectively). Then the documents relevance are
connected with these events by some hypotheses.

One category of hypotheses define the click behavior. The most commonly
used hypothesis in this category is examination hypothesis [9]. For a document
di, it defines that the click behavior (Ci) depends on both examination (Ei)
and document relevance (rdi). When a document is not examined, it cannot be
clicked. And once it is examined, the probability of click is proportional to its
relevance.

Another category of hypotheses defines the examination behavior. Most ex-
isting work has a common assumption called cascade hypothesis, stating that
users examine the document in a top-down manner, i.e., if one document at
rank i is not examined, all documents below it would not be examined. Besides
the cascade hypothesis, click models define different functions determining the
examination probability. The cascade model [10] assumes that the users would
continue examine until the first click, and they stop examining after first click.
The dependent click model [8] assumes that users continue examining until a
click, and the probability of keeping examining after a click depends on the po-
sition. The click chain model [5] assumes that users may stop even when they
does not click, and the probability of keeping examination after click depends on
clicked document’s relevance. While the user browsing model [6] does not use the
cascade hypothesis and assumes that the examination probability is determined
by its absolute rank and its distance to the previous clicked document.

All examination and click events can be modeled as nodes in the graphical
click model, and the hypotheses on relationship between these events are modeled
as edges in the graph. In this graphical click model, only the click variables are
observed. The task is to estimate the parameters such as document relevance,
and it usually can be done in EM algorithm (or other more efficient method
for some specific model). With these models, we can estimate the how these
document relevances distribute, so we can not only get the expected relevance
value, but also know how reliable the estimation is. In general, the relevance



346 J. He and X. Li

estimation for a document is more reliable if it is examined more frequently. It
has shown that click chain model (denoted as CCM) can predict user behavior
accurately with the document relevance it estimates. In the later experiments,
we use CCM to predict the document relevance.

3.2 Efficiently Collecting Relevance Information

With the relevance information collected by a click model, we can use them to
evaluate a search engine with some graded relevance based IR metrics (such
as DCG or RBP ). One challenge of using this method is that the evaluation
results may be questionable for some tail queries, due to the limited number of
query submissions. Intuitively, the retrieved documents contribute differently for
evaluating IR systems. The main idea here is to measure the benefit of collecting
a document’s relevance, thus it can guide us collect the relevance of documents
which can bring more benefit.

The first intuition is that the benefit of examining a document is affected by
its relevance uncertainty reduction. For example, if we have been very confident
about the relevance of a document, it provides little information by further ex-
amining this document. Therefore, it is a good choice to move up the document
with larger relevance uncertainty reduction. Naturally, the relevance uncertainty
of a document can be measured by the variance of its inferred relevance, i.e.,
the larger variance is, we are more uncertain about the relevance. We can for-
mulate the inferred relevance variance reduction from examining a document di

as follows:

ΔV (ri) = P (ci = 1|r̂i)Δ1V (ri)
+ P (ci = 0|r̂i)Δ0V (ri) (1)

Where ri and r̂i are the inferred and actual relevance of di respectively; P (ci =
1|r̂i) and P (ci = 0|r̂i) are clicking and skipping probability given the actual rel-
evance level r̂i respectively. According to examination hypothesis, P (ci = 1|r̂i =
r) = r. Unfortunately, we don’t know the exact value of r̂i in reality, so we ap-
proximate by replacing it with inferred relevance ri. Δ1V (ri) and Δ0V (ri) are
variance reduction for clicking and skipping cases respectively.

The second intuition is that we should encourage the users to examine deeper,
because it helps to collect more documents’ relevance information. The users
would generally stop examining when their information need has been satisfied.
To encourage the users to examine deeper, we can delay their satisfaction by
moving the relevant documents down. Though this strategy obviously sacrifices
the user utility, the effect may not be very serious because only a very limited
percent of queries are employed for evaluation purpose in real search engine.
Assuming the ranked list is (d1, . . . , dn), the list benefit function b(d1, . . . , dn)
can be defined as:

b(d1, . . . , dn) =
∑

i

P (ei = 1)b1(di) (2)
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Generally, the users examine the top document, but the probability of examining
deeper documents depends on the documents ranked above. The above document
relevance factor can be plugged in the list benefit function:

b(d1, . . . , dn) = b1(d1) + P (e2 = 1|r̂1)b(d2, . . . , dn)

Where P (e2|r̂1) is the probability of continuing examining document d2 given
actual relevance r̂1.

Obviously, an optimal presented document list is to maximize the benefit
function. Unfortunately, this problem is intractable. We approximate it by a
greedy algorithm: at each step, we select the document that leads to maximal
benefit and append it to the end of the presented list. We approximate the
benefit of examining below by the maximal document benefit of the unselected
documents. Thus, the weight of a document di in an unselected document set D
can be formulated as:

w(di) = b1(di) + P (enext|ri) max
dj∈D
i�=j

b1(dj) (3)

The third intuition is that the highly ranked documents contribute more to the
overall performance score. Most IR metrics model this in their formulas. For
example, in DCG, the document at rank k can weighted as 1

log2(k+1) ; Thus it
generally requires to infer relevance of highly ranked document more accurately.
Click models can infer a distribution of document relevance, so the mean and
variance of DCG value distribution can be expressed as:

E(DCG(A)) =
∑
di∈A

E(ri)
log2(Ai + 1)

V (DCG(A)) =
∑
di∈A

V (ri)
log2

2(Ai + 1)

In evaluating one search engine, the purpose is to reduce the uncertainty of the
metrics score, so the contribution of each document does not only depend on its
variance reduction but also its original rank. The weight of document at rank k
is 1/ log2

2(k + 1), so the benefit of examining document di is:

b2(di) =
ΔV (ri)

log2
2(Ai + 1)

(4)

For list benefit function(Equation 2) and document weight function(Equation 3),
we can replace the document benefit function b1(di) by b2(di).

Finally, in the context of comparing two systems, retrieved documents have
different effect on distinguishing two systems. Therefore, in addressing the com-
parison problem, it benefits from moving up the documents that are ranked
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differently. The mean and variance of DCG score difference from two ranked
lists A and B can be expressed as:

E(ΔDCGA,B) =
∑

di∈A∪B

(WA(di) − WB(di))V (ri)

V (ΔDCGA,B) =
∑

di∈A∪B

(WA(di) − WB(di))2V (ri)

WS(i) =
{ 1

log2(Si+1) if di ∈ S·
0 otherwise

We expect to reduce the uncertainty of ΔDCG value, so one document’s contri-
bution to the overall performance difference can be formulated as:

b3(di) = (WA(di) − WB(di))2ΔV (ri) (5)

The corresponding list benefit and document weight can be expressed by replac-
ing b1(di) to b3(di) in Equation 2 and 3 respectively.

3.3 Experiments and Results

The first experiment is a user study, which is designed to resemble the common
search engine usage. We recruited 50 college students to answer ten questions
with the help of our system. These questions contain both open and close ques-
tions and vary in difficulty and topic. For each question, we designed a query
and collected 10 results from search engines A and B respectively. A user was
presented with a question following ten ranked snippet results in a page. The
user can answer the question by examining and click the results.

We implemented five reordering functions in our system: three of them pre-
sented the results A from one search engine, and two of them interleaved results
A and B from two search engines. For one-system results reordering, the base-
line function (base1) presents the results A unchanged. Two other reordering
functions (fun1 and fun2) use benefit function in Equation 1 and Equation
4 respectively. For two-system results reordering, the baseline function(base2)
presents the results A and B alternatively, i.e., balanced interleaving method
used in [1]. The another reordering function(fun3) determines the presented list
using benefit function in Equation 5.

As a golden standard, we asked three assessors to provide the relevance judg-
ments for the results. The relevance level is then normalized into a value between
0 and 1. The engine’s performance on a query can be measured by DCG based
on the actual relevance judgments(denoted as ˆDCG). As mentioned, DCG can
also be calculated based on the inferred relevance(denoted as DCG).

For one-system evaluation task, it is measured by the relative difference
(denoted as rerr) between ˆDCG and DCG. For two-system comparison task, it
is measured by the ratio that predicted comparison result is incorrect.

The results from the user study is presented in Table 4. In the one-system
evaluation results we can find that the both fun1 and fun2 perform much
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Table 4. User Study Results

ID Evaluation Comparison
base1 fun1 fun2 base2 fun3

1 0.77 0.27 0.26 C C
2 1.33 1.47 1.32 E C
3 1.64 1.97 2.07 C C
4 1.32 0.45 0.69 C C
5 0.43 0.09 0.32 E C
6 1.61 0.48 0.58 C C
7 0.43 0.47 1.24 C C
8 0.70 0.24 0.02 C C
9 0.01 0.02 0.17 C C
10 0.47 0.44 0.26 E C
All 0.87 0.59 0.69 0.30 0.00

better than base1 on most questions. In the two-system comparison results, C
denotes correct and E denotes error. We find that fun3 can distinguish two
search engines accurately on all questions but base3 can do only 7 out of the 10
questions.

We further conduct a simulation study. The simulation experiment is deployed
in the similar manner as that of Section 2.2. But the user behavior is synthesized
from a click model instead of clicking all relevant documents. For one-system
evaluation problem, we conduct the experiment for base1, fun1 and fun2. For
two-system evaluation problem, besides base2 and fun3, we also test fun1 and
base3.

Fig. 1. One-system Evaluation (Left) and Two-system Comparison (Right)

In base3, it uses the balanced strategy[1] to merge the documents from the
two ranked lists into the presented list. We present the one-system evaluation
and two-system comparison results in Figure 1.

The experimental results suggest that at the first few query submissions, base1
and base3 are good choices for one-system evaluation and two-system compar-
ison. When the query is submitted a little more, fun2 and fun3 are generally
good choices for one-system evaluation and two-system comparison problems
respectively.
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4 Beyond Document Relevance

All methods use document relevance to evaluate the quality of information re-
trieval component. There are some research to investigate the correlation be-
tween the Cranfield paradigm experiment and user study. Some recent evaluation
work [11,12] reported the positive correlation between the Cranfield evaluation
based on document relevance and real user study. However, in the use of a real
search engine, the effectiveness and the satisfaction of a user is also affected by
some factors other than retrieval system performance. Our problem is: how to
embed the quality of other components in search engine for the evaluation.

The document snippet is a very important feature for modern search engine.
Good snippets can guide the users to find out the relative documents from the
retrieved results, or even contain relative information itself. On the contrary,
users may miss relevant documents or waste time clicking and examining irrele-
vant documents due to bad snippets. Turpin et al. [13] investigated this problem
and showed that it makes difference by including snippet quality in search engine
evaluation. In this paper, we interpret traditional IR metric precision as effective
time ratio of the real user, i.e., the ratio between the time used in reading rele-
vant information and the total search time, and extend it in the scenario when
the search engines provide document snippets.

4.1 Effective Time Ratio

Intuitively, for a search engine with snippets, the users’ satisfaction is affected
by both retrieval system and snippet generation qualities. Precision is one of
most important metrics in IR. In order to derive the metric that can be used
to evaluate search engines with document snippet, we first interpret precision
as effective time ratio (denoted as ETR) when using retrieval system without
snippet presentation.

Definition 1. (Effective Time Ratio): Effective Time Ratio is the ratio between
effective time used in get relevant information and the total search time.

We assume an IR system presents to the user a ranked list of documents for a
query. We further assume the time spent on examining each document is identical
(denoted as T ). Thus a user needs T · N time to examine top N documents, but
the effective time, which is used to examine relevant documents, is T ·

∑N
i=1 R(di),

where di is the i-th ranked document in the result list, and R is a binary function,
indicating relevance of a document. With very simple derivation, we can find that
ETR@N is identical to P@N , so we can interpret precision as effective time ratio
when using the retrieval system without providing document snippets.

However, the modern search engines usually present the users a list of snippets
instead of documents. In this scenario, a user examines i-th snippet, which is
generated from i-th ranked document (i is initially assigned 1). If he finds the
snippet is relevant, he would click and examine the corresponding document;
otherwise, he would examine the next snippet. After examining a document, the
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users may quit search or continue to examine i + 1-th snippet. As in most click
models, this process uses examination hypothesis and cascade hypothesis.

According to the definition of effective time ratio, it is easy to include snippet
quality. The effective time used in getting really relevant information include
the time spent on reading the snippet and the original text of the relevant
documents. The total time is composed by two parts: 1) the time spent on
reading all snippets of the (top) retrieved documents, and 2) the time spent on
reading the text of the clicked documents, whose snippets seem to be relevant. We
further assume that the time spent on reading a snippet and a document are two
static values(T1 and T2). In the top N documents, only the relevant documents
with relevant snippets can provide relevant information, so the effective time is∑N

i=1 R(si)·R(di)·(T1+T2)(where di the i-th ranked document, si is its snippet,
and R is a function indicating whether a document or a snippet is relevant or
not). Total time spent on reading snippets is N · T1. The user would read all
documents with relevant snippet, so the total time spent on reading documents
is

∑N
i=1 T2 · R(si). Thus the effective time ratio can be formulated as Equation

6. We can rewrite it by the time rate between reading document and reading
snippet (c = T2/T1) in Equation 7.

ETR@N =
(T1 + T2) ·

∑N
i=1 R(di)R(si)

T1 · N + T2 ·
∑N

i=1 R(si)
(6)

=
(1 + c)

∑N
i=1 R(di)R(si)

N + c ·
∑N

i=1 R(si)
(7)

To further understand the effect of including snippet quality, we would com-
pare versions of effective time ratio implementation with and without snippet
quality factor. A snippet is good if it can indicates the document relevance ac-
curately. Otherwise it may mislead users to miss a relevant document or waste
time reading an irrelevant document. Here we define that a snippet is relevant
iff it indicates the corresponding document is relevant. Therefore the quality of
snippet can be qualified by possibility two types of errors.

Definition 2. (First Type Error) Error of generating a relevant snippet for an
irrelevant document

Definition 3. (Second Type Error) Error of generating an irrelevant snippet
for a relevant document

The first type of errors would lead the users to waste time clicking and examining
irrelevant documents, and the users would miss relevant documents because of
the second type of errors. Given a snippet generation algorithm, we define p1 =
Pr(R(s) = 1|R(d) = 0) as the conditional possibility of making first type error
and p2 = Pr(R(s) = 0|R(d) = 1) as the conditional possibility of making second
type error. The ratio between expected expected effective time and expected total
time (denoted as EETR) can be expressed as in Equation 8. Because P@N is
also an implementation of effective time ratio without considering snippet factor,
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this equation describes the relations of effective time ratio with and without
including snippet quality.

EETR@N =
(1 + c)(1 − p2)

c(1 − p1 − p2) +
1 + cp1

P@N

(8)

We can derive three properties of expected effective time ratio from this equation.
Proposition 1 shows that a search engine with an error-free snippet generation
algorithm has higher expected effective time ratio than a retrieval system without
snippet.

Proposition 1. p1 = 0, p2 = 0 ⇒ EETR@N > P@N

Proposition 2 validates that the EETR values can reflect the underlying retrieval
performance. Similarly, proposition 3 validates that the EETR values can reflect
snippet generation quality.

Proposition 2. p1(A) = p1(B), p2(A) = p2(B), P@N(A) > P@N(B) ⇒
EETR@N(A) > EETR@N(B)

Proposition 3. p1(A) > p1(B), p2(A) > p2(B), P@N(A) = P@N(B) ⇒
EETR@N(A) < EETR@N(B)

4.2 Experiments and Results

To validate the effective time ratio metric, a user study is designed to resemble
the common search engine usage. 10 college students are employed to collect
information for 50 questions with the help of a search engine. The questions are
uniformly distributed in open and close categories, topic categories and difficulty
degrees. We collect 100 results for each question and present 10 on one page.
Once ending a question, the user was asked to answer the question and to report
his satisfaction, whose values ranging from 1 to 4 (the higher the better). The
satisfaction values are then compared with scores of various IR metrics including
the proposed effective time ratio.

The first group of IR metrics use the document relevance only, including P@N,
DCG, RR and cumulated precision. The reason for using unnormalized version
of the metrics is that the total number of relevant documents is unknown. The
second group of metrics have the same forms as those in the first group, but
one document is considered to be relevant iff the document and its snippet are
both relevant [13]. The third groups of metrics are effective time ratio and its
extensions. As extending precision to cumulated precision, we can also define the
cumulated effective time ratio as the sum of effective time ratio at the cutoffs
where both the document and the snippet are relevant.

There are two parameters in the metric effective time ratio: cutoff N and
document/snippet reading time rate c = T2/T1. For N , we can tune it in the
experiment. For c, we can estimate it from the user study log and a one-month
commercial search engine log. The estimated c value is 8.25 for the former log
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and is 10.36 for the later one. We also find that most c values are near 10, so we
use 10 as c value in ETR.

A good evaluation metric is supposed to reflect the users’ satisfaction in using
a search engine to find out relevant information for a need. In this paper, we
follow Huffman and Hochster’s work [12] to use correlation between metric score
and user reported satisfaction. If the correlation is larger, the metric can reflect
the users’ satisfaction better.

Table 5. Correlations for Metrics

D RR P3 P5 P10 DCG3 DCG5 DCG10 CP3 CP5 CP10

Rel 0.497 0.396 0.407 0.286 0.412 0.431 0.366 0.330 0.345 0.286

S-D RR P3 P5 P10 DCG3 DCG5 DCG10 CP3 CP5 CP10

Rel 0.467 0.344 0.343 0.253 0.366 0.375 0.320 0.283 0.287 0.222

ETR ETR3 ETR5 ETR10 ETR20 CETR3 CETR5 CETR10 CETR20

0.469 0.537 0.513 0.383 0.312 0.314 0.239 0.122

Table 5 presents the correlation results for three groups of metrics. The highest
score in each group is in bold. It shows that the effective time ratio has overall
highest correlation with the users’ satisfaction, and RR also has relative high cor-
relation. Surprisingly, though average precision is the most commonly used met-
ric in IR, cumulated precision and cumulated effective time ratio work not so well
when compared with the real users’ satisfaction. Another finding is that metrics
at cutoff 5 can reflect users’ satisfaction better. It may be because the user can see
about 5 snippets without scrolling the mouse at the search engine result page.

5 Conclusion

In this paper, we introduce two categories of methods for evaluating search en-
gines based on clickthrough data. Both methods model the noise in click data.
The interleaving and comparing method simply combines results from two search
engine and counts the clicks for system comparison. We show that the compari-
son can be more accurate by considering rank information. On the other hand,
the click model based methods formulate the user behavior as a graphical click
model and can get both value and confidence of document relevance estimation.
Thus we can get reliable evaluation results of search engines. Besides, it reminds
us to develop an algorithm to reorder the retrieved result to collect relevance
information more efficiently. Moreover, we observe that the document relevance
alone is handicapped for search engine evaluation, and we propose a new metric
called effective time ratio. We show that this metric can reflect the users’ utility
better than the existing metrics employing document relevance only.
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Abstract. Are we in the semantic web/linked data community effectively 
attempting to make possible a new literacy - one of data rather than document 
analysis? By opening up data beyond the now familiar hand crafted Web 2 
mash up of data about X plus geography, what are we trying to do, really? Is the 
goal at least in part to enable net citizens rather than only geeks the ability to 
pick up, explore, blend, interogate and represent data sources so that we may 
draw our own statistically informed conclusions about information, and thereby 
build new knowledge in ways not readily possible before without access to 
these data seas? If we want citizens rather than just scientists or statisticians or 
journalists for that matter to be able to pour over data and ask statistically 
sophisticated questions of comparison and contrast betewen times, places and 
people, does that mission re-order our research priorities at all? If the goal is to 
enpower citizens to be able to make use of data, what do we need to make this 
vision real beyond attending to Tim Berners-Lee's call to "free your data"? The 
purpose of this talk therefore will be to look at key ineraction issues around 
defining and delivering a useful, usable *data explorotron* for citizens. In 
particular, we'll consider who is a "citizen user" and what access to and tools for 
linked data sense making means in this case. From that perspective, we'll 
consider research issues around discovery, exploration, interrogation and 
representation of data for not only a single wild data source but especially for 
multiple wild heterogeneous data sources. I hope this talk may help frame some 
stepping stones towards useful and usable interaction with linked data, and look 
forward to input from the community to refine such a new literacy agenda 
further. 

Keywords: interaction, design, user experience, linked data. 

1   Introduction 

What does interacting with the Semantic Web or Linked Data actually look like? And 
if we understand that, what are the challenges in making those interactions possible? 
And for whom do we imagine we design these interactions to support? Whose 
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we’ve held, more often than not, the founder of the post workshop feast (or at least 
coffee and nibbles during sessions). In particular, Wendy Hall, Nigel Shadbolt and 
Tim Berners-Lee. 

While I am delighted to have the opportunity to talk for half an hour or more on 
my favorite concerns about the intersections of interaction and linked data research, I 
would rather take this space to give some time to other researchers in the field whose 
thinking in this space is already well grounded in practice. Indeed, David Karger and I 
recently enjoined HCI and Human Computer Information Retrieval (HCIR) 
researchers who deal with large data sets of various domains to help us frame an 
agenda to excite other HCI/HCIR researchers to consider the opportunities for new 
research in this area of massive open data.  

These conversations have encouraged me to reach out to these experts again, 
specifically to hear their formative thoughts on what they see as key challenges to 
make open data/linked data to in particular useful and usable by regular citizens. In 
particular we asked that they consider what may be new or special about this kind of 
data that brings new research opportunities to HCI that might also be of interest to the 
researchers who seek ways to tame this data for functional use for the machine. 

This paper spotlights responses from 5 of these researchers across industry and 
academia. Before we consider five of the expert responses, in the next section, allow 
me to set the scene of the questions asked. As is apparent reading through the replies, 
a few themes for consideration recur.  

2   Eliciting the Main Interaction Challenges for the Linked 
Data/Semantic Web's Interaction Success 

What are 1 or 2 key priorities you think must be addressed that will aid citizen-
focused manipulation of open data sources for personal/social knowledge building? 

2.1   Focus: Tools for the Citizen User 

The focus of the question is around the Citizen User: a citizen user is not a domain 
expert (necessarily) - but is someone who has an interest in some information, and the 
(structured) data is publicly available to help build up an answer to the question, and 
they are happy to be able to make use of the data for sense making - for building new 
knowledge. They don't expect "the answer" but want appropriate data to build up a 
sense of an answer. 

So, we are not expecting to create an interaction system that provides The Answer, 
but rather facilitates:  

• discovery,  
• interrogation, 
• manipulation, 
• annotation,  
• representation of heterogeneous open data sources. 

What, therefore are key challenges that in your view we MUST address/prioritize to 
support citizen based exploration of the freed data of sites like data.gov, data.gov.uk 
and related sources? 
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Example Scenarios: 

o Where Should i Live? 
- where data exists on pollution, hospital waiting times, transportation, 

political representation in a region, crime stats,  
o for whom should i vote?  
- where there may be data on a party's voting record and individual 

members' voting records, regional crime stats, etc 
o Is this a good school? 
- where data may come from league tables, student reports on their views 

of instructors from all over, house prices, grocery locations, transport  
o What about drug reactions?  
what other drugs have people taken with my condition, and what's been 

the success rate whether self-reported or by other measures?  

To make such citizen-based exploration possible, what should be our research 
agenda? Our concerns from the back end to serve the front end? How do we move 
from the current high geek expert tools to citizen tools? How do we help people used 
to thinking about issues with the data to think about issues for the person using the 
data as the best path into solving problems of serving the data.  Not all of you may 
think that that IS the best way, which is fine. Alternatives requested, too.  

Some examples of issues we encounter regularly within data: - geographical boundaries in different data sets don't match up  (hospital trusts 
don't map to crime regions) - not always clear what information in the data is - meaningless labels - data is incomplete or messy 

2.2   Thesis and Background 

My rationale in posing these particular questions is the following: with the emphasis 
on "freeing data" it seems we are de facto potentially establishing or requiring a new 
literacy - a literacy about data rather than documents; that we've moved from the page 
if you will to the cell. And that requires new kinds of knowledge - what to do with the 
data. 

In the pre-printing press era literacy was the purview of a select few - the religious 
cast - who had access to manuscripts. With the press (and the middle class) literacy of 
documents becomes more wide spread.  Is the era of linked data going to be the same 
now, where data and what to do with it has been the purview of statisticians or those 
trained in statistics - have access to the data, and produce the results for the rest of us? 

If the goal is to believe that access to data is a Public Good, what does that mean 
for interaction? For a basic data literacy? Does this understanding of data in the 21st 
Century start with mash ups for all? Where do we as technologists / researchers 
/designers begin? Similarly, in order to apply that knowledge of data manipulations to 
the Interface, we also need services to enable normal web-literate citizens to engage 
the data - find it, explore it, manipulate it, and re-present it where that “it” may be 
sourced from many heterogeneous sources. 
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2.3   Audience: At the Coal Face of Digging the Semantic Web 

Most of the researchers in the Semantic Web community work in terms of dealing 
with representing the data for the machine efficiently rather than thinking primarily 
about people accessing and manipulating the data directly.     

The goal of these interviews is to help people working on the problems of 
machines processing data to find it meaningful to connect potentially instead with 
what citizens need to be able to do with the data, where those citizens are not any 
more geeks than are the current users of the web. 

3   Expert Responses 

The following responses are direct reports in their own words of responses to the 
above framing.    

3.1   Daniel Tunkelang, Technical Lead, Google 

Here's some of my admittedly US-centric thinking about patent and census data: 
 

Patents. Despite the availability of patent data through public (e.g., USPTO, WIPO) 
and private (e.g. Google) repositories and the regular appearance of patents in the 
news, the average citizen (at least in the US) seems to have little ability to either 
understand or influence how patents work. Some things that we could do to make this 
data more accessible: 
 

Exposing the links between related resources (e.g., patent applications and 
prosecution histories). Even people familiar with patents may not be aware of 
resources like PAIR, the USPTO portal that offers the full history of a patent or 
pending patent application. And the interfaces make it inefficient and painful to 
navigate among resources. 
 
Relationships between patents and entities. People invent patents; patents are 
assigned to companies; people work for companies; companies acquire other 
companies or their assets. 
 

Connections between similar patents. Even the simple classification system used by 
the US patent system is not well exposed in interfaces. But I'm thinking of far more 
than that: connecting patents using link analysis of the citation and entity graphs and 
computing content-based similarity using information extraction. 

Patent law itself is pretty complex, and there's more required here than exposing 
the raw data in a nicer interface. For example, technical terms should be linked to 
glossary entries where possible. Links to non-patent-art should also be connected to 
published documents where possible. And ultimately the value of all of these efforts 
would require policy changes that would make it easier for citizens to participate. But 
there's a chicken-and-egg problem: today's citizens are ill-equipped to participate, so 
there is little motivation for policy change. 

 

Census Data. It should be straightforward for the average citizen to access public 
demographic information, whether at a national level, a neighborhood level, or 
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The iPhone interface has nuances that make it so pleasant and fun to use, nuances 
that somehow let the user "feel" the interface. In the same way, semantic UIs must 
somehow get users to "feel" the semantic entities. After using my first iPhone for a 
few months, one day while reading a paperback book, upon reaching the end of a 
page, I instinctively placed my thumb at the bottom of the page and pushed it upward, 
only to realize that it's not an iPhone. That's what we want here with semantic UIs. 
After using semantic UIs for a while, when a user sees a plain piece of text like 
"ford", the reflex should be, "it's ambiguous / raw / bare". 

And yes, it's about details, details, details.   
 

(2) Direct manipulation techniques for en-masse data editing seem to be a game 
changer for a class of users--folks who can handle Excel but are not familiar with 
scripting or don't have time and patience for scripting. My work on Gridworks 
has already started to address some of the design challenges. 

Just because data is open doesn't mean it's clean or it's formatted in a way that you 
can use. This inconvenience seems to be swept under the rug sometimes. The 
semantic web community has focused so much on semantics that perhaps not enough 
effort has been spared for addressing syntax. But obviously, without syntax, there is 
no semantic. 

It's also quite important to make sure that these tools are generic, rather than RDF-
specific. Our goal here isn't to shoehorn everything into RDF. The goal is to increase 
awareness, desire, and demand for structured data, potentially linked. Let each user 
decide which format might serve their own purpose at this time. As people use these 
tools more and more, gradually, structured data, linked, will become natural to them. 

 
(3) Entity Reconciliation. One surprising thing I've learned from Gridworks is how 
ready people are to want entity reconciliation. And not just with Freebase but with 
their own databases. This persuaded me to generalize the reconciliation support in 
Gridworks, as per the Reconciliation Service API (http://code.google.com/p/freebase-
gridworks/wiki/ReconciliationServiceApi) 

I could almost claim that, by making reconciliation easy, Gridworks makes it 
obvious why one would want reconciliation. It's almost as if the tool makes people 
think in a certain way. 

So, don't start with "RDF". You would have already lost. Start with what users ask 
for. Then if possible, let the tools nudge their thinking toward RDF or whatever that's 
ideal in the long term. 

 
(4) Help build the upcoming structured data web. Or do research on the semantic 
web. Pick one (since you can't do both). 

3.3   Ed Chi, Principal Scientist, Augmented Social Cognition, Xerox Parc 

The issues you raised was precisely the inspiration for my Ph.D. Thesis work on 
creating a visualization spreadsheet.  The idea was that if people can easily use 
spreadsheets, then they ought to be able to take that model further and start creating 
visualizations using them, and the thesis was an exploration to find out how to design 
such systems.  I think of ManyEyes, and Jeff Heer's later works to be in the same 
direction. 
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We have since learned a lot about user-contributed content on systems like Wikipedia, 
Delicious, Twitter, and they show a very interesting participation architecture that 
consists of readers, contributors, and leaders.  Not all users want to be leaders, and not all 
users want to contribute.  We have sometimes use the derogatory term of "lurkers" to 
describe "readers", which I think is a bit unfair.  Ronald Burt's work have shown that a lot 
of us would like to be brokers of information among social groups, but there are also 
need for an audience, or followers, who might become brokers later, but not everyone all 
at once. 

I believe that data manipulation of open data sources to follow the same curve.  
Yes, some cancer patients will want to read all they can about their condition, and do 
the analytical work, and others (not necessarily because of tool limitations) would 
prefer to take a backseat, and let others curate the information for them.  What's 
interesting is that they might want very simple interactions that enable for basic 
sorting of data, or maybe even services that interpret the data for them (e.g. doctor 
experts), but they would prefer someone else does the bulk of the work (even if it 
becomes very easy due to tool development). 

Consider a typical usage scenario: I am reading several medical journal articles. 
 Data all in tables, in PDF format.  need to extract the data from the tables and plot 
them.  Ahem!  Good luck.  Let's go and type them all in by hand. 

So, given that, what can we do?  
First, it's quite clear that much of the hard work remains in data import and 

cleaning.  To democratize data analytics and manipulation, the bulk of the difficulty is 
dealing with data acquisition.  Unfortunately, most of this is engineering and not sexy 
research, so there aren't really innovative work in this area.   

By not exciting I mean, I don't know of a single tool that enables me to grab tables 
out of PDFs.  Worse still, if I have browse around on the net, and I find the data I 
need in web pages, often they're in HTML tables that are very hard to cut and paste 
into my excel spreadsheet. What tool is really out there for my information extraction 
tasks?  Tables are just one example.  Other problems include things that are locked in 
databases, but barely visible to end-users: - say I want to analyze all of the flights from US to Europe over the last 

month.  How do I get the data? Do I perform lots of searches on travel 
websites to extract that?  Do I go to airlines one by one and examine their 
schedule (in PDF or HTML format), and get the data that way? - say I want to plot the price of harddrives by dollar per MB in the last decade. 
 Again, where do I get the data?  How do I clean it, so that I can plot them? 

Some information extraction (AI-style algorithms, and some machine learning 
techniques) are making some inroad in this area. Some recent work on entity 
extraction with human in the loop seems pretty good.  So if I have a document, and 
want to find all interesting entities in them, and make a cross-index of related entities, 
there now seems to be some good research tools that do that. I also believe that 
mixed-initiative research for data import is sorely needed.  We're doing a bit of this 
work in my lab at the moment. That is: human in the loop.  The machine does some 
extraction, then human says, ah, that's not quite right, fix it this way, and machine do 
more, and then human fix again. 
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Second, there is the issue of data literacy. What kind of visualization works with 
what kind of data? What analytic technique is appropriate?  Early work by Jock 
Mackinlay pointed to the possibility of automating some of these design choices, and 
we haven't made a huge amount of progress in this area.   

Some tree Viz seems pretty automate-able, as are stacked graphs, population 
analyses, tables.  I tend to favor simple visualizations that are understandable to lay 
people these days.  Visual literacy is a huge problem that will take decades to 
overcome, so I favor simple vis these days. 

Wizards, try-visualization-refine loops have all been tried in research.  We need to 
stop inventing new visualizations, but actual usable tools for people here.  By going to 
vertical domains, we will learn how to solve this problem. We need curriculum in 
visuzliation that is part of basic education. 

That said, Vis researchers need to work on real scenarios more often.  Go into 
medicine, and you see a lot of data analytics problems that are huge, and often not 
about visualizing generic trees.  Often, it's visualizing protein interaction networks, or 
seeing evolving relationships.  Go into another field, say, transportation, and you 
realize you need to combine infovis with geo-viz.  It's often not about new 
visualizations, but about how to put vis components together. 

3.4   Lloyd Rutledge, Computer Science, Open University, The Netherlands 

In summary: less emphasis on grand new interfaces. More on familiar interfaces, but 
under user control and independent from the data. The user doesn’t notice anything, 
thus no new literacy. The user only stops noticing that information access doesn’t 
work the way it obviously should. Can we thus take large-scale data from multiple 
civil sources and have users access it in a way so unified and quick that there is 
nothing remarkable about it (finally!)? A “new literacy”? Computers as devices 
require(d) a new literacy. The Web didn’t: users of the Web feel it acts they way they 
always knew it should (even though they actually couldn’t imagine it beforehand). 
We do new things with the Web in new ways, but they feel familiar once you start. 

To me, it seems that the same will be true of the end-user front-end applications of 
the type of use of the Semantic Web for which we dream and strive. The users will 
not notice the difference. They won’t really notice anything. What will happen is: - They want some data and they ask for it in a reasonable commonsense way, 

probably in ways they already (think to) ask for information - Appropriate and correct data comes back. - It comes back in the form of a presentation that makes perfect, common 
sense. The form of presentation itself is not remarkable apart from the data it 
presents.  

This all happens with interfaces users have long been familiar with. The end user 
won’t notice. At least on the per interaction basis. Perhaps over a longer period the 
user will day “It seems getting information used to be buggier and clunkier”. The end 
users have no new literacy to learn. Their current literacy just works better. 

This was just about data access. Could we argue the same way for data input and 
sharing? I think so. Users add data using means they already know. They and other 
users get this data back in ways that make sense. This data gets combined with other 
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data, but that makes sense, of course? Only Semantic Web researchers know how 
remarkable this last step is. No one else will notice a thing. Researchers strive for a 
grand new SW interface that will put SW in the mainstream like a magic bullet 
application. But why make a new interface “paradigm”? A more appropriate 
challenge is to get tried-and-true interfaces to work the way they should with data 
placed on and accessed from the Semantic web the way it should. 

There is no new literacy. There is new technology, good practice and science on 
the side of Semantic Web developers to make existing literacy work with data that is 
the way it should be. 

One problem is that familiar interfaces are often controlled by non-user parties 
who also own and isolate the data. Challenges are thus having user control the form 
of interface and unrestricted access to public data, and have these two control issues 
be separate from each other. And to have the users not notice anything: they just have 
their interface, and they just ask for and browse data. And they just simply get it. No 
barriers based on who is providing the interface or who is providing the data or if one 
needs to be linked on the other. 

A second challenge: allowing seamless combination of public, institutional and 
private data, all in the same interface, but with the corresponding security and data 
sharing/blocking. An example is combining civil databases on medications and 
medical services with your own medical records. 

I [don’t] mean to poopoo the work of [previous SWUI presented work]. But I think 
we need to encourage other challenges now. For one, there are too many submissions 
for new types of interfaces to the Semantic Web that aren’t research and don’t work, 
as we’ve seen in various journal submissions. 

Making a new interface is often an attractive project for programmers, but most fall 
short of burden of proof, and there are only so many new interfaces possible. Not only 
unproven, many proposed new interfaces just don’t work (such as big fat graphs). 

But even the successful new interfaces aren’t that new and aren’t necessarily 
attached to the Semantic Web. All the new SW interfaces work with any amount of 
data of any origin. Their newness is more about what computers make possible for 
data access than was the SW makes possible. 

These successful new SWUI’s also don’t require new literacy. They are natural 
extensions of familiar interfaces, some of which go back to paper. Like hypertext, 
they have a “retrospective obviousness”, despite being hard to imagine beforehand 
(and hard to develop the first time). Thus no new literacy needed. SWUI that do 
require new literacy, like large RDF graphs (BFD’s) and queries, even assisted, and 
even visually assisted (mostly), tend IMHO not to catch on. 

So what is new is the type and scale of data that gets to these interfaces. In the civil 
service data example, what we need is multiple civil service branches to have their 
data in familiar, even in 21st century SWUI’s like facet browsers and autocompletion, 
but seamlessly. When another institute doesn’t have their data on the SW/LW, end 
users should find it strange. Not “Why do they have any RDF files?” but “Why can’t I 
get at this information? Why do I have to use their website to see it? Why do I have to 
jump back and forth from their website to my (semantic, but they don’t know it) 
browser?” 



366 m. schraefel 

3.5   Abraham Bernstein, Dynamic and Distributed Information Systems Group 
Univesrity of Zurich 

There is plenty of data out there, but as you point out the linking is abysmal. I am not 
sure where I read it but even the connections between the LOD datasets is only very 
brittle ... I am not even talking of data repositories such as data.gov or even worse 
department of statistic excel sheets from different geographical regions etc... 

So, the single most important question is how to integrate a multitude of sources. 
ASIDE: Yes, it is true, we are very far away from actually understanding what the 
"best" way to interact with linked data is (assuming there is such a thing) and 
approaches such as faceted browsing, David and your stuff, NLP, etc. are a only a 
first step. Lost of work needed here - mostly of a good UI nature. The crux of the 
Semantic Web is that it adds heterogeneous (even previously unknown) data sources 
to the mix. Most of the UI approaches so far assume that the data already has been 
integrated "nicely" into one data-set. Exhibit, e.g., is great, but the most difficult work 
has already been done: the data integration. So if we really ask ourselves what the 
Semantic Web brings new to the picture in contrast to "just" interacting with Graph-
based data then it is the data-integration problem. 

So if we want to bring the Semantic Web to fruition we need to think how we can 
help our citizen user to combine heterogeneous data sources. My hunch is that it will 
need a combination of (possibly novel)  UI metaphors, a sprinkle of good AI, some 
social computation, good software engineering. How can I substantiate this hunch? 

• I think the first point is clear: We need to find out what UI metaphor is best 
used to integrate information. Personally, I have no clue if anybody has 
systematically explored citizen user data integration. I am aware of many 
projects doing it for pros, but not a lot of work on casual users. 

• A sprinkle of AI is needed, as I believe that mixed-initiative might help to 
ease the bruden of data integration. To that end some statistical processing 
(e.g., for finding candidates for joins),  maybe some rules (e.g., to encode 
otherwise collected background knowledge), and guided interaction (e.g., 
using planing techniques) might be helpful. 

• social computation will probably help the enterprise by enabling the 
exchange of  integration recipes. 

• Good software engineering is needed to build some robust prototypes to test 
these ideas. 

So finding the right interaction metaphor for integrating data seems to be the single, 
biggest challenge. 

3.6   Others in the Discourse 

The above commentaries represent specific contributions requested for this 
presentation of voices. In related conversations, a few more relevant points emerged 
that are germane to this discussion. Ben Shneiderman, Computer Science, University 
of Maryland, maps the process articulated above of discovery, exploration, 
interrogation, and re-presentation with parallel discussion going on in the visual 
analytics (VA) world, where a similar process (discovery, exploration, interrogation, 
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presentation) is central. He recommends Thomas & Cook's online book "Illuminating 
the Path" (nvac.pnl.gov). There is also a 16-step process model in the Readings in 
Information Visualization (1999) that is also useful for construing stages within data 
engagment to be mapped. Since then, he notes,  a variety of process models (e.g. 
Systematic Yet Flexible) have been described, tied to different data types. 
Shneiderman continues, 

The current term for this [data processing for sense making] in the VA world is 
"data wrangling" to describe the rough & tumble effort to get, clean, merge, filter, 
convert, extract, present, and share. Also part of this process will be discovering 
what is missing in the data or when the meaning has changed for an attribute or 
attribute value.  In many cases, natural language processing methods are needed to 
clean messy text data, network analysis helps (as in DDupe for entity resolution 
http://www.cs.umd.edu/projects/linqs/ddupe/), and increasingly Mechanical Turk 
workers are being engaged. 

Steve Drucker of Microsoft Research poses  the question about how to sustain 
general UI’s versus application-specific approaches in this citizen-user context: can 
general or data agnostic interfaces be adapted to specific conditions? By “condition” 
we might consider different capabilities or specific devices. “What would be the 
logical workflow to enable this to be a convenient and compelling usage condition?” 
An example case may be adapting Huynh’s Exhibit to work within Excel. 

Natasha Noy of Stanford University’s Biomedical Information Research queries 
the representation challenges of making visible distinctions that may need to be made 
about data access in terms of provenance and trust: how does exposure of provenance 
and trust get represented across these borders? For example there is data that may be 
linked but which most citizens would not get near: health record data, even, 
intriguingly, if anonymized may remain protected. Thus there may be data known to 
exist, but not accessible. How might these cases be incorporated into tools that would 
expose sources for possible querying?  

4   If You Build It… 

Several strands emerge across these responses to the challenge of what is the 
interaction for the data web to be like? 

David Huynh is keen to foreground entitities free from URLS, as URI’s are codes 
for machines, not concepts meaningful for people. Likewise under the for people 
heading, making practices easy for people to perform makes new processes’ value 
almost “obvious.” Make alignment operations easy fast and intuitive, Huyhn argues; 
use familiar interaction approaches like direct manipulation,  and people want it.  

Lloyd Rutledge also talks about naturalizing what seems to be new now – having 
raw data sources from organizations available – into practices that simply illuminate a 
gap if they are not there. Like Huyhn, Rutledge suggests that the machine readable 
remain machine readable: one should not wonder “where’s the RDF” – but “where’s 
the information I can use for this problem.” While Huyhn evolves facetted browsing 
into more spaces, Rutledge plays down the need for new interaction or new 
interaction paradigms.  For Rutledge, simply getting the anticipated right data back 
from an interaction is a big win. He postulates this experience not as a “new literacy” 
but as the “current literacy just working better.” 
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Ed Chi turns the focus away from manipulating extant data to supporting capture 
of new data, whether personal or public. He likewise owns that not all citizens will 
want to do the raw data manipulation work anymore than all readers of Wikipedia 
contribute content to it.  Hence services that enable data basics like simple sorting 
may be invaluable for light touch exploration. Sometimes, just getting data out of a 
fixed source may be the win: simple tools to remove and convert tabular data in 
PDF’s to new metadata encoded data may also be a boon for personal use, and the 
ability to share/contribute new open data or raw data or linkable data – rich data – to 
the world quickly. This table cutter may be applied manually, but Chi also makes the 
case for more AI type scrapers to go and make the data that has not yet been formally 
freed. Then being able to wrap visualizers around the data semi-automatically at least 
via wizards may also help make the information accessible now as information, not 
just data. 

Daniel Tunkelang laments the fact that in his experience there may be copious 
amounts of data already freed, such as patent or census data, but that its availability 
offers little or no opportunity for the citizen either to explore it or influence the 
process.  Tunkelang wants obvious relationships between data better excavated, 
exposed and presented, such as patents and prosecution histories. Services already 
exist for histories of patents; these have yet to be linked to the patents themselves.  
Perhaps even more relevant to the searcher, similar patents are not obvious. Prior art 
could also be linked automatically. 

Finally Abraham Bernstein echoes Tunkelang’s and Chi’s sentiments to say there 
is already a lot of data available that screams out for almost native linking of well 
expressed interactions (semantic zooming, eg nation to city to neighborhood to street) 
to AI to blend with mixed initiative to both find associated data (patents to their prior 
art components or drawings), to human computing/mixed initiatives to help enrich 
data where there are gaps. 

Drucker wishes to see the use case that will show how general UIs may help work 
in specific contexts and Shneiderman shows where there are existing paradigms in 
visual analytics that may be useful to frame the practices to be represented (discovery, 
exploration, interrogation, re-presentation), and Noy suggests we consider 
representation issues for boundary conditions of the fully open to the partially 
exposed.  

Intriguingly, there are few examples here of particular interaction designs. The 
closest we get is Huynh’s approach to facets. Another opportunity for research in the 
SW/UI space may be to taxonomize the approaches that may be useful for the types of 
exchanges rich meta/data affords beyond facet browsing. What, as well, do mixed 
explorations look like that blend documents and data? 

5   Concludium 

The above exchanges are background or subtext to the formal conference presentation 
to be presented at ISWC 2010, and I heartily thank the participants who agreed to 
share their voices in this context. 

From these, readers can see that those of us who are investigating how to support 
rich data sources exploration are intrigued by a variety of different properties in the 
space. All of us, however, seem to come from a core starting point: what are desirable 
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and sensible processes for people? If one is looking at patents, what data is associated 
with patents and why not bring those sources together? Similarly, if one is looking at 
a census, why not make it possible easily to add new annotations to that data or 
connect related sources or represent relationships? If there is a hole in a data set, 
similarly why not find ways to automate citizen-directed scraping to enrich such 
sparse data sets?  

Most of these questions have been acknowledged at least in conversations within 
the semantic web community, and many of them predate the semantic web, going 
back to hypertext. So we may wish to ask ourselves: where are the great semantic web 
applications that are meaningful to citizen users by doing these apparently simple, 
obvious, things?  

This is the 9th Semantic Web conference. If we do not have these kinds of 
apparently simple and sensible interactions by now, is it time for us to look at our 
program and ask if there’s something we should be doing differently? And if not why 
not? And if not, how else do we get to a useful and usable semantic web of linked 
data for citizen users?  Which of these challenges will we own to say that by the tenth 
anniversary conference, we will prove not that we can manage a even more triples in 
less time, but that we can delight a citizen by solving one of her data-related 
problems?  

May year ten be the year of the Semantic Web Citizen (?). 
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Pirró, Giuseppe I-615

Polleres, Axel I-337, I-518

Poulovassilis, Alexandra I-631

QasemiZadeh, Behrang II-305

Qiu, Zhaoming I-566

Rector, Alan II-50

Riechert, Thomas II-225

Rieß, Christoph I-647

Rijgersberg, Hajo I-16

Rodriguez-Castro, Bene I-663

Rudolph, Sebastian I-257

Sandhaus, Evan II-355

Sattler, Ulrike I-32, I-354

Sauro, Luigi I-64

Savova, Guergana K. II-241

Schlobach, Stefan I-289

Schmidt, Michael II-98

schraefel, mc II-356

Schwabe, Daniel I-1
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