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LNCS Transactions on Computational Science 

Computational science, an emerging and increasingly vital field, is now widely 
recognized as an integral part of scientific and technical investigations, affecting 
researchers and practitioners in areas ranging from aerospace and automotive research 
to biochemistry, electronics, geosciences, mathematics, and physics. Computer 
systems research and the exploitation of applied research naturally complement each 
other. The increased complexity of many challenges in computational science 
demands the use of supercomputing, parallel processing, sophisticated algorithms, 
and advanced system software and architecture. It is therefore invaluable to have 
input by systems research experts in applied computational science research. 

Transactions on Computational Science focuses on original high-quality research
in the realm of computational science in parallel and distributed environments, also 
encompassing the underlying theoretical foundations and the applications of large-
scale computation. The journal offers practitioners and researchers the opportunity to 
share computational techniques and solutions in this area, to identify new issues, and 
to shape future directions for research, and it enables industrial users to apply leading-
edge, large-scale, high-performance computational methods. 

In addition to addressing various research and application issues, the journal aims 
to present material that is validated – crucial to the application and advancement of 
the research conducted in academic and industrial settings. In this spirit, the journal 
focuses on publications that present results and computational techniques that are 
verifiable.  

Scope 

The scope of the journal includes, but is not limited to, the following computational 
methods and applications: 

• Aeronautics and Aerospace  
• Astrophysics  
• Bioinformatics  
• Climate and Weather Modeling  
• Communication and Data Networks  
• Compilers and Operating Systems  
• Computer Graphics  
• Computational Biology  
• Computational Chemistry  
• Computational Finance and Econometrics  
• Computational Fluid Dynamics  
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• Computational Geometry  
• Computational Number Theory  
• Computational Physics  
• Data Storage and Information Retrieval 
• Data Mining and Data Warehousing  
• Grid Computing  
• Hardware/Software Co-design  
• High-Energy Physics  
• High-Performance Computing  
• Numerical and Scientific Computing  
• Parallel and Distributed Computing  
• Reconfigurable Hardware  
• Scientific Visualization 
• Supercomputing  
• System-on-Chip Design and Engineering  



Editorial 

The Transactions on Computational Science journal is part of the Springer series 
Lecture Notes in Computer Science, and is devoted to the gamut of computational 
science issues, from theoretical aspects to application-dependent studies and the vali-
dation of emerging technologies. 

The journal focuses on original high-quality research in the realm of computational 
science in parallel and distributed environments, encompassing the facilitating theo-
retical foundations and the applications of large-scale computations and massive data 
processing.  Practitioners and researchers share computational techniques and solu-
tions in the area, identify new issues, and shape future directions for research, as well 
as enable industrial users to apply the techniques presented. 

The current volume is devoted to Security in Computing (Part 2), and is edited  
by Edward David Moreno. It is comprised of 14 selected papers that represent the 
diverse applications and designs being addressed today by the security and crypto-
graphic research community. This special issue is devoted to state-of-the-art research 
on security in computing and includes a broad spectrum of applications such as new 
architectures, novel hardware implementations, cryptographic algorithms, and secu-
rity protocols.  

We would like to extend our sincere appreciation to Special Issue Guest Editor 
Edward David Moreno for his dedication and insights in preparing this high-quality 
special issue. We also would like to thank all authors for submitting their papers to 
the special issue, and to all associate editors and referees for their valuable work. We 
would like to express our gratitude to the LNCS editorial staff of Springer, in particu-
lar Alfred Hofmann, Ursula Barth, and Anna Kramer, who supported us at every stage 
of the project.  

It is our hope that the fine collection of papers presented in this special issue will 
be a valuable resource for Transactions on Computational Science readers and will 
stimulate further research into the vibrant area of computational science applications. 

October 2010 Marina L. Gavrilova
C.J. Kenneth Tan



Security in Computing:  
Research and Perspectives, Part II  

Special Issue Guest Editor’s Preface 

In an increasingly connected world, security has become an essential component of 
modern information systems. Our ever-increasing dependence on information implies 
that the importance of information security is growing. Several examples of security 
applications are present in everyday life such as mobile phone communication, inter-
net banking, secure e-mail, data encryption, etc. 

The thrust of embedded computing has both diversified and intensified in recent 
years as the focus on mobile computing, ubiquitous computing, and traditional em-
bedded applications has begun to converge. A side effect of this intensity is the desire 
to support sophisticated applications such as speech recognition, visual feature recog-
nition, and secure wireless networking in a mobile, battery-powered platform. Unfor-
tunately these applications are currently intractable for the embedded space.  

Another consideration is related to mobile computing, and, especially, security in 
these environments. The first step in developing new architectures and systems that 
can adequately support these applications is to obtain a precise understanding of the 
techniques and methods that come close to meeting the needs of security, perform-
ance, and energy requirements; with an emphasis on security aspects. 

This special issue brings together high-quality and state-of-the-art contributions on 
security in computing. The papers included in this issue deal with some hot topics in 
the security research sphere: new architectures, novel hardware implementations, 
cryptographic algorithms and security protocols, and new tools and applications. 
Concretely, the special issue contains 14 selected papers that represent the diverse 
applications and designs being addressed today by the security and cryptographic 
research community.  

As a whole, this special issue provides a vision on research and new perspectives 
in security research. With authors from around the world, these articles bring us an 
international sample of significant work. 

The title of the first paper is “SEAODV: A Security Enhanced AODV Routing 
Protocol for Wireless Mesh Networks”, by Celia Li, Zhuang Wang, and Cungang 
Yang. In this paper, the authors propose SEAODV, which is a security enhanced 
version of AODV (the Ad hoc On Demand Distance Vector). The AODV routing 
algorithm is a routing protocol designed for ad hoc mobile networks. The authors use 
Blom’s key pre-distribution scheme to establish keys to ensure that every two nodes 
in the network uniquely share the pairwise keys. So, SEAODV adds secure AODV 
extensions to the original AODV routing messages, and it is lightweight and computa-
tionally efficient, since only symmetric cryptographic operations are involved. Fi-
nally, the authors carry out several tests and conclude that SEAODV offers superior 
performance in terms of computation cost and route acquisition latency as compares 
with two other secure routing protocols, ARAN and SAODV. 
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In the second contribution, which is entitled “Auto-Generation of Least Privileges 
Access Control Policies for Applications Supported by User Input Recognition”, Sven 
Lachmund and Gregor Hengst present means to auto-generate least privileges access 
control policies for applications. The authors introduce and discuss two approaches: 
extending a static analysis approach by user input recognition, and introducing a new 
runtime approach on user input recognition that is based on information tracking and 
aspect-oriented programming. They show a third solution, combining the other two 
contributions with some of the existing work. A prototype in Java is implemented, 
and it is shown that the total number of aspects is kept within a manageable range, 
proving feasibility and scalability.

In the third contribution, which is entitled “Impossibility Results for RFID Privacy 
Notions”, Frederik Armknecht, Ahmad-Reza Sadeghi, Alessandra Scafuro, Ivan Vis-
conti, and Christian Wachsmann focus on the security and privacy model proposed by
Paise and Vaudenay (PV-model) and investigate some subtle issues such as tag cor-
ruption aspects. The PV-model is one of the most comprehensive RFID security and 
privacy models up to date since it captures many aspects of real world RFID systems 
and aims at abstracting most previous works in a single concise framework. The au-
thors point out subtle weaknesses and deficiencies in the PV-model.  

In the fourth contribution, which is entitled “Implementation of Multivariate Quad-
ratic Quasigroups for Wireless Sensor Networks”, authored by Ricardo José Menezes 
Maia, Paulo Sérgio Licciardi Messeder Barreto, and Bruno Trevizan de Oliveira, a 
new approach to solving the problem of providing PKCs (public key cryptosystems) 
in WSNs (wireless sensor networks) is proposed. The authors use nesC and focus on 
modules for the encryption and decryption of a 160-bit MQQ (Multivariate Quadratic 
Quasigroup) algorithm that have been implemented on platforms TelosB and MICAz 
sensors. 

In the fifth contribution, which is entitled “Hardware Architectures for Elliptic 
Curve Cryptoprocessors Using Polynomial and Gaussian Normal Basis Over 
GF(2^233)”, by Vladimir Tujillo-Olaya and Jaime Velasco-Medina, the authors pre-
sent two elliptic curve cryptoprocessors suitable for the computation of point multi-
plication over GF(2m) using Gaussian Normal Basis (GNB) and polynomial basis 
(PB). In this case, efficient hardware architectures are designed for finite field multi-
plication, in order to select the best implementation for the cryptoprocessor design. 
These multiplier architectures incorporate bit-serial and digit-serial algorithms. The 
authors designed cryptoprocessors using the same tools, FPGA, finite field m size and 
hardware description language, and show that the GNB cryptoprocessor presents a 
higher performance than the PB cryptoprocessor (but the scalability is an advantage 
of polynomial basis). So, they conclude that the designed cryptoprocessors present a 
high performance, use a small area, and provide a good time-area trade-off. 

In the sixth paper “GPU Accelerated Cryptography as an OS Service”, by Owen 
Harrison and John Waldron, the authors provide a standard method of access to the 
latest GPU crypto acceleration work to all components within an operating system, 
with minimal loss of performance. For this process, the authors have seen that the 
GPU can be effectively integrated into the OCF with careful design of a driver con-
sisting of a kernelspace OCF driver and a userspace daemon. The results obtained 
show that there is an average overhead of 3.4% when using the OCF for AES over a 
standalone implementation. In the context of RSA-1024 we see that there is a very 
low 0.3% average overhead when compared with a standalone version. 
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In the seventh paper, which is entitled “From a Generic Framework for Expressing 
Integrity Properties to a Dynamic MAC Enforcement for Operating Systems”, Patrice 
Clemente, Jonathan Rouzaud-Cornabas, and Christian Toinard propose a novel 
framework for expressing integrity requirements associated with direct or indirect 
activities, mostly in terms of information flows. The paper presents formalization for 
the major integrity security properties of the literature. The framework enables the 
user to formalize the major integrity security properties. The authors use a MAC en-
forcement mechanism implementing that algorithm to effectively and efficiently con-
trol those system calls.  

In the eighth paper, which is entitled “Performance Issues on Integration of Secu-
rity Services”, Fábio Dacêncio Pereira and Edward David Moreno project and de-
velop a SSIL (Security Services Integrated Layer) for allowing the integration of 
security services. They investigate the efficiency and impact of behavioral models 
used in SSIL specialized for detecting anomalies and conclude that there are advan-
tages in having a set of security services in a single integrated system, since the possi-
ble fragility of a service can be compensated by others. 

In the ninth paper “Statistical Model Applied to NetFlow for Network Intrusion 
Detection”, André Proto, Leandro A. Alexandre, Maira L. Batista, Isabela L. Oliveira 
and Adriano M. Cansian present a proposal for event detection in computer networks 
using statistical methods and the analysis of NetFlow data flows. The aim is to use 
this proposal to monitor a computer network perimeter, detecting attacks in the short-
est time possible through anomalies identification in traffic and alerting the adminis-
trator when necessary. The authors carry out a test for monitoring the system to four 
services widely used by users on the Internet: FTP, SSH, SMTP, and HTTP. Finally, 
the authors conclude that this methodology can be used for events detection in large-
scale networks. 

The paper “J-PAKE: Authenticated Key Exchange Without PKI”, authored by 
Feng Hao and Peter Ryan, proposes a protocol called J-PAKE, which authenticates a 
password with zero-knowledge and then subsequently creates a strong session key if 
the password is correct. The authors show that the protocol fulfills some properties, 
and show how to effectively integrate the ZKP (Zero-Knowledge Proof) into the pro-
tocol design and achieve good efficiency. The authors have compared their approach 
with de facto internet standard SSL/TLS, and demonstrate that J-PAKE has compara-
ble computational efficiency to the EKE and SPEKE schemes with clear advantages 
on security. For this reason it is more lightweight in password authentication. 

The paper “Distance Based Transmission Power Control scheme for Indoor Wire-
less Sensor Networks”, by P.T.V. Bhuvaneswari, V. Vaidehi, and M. Agnes Saranya, 
proposes a new scheme that is an energy efficient RSS (Received Signal Strength) 
based distributed localization algorithm and Distance Based Transmission Power 
Control (DBTPC). The proposed localization algorithm consists of two stages, 
namely, distance estimation and coordinates estimation, and with this it improves the 
accuracy in relative coordinate estimation and minimizes the energy cost incurred for 
transmitting information between nodes. 

The paper “A Novel Feature Vectors Construction Approach for Face Recogni-
tion”, by Paul Nicholl, Afandi Ahmad, and Abbes Amira, discusses a novel feature 
vectors construction approach for face recognition using DWT (Discrete Wavelet 
Transform). The authors evaluate the method using different classes of tests. The first 
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set of experiments performed focused on the choice of DWT features. It is revealed 
that, where direct coefficient values were used for recognition, the LL quadrant pro-
vided the best results. The second set of tests were designed to identify which wavelet 
filters were the most effective at extracting features for face recognition with the 
specified database. Finally, the authors investigated two approaches, PMA and ORA, 
for the feature threshold, and their results show that the PMA is an ineffective ap-
proach, with recognition accuracy decreasing by an average of 0.025% from the re-
sults obtained without DWT coefficient selection. 

The paper “An Extended Proof-Carrying Code Framework for Security Enforce-
ment”, authored by Heidar Pirzadeh, Danny Dubé, and Abdelwahab Hamou-Lhadj, 
proposes a novel approach to solving the proof size problem while avoiding a signifi-
cant increase of the TCB. The authors present an extension to a traditional proof-
carrying code framework in which proofs tend to be too large to transmit. For this, 
their approach is based on the innovative idea of sending a program that generates the 
proof instead of the proof itself. Finally, they developed a virtual machine called  
the VEP (Virtual Machine for Extended PCC - Proof-Carrying Code) that runs on the 
consumer’s side and that is responsible for running the proof generator program. 

The last paper in this special issue, “NPT Based Video Watermarking with Non-
overlapping Block Matching” by S.S. Bedi, Shekhar Verma, and Geetam S. Tomar, 
presents a NTP (Naturalness Preserving Transform) that is based on collusion and 
compression resistant watermarking techniques for video. Their experimental results 
confirm several theoretical findings and demonstrate the resistance of the technique to 
temporal frame averaging, additive noise, and JPEG based compression. 

Finally, we sincerely hope that this special issue stimulates your interest in the 
many subjects surrounding the area of security. The topics covered in the papers are 
timely and important, and the authors have done an excellent job of presenting their 
different approaches. Regarding the reviewing process, our referees (integrated by 
recognized researchers from the international community) made a great effort to 
evaluate the papers. We would like to acknowledge their effort in providing us the 
excellent feedback at the right time. So, we wish to thank all the authors and review-
ers. To conclude, we would also like to express our gratitude to the Editor-in-Chief of 
TCS, Dr. Marina L. Gavrilova, for her advice, vision, and support. 

September 2010 Edward David Moreno
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SEAODV: A Security Enhanced AODV Routing Protocol 
for Wireless Mesh Networks 

Celia Li1, Zhuang Wang2, and Cungang Yang2 

1 Department of Computer Science and 
Engineering, York University 

2 Department of Electrical and Computer 
Engineering, Ryerson University 

Abstract. In this paper, we propose a Security Enhanced AODV routing proto-
col (SEAODV) for wireless mesh networks (WMN). SEAODV employs 
Blom’s key pre-distribution scheme to compute the pairwise transient key 
(PTK) through the flooding of enhanced HELLO message and subsequently 
uses the established PTK to distribute the group transient key (GTK). PTK and 
GTK authenticate unicast and broadcast routing messages respectively. In 
WMN, a unique PTK is shared by each pair of nodes, while GTK is shared se-
cretly between the node and all its one-hop neighbours. A message authentica-
tion code (MAC) is attached as the extension to the original AODV routing 
message to guarantee the message’s authenticity and integrity in a hop-by-hop 
fashion. Security analysis and performance evaluation show that SEAODV is 
more effective in preventing identified routing attacks and outperforms ARAN 
and SAODV in terms of computation cost and route acquisition latency. 

Keywords: AODV, Wireless Mesh Networks, MAC, Routing, Hop-by-Hop 
Authentication. 

1   Introduction 

Wireless Mesh Network (WMN) [1][2][3] is composed of an infrastructure compo-
nent (infrastructure mesh) as well as many ad hoc (client mesh) networks. The routing 
and security requirements of these separate components may differ substantially due 
to different characteristics of the separate mesh components. Routing protocols in ad 
hoc networks generally fall into two categories: proactive and on-command protocols. 
Proactive protocols are table-driven. Nodes store routing information about neigh-
bours and periodically broadcast routing information to keep the routing tables up-to-
date. On-demand protocols involve a sender node establishing a route on-demand 
only when data is needed to be sent. Although a profusion of routing protocols have 
been proposed for ad hoc networks, the difference in characteristics between infra-
structure and ad hoc nodes is evidence that routing protocols designed for ad hoc  
networks cannot be directly applied for wireless mesh networks. Hybrid routing 
[4][5][6] (e.g., HWMP) seems to be one of the promising answers to the question  
of what is the trend in WMNs’ routing. In hybrid routing, proactive routing is  
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specifically used for traffics flow to the mesh portal and on-demand routing is se-
lected for intra-mesh traffic. Most existing routing protocols including HWMP have 
been designed with performance as a priority and have neglected to incorporate a sig-
nificant amount of security issues of routing protocols in WMN. The aim of this paper 
is therefore to design a secure version of the on-demand part of HWMP and used it to 
securely discover a route between any pair of mesh routers in the network.  

We propose SEAODV, a security enhanced version of AODV. Choosing AODV 
as our protocol’s footstone is due to its simplicity, maturity, popularity and availabili-
ty in the research over the past few years. As our main contributions, we utilize PTK 
and GTK to protect the unicast and broadcast routing message respectively to ensure 
that the route discovery process between any two nodes in WMNs is secure. We apply 
BLOM’s key pre-distribution scheme in conjunction with the enhanced HELLO mes-
sage to establish the PTK and use the established PTK to distribute GTK to the node’s 
one-hop neighbours throughout the entire network. We also identify various attacking 
scenarios specifically in AODV and present security analysis to prove that our pro-
posed SEAODV is able to effectively defend against most of those identified attacks. 
Moreover, our scheme is lightweight and computationally efficient since only symme-
tric cryptographic operations (e.g., MAC) are involved.  

The rest of the paper is organized as follows. Section 2 discusses related work. De-
tails of our SEAODV protocol is presented in section 3. Section 4 identifies various 
potential attack scenarios in SEAODV and presents the security analysis. The perfor-
mance evaluation is explained in section 5. Finally, section 6 concludes the paper.    

2   Related Work 

Research work of secure routing protocols has been explored on ad hoc networks. 
However, most of them are not efficient or still vulnerable to various types of attacks. 
Furthermore, they are designed for ad hoc networks and do not provide specific  
security features (e.g., hop-by-hop authentication) for mesh networks.  

SAODV [4] is a secure variant of AODV [5]. SAODV defends against impersona-
tion attacks and modification of hop count and sequence number attacks. However, it 
does not support hop-by-hop authentication. The intermediate nodes on the path  
cannot verify the authenticity of the messages from their predecessors.  

ARAN (Authenticate Routing for Ad hoc Networks) [6] adopts digital signature to 
ensure hop-by-hop authentication and routing message integrity; However, it expe-
riences significant computation overheads and route acquisition latency. Each node 
needs to verify signatures every time it receives the signed messages, removes the 
certificate and signature of its predecessor, use its own private key to sign the mes-
sage originally broadcast by the source and appends its own certificate before  
rebroadcasting it to its one-hop neighbours. Further, both SAODV and ARAN cannot 
defend against the DoS attack. When a node receives a routing message, it has to  
verify signatures. Adversaries can utilize this flaw to inject a large number of faked 
signed messages and to intentionally make the designated node repeatedly verify the 
signatures.  

Ariande is a secure on-demand source routing protocol [7] in which TESLA[8], 
digital signatures and MAC are employed to ensure source authentication. The  
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drawback of this scheme is that the route request message is not authenticated until it 
reaches the destination which makes it possible for adversary to initiate route request 
flooding attack. In endairA [9], a variant of Ariande, instead of signing the route re-
quest message, intermediate nodes sign the route reply. This scheme experiences less 
cryptographic computation, but is still vulnerable to malicious route request flooding 
attack. 

Hybrid Wireless Mesh Protocol (HWMP) [10][11][12] allows two MPs (Mesh 
Point) to communicate using peer-to-peer paths. This approach is primarily used by 
nodes that experience a changing environment and when there is no root MP confi-
gured. While the proactive tree building mode can be an efficient choice for nodes in 
a fixed network topology, HWMP does not address the security issues and suffers 
from different type of attacking scenarios that will be described in section 4. 

LHAP [13] is a lightweight transparent authentication protocol for ad hoc net-
works. LHAP uses TESLA to maintain the trust relationship among nodes, which is 
not a realistic approach due to the delayed key disclosure period in TESLA. Further-
more, in LHAP, simply attaching the traffic key right after the raw message is not 
secure since the traffic key has no relationship with the message being transmitted.  

3   Security Enhanced AODV Routing 

SEAODV requires each node in the network to maintain two key hierarchies: a 
broadcast key hierarchy and a unicast key hierarchy. The broadcast key hierarchy of a 
node stores the broadcast keys shared with its one hop neighbours while the unicast 
key hierarchy stores all their secret pairwise keys. Besides, SEAODV employs the 
Blom’s key pre-distribution scheme and an enhanced HELLO message to compute a 
pairwise transient key (PTK), which is subsequently used to distribute the group tran-
sient key (GTK). PTK and GTK are employed to secure the unicast and broadcast 
routing messages respectively. In addition, PTK and GTK provide SEAODV with a 
hop-by-hop authentication routing solution in which routing messages are protected at 
every hop during the route setup process.  

3.1   Enhanced HELLO Message 

The variables and notations given in the table 1 illustrate the notations of the proposed 
secure routing protocol and relevant cryptography operations. 

3.1.1   HELLO RREQ 
HELLO message in AODV is broadcasted to its one-hop neighbours to maintain the 
updated local connections. In SEAODV, each node embeds Blom’s column of the 
public G matrix [9] into its HELLO RREQ message [14]. Since each column of the 
public known matrix G can be regenerated by applying a seed from each node, every 
node only needs to store the seed in order to exchange their public information of the 
matrix G. 

Assume node A is the originator of the HELLO RREQ message, the enhanced 
HELLO RREQ is shown in the following format. : , , , , ,  
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Node A needs to broadcast the enhanced HELLO RREQ to its one-hop neighbours 
periodically whenever the node A needs 

1. To announce to its one-hop neighbours that A is in active mode 
2. To let its one-hop neighbours know A's seed of the column of public Matrix G 
3. To trigger its one-hop neighbours to send their encrypted GTK back to A 

Table 1. Variables and Notations 

EN_HRREQ Enhanced hello
RREQ message

OSN_A Originator sequence
number of node A

EN_HRREP Enhanced hello
RREP message

DSN_B Destination sequence
number of node B

GTK_A Group Transient Key
of Node A

IP_A IP address of node A

PTK_A Pairwise Transient
Key of Node A

IP* Broadcast IP address

{d}GTK_A Encryption of data d
with key GTK_A

NC_A Nonce issued by node
A

{d}PTK_A Encryption of data d
with key PTK_A

Seed_G_A Seed of column of
Public Matrix G, Node
A

MAC(K,M) Computation of MAC
over message M with
key K

P_Row_A_A[ ] Row of Private Matrix
A, Node A

T Timestamp M_type Message type

M All the elements
before the MAC field
in SEAODV routing
message

M_ID Message ID

 

3.1.2   HELLO RREP 
In the enhanced HELLO RREP, the hop count field is replaced with zero and the life-
time field is equal to the value of ALLOWED_HELLO_LOSS ×  
HELLO_INTERVAL. 

Assume node B, a one-hop neighbour of node A, has received the HELLO RREQ. 
To respond A, B unicasts an enhanced HELLO RREP message which is shown as 
follows : , , , , , , , ,  

B needs to send the enhanced HELLO RREP message to node A under the following 
situations   
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1. Acknowledges node A that B has already received the public key of A. 
2. Derives the secret pairwise key it shares  with A and use this shared key to  

encrypt its own group key and unicasts it back to A. 
 

Upon receiving the HELLO RREP from B, A can confirm that there is a bi-directional 
wireless link between A and B. A can also know the GTK of B by using A's PTK to 
decrypt the received HELLO RREP.  

3.2   Exchange Public Seed_G and GTK Using Enhanced HELLO Message 

During the key pre-distribution phase, every legitimate node in the wireless mesh 
network stores its public known Seed_G (seed of the column of public G matrix) and 
the corresponding private row of the generated A matrix. The Seed_G and GTK key 
of each node is exchanged among nodes in the WMN using the enhanced HELLO 
RREQ and HELLO RREP message and the exchange process are depicted in the fol-
lowing three steps.  

Step 1: Exchange of Seed_G of the public G matrix 

Suppose B is a one-hop neighbour of A in Figure 1 where EN_HRREQ represents the 
enhanced hello RREQ message and EN_HRREP denotes the enhanced hello RREP 
message,  when A and B exchange their Seed_G,  they picks them up from their key 
pool, and broadcasts the enhanced HELLO RREQ to their one-hop neighbours.  

     

Fig. 1. Public Seed and GTK Key Exchange Process 

Step 2: Derivation of PTK (Pairwise Transient Key) 

On receiving the public Seed_G of its one-hop neighbours, the node uses both 
Seed_G it received from its one-hop neighbour and its corresponding private row of 
matrix A to compute the unique PTK that it shares with every one-hop neighbour with 
Blom’s scheme. 
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Initially node A has A(i) and seed for G(i), and node B has A(j) and seed for G(j). 
After exchanging the seeds, node A regenerates G(j) and node B regenerates G(i). The 
pairwise secret key of nodes A and B, Kij and Kji, can be computed by both nodes 
independently with the following equation. 

 

Upon finishing step 2, each node has stored the Seed_G of its one-hop neighbours and 
derived unique PTK pairwise key shares with its one-hop neighbours. Every node 
now can encrypt its GTK key with its PTK key and unicast it back to the originator of 
the HELLO RREQ message with the HELLO RREP message. 

Step 3: Exchange of GTK (Group Transient Key) through HELLO RREP 

The unicast HELLO RREP message from node A and B can be expressed as follows : : , , , , , , , ,  : : , , , , , , , ,  

After receiving HELLO RREQ from A, B unicasts a HELLO RREP message to A. 
The encrypted GTK_B  is also attached within the unicast HELLO RREP message. 
Once A receives HELLO RREP, it decrypts the GTK_B with its private PTK_A and 
stores it in its database. Every node now stores the Seed_G, a group of PTK and GTK 
pairwise keys from its one-hop neighbours.  

3.3   Securing Route Discovery 

To implement a hop-by-hop authentication, each node must verify the incoming mes-
sage from its one-hop neighbours before re-broadcast or unicast it. The trust relation-
ship between each pair of nodes relies on their shared GTK and PTK keys, which 
have been obtained during the key exchange process.  

In SEAODV, the route discovery process is similar to that of standard AODV, but 
a MAC extension is appended to the end of the AODV routing message. The format 
of the modified RREQ is given in Figure 2. 

 

Fig. 2. The Modified RREQ 

where the first shadowed box is a mutable field representing the hop count. The 
second shadowed box is the MAC field that has been appended at the end of the 
RREQ routing message. The MAC is computed over message M using the key GTK 
of the node who broadcasts a RREQ to its one-hop neighbours. Message M refers to 
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all the elements before the MAC field in the RREQ message. As an example, if a 
node A wants to broadcast a modified RREQ, it sends the following message : , ,    

Whenever a node needs to discover a route to a designated destination, it broadcasts 
the modified RREQ message to its neighbours. Upon receiving the broadcast RREQ, 
each neighbour checks whether it possesses the GTK key of the sender by checking 
its GTK group. If there is a match, the receiving node computes the corresponding 
MAC with the received message and the GTK. If the MAC value is verified, the re-
ceived RREQ is considered authentic and unaltered. The receiving node will then 
update the hop-count in RREQ, its routing table, and subsequently sets up the reverse 
path back to the source by recording the neighbour from which it received the RREQ. 
If the node is the destination, it will respond a RREP with a new MAC(PTK, M) af-
fixed to the end of the RREP and unicast the RREP back to its next hop of its reverse 
path towards the source. The appended MAC(PTK, M) is computed on the RREP 
message with the PTK key the node shares with its next hop, to which the RREP is 
going to be forwarded. In the case the node is an intermediate node, the node applies 
its own GTK key on the updated RREQ to compute the new MAC(GTK, M) and at-
taches it to the end of the RREQ before it re-broadcasts the new RREQ to its one-hop 
neighbours. The receiving node will simply discard RREQ if the node does not have 
the GTK key of the sender or if their MAC value does not match.  

3.4   Securing Route Setup 

Eventually, the RREQ message reaches the destination or an intermediate node that 
already has a fresh route to the destination. A destination or an intermediate node can 
generate a modified RREP and unicast it back to the next hop from which it received 
the RREQ towards the originator of the RREQ. Since RREP routing message is au-
thenticated at each hop, adversaries have no opportunity to re-direct the traffic. 

 
Fig. 3. The Modified RREP 

The format of a modified RREP is shown in Figure 3. One more field, MAC(PTK, 
M), is attached to the end of the AODV RREP. This MAC is computed with the PTK 
key that the node secretly shares with the one to which the RREP is going to be  
forwarded. 

Before unicasting the modified RREP back to its originator, the node needs to 
check its routing table to identify the next hop from which it received the broadcast 
RREQ; the node then applies the PTK key it shares with the identified next hop to 
compute the MAC(PTK, M) and affixes this MAC to the end of RREP. For instance, 
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suppose a node B who needs to unicast a modified RREP back to Node A, it sends the 
following message. 

B : , ,  
where . 

Upon receiving RREP from node B, A checks whether PTKBA is in its PTK group. 
If there is a match, A verifies MAC’(PTK_AB, M). Node A will then update the hop-
count field in the RREP and its own routing table, sets up the forwarding path towards 
the destination. Besides, A also searches the appropriate PTK key it shares with its 
next hop to which the new RREP is going to be forwarded towards the source. A then 
uses the PTK key to construct a new MAC and attaches it at the end of the new 
RREP. The received RREP is deemed to be unauthentic and will be discarded if the 
two MACs are not equal.  

3.5   Securing Route Maintenance 

In AODV, a node generates a RERR message under the following three situations: 

1. If a node receives data packet destined to another node for which it does not 
have an active route in its routing table. 

2. Whenever there is a broken link for the next hop of an active route has been de-
tected by a node, the node will initiate a RERR message to all its precursors that 
may use the broken next hop towards to their destinations. 

3. On receiving a RERR from a neighbour for one or more active routes. 
The following figure shows the format of a modified RERR message 

 

Fig. 4. The Modified RERR 

where a MAC(GTK, M) is appended to the end of the RERR. The modified RERR is 
broadcast to all its one-hop neighbours in order to deliver the notification of the un-
reachable destinations. Suppose A is a one-hop neighbour of B and B broadcasts the 
following modified RERR message 

B : , ,  

where GTK_B is the GTK key that node B secretly shares with all its one-hop  
neighbours and the MAC field is generated with node B’s GTK_B. Upon receiving 
the broadcast message from B, node A checks whether it has GTK_B and further 
computes the MAC’(GTK_B, M’). The MAC’(GTK_B, M’) is to be compared 
against the received MAC(GTK_B, M). If they match, A searches its routing table 
and tries to identify the affected routes which use node B as their next-hop. If no  
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routes are affected, A simply drops the RERR and listens to the channel again. A may 
also discards the RERR if the GTK_B is not found or the MAC’(GTK_B, M’) is not 
consistent with the one from RERR. If A identifies that at least one route is to be af-
fected and these routes satisfy (1) the route must be active; (2) the route uses B as its 
next-hop; (3) the destinations of the affected route in A’s routing table are members 
of the unreachable destinations list specified in the received RERR message from B. 
A takes the following actions: 

1. Marks the affected routes as invalid in its routing table. 
2. Updates the RERR message. For example, the number of affected destinations in 

Node A’s routing table might not be the same as that of the received one from 
node B and it has to be smaller or identical to that of in RERR obtained from 
node B. 

3. Computes the new MAC(GTK_A, M) by using its own GTK_A and the updated 
RERR obtained from step 2 and attaches it to the end of the updated RERR. 

4. Broadcasts the new RERR to all its one-hop neighbours and starts listening to 
the channel. 

4   Security Analysis 

We analyze the security of SEAODV and compare it with ARAN, SAODV and 
LHAP. 

RREQ Flooding 
ARAN suffers from the expensive digital signature verification operations, while 
SAODV also incurs massive overhead in signature verification process. Contrarily, 
LHAP offers better immunity due to its light-weight nature by using one-way hash 
chain and only authenticates RREQ from its one-hop neighbours. The number of hash 
operations required to verify the authenticity of a message is from single hash opera-
tion up to maximum number of tolerance in terms of packet loss. SEAODV only  
authenticates RREQ from nodes that are in the list of its active one-hop neighbours. 
Hash operations are required in SEAODV and re-creation of MAC is simple, fast and 
one time only. 

RREP Routing Loop 
In ARAN, the signed routing message makes impersonation and modification of se-
quence numbers impossible. SAODV does not support hop-by-hop authentication. 
Also, being a source-destination authentication protocol, any intermediate nodes in 
SAODV could be impersonated during the fly of RREP. LHAP uses one-way hash 
chain to protect the message by simply appending traffic key right after the raw mes-
sage. Malicious node can simply block the wireless transmission between two neigh-
bouring nodes, modifies the messages, put the corresponding intercepted traffic keys 
right after the messages and send them back to the wireless channel. SEAODV sup-
ports hop-by-hop authentication. GTK and PTK keys are used to secure the broadcast 
and unicast routing messages respectively. The entire routing message is MACed, and 
thus the possibilities of impersonation and modification are eliminated. 

 



10 C. Li, Z. Wang, and C. Yang 

Route Re-direction 
Both ARAN and SEAODV defend against this type of attack. ARAN employs digital 
signature to sign every routing message in a hop-by-hop fashion, while in SEAODV, 
GTK and PTK keys are used to compute the MAC, which secures all the fields in the 
entire routing message. SAODV cannot effectively prevent the hop count from being 
increased by malicious nodes. This increases the chances of the route being de-
selected from the potential candidate routes, which is another form of route re-
direction attack. In LHAP, again malicious nodes can use the exact technique  
described in RREP Routing Loop to create this type of attack. 

Formation of Routing Loops 
Two conditions need to be satisfied in order to launch this attack. The malicious node has 
to impersonate a legitimate node in the network and is able to modify the metric such as 
hop count to be a better value in terms of less hop count in this case. SAODV is able to 
prevent the hop-count from decreasing, and thus avoid this attack. ARAN and SEAODV 
can also defeat this attack due to its hop-by-hop authentication. However, in LHAP, as 
long as the malicious node gets a chance to intercept the effective traffic keys and re-use 
them in a timely manner, there is a possibility to launch this type of attack. 

RERR Fabrication 
In ARAN, messages can only be fabricated by nodes with valid certificates and ARAN 
offers non-repudiation. Nodes keep sending fabricated routing messages might get 
excluded from the future route computation. While in SAODV, malicious node may 
simply impersonate nodes other than the one initiates the original RERR and forward 
the signed RERR to other nodes in the network. By doing do, malicious nodes can not 
only deplete the energy of the nodes, but also successfully defeat the routing protocol. 
LHAP also suffers from this type of attack; malicious node could use the captured traf-
fic key to be attached after the modified RERR as long as the captured traffic keys are 
still “fresh” to be authenticated by the receivers. SEAODV experiences least negative 
impact against this attack since a receiving node only authenticates the RERR that 
comes from its active one-hop neighbours. This forces malicious node can only for-
ward the replayed RERRs come from the receiving nodes’ one-hop neighbours in order 
to launch this type of attack. 

Tunnelling 
ARAN uses the total time consumed as the metric to seek a route which does not 
guarantee the shortest path in terms of hop count but does offer the quickest path.  
However, it still cannot defeat the tunnelling attack because malicious nodes can 
simply adopt high-power gain transceiver to tunnel the routing messages such as 
RREP in order to make the source believe that the “tunnelled path” is the quickest 
one. As a consequence, malicious nodes would have been included on the final route 
towards destination and gained all the subsequent data packets passed through them. 
Similar methodology would be taken by malicious nodes to launch this attack on 
SAODV and SEAODV with the difference that now the actual routing metric is mi-
srepresented in terms of hop counts. LHAP only authenticates messages from its one-
hop neighbours, it makes tunnelling attack become more tougher to be launched since 
malicious nodes now have to intercept the “fresh enough” traffic keys at both ends of 
the tunnel. Summaries for each routing protocol in terms of defending against those 
identified attacks are presented in table 2.  
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Table 2. Vulnerabilities of Various Routing Protocols 

Attack AODV ARAN SAODV LHAP SEAODV

RREQ Flooding Yes Yes Yes Yes Yes

RREP Routing
Loop Yes No Yes Yes No

Route
Re-direction

Yes No Yes Yes No

Formation of
Routing Loops Yes No No Yes No
RERR Fabrication Yes Yes Yes Yes Yes

Tunnelling Yes Yes Yes Yes Yes

 

5   Performance Evaluation 

Performance evaluation is presented to prove that SEAODV is superior against 
ARAN and SAODV in terms of computation cost and route acquisition latency. 

5.1   Computation Cost 

Since each node in WMN is considered as both a sender and a receiver, the total com-
putation cost incurred at each node should be the cost of the node as a sender and a 
receiver. This methodology is applied to the evaluation of the computation cost for 
ARAN, SAODV and SEAODV. 

Variables and notations used for the computing and communication costs is shown 
in table 3. 

Table 3. Variables and Notations 

 Signature generation cost 
 Signature verification cost 

H Hash operation cost 
MAC Cost for computing a MAC 

 Maximum hop count 

 Number of hop count 
N Total number of nodes on the 

established route 
 Broadcast routing message 

 Unicast routing message 
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ARAN 
In ARAN, if the receiver is one hop away from the originator, two signature verifications 
are required. The first verifies the certificate of the originator of RREQ or RREP and 
obtains the public key of the originator. The second verifies the signature of the origina-
tor by using the public key of the originator. Moreover, the node needs to perform four 
signature verifications should the routing message come from the node other than the 
originator of RREQ or RREP. If a node is multi-hops away from the originator, it expe-
riences four signature verifications when receives a RREQ or RREP from its one-hop 
neighbour.  

The total computation cost for a final established route with N nodes between 
source S and destination D is described as follows 2 4 4  2  2 4   2  4  

The computation cost of N nodes indicates that as the number of nodes on the established 
final route increases, the number of intermediate nodes who are at least two hops away 
from the originator of RREQ or RREP also rises, and hence the total computational cost 
of all the nodes on the final route are going to boost up. 

SAODV 
SAODV offers two types of signature extensions: single signature and double signa-
ture extensions. To evaluate its computation cost, we consider the single signature 
extension in which intermediate nodes cannot reply to a RREQ message due to its 
unable to properly sign its RREP message.  The only node that can reply to a RREQ 
is the destination itself. Before rebroadcasting a RREQ or forwarding a RREP, a node 
needs to apply the hash function to the hash value of the signature extension so as to 
account for the new hop. If the node is the originator of RREQ or RREP, the genera-
tion of digital signature is requires but the hash operation is not needed. Upon receiv-
ing the RREQ or RREP, the receiver apply the hash function h(  – 

) times to the value in the hash field in order to secure the hop count. Apart 
from that, the receiving node also needs to verify the signature generated by the  
originator of the RREQ or RREP.  

The computation cost of a node being as a sender or a receiver in SAODV is given 
below. 

Sender (originator of RREQ):                                                                             
Sender ( intermediate node):                                                              H  
Receiver:                              H × (  – ) + 2 ×   

 
Therefore, the computation cost of N nodes is as follows  
        2 ∑ 2 2       2 2           
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The calculation of computation cost of N nodes in SAODV shows that as the number 
of nodes on the finalized route increase, more hash operations and signature  
verifications are required during the route set up process.  

SEAODV 
The computation cost of SEAODV is simple and straightforward in contrast to that of 
ARAN and SAODV. In SEAODV, the computation cost of each node on the route is 
exactly the same whenever the node acts to be a sender or a receiver. The total com-
putation cost for a finalized route of N nodes can be deduced as 2 2 22 2  where MAC stands for the cost of computing a MAC using a 
GTK or PTK key. Figure 5 shows the computation cost of ARAN, SAODV and 
SEAODV which is calculated in millisecond and the result demonstrates that the 
computation cost of SEAODV is much less in contrast to SAODV and ARAN.  

                                            

Fig. 5. Computation Cost of ARAN, SAODV and SEAODV 

5.2   Communication Cost 

ARAN, SAODV and SEAODV are similar in the way of discovering routes. RREQ is 
broadcast by the originator of the on-demand node towards the destination. Upon re-
ceiving the RREQ, the destination unicasts the RREP back to the source from which 
the RREQ is generated by using the reverse path which has been set up during the 
flooding of the RREQ. All of these routing protocols apply the same methodology in 
their routing mechanisms. Therefore, the communication cost involved in ARAN, 
SAODV and SEAODV are the same for N nodes which is 1

. However, ARAN, SAODV and SEAODV experience various 
number of control bytes within every routing message (e.g., RREQ and RREP). The 
more control bytes incurred in a single routing message, the larger the entire  
routing message. Therefore, routing message with bigger size tends to have a lower 
probability of successful reception at the destination and suffer longer delay.  
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Before computing the latency produced by the communication overhead for each 
of the routing protocols mentioned above, the following assumptions are made: 

1. Network throughput is 400kbps for a single flow (in this case, a single pair of 
source and destination) ; 

2. 1024 bit RSA algorithm is used for ARAN and SAODV; 
3. HMAC is the MAC algorithm for SEAODV; 
4. In ARAN, the size of RREQ or RREP generated by the source or destination is 

smaller than those forwarded by intermediate nodes, which include two signa-
tures and two certificates. While the RREQ or RREP originates by either the 
source or destination is only comprised of one signature and one certificate. Pre-
sume that the route discovery packet (RDP) in ARAN is the same size as that of 
used in AODV, which is 24 bytes. Therefore, for RREQ and RREP with single 
signature and certificate, the total size is 312 bytes. For RREQ or RREP with 
double signatures and double certificates, the total size is extended to 568 bytes;   

5. In SAODV, 312 bytes in total for both RREQ and RREP, which include original 
AODV message (24 bytes), signature (128 bytes), top hash (16 bytes), hash (16 
bytes) and certificate (128 bytes); 

6. In SEAODV, there are totally 40 bytes for either RREQ or RREP. The AODV 
message costs 24 bytes and the HMAC is 16 bytes.  

There are only two routing messages in ARAN with single signature, others are double 
signatures. The total number of bytes required to be transmitted in order to ensure a se-
cure route set up is 568 2 2 312 2 bytes. In SAODV, all routing mes-
sages are the same size, hence the total number of bytes required to be transmitted is 312 2 2 312 2 bytes. Similarly, the total number of bytes of SEAODV 
incurred during the route set up process is 40 2 2 40 2 bytes.  

The communication cost for transmitting the required bits can be calculated below   .          

 

Fig. 6. Average Route Acquisition Latency for ARAN, SAODV and SEAODV(ms) 
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The average route acquisition latency (the total of computation and communication 
cost) is defined as the average delay between the sending of a RREQ packet by a 
source for discovering a route to a destination and the receipt of the first correspond-
ing RREP. Figure 6 shows that the average route acquisition latency (in millisecond) 
of our SEAODV is much less in contrast to SAODV and ARAN due to the use of 
MAC and the smaller size of routing messages.  

6   Conclusion 

In this paper, we present a security enhanced AODV routing protocol (SEAODV). In 
SEAODV, Blom’s key pre-distribution scheme is used to establish keys to ensure that 
every two nodes in the network uniquely share the pairwise keys. Our scheme adds 
secure AODV extensions to the original AODV routing messages. Each node in the 
network possesses two types of keys: PTK and GTK, where PTK is computed using 
Blom’s scheme, node makes use of PTK to accomplish the distribution of GTK. PTK 
protects the unicast routing message and every pair of nodes secretly shares their own 
PTK while GTK secures the broadcast routing message and shares privately between 
the node and its one-hop neighbours. Depending on the type of the routing message, 
MAC is computed using either PTK or GTK. Evaluation results shows that SEAODV 
does offer superior performance in terms of computation cost and route acquisition 
latency as compares to other two secure routing protocols, ARAN and SAODV. 
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Abstract. Applications are typically executed in the security context of

the user. Nonetheless, they do not need all the access rights granted. Ex-

ecuting applications with minimal rights (least privileges) is desirable. In

case of an attack, only a fraction of resources can be accessed. The state-

of-the-art on application-based access control policy generation has limi-

tations: existing work does not generate least privileges policies, policies

are not always complete and the process requires complex manual inter-

action. This paper presents an almost fully automated approach which

counters these limitations. It achieves this by (1) extending a static anal-

ysis approach by user input recognition, by (2) introducing a new run-

time approach on user input recognition which is based on information

tracking and Aspect-Oriented Programming and by (3) combining the

other two contributions with some of the existing work. The combined

approaches are integrated into the software development life cycle and

thus, policy generation becomes practicable. A prototype of the runtime

approach is implemented which proves feasibility and scalability.

1 Introduction

In today’s mainstream operating systems applications are typically executed
with the security context of the user. Since applications are used for a spe-
cific purpose, they do not need all the access rights of the user. Applications
should rather be executed with only those access rights they actually need (least
privileges [1]).

If the application has a vulnerability which can be exploited by an attacker,
allowing the attacker to control the application, the attacker is able to access
the resources which the application is permitted to access. If the application
has restricted access, potential damage of the attack can be confined. Due to
complexity and extensibility of today’s software, applications typically have
vulnerabilities [2,3].

To execute applications with least privileges, applications have to be assigned
access rights individually, as the purpose of applications and the resources they
need to access vary significantly. Generic policies and protection domains are
not specific enough. If applications have their individual access rights, limited
to the minimum, they can execute normally, i.e. they have all the access rights
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they need to carry out their operations, but not more. Applications access two
categories of resources. The first category – the system resources – comprises
those resources which the application accesses to carry out its operations inde-
pendently of any user interaction. The second category – the user resources –
comprises resources chosen by the user while interacting with the application.
For example, a library that is loaded by an application to invoke a function
represents a system resource and a text document accessed by a user in a text
editor represents a user resource. It is not known prior to execution which user
resources a user will access at runtime. In contrast, access to system resources
can be derived from the application’s code.

There is existing work, both on research level [4,5,6,7] and product level [8] (see
Section 2), that automates generation of policies individually per application.
While this existing work generates least privileges policies for system resources,
it fails doing so for user resources. It fails due to permitting access to all user
resources which might be accessed by the user during execution by adding generic
permissions to the policy. An example for these generic permissions is to permit
access to the entire home directory of a user. This overapproximation of access
rights violates the principle of least privileges.

The objective is to reduce the set of access rights by discarding access rights
to user resources in order to generate a least privileges policy. Treating system
resources differently from user resources is the key. In this paper, access rights
for system resources are collected and policies are generated using the existing
work. However, for treating access to user resources, user input is identified and
its propagation through the control flow of the application is analysed. If data
that is input by the user is used as resource identifier at a permission check, the
access is considered as access to a user resource. User-initiated resource access
is determined that way. Permissions for accessing user resources are not added
to the policy. The generated policy – the application policy – only consists of
all the necessary access rights to system resources. The entire process is auto-
mated in order to minimise the involvement of the developer. Policy generation
is performed at development time as a kind of side-task during implementation
and testing. Technically, user input recognition is based on static analysis and
runtime observations of the application’s code.

The contributions of this paper are:

– Improving a static analysis-based approach by integrating user input
recognition,

– introducing a new scheme for user input recognition based on user input
tracking with aspect-oriented programming and

– Combining existing work on static analysis and runtime observation with
the two other contributions.

Combining all these contributions eliminates major drawbacks of the existing
work on policy auto-generation: overapproximation is eliminated, completeness
of the policies is given and manual user interactions are eliminated. A proto-
type has been implemented which proves feasibility and scalability of the taint
tracking approach.
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Executing the application with this application policy being enforced at
runtime would prevent the user from accessing any user resource in the appli-
cation. Therefore the application policy is adapted on the target system where
the application is executed. This can be done dynamically at runtime upon user
interactions. Whenever a user chooses a resource in the application, the corre-
sponding access right is added to the policy. Consequently, the application can
only access user resources chosen by the user. This satisfies the principle of least
privileges. The user perception is the same as in systems based on the object-
capability security model (see Section 2.4). An alternative is to adapt the policy
statically at deployment time or at load time, by specifying which user resources
are accessible. We already elaborated various approaches for this adaptation.
Some of them are similar to the user input recognition at development time (see
Section 3). However, other approaches are beyond the focus of this paper.

Since the policy is generated by the developer and augmented on the target
system, responsibilities are split: the developer defines the access rights the ap-
plication needs and the target system only has to define which resources the
user should be able to access. This results in policy generation being practicable
for all the involved stakeholders. In contrast, existing work involves the user in
complex manual tasks, as all the policy is generated on the target system. It
is difficult for the user to determine which access rights to system resources an
application needs. Consequently, existing work is not widely used in practice.

The paper is organised as follows. Section 2 discusses related work. Section 3
contributes distinction of access to system resources and user resources. It also
presents the automated application policy generation process. The prototype
implementation of the runtime observation approach is addressed by Section 4.
Section 5 illustrates the contribution applied on an application. An evaluation of
the contribution and the prototype is provided by Section 6. Section 7 addresses
issues to be considered, such as embedding the presented work in the software
development life cycle (SDLC) and future work. Section 8 concludes the paper.

This work has been carried out based on the object-oriented programming
(OOP) paradigm [9,10]. It is assumed that the programming language and its
execution environment are entirely object-oriented. Terms, such as class, ob-
ject, method, field, member, type and modifier are used in their OOP context
throughout the paper.

2 Related Work

This section is organised in line with the contributions. Section 2.1 describes the
static analysis-based approach which is improved in this paper. Therefore it is
discussed in depth. Section 2.2 covers relevant runtime observation approaches
for generating application policies. Further approaches which are interesting but
not used in this paper are briefly discussed in Section 2.3 Other related work is
addressed thereafter.
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2.1 Static Analysis by Call Graph

Policy generation by Koved, Centonze, Pistoia, et al. [4,5,6] is based on static
analysis. It creates a call graph of applications written in Java which represents
methods as nodes and method calls as edges. The call graph is used to determine
which method calls result in permission checks. For each of these permission
checks, the allocation site of the involved Permission class (representing access
rights in Java [11]) is determined. Each Permission class contains an identifier
which represents the accessed resource. The values of all of these identifiers are
collected. They are put in the policy, as these resources will be accessed by the
applications during execution. Libraries and applications are analysed differently.

For libraries a summary is created for all possible paths in the call graph of
the library which start at any permission check node and end at any protected
or public method. Data flow analysis [4,5] is applied to determine the paths.
Each of the end point methods causes a permission check in the library when
being invoked by the application. For the applications, these methods are entry
points into the library. The summary contains all the required permissions for
these calls.

Application analysis is limited to the paths in the call graph of the application
that go from a start node to a node that is an entry point of a library for which
a summary has been created. A set containing all the entry point nodes of all
the libraries used by the application is created. It is partitioned in three subsets
depending on properties of the resource identifiers. Paths are treated differently
in the analysis, depending on the partition to which the entry point node where
the path ends is assigned.

The first subset contains all those methods that use a string constant defined
in the library to define the resource identifier. These methods are processed by
a data flow analysis, like in the library analysis.

The second subset contains all those entry point methods that receive one
or more String argument(s) when being invoked by the application. These argu-
ments are allocated by the application and used as resource identifiers for the
permission check in the library. These methods are processed with a more com-
plex algorithm. The complete algorithm is presented in [6]. It starts with the
string analysis described below to determine all possible resource identifiers in
the application code that are used as arguments of entry point methods. Slices
[12] are created for each of these String arguments to determine their propaga-
tion through the application. The slices identify the propagation paths in the
call graph that belong to the String argument, without introducing paths that
do not exist in the application’s control flow.

The string analysis is a processing step of the application analysis where String
objects of the application are analysed. The string analysis is capable of tracking
all instantiations and modifications (e.g. concatenation) of strings representing
resource identifiers. Transforms [6] of String modifying operations are created
to determine the output String when an input String is provided. The string
analysis creates a context-free language representing possible values for input
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Strings and output Strings, derived from all modifications that are applied to
the given string in the application. String objects are labelled to document their
allocation site and all subsequent modifications. The labels map nodes in the
call graph of the application to literals in the context-free language. After the
string analysis, each character carries its own history of modifications from allo-
cation to the site where they are used as arguments for allocation of a Permission
object. Fig. 1 illustrates this on an example. Each character of the string is as-
signed a list of labels, where each label describes the operation or allocation site.
String analysis increases precision over data flow analysis, as resource identifiers
can be determined in cases where the work in [4] and [5] only generate generic
permissions.

The third subset contains all those entry point methods that have non-string
arguments containing String objects. These String objects are used as resource
identifiers. For each of these non-string objects rules are predefined that de-
scribe how to obtain the resource identifier from the contained String object(s).
If no rule is predefined for a specific non-string object, a generic permission that
matches the Permission type used for the corresponding permission check is used,
which permits access to any resource of that type. Once the resource identifiers
have been extracted, the analysis continues with the one for the second subset.

Once the analyses are done for an entry point, the permissions needed when
calling the corresponding method are determined. They are added to the cor-
responding node in the call graph. After all entry points are analysed, all the
collected permissions are propagated backwards through the call graph to the
start nodes. In nodes which are join-points of paths, permissions are combined
with set unions. After the backward propagation, the start nodes contain all the
permissions the application needs. The policy is created from these permissions.

a n y S t r i n g

String s

…
String s = System.console().readLine();

a n y S t r i n g

allocation allocation …g y () ();
…
s.toLowerCase();
…
Permission p = new

allocation

operation

allocation

operation …

List of labelsList of labelsp
FilePermission(s, ”read“);

List of labels
per character

List of labels
per character

Fig. 1. Example of labelling characters of a string in the string analysis

The drawback of call graph-based analysis (as introduced in [4,5]) is that
the call graph overapproximates [13]: it contains paths which do not correspond
to program flow of the code. This overapproximation – we call it call graph-based
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overapproximation – results in access rights in the policy which the applica-
tion actually does not need. Therefore the analyses which are sketched here are
introduced in [6] in order to eliminate call graph-based overapproximation.

A different sort of overapproximation – we call it indecisiveness
overapproximation – remains in [6], however. With all the analyses, many ac-
cess rights which the application needs can be obtained statically. The rest of
the access rights can only be determined on execution, as the involved resource
identifiers are only defined at runtime. Thus they are unknown at the time of
static analysis. In [5], static analysis is combined with dynamic analysis, but
this is to overcome call graph-based overapproximation. For permissions that
can only be determined at runtime, generic permissions are added to the pol-
icy in [6] (as well as in [5]). These generic permissions are added for all user
resources and for those system resources which are not specified in the source
code of the application (e.g. the file separator character in Java). Some resource
identifiers are defined by operations at runtime. These operations receive various
arguments which also may partially be available at runtime only. In such a case,
overapproximation is countered in [6]: the string analysis provides transforms for
operations which modify input that is used as resource identifier. These trans-
forms are used to determine permissions statically. Generic permissions are only
added if for certain operations no transforms are defined.

The improvement of the algorithm presented in Section 3.3 further reduces in-
decisiveness overapproximation of this approach by avoiding generic permissions
for user resources in the generated policy.

2.2 Runtime Observation

Cowan’s AppArmor [14,8] and Provos’ Systrace [7] are runtime observation ap-
proaches. System calls are recognised and recorded, based on the Linux Security
Modules (LSM). An application is executed several times in learning mode. All
the performed system calls are written to a policy. Finally, the policy is exam-
ined manually and applied. Any future execution of the application is controlled
within the bounds of this policy.

The drawback of the approach is the manual policy examination. It is left to
the user. In addition, a general drawback of runtime approaches is that complete-
ness of execution coverage cannot be determined. Only if all the functionality of
the application is executed, a complete policy is generated. As a consequence,
generated policies are likely to be incomplete. This is closely related to the need
of generic permissions for user resources. They are needed as it cannot be deter-
mined whether during execution all possible user resources have been accessed.
Due to these generic permissions, runtime observations overapproximate.

However, the approach is an important work on auto-generation of policies.
It has been chosen for creating the observation records in Section 3.4. In order
to benefit from this approach, it is combined with the other contributions of this
paper. This eliminates the involvement of the user for manual policy examination
and it avoids generic permissions for user resources by filtering permission checks
which are performed by the user.



Auto-generation of Least Privileges Access Control Policies 23

2.3 Further Analysis Approaches

Wagner and Dean [15] present a combination of static analysis and runtime
monitoring. Using static analysis, a model of the application is created which is
represented by an automaton. This automaton models the order in which system
calls are made by the application. Each system call of the application initiates a
state transition of the automaton. Any system call which the application makes
when executing normally transfers the automaton from a valid state to another.
Any system call that is normally not made by the application leads to an error
state. Using this automaton at runtime allows recognising illegal state transitions
of the application, which is used to terminate the application. The advantage is
that this approach takes the history of system calls into consideration. However,
while this approach keeps track of the application’s control flow, it does not
provide fine grained access control for resources. Once a system call is permitted,
the resources on which the system call operates are not further restricted. Thus,
this approach should always be combined with other access control models.

Polymer [16] also follows a two step approach. The bytecode of Java appli-
cations and libraries is instrumented with jumps into the Policy object, which
performs policy enforcement. The policy is a compiled Java object. At runtime,
the instrumented code and the Policy object act as runtime monitors to perform
access control on the level of method calls. Polymer does not support generating
the policies. This is a purely manual task. It also provides limited dynamic policy
adaptation at runtime.

2.4 Other Related Work

Systems based on the object-capability security model [17] provide the applica-
tion with a reference after the user has chosen a resource. The application itself
does not have access rights for the resource, but via the reference, the applica-
tion can access the resource. Thus, the user transparently provides the necessary
access rights which the application needs. These object-capability-based systems
and the contribution of this paper have the same user perception in common. It
is the user’s responsibility to carefully choose resources the application should
operate on.

Taint tracking [18,19,20,21] is used to filter potentially dangerous user input
before it is used for sensitive operations. There are different approaches, but they
all have in common that user input is tracked when propagating through an ap-
plication. Some work recognises intrusions when user input is used as arguments
for certain sensitive operations, as these operations are normally only executed
with arguments that are not specified by the user. If user input reaches such
sensitive operations, the application will be terminated. In other work, control
characters are filtered from user input. For an SQL statement, for example, char-
acters, such as semicolon and quote characters, would be filtered. This prevents
the user from rewriting the SQL statement. In this paper, taint tracking is used
for tracking user defined resource identifiers.
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3 Policy Generation with User Interaction Recognition

When analysing an application in order to generate an access control policy for
it, all the control flow that leads to resource access is of interest. Each access to a
resource initiates a permission check. The permission check determines whether
access is permitted or prohibited. Control flow analysis starts at the function
that starts the application and it ends at methods which perform a permission
check. If all these control flows of an application are captured along with the
corresponding access rights, a complete description of the application’s access
behaviour is available which can be used to generate an access control policy.
Existing work does that by static code analysis [4,5,6], as described in Section 2.1
and by runtime observations [5,8,7] (see Section 2.2). Static analysis models
stack inspection-based access control [22] statically and runtime observations
collect all the access attempts of an executed application when they occur. This
paper uses a combination of static analysis and runtime observations in order to
eliminate either one’s limitations. Since static analysis covers the entire code of
the application, the generated policy is complete, i.e. it contains at least all the
access rights the application needs. Runtime observations are incomplete, but
they can determine permissions which cannot be determined statically prior to
execution.

As explained in Section 2 and as further elaborated upon in Section 6.2, exist-
ing work suffers from different types of overapproximation. In order to eliminate
overapproximation, the different types of overapproximation are to be treated
differently. This requires distinguishing them. This distinction can be achieved
by recognising user input. Indecisiveness overapproximation can be eliminated
for user resources if all user-initiated access is discarded from the generated
policy. Therefore this section integrates user input recognition into the policy
auto-generation process. How to eliminate indecisiveness overapproximation for
system resources is addressed by Section 6.2.

Integrating user input recognition into the policy generation process allows
determining if an access is initiated by the user. Two promising approaches of
user input tracking were found by the authors: (1) using information tracking
along with Aspect-Oriented Programming (AOP) [23] to track user input dur-
ing execution (known as taint tracking ; see Section 2) and (2) extending the
call graph-based static analysis. This paper uses both these approaches in com-
bination. The contribution of this section extends the static analysis approach
explained in depth in Section 2.1 and it uses ideas from the runtime observation
approach by Cowan [14,8] (see Section 2.2).

Extending policy generation by user input recognition leads to the process
depicted in Fig. 2. All the steps of the process are integrated in the development
phase of the application. Policy generation itself takes place in step 5, where the
policy is generated from all the input which is collected in the steps 1, 3 and
4. These four steps (marked by slightly darker background colour in Fig. 2) are
discussed in this section.
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Fig. 3 illustrates in which way existing work and contributions are combined
in the steps of Fig. 2.
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3.1 Classes Obtaining User Input

Tracking propagation of user input starts at those classes which obtain user
input. These classes are collected in Step 1 of Fig. 2.

All the classes that come with a programming language and its execution en-
vironment – the so called system library – are well-known and finite in number
and size. Thus, all the classes of the system library that obtain user input com-
prise a subset of the system library which is also finite. A list of all classes that
obtain user input is compiled statically individually per programming language.
The list is used as starting point for tracking user input through the application.
If all entry points, such as console input, Graphical User Interface (GUI) input,
network input, file input, database input and others, are taken into account, a
complete list can be compiled. Some external libraries (e.g. windowing toolkits)
are to be added separately if they are not part of the system library. As the
object-oriented programming paradigm follows the idea of composing compo-
nents, applications typically reuse components from the libraries to implement
their functionality. Applications do rather not create own classes covering com-
monly used low level functionality, such as obtaining user input. Consequently,
the list is not to be changed by the developer when implementing an application.
It is only to be extended if an external library is used that does not provide its
own list.

For some classes of the list, all instances obtain user input (e.g. a text box of a
windowing toolkit). With other classes, only certain instances obtain user input
(e.g. the input stream in Java that connects keyboard input to standard-in, but
not necessarily any other input stream).

3.2 Aspects

In order to track propagation of user input through the application in the run-
time observation approach, classes are augmented by aspects. This subsection
discusses which classes are augmented and what the aspects do (Steps 1 and 3
in Fig. 2).

The aspects augment classes by a new field that stores taint information.
When data is assigned to instance objects of these classes, the new field is set
tainted if the data is obtained from user input. In any other case, the field is
set not tainted. The aspects observe all operations that change the state of ob-
jects containing taint information. They update taint information accordingly.
If data is propagated to other objects, taint information is also propagated by
the aspects. Consequently, all the classes that are involved in user input prop-
agation are augmented. The objects that perform permission checks, finally,
receive the usual data they need for permission check, i.e. the resource identifier
and the requested access right. They also receive taint information that is stored
in the object containing the resource identifier. This allows aspects in the objects
that perform permission checks to distinguish user-initiated access requests from
application-initiated requests.
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When classes deal with user input, apart from obtaining it, they can store,
modify or transform this user input. Methods of the class perform this func-
tionality. They are augmented by aspects to set taint information accordingly.
A class that stores user input also needs to store taint information. A class that
modifies user input also needs to modify taint information. A class that trans-
forms user input into another type also needs to provide the target class with
taint information. The target class needs to receive and store this taint informa-
tion. Methods that perform other functionality that does not affect user input
need no augmentation.

User input is data that is stored in a class either by calling a method of the
class or by assigning the data directly to a field. In whatever way the state
of the field is changed, taint information is to be set accordingly. If a method
changes the state of the field, the method is augmented by the necessary aspect.
If the field is accessed directly, the member class which represents the field is
augmented.

Aspects are prepared statically outside the process of policy auto-generation
(Step 1 in Fig. 2). The prepared aspects are specific for each programming lan-
guage. An example aspect for Java is listed in Section 4.2. The aspects are
weaved into the application’s code during development (Step 3 in Fig. 2). Many
classes (mainly high level classes) are augmented with generic aspects, i.e. as-
pects with pointcut definitions which apply to a wide range of classes. Such a
generic aspect applies, for instance, to all methods of all classes that return a
value of type String. Some classes (mainly low level classes) are augmented with
individual aspects to cover all their specific data propagation possibilities.

3.3 Call Graph and String Analysis

In order to distinguish user independent actions of the application from user
interactions, values and allocation sites of resource identifiers are determined in
the static analysis (Step 3 in Fig. 2). As soon as a resource identifier is allo-
cated by a class from the list (see Section 3.1), the resource identifier is known
to be defined by the user. The string analysis (see Section 2.1) is extended by
integrating this distinction. The labels are analysed to find all the characters of
which the resource identifier is composed and their allocation sites. Each of the
allocation sites is looked up in the list of user input obtaining classes. If the allo-
cation site is listed, the allocation label is tagged as originating from user input.
All the other labels are analysed for their string operations. If the operations
keep the original content obtained from the allocation site, their corresponding
labels are also tagged. If the content is changed, e.g. by using a substring, the
user input tag is discarded. This is to prevent the application from composing a
resource identifier from parts of user input to gain access to arbitrary resources
at runtime. The transforms (see Section 2.1) are extended by describing whether
user input tags shall be dropped when the corresponding methods are applied.

If all the labels of a character get the user input tag, the character itself is
tagged as user input. The string representing the resource identifier can either
consist of (1) only characters that are tagged as user input, (2) characters that
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are tagged as user input and characters that are not tagged as user input and
(3) no character that is tagged as user input. Treatment of those strings that
only consist of tagged or untagged characters is easy: the strings are tagged
according to their character tags. In the mixed case, the string is tagged as user
input. In all potentially dangerous cases, the transforms of string operations
removed the user input tag before. Thus, it is safe to treat the mixed case as
user input. If the string is tagged, the permission object which uses the string
as resource identifier is also tagged. The tagged permission object indicates that
the permission it represents is defined by user input.

Fig. 4 depicts the extended analysis on an example: the allocated string origi-
nates from user input and the endsWith operation does not remove this property;
thus, the characters used in the permission check originate from user input.

Tag denoting user input

String s

Console
…

List of classes
obtaining user
input

Tag denoting user input 

a n y S t r i n g

…
String s = System.console().readLine();
…
If (s.endsWith(“g”)) {…}

allocation

operation

allocation

operation

…
…

…
Permission p = new

FilePermission(s, ”read“);
List of labels
per character

List of labels
per character

Fig. 4. Example of library-client application analysis extended by tagging labels of

those characters of a string that originate from user input

The application analysis of Section 2.1 is extended by adding this user input
analysis. Since subset 1 of the partitioned set of entry points is independent of
user input, no extensions are applied. Both subset 2 and subset 3 entry points
require extensions. After all the labelled strings are available, they are used for
user input analysis. The extended algorithm collects permissions as before, but it
tags those permissions that contain resource identifiers obtained from user input.
This makes them distinguishable from the others which have resource identifiers
not obtained from user input.

There is no need to extend the library analysis, as the application analysis
considers all input that comes from outside the library when the library is used
by an application.

The approach presented here further reduces overapproximation of the call
graph-based approach discussed in Section 2.1. All the resource identifiers that
are defined by user input, which cannot be determined prior to runtime, are
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not added to the application policy at all. Thus, there is no need for generic
permissions as a result of the static analysis. Cases in which generic permissions
are still required are limited to system values of the runtime (e.g. the file sep-
arator character in Java) and to resource identifiers that are read from other
sources (e.g. database or file). Therefore overapproximation is reduced, but not
eliminated. These cases of remaining overapproximation can be treated by defin-
ing sets of possible values to further reduce overapproximation, as discussed in
Section 6.2.

3.4 Dynamic Analysis

During dynamic analysis (Step 4 in Fig. 2), the augmented classes are capable
of tracking user input through the application. The application is executed re-
peatedly for software testing. During these executions, all access requests are
recorded and stored during permission checks to generate the application policy
from these records [5,8] (see Section 2). The records are stored together with
the corresponding taint information for each resource identifier. If a resource
identifier originates from user input, the corresponding record is discarded. For
processing tainted data, content and semantics of the data is irrelevant. Only
the propagation of data together with its taint information is relevant.

3.5 Policy Generation

The policy is generated in Step 5 of Fig. 2. After static analysis collected permis-
sions and after execution has been finished, the access control policy is generated
from all the acquired permissions.

For policy generation, redundant permissions are removed, as they are useless.
Permissions with specific access rights that are implied by more generic permis-
sions are removed as well. Finally, the policy is generated from the remaining
records.

Since aspects are only needed for policy generation, they are removed in the
policy generation step. The deployed application does not differ from an appli-
cation for which no policy was generated.

4 Prototype Implementation

The prototype of the runtime observation approach with taint tracking [24] has
been implemented in Java [25] and AspectJ [26]. Java’s modular design allows
replacing components easily. The access control model of Java [11] is flexible and
advanced. Fine-grained access control is possible. We extend Java’s access con-
trol facilities by replacing the default Policy Enforcement Point (PEP), i.e. the
SecurityManager class. Access control is performed on the level of the Java Vir-
tual Machine (JVM), based on the various subclasses of the Permission class.
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The list of user input obtaining classes contains core classes like, for ex-
ample, java.io.Console and java.io.InputStream. Direct user input is obtained
from standard-in using these classes. To obtain user input from arguments
given when starting the application, any class containing a main method is
added to the list. Among the windowing toolkits only Swing is exemplified
here. Text input fields (e.g. javax.swing.TextComponent) and dialogue boxes
(e.g. javax.swing.JFileChooser) are added to the list. The classes Byte, Charac-
ter, Integer and String are also added, as the InputStream uses the first three
to store the input it gets from its data source. These classes are also involved
in other String operations, processing user input until it is stored in a String
representation.1 In order to analyse tracked taint information, the SecurityMan-
ager.checkPermission method is added as well.

Since Java does not only know objects, but also support primitive types when
adding aspects to classes, there are two categories of classes to distinguish. Cat-
egory 1 represents all the low level classes that correspond to primitive types:
they store data in their fields in primitive types. Category 1 classes access their
fields directly. These classes are the end of the hierarchy of member classes. Cat-
egory 2 comprises all the classes that store their data in fields that are classes
by themselves. Category 2 classes need to call methods of their member classes
whenever they store or read data therein. There can be an arbitrary hierar-
chy of member classes of category 2. All classes which are not category 1 are
category 2.

Category 1 classes need to be augmented in any case. Each time, data is
stored in these classes, taint information is to be set according to the origin of
that data. If, for instance, data is obtained from the console (i.e. from System.in),
it is known that this instance of InputStream always produces user input. The
array of int in which the system library class InputStream stores the user input,
needs to set its data tainted.

Category 2 classes do not necessarily need to be augmented. Their mem-
ber classes refer to other objects which already may contain taint information.
However, if a category 2 class is capable of transforming its content to another
type, the corresponding methods need to set taint information of the target
type according to the source type. Therefore such a category 2 class needs to be
augmented.

Native methods are augmented using around advice. Taint is tracked on return
values. When the method is called, its arguments are analysed and when it
returns, its return value can be set tainted. This requires understanding the
semantics of the method to some extent.

4.1 Implementation Details

We implemented a plug-in for the integrated development environment eclipse
[27]. This plug-in accompanies the software development and testing process by
augmenting classes with aspects and by auto-generating the policy. The plug-in

1 Java actually uses primitive types in InputStream and other low level classes.
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contains the aspects. The developer does not need to write their own aspects,
unless the developer writes code that is capable of obtaining user input directly
without using existing Java classes.

The application is always executed using the replacement SecurityManager
– called ObservingSecurityManager – and a replacement policy provider – called
PolicyObserver. The PolicyObserver always returns false for each permission check
without consulting any policy. This causes the AccessControlContext, which is
involved in policy enforcement, to throw a security exception [11]. This exception
is caught by the ObservingSecurityManager and forwarded to a monitor class,
which analyses and stores its contents. That way, the subject, the subclass of
the Permission class, the resource identifier, the action, the entire call stack and
the code base are obtained by the monitor class. Due to the aspect by which
the ObservingSecurityManager is augmented, the monitor class also obtains taint
information and stores it in the records.

The ObservingSecurityManager suppresses the caught exception and returns
silently. Consequently, the application gets all access attempts permitted. This
allows testing any application feature without being hindered by security con-
straints. As this takes place in the development phase, there is no threat for the
system where the application is deployed.

The policy is generated from all the records. Filtering of user-initiated access
and removal of redundancy is done as described in Section 3.

In order to keep the ObservingSecurityManager small and independent of
analysing the exception, the ObservingSecurityManager sends the exception it
caught on a permission check to a server process using RMI. This server process
generates the policy.

4.2 Aspects

As described in Section 3.2, there are generic and specific aspects. For the proto-
type, it is advisable to classify them in three groups: group 1 consists of aspects
that are needed to store, read and transfer taint information in classes. They
provide methods to set and get taint information and they add a taint bit that
stores taint information. All classes that obtain or process user input need to
be augmented by these aspects. Classes are augmented by inter-type declaration,
i.e. classes inherit from both the aspect and the Object class (or a sub-class). Aug-
mented classes can then store and change their own taint information. Pointcuts
of Group 1 aspects define which classes are to be augmented by that function-
ality. Aspects in group 2 are generic aspects that specify in which cases group 1
aspects’ functionality is to be called in order to update the taint bit. This is the
case when data in Group 1 classes is set or modified. These aspects are generic,
as they apply to multiple classes satisfying some common properties. Group 3
aspects are all the specific aspects that deal with peculiarities of certain library
classes. They have the same purpose as Group 2 aspects, but they are specifically
written to track the taint bit in a particular class. Listing 1 shows one of the
Group 2 aspects.
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Listing 1. Advice augmenting main method

1 before ( S t r ing [ ] args ) : execution ( public stat ic void ∗ . main ( S t r ing [ ]

2 | | St r ing . . . ) && args ( arg ) {
3 for ( S t r ing s t r i n g : arg ) ( ( Taint ) s t r i n g ) . se tTainted ( true ) ;

4 }

5 Example

In the following, the prototype is used to generate the policy for the UMU
XACML-Editor (Version 1.3) exemplarily. The results are compared to the state-
of-the-art and evaluated. The UMU XACML-Editor [28] is a GUI-based XACML
file editor written using Swing. At first, all the resource access has been collected
using the ObservingSecurityManager. Table 1 lists all the access attempts which
occur when the application is executed. Access attempts with numbers 3, 4 and 9
in the table are initiated by the user. When applying existing work, the same ac-
cess attempts are collected, as the ObservingSecurityManager performs the same
analysis. However, creating a policy from the collected access attempts is of little
avail. It permits the application to access all the system resources it needs to ex-
ecute normally, but it only permits the application to access those user resources
(i.e. XACML files in the example) the user has chosen when the access attempts
were recorded. Therefore existing work involves the user to manually inspect the
policy. Thereby, the user ought to add a generic permission for file access which
permits the application to access all the XACML files which may be opened
in the XACML-Editor in the future. In order to prevent adding this generic
permission, our prototype identifies user interactions. In the case of the UMU
XACML-Editor, all user interactions are initiated via file dialogues. They are all
identified and marked in the records. They are discarded for policy generation.
Consequently, the generated policy does not contain access rights with numbers
3, 4 and 9 from Table 1, but all the other access rights. In contrast to existing
work, the resulting policy does not overapproximate. Therefore it is the least
privileges policy for the application. A modified file dialogue can then augment
the policy at runtime upon user interaction (as described in Section 7.2).

6 Evaluation

6.1 Prototype

The AOP aspects of the prototype instrument the system library. They iden-
tify user-initiated resource access correctly. As depicted by Table 2, the overall
number of necessary aspects is kept in a manageable range. This is due to the
generic aspects which affect a large number of classes. For production, exter-
nal libraries need to be augmented as well. From the feedback of the prototype
implementation, this is a scaling task with respect to the size of the external
libraries.
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Table 1. All access attempts of the UMU XACML-Editor. Duplicates are omitted.

Access attempts with numbers 3, 4 and 9 (bold font) are initiated by the user.

No. Permission Resource Action

1 java.awt.AWTPermission accessEventQueue

2 java.awt.AWTPermission showWindowWithoutWarningBanner

3 java.io.FilePermission /user/policy read

4 java.io.FilePermission /user/policy.xml write

5 java.io.FilePermission /UMU-XACML-Editor/bin/icons/cara.gif read

6 java.io.FilePermission /UMU-XACML-Editor/bin/icons/nube.gif read

7 java.io.FilePermission /UMU-XACML-Editor/bin/icons/target.gif read

8 java.io.FilePermission /UMU-XACML-Editor/bin/icons/verde.gif read

9 java.io.FilePermission /user write

10 java.lang.RuntimePermission exitVM

11 java.lang.RuntimePermission modifyThreadGroup

12 java.util.PropertyPermission elementAttributeLimit read

13 java.util.PropertyPermission entityExpansionLimit read

14 java.util.PropertyPermission maxOccurLimit read

15 java.util.PropertyPermission os.name read

16 java.util.PropertyPermission os.version read

17 java.util.PropertyPermission user.dir read

Table 2. Number of aspects in the prototype implementation. The figures are limited

to the packages java.lang, java.io, java.net and javax.swing. Aspects needed for compen-

sating primitive types are not considered. For inter-type declarations, the number of

affected classes is limited to directly affected classes. Through inheritance more classes

become affected.

Group Advice Named Pointcuts Affected Classes

Inter-type declarations 1 1 0 11

Generic aspects 2 8 8 41

Specific aspects 3 28 36 26

6.2 Elimination of Overapproximation

Existing work on policy generation suffers from limitations, as discussed earlier.
Runtime observations are incomplete (see Section 2.2) and static analysis suffers
from indecisiveness overapproximation (see Section 2.1).

Combining observations and static analysis (as done by Centonze et al. [5], see
Section 2.1) counters the drawback of incompleteness of runtime observations.
The combination can further reduce overapproximation of static analysis, as
generic permissions can be more precise and minimised to a set of valid values
in some cases, but they still remain.

The contributions of this paper further reduce overapproximation. By dis-
carding user-initiated resource access, all access to user resources is omitted
from the policy. There is no generic permission in the policy and the content of
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the policy does also not depend on the user resources which the tester has chosen
during runtime observations. Access to user resources is the major cause for over-
approximation in existing work. Thus, the primary source of overapproximation
is eliminated.

There are still special cases where overapproximation remains: in cases where
no transform is defined for an operation which is analysed by the string analysis,
as well as in cases where no set of possible values for a resource identifier which
is set by the execution environment is defined. Both these cases can be countered
by ensuring that all the transforms and sets are defined. The policy generation
process can be implemented in a way that it identifies missing transforms and
sets. The sets can then be defined directly in the policy generation process, for
instance by adding annotations to the code. Consequently, overapproximation is
eliminated which results in policies that are complete and that also represent the
least privileges of the corresponding application. This is a major benefit over the
state-of-the-art. Table 3 summarises the differences and the gains by comparing
the state-of-the-art, the individual contributions and the combined contributions
of this paper.

Table 3. Comparison of state-of-the-art and contributions

Static analysis [6] Dynamic analysis Static analysis Dynamic analysis Combination of allStatic analysis [6] 
(see Section 2.1)

Dynamic analysis 
[7] (see Section 
2.2)

Static analysis 
extended by 
contributions from 
Section 3.3

Dynamic analysis 
extensions by 
contributions from 
Sections 3.2 and 
3.4

Combination of all 
contributions of 
Section 3

Over-
approximation

Overapproximates 
on permissions 
only known on 
execution 
(indecisiveness

Overapproximates 
on user resources

Reduced 
indecisiveness 
overapproximation 
to system 
resources only

Does not 
overapproximate
as no user 
resources are 
captured

Does not 
overapproximate

(indecisiveness 
overapprox.)

resources only captured

Completeness Complete Incomplete Complete Incomplete Complete

Scalability Scales due to Scales due to the Scales due to Scales as the Scales as theScalability Scales due to 
separated library 
analysis

Scales due to the 
ability of 
combining 
permissions in 
include files

Scales due to 
separated library 
analysis

Scales as the 
number of aspects 
to be created is in 
a manageable 
range

Scales as the 
individual solutions 
combined here 
scale and as the 
combination does 
not add non-linearnot add non linear 
complexity

Automation Automated to large 
extent

Manual inspection
of generated 
policies required

Automated with a 
few exceptions

Aspects are 
created manually 
per programming 
l

Aspects are 
created manually 
per programming 
llanguage;

Policy generation is 
fully automatic

language;
Policy generation is 
fully automatic

Requirements Source code or 
object code

Complete test 
coverage

Source code Complete test 
coverage

Source code
object code coverage coverage

7 Discussion

7.1 Threat Model

The policy generation process contributed in this paper is meant for protect-
ing systems against applications that misbehave due to programming errors
and due to being exploitable by attackers. Since the policy is generated by the
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developer, a developer of a malicious application can generate a policy that
permits all the malicious access. The contribution does not protect against
malicious applications.

7.2 The Big Picture

If no further measures are taken in the deployment phase and/or in the execution
phase, the generated policy is of little avail. If the application is deployed together
with its application policy, manifold measures are advisable, as discussed next.

For deployment, the application policy can be checked against the policy of
the system on which the application is to be deployed, to see if they do not
contradict. This can be done manually by examining the policy or automatically.
The European research project Security of Software and Services for Mobile
Systems (S3MS ) [29,30,31] provides means to prove that the application policy
matches the application and that the application policy does not contradict the
system policy.

As mentioned in Section 1, it is not sufficient to only apply the application
policy at runtime. The policy needs to be adapted.

7.3 Future Work

The work presented here is limited to volatile user input. This is input that is
only relevant for the currently executed instance of an application. It is used, for
example, to open a file the user intends to edit in the application. We will also
address persistent user input in our future work, which persists over multiple
executions of the application. This is the case, for instance, if the user specifies
the path and name of a configuration file which is read each time the application
is started. Once specified by the user, the application should have access rights
for future executions.

Means are needed to handle new classes that are capable of obtaining user
input by themselves without relying on classes from the system library. In such a
rare case, aspects are to be auto-generated from aspect templates. This way, the
developer is not required to write aspects in order to apply user input tracking
to these new classes.

The approach presented here relies on the availability of source code of the
application. Applicability on intermediate language code (Java bytecode or .NET
CIL) is to be elaborated.

In some cases, additional information is required for generating the policy.
In these cases the developer needs to specify meta information. Investigations
on integrating this meta information specification into the development process
with little developer involvement are required.

8 Conclusion

This paper presents means to auto-generate least privileges access control policies
for applications. While existing work is used for the process of retrieving the
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contents for the policy by static and dynamic analyses, this paper introduces a
way to distinguish resource access performed by the application from resource
access initiated by the user. This distinction allows generating the application
policy that satisfies the principle of least privileges. The application policy does
not contain any access right to user resources, whereas existing work permits
generic access to user resources. Access rights users need to access resources in
the application are later added on the target system.

Two approaches are presented here. The static analysis approach uses a call
graph of the application and performs various analyses to determine and tag
resource identifiers that are defined by the user. The policy is generated without
adding permissions that are based on tagged resource identifiers. The runtime
observation approach tracks user input through the application using taint track-
ing and aspect-oriented programming. If user input propagates to a permission
check where the resource identifier is specified by the user, the corresponding
access is treated as user-initiated. A prototype is implemented in Java. Its im-
plementation shows that the total number of aspects is kept in a manageable
range. It suffices to augment those classes by aspects which play a key role in
processing user input. As a result, the approach is feasible, it scales with respect
to the size of instrumented libraries and it reduces overapproximation of existing
approaches significantly. However it requires a fully object-oriented programming
language, as AOP cannot be applied on primitive data types.

If both approaches are combined, a complete and sound policy is generated
and overapproximation is eliminated. As the policy is auto-generated, the effort
for the developer is low. The resulting application policy can be used on the
target system to execute the application in its bounds. The target system only
needs to specify access rights for user resources. Thus, the effort is also low
there. As a consequence, policy generation becomes practical. An outlook of
three obvious possibilities to apply the contributions in practice concludes the
paper:

The mobile phone is an appealing target, as the mobile industry controls most
of the phases of the SDLC. Development environments can be extended by the
analyses, the generated policy can be included in the supply chain of applications
and the execution environments on the mobile phones can be adapted to per-
form policy adaptation. Controlling access on a mobile phone to user resources,
such as the phone book or the agenda, means controlling access to personal
data which not all the applications need. Effective tailored access control on a
per-application basis is possible and practical that way.

Execution environments, such as the Java Virtual Machine and the .NET
CLR, provide a fine-grained and flexible security architecture that allows en-
forcing tailored access control policies. The problem in practice, however, is that
it is complex to write proper policies. Integrating the policy auto-generation
process into the SDLC reduces this effort to a minimum.

The two execution environments .NET CLR and Android allow for defining
the access rights an application needs in a configuration file which is supplied
together with the application. This is used at install time in order to assign
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the right access rights. However, there is no support in collecting all the needed
access rights. The policy auto-generation process can be used to close this gap
by filling the section of required permissions in the configuration file.
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Abstract. RFID systems have become increasingly popular and are al-
ready used in many real-life applications. Although very useful, RFIDs
introduce privacy risks since they carry identifying information that can
be traced. Hence, several RFID privacy models have been proposed. How-
ever, they are often incomparable and in part do not reflect the capabil-
ities of real-world adversaries. Recently, Paise and Vaudenay presented
a general RFID security and privacy model that abstracts and unifies
most previous approaches. This model defines mutual authentication (be-
tween RFID tags and readers) and several privacy notions that capture
adversaries with different tag corruption behavior and capabilities.

In this paper, we revisit the model proposed by Paise and Vaude-
nay and investigate some subtle issues such as tag corruption aspects.
We show that in their formal definitions tag corruption discloses the
temporary memory of tags and leads to the impossibility of achieving
both mutual authentication and any reasonable notion of RFID privacy
in their model. Moreover, we show that the strongest privacy notion
(narrow-strong privacy) cannot be achieved simultaneously with reader
authentication even under the strong assumption that tag corruption
does not disclose temporary tag states. Further, we show other impos-
sibility results that hold if the adversary can manipulate an RFID tag
such that it resets its state or when tags are stateless.

Although our results are shown on the privacy definition by Paise and
Vaudenay, they give insight to the difficulties of setting up a mature
security and privacy model for RFID systems that aims at fulfilling the
sophisticated requirements of real-life applications.

Keywords: RFID, Privacy, Authentication, Security, Resettability.

1 Introduction

Radio Frequency Identification (RFID) enables RFID readers to perform fully
automatic wireless identification of objects that are labeled with RFID tags, and
is widely deployed to many applications (e.g., access control [2,29], electronic
tickets [31,29], and e-passports [19]). As pointed out in previous publications
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(see, e.g., [38,20,34]), this prevalence of RFID technology introduces various
risks, in particular concerning the privacy of its users and holders. The most
deterrent privacy risk concerns the tracking of users, which allows the creation
and misuse of detailed user profiles. Thus, it is desired that an RFID system
provides anonymity (confidentiality of the tag identity) as well as untraceability
(unlinkability of the communication of a tag), even in case the state (e.g., the
secret) of a tag has been disclosed.

The design of a secure privacy-preserving RFID scheme requires a careful
analysis in an appropriate formal model. There is a large body of literature on
security and privacy models for RFID (see, e.g., [3,21,8,37,30,12]). Existing so-
lutions often do not consider important aspects like adversaries with access to
auxiliary information, e.g., on whether the identification of a tag was successful,
or the privacy of corrupted tags whose state has been disclosed. In particular,
tag corruption is usually considered to happen only before and/or after but not
during a protocol-run. However, in practice there are a variety of side-channel
attacks (see., e.g., [24,18,22]) that extract the state of a tag based on the obser-
vation of, e.g., the power consumption of the tag while it is executing a protocol
with the reader. Since RFID tags are usually cost-effective devices without ex-
pensive tamper-proof mechanisms [2,29], tag corruption is an important aspect
to be covered by the underlying (formal) security model. Though in literature,
tag corruption during protocol execution is rarely considered. To the best of our
knowledge, the security and privacy model in [8] is the only one that considers
corruption of tags during protocol executions and proposes a protocol in this
model. However, this model does not consider issues like the privacy of tags
after they have been corrupted and privacy against adversaries with access to
auxiliary information. Moreover, [8] only provides an informal security analy-
sis of the proposed protocol. Recently, tag corruption during protocol-runs has
been informally discussed in [12]. However, the formal RFID security and privacy
model proposed in [12] assumes that such attacks cannot occur. Moreover, [12]
indicates informally without giving formal proofs that tag corruption during pro-
tocol execution may have an impact on the formal definitions of [37,30], which
are basis for many subsequent works (see, e.g., [26,25,7,33,32,11,10,36,35]). The
first papers addressing tag corruption during protocol-runs in the model of [37]
are [11,10], where it is shown that privacy can be achieved under the assumption
that tag corruption during protocol execution can be detected by the tag.

In this paper, we focus on the security and privacy model by Paise and Vau-
denay [30] (that is based on [37]), which we call the PV-Model (Paise-Vaudenay
Model) in the following. The PV-Model is one of the most comprehensive RFID
security and privacy models up to date since it captures many aspects of real
world RFID systems and aims at abstracting most previous works in a single
concise framework. It defines mutual authentication between RFID tags and
readers and several privacy notions that correspond to adversaries with differ-
ent tag corruption abilities. However, as we show in this paper, the PV-Model
suffers from subtle deficiencies and weaknesses that are mainly caused by tag
corruption aspects: in the PV-Model, each tag maintains a state that can be
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divided into a persistent and a temporary part.1 The persistent state subsumes
all information that must be available to the tag in more than one interac-
tion with the reader (e.g., the authentication secret of the tag) and can be
updated during the interaction with the reader. The temporary state consists
of all ephemeral information that is discarded by the tag after each interaction
with the reader (e.g., the randomness used by the tag). As discussed in [30], in
the PV-Model it is impossible to achieve any notion of privacy that allows tag
corruption if the adversary can obtain both the persistent and the temporary tag
state by tag corruption. This issue is addressed by the PV-Model by the assump-
tion that each tag erases its temporary state each time it gets out of the reading
range of the adversary. However, this assumption leaves open the possibility to
corrupt a tag while it is in the reading range of the adversary, i.e., before its
temporary state is erased. In particular, the PV-Model allows the adversary to
corrupt a tag while it is executing the authentication protocol with the reader.

Moreover, an adversary in practice could physically tamper with a tag such
that the tag resets its state and randomness to a previous value. This form of
physical attack is not considered in the PV-Model and thus, the study of privacy
notions done in [30] does not address these attacks.

Contribution. In this paper, we point out subtle weaknesses and deficiencies in
the PV-Model. First, we show that the assumption of erasing temporary tag
states whenever a tag gets out of the reading range of the adversary made by
the PV-Model is not strong enough. We prove that, even under this assumption,
it is impossible to achieve reader authentication and simultaneously any notion
of privacy that allows tag corruption. This implies that the PV-Model cannot
provide privacy along with mutual authentication without relying on tamper-
proof hardware, which is unrealistic for low-cost RFID tags. Consequently, two
of the three schemes presented in [30] do not satisfy their claimed properties.

Our second contribution is to show that even under the strong assumption
that the temporary tag state is not subject to tag corruption attacks, some
privacy notions still remain impossible in the PV-Model. This implies that the
third protocol of [30] has another conceptually different weakness.

Finally, we show that by extending the model of [30] to capture reset attacks
on tag states and randomness, no privacy can be achieved, and, more interest-
ingly, when tags are stateless (i.e., when tags cannot update their persistent
state), then destructive privacy is impossible. Although our results are shown on
the privacy model by Paise and Vaudenay, we believe that our work is helpful for
developing a mature security and privacy model for RFID systems that fulfills
the sophisticated requirements of real-life applications.

Outline. We first informally discuss the general RFID scenario on a high level in
Section 2. Then we focus on the formalization of the relevant aspects by revisiting
the RFID security and privacy model by Paise and Vaudenay (PV-Model) [30]

1 During a protocol execution tags could store some temporary information that allows
them to verify the response of the reader.
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in Section 3. In Section 4 we present our first result while our second result is
shown in Section 5. In Section 6 we show our third impossibility result based on
resettable and stateless tags. Finally, we conclude in Section 7.

2 RFID System and Requirement Analysis

System model. An RFID system consists of at least an operator I, a reader R
and a tag T . I is the entity that enrolls and maintains the RFID system. Hence,
I initializes T and R before they are deployed in the system. T and R are called
legitimate if they have been initialized by I. In many applications T is a hardware
token with constrained computing and memory capabilities that is equipped with
a radio interface [2,29]. All information, e.g., secrets and data that is stored on
T is denoted as the state of T . Usually T is attached to some object or carried
by a user of the RFID system [14,28]. R is a stationary or mobile computing
device that interacts with T when T gets into the reading range of R. The main
purpose of this interaction usually is the authentication of T to R. Depending on
the use case, R may also authenticate to T and/or obtain additional information
like the identity of T . R can have a sporadic or permanent online connection
to some backend system D, which typically is a database maintaining detailed
information on all tags in the system. D is initialized and maintained by I and
can be read and updated by R.

Trust and adversary model. The operator I maintains the RFID system and
is considered to behave correctly. However, I may be curious and collect user
information. Since T and R communicate over a radio link, any entity can eaves-
drop and manipulate this communication, even from outside the nominal reading
range of R and T [23]. Thus, the adversary A can be every (potentially unknown)
entity. Besides the communication between T and R, A can also obtain useful
auxiliary information (e.g., by visual observation) on whether R accepted T as a
legitimate tag [21,37]. Most commercial RFID tags are cost-efficient devices with-
out expensive protection mechanisms against physical tampering [2,29]. Hence,
A can physically attack (corrupt) T and obtain its state, e.g., its secrets. In
practice, RFID readers are embedded devices that can be integrated into mobile
devices (e.g., mobile phones or PDAs) or computers. The resulting complexity
exposes readers to sophisticated hard- and software attacks, e.g., viruses and
Trojans. This problem aggravates for mobile readers that can easily be lost or
stolen. Hence, A can get full control over R [4,16,27].

Security and privacy objectives. The most deterrent privacy risk concerns the
tracking of tag users, which allows the creation and misuse of detailed user pro-
files in an RFID system [20]. For instance, detailed movement profiles can leak
sensitive information on the personal habits and interests of the tag user. The
major security threats are to create illegitimate (forge) tags that are accepted by
honest readers, to simulate (impersonate) or to copy (clone) legitimate tags, and
to permanently prevent users from using the RFID system (denial-of-service) [8].
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Thus, an RFID system should provide anonymity as well as untraceability of a
tag T even when the state of T has been disclosed. Anonymity means the confi-
dentiality of the identity of T whereas untraceability refers to the unlinkability
of the communication of T . The main security objective is to ensure that only
legitimate tags are accepted by honest readers (tag authentication). Most use
cases (like access control systems) additionally require R to determine the au-
thentic tag identity (tag identification). Moreover, there are several applications
(e.g., electronic tickets) where reader authentication is a fundamental security
property. However, there are also use cases (e.g., electronic product labels) that
do not require reader authentication.

3 The PV-Model

In this section, we recall the RFID security and privacy model by Paise and
Vaudenay (PV-Model) [30] that refines the model in [37]. We give a more formal
specification of this model, which is one of the most comprehensive RFID privacy
and security models up to date. We start by specifying our notation.

General notation. For a finite set S, |S| denotes the size of S whereas for an
integer (or a bit-string) n the term |n| means the bit-length of n. The term
s ∈R S means the assignment of a uniformly chosen element of S to variable
s. Let A be a probabilistic algorithm. Then y ← A(x) means that on input
x, algorithm A assigns its output to variable y. The term [A(x)] denotes the
set of all possible outputs of A on input x. AK(x) means that the output of A
depends on x and some additional parameter K (e.g., a secret key). The term
Prot[A :xA; B :xB; ∗ :xpub ] → [A :yA; B :yB] denotes an interactive protocol Prot
between two probabilistic algorithms A and B. Hereby, A (resp. B) gets a private
input xA (resp. xB) and a public input xpub . While A (resp. B) is operating, it can
interact with B (resp. A). After the protocol terminates, A (resp. B) returns yA

(resp. yB). Let E be some event (e.g., the result of a security experiment), then
Pr[E] denotes the probability that E occurs. Probability ε(l) is called negligible
if for all polynomials f it holds that ε(l) ≤ 1/f(l) for all sufficiently large l.
Probability 1 − ε(l) is called overwhelming if ε(l) is negligible.

3.1 System Model

The PV-Model considers RFID systems that consist of a single operator I, a sin-
gle reader R and a polynomial number of tags T . Note that the PV-Model does
not explicitly define an entity that corresponds to the operator I but implies the
existence of such an entity. R is assumed to be capable of performing public-key
cryptography and of handling multiple instances of the mutual authentication
protocol with different tags in parallel. Each tag T is a passive device, i.e.,
it does not have its own power supply but is powered by the electromagnetic
field of R. Hence, T cannot initiate communication, has a narrow communi-
cation range (i.e., a few centimeters to meters) and erases its temporary state
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(i.e., all session-specific information and randomness) after it gets out of the
reading range of R. Each T is assumed to be capable of computing basic cryp-
tographic functions like hashing, random number generation and symmetric-key
encryption. The authors of [37,30] also use public-key encryption, although it
exceeds the capabilities of most currently available RFID tags [2,29].

Security and privacy objectives. The main security objective of the PV-Model is
mutual authentication. More precisely, R should only accept legitimate tags and
must be able to identify them, while each legitimate tag T should only accept R.
Availability and protection against cloning are not captured by the PV-Model.
The privacy objectives are anonymity and unlinkability.

Definitions. The operator I sets up R and all tags T . Hence, there are two
setup algorithms where R and T are initialized and their system parameters
(e.g., keys) are generated and defined. A protocol between T and R covers
mutual authentication.
Definition 1 (RFID System [30]). An RFID system is a tuple of probabilistic
polynomial time (p.p.t.) algorithms (R, T , SetupReader, SetupTag, Ident) that are
defined as follows:
SetupReader(1l) → (skR, pkR, DB) On input of a security parameter l, this al-

gorithm creates the public parameters pkR that are known to all entities.
Moreover, it creates the secret parameters skR and a database DB that can
only be accessed by R.

SetupTagpkR
(ID) → (K, S) uses pkR to generate a tag secret K and tag state

S, initializes TID with S, and stores (ID, K) in DB.
Ident[TID :S; R :skR, DB; ∗ :pkR] → [TID :outTID ; R :outR] is an interactive pro-

tocol between TID and R. TID takes as input its current state S while R has
input skR and DB. The common input to all parties is pkR. After the protocol
terminates, R returns either the identity ID of TID or ⊥ to indicate that TID
is not a legitimate tag. TID returns either ok to indicate that R is legitimate
or ⊥ otherwise.

Definition 2 (Correctness [30]). An RFID system (Definition 1) is correct
if ∀ l, ∀ (skR, pkR, DB) ∈ [SetupReader(1l)], and ∀ (K, S) ∈ [SetupTagpkR

(ID)]
Ident[TID : S; R : skR, DB; ∗ : pkR] → [TID : ok; R : ID] holds with overwhelming
probability.

3.2 Trust and Adversary Model

In the PV-Model, the issuer I, the backend database D and the readers are
assumed to be trusted whereas a tag T can be compromised. All readers and
D are subsumed to one single reader entity R that cannot be corrupted. This
implies that all readers are assumed to be tamper-resistant devices that have a
permanent online connection to D.2 The PV-Model defines privacy and security
2 Depending on the use case, this assumption can be problematic in practice, e.g., for

mobile readers that usually have only a sporadic or no online connection and that
are subject to a variety of soft- and hardware attacks.
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as security experiments, where a p.p.t. adversary A can interact with a set of
oracles that model the capabilities of A. These oracles are:

CreateTagb(ID) Allows A to set up a tag TID with identifier ID by internally
calling SetupTagpkR

(ID) to create (K, S) for TID. If input b = 1, then (ID, K)
is added to DB. If b = 0, then (ID, K) is not added to DB.

Draw(δ) → (vtag1, b1, . . . , vtagn, bn) Initially, A cannot interact with any tag but
must query Draw to get access to a set of tags chosen according to a probabil-
ity distribution δ. A knows the tags it can interact with by some temporary
tag identifiers vtag1, . . . , vtagn. Draw manages a secret look-up table Γ that
keeps track of the real tag identifier IDi associated with each temporary tag
identifier vtagi, i.e., Γ [vtagi] = IDi. Moreover, Draw also provides A with
information on whether the tags are legitimate (bi = 1) or not (bi = 0).

Free(vtag) Makes tag vtag inaccessible to A such that A cannot interact with
vtag until it is made accessible again under a new temporary identifier vtag ′

by another Draw query.
Launch( ) → π Makes R to start a new instance π of the Ident protocol.
SendReader(m, π) → m′ Sends a message m to instance π of the Ident protocol

that is running on R. R interprets m as a protocol message of instance π of
the Ident protocol and responds with a message m′.

SendTag(m, vtag) → m′ Sends a message m to the tag vtag , which interprets m
as a protocol message of the Ident protocol and responds with a message m′.

Result(π) Returns 1 if instance π of the Ident protocol has been completed and
the tag TID that participated in instance π has been accepted by R. Otherwise
Result returns 0.

Corrupt(vtag) → S Returns the current state S (i.e., all information stored in
the memory) of the tag vtag to A.

The PV-Model distinguishes eight adversary classes, which differ in (i) their
ability to corrupt tags and (ii) the availability of auxiliary information, i.e., the
ability to access the Corrupt and Result oracle, respectively.

Definition 3 (Adversary Classes [30]). An adversary is a p.p.t. algorithm
that has arbitrary access to all oracles described in Section 3.2. Weak adversaries
cannot access the Corrupt oracle. Forward adversaries cannot query any other or-
acle than Corrupt after they made the first Corrupt query. Destructive adversaries
cannot query any oracle for vtag again after they made a Corrupt(vtag) query.
Strong adversaries have no restrictions on the use of the Corrupt oracle. Narrow
adversaries cannot access the Result oracle.

Tag corruption aspects. Depending on the concrete scenario, the temporary tag
state is disclosed under tag corruption. In general, any concrete scenario will
range between the following two extremes: (i) corruption discloses the full tem-
porary tag state, or (ii) corruption does not disclose any information on the
temporary tag state. In Section 4 and 5, we will prove that in both cases some
privacy notions are impossible to achieve in the PV-Model. Thus, independently
of any possible interpretation of tag corruption, impossibility results exist that
contradict the claims of [30].
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3.3 Security Definition

The security definition of the PV-Model focuses on attacks where the adversary
aims to impersonate or forge a legitimate tag T or the reader R. It does not
capture availability and security against cloning.

Tag authentication. The definition of tag authentication is based on a security
experiment ExpT -aut

Asec
where a strong adversary Asec (Definition 3) must make

R to identify some tag TID in some instance π of the Ident protocol. To exclude
trivial attacks (e.g., relay attacks), Asec is not allowed to simply forward all the
messages from TID to R in instance π nor to corrupt TID. This means that at
least some of the protocol messages that made R to return ID must have been
computed by Asec without knowing the secrets of TID. With ExpT -aut

Asec
= 1 we

denote the case where Asec wins the security experiment.

Definition 4 (Tag Authentication [30]). An RFID system (Definition 1)
achieves tag authentication if for every strong adversary Asec (Definition 3)
Pr[ExpT -aut

Asec
= 1] is negligible.

Reader Authentication. The definition of reader authentication is based on a
security experiment ExpR-aut

Asec
where a strong adversary Asec (Definition 3) must

successfully impersonate R to a legitimate tag TID. Also here, to exclude trivial
attacks, Asec must achieve this without simply forwarding the protocol messages
from R to TID. This means that Asec must have computed at least some of the
protocol messages that made TID to return ok. With ExpR-aut

Asec
= 1 we denote

the case where Asec wins the security experiment.

Definition 5 (Reader Authentication [30]). An RFID system (Defini-
tion 1) achieves reader authentication if for every strong adversary Asec (Defi-
nition 3) Pr[ExpR-aut

Asec
= 1] is negligible.

Note that both tag and reader authentication are critical properties that must
be preserved even against strong adversaries.

3.4 Privacy Definition

The privacy definition of the PV-Model is very flexible and, dependent on the
adversary class (see Definition 3), it covers different notions of privacy. It cap-
tures anonymity and unlinkability and focuses on the privacy leakage of the
communication of tags with the reader. It is based on the existence of a sim-
ulator B, called blinder, that can simulate R and any tag T without knowing
their secrets such that an adversary Aprv cannot distinguish whether it is inter-
acting with the real or the simulated RFID system. The rationale behind this
simulation-based definition is that the communication of T and R does not leak
any information about T . Hence, everything Aprv observes from the interaction
with T and R appears to be independent of T and consequently, Aprv cannot
distinguish different tags based on their communication.
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This privacy definition can be formalized by the following privacy experiment
Expprv-b

Aprv
= b′: let Aprv be an adversary according to Definition 3, l be a given

security parameter and b ∈R {0, 1}. In the first phase of the experiment, R is
initialized with (skR, pkR, DB) ← SetupReader(1l). The public key pkR is given
to Aprv and B. Now, Aprv is allowed to arbitrarily interact with all oracles defined
in Section 3.2. Hereby, Aprv is subject to the restrictions of its corresponding
adversary class (see Definition 3). If b = 1, all queries to the Launch, SendReader,
SendTag and Result oracles are redirected to and answered by B. Hereby, B can
observe all queries Aprv makes to all other oracles that are not simulated by B
and the corresponding responses (“B sees what Aprv sees”). After a polynomial
number of oracle queries, the second phase of the experiment starts. In this
second stage, Aprv cannot interact with the oracles but is given the secret table
Γ of the Draw oracle. Finally, Aprv returns a bit b′.

Definition 6 (Privacy [37]). Let C be one of the adversary classes accord-
ing to Definition 3. An RFID system (Definition 1) is C-private if for every
adversary Aprv of C there exists a p.p.t. algorithm B (blinder) such that the
advantage Advprv

Aprv
=

∣
∣ Pr

[

Expprv-0
Aprv

= 1
]

− Pr
[

Expprv-1
Aprv

= 1
]∣
∣ of Aprv is neg-

ligible. B simulates the Launch, SendReader, SendTag and Result oracles to Aprv
without having access to skR and DB. Hereby, all oracle queries Aprv makes and
their corresponding responses are also sent to B.

All privacy notions defined in the PV-Model are summarized in Figure 1, which
also shows their relations. It has been shown that strong privacy is impossible [37]
while the technical feasibility of destructive privacy currently is an open problem.

Strong ⇒ Destructive ⇒ Forward ⇒ Weak
⇓ ⇓ ⇓ ⇓

Narrow-Strong ⇒ Narrow-Destructive ⇒ Narrow-Forward ⇒ Narrow-Weak

Fig. 1. Privacy notions defined in the PV-Model and their relations

4 Corruption with Temporary State Disclosure

We now point out a subtle weakness of the PV-Model. We show that in the
PV-Model it is impossible to achieve any notion of privacy simultaneously with
reader authentication (under temporary state disclosure) except for the weak
and narrow-weak privacy notions. As a consequence, two of the protocols given
in [30] do not achieve their claimed privacy properties.

We stress that this impossibility result is due to the fact that, according to
the formal definitions of the PV-Model, the adversary can obtain the full state
including the temporary memory of a tag by corrupting the tag while it is exe-
cuting a protocol with the reader. Such attacks are a serious threat in practice,
in particular to low-cost RFID tags, and hence must be formally considered.
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Although [30] informally discusses an issue related to tag corruption during pro-
tocol execution, we show that such attacks are not adequately captured by the
formal definitions of the PV-Model. Hence, the only achievable privacy notions
are those where the adversary is not allowed to corrupt tags at all. Since in prac-
tice tag corruption is realistic, this implies that using the PV-Model is not helpful
when reader authentication and a reasonable notion of privacy are needed.

Impossibility of narrow-forward privacy. To prove our first impossibility result,
we need the following lemma, which we will prove in detail further below:

Lemma 1. If there is a blinder B for every narrow-forward adversary Aprv
such that Advprv

Aprv
is negligible (Definition 6), then B can be used to construct

an adversary AB
sec such that Pr[ExpR-aut

AB
sec

= 1] is non-negligible (Definition 5).

Based on this lemma, we set up the following theorem, which we need later to
prove our main impossibility result:

Theorem 1. There is no RFID system (Definition 1) that achieves both reader
authentication (Definition 5) and narrow-forward privacy (Definition 6) under
temporary tag state disclosure.

Proof (Theorem 1). Let Aprv be a narrow-forward adversary (Definition 3).
Definition 6 requires the existence of a blinder B such that Aprv cannot dis-
tinguish B from the real oracles. From Lemma 1 it follows that such a B can be
used to impersonate R to any legitimate tag TID with non-negligible probability.
Hence, the existence of B contradicts reader authentication (Definition 5). 	


Proof (Lemma 1). First, we show how to construct AB
sec from B. Second, we

prove that AB
sec violates reader authentication (Definition 5) if B is such that

Advprv
Aprv

is negligible for every narrow-forward Aprv (Definition 3).
Let qR ∈ N with qR > 0 be the (expected) number of SendReader queries as

specified by the Ident protocol and let SR
i be the state of R after processing the i-

th SendReader query. The initial reader state SR
0 includes the public key pkR and

the secret key skR of R as well as a pointer to the credentials database DB. Note
that during the processing of a SendReader query, R can update DB. R can be
considered as a tuple of algorithms (R(1)

π , . . . , R(qR)
π ), where R(i)

π represents the
computation done by R when processing the i-th SendReader query in instance π

of the Ident protocol. More formally: (SR
1 , m1) ← R(0)

π (SR
0 ) and (SR

i+1, m2i+1) ←
R(i)

π (SR
i , m2i) for 1 ≤ i < qR. Since tags are passive devices that cannot initiate

communication R must send the first protocol message. Thus, R generates all
protocol messages with odd indices whereas the tag T generates all messages
with even indices. In case the Ident protocol specifies that T sends the last
protocol message, then m2qR−1 is the empty string.

Let qT ∈ N with qT > 0 be the (expected) number of SendTag queries as spec-
ified by the Ident protocol and let ST

i be the state of T after processing the i-th
SendTag query. T can be represented as a tuple of algorithms (T (1), . . . , T (qT ))
where T (i) means the computation done by T when processing the i-th SendTag
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Alg. 1. Adversary AB
sec violating reader authentication

1: CreateTag(ID)

2: vtag ← Draw(Pr[ID] = 1)

3: π ← Launch( ) � simulated by B
4: m1 ← SendReader(−, π) � simulated by B
5: i ← 1

6: while i < qR do
7: if i ≤ qT then m2i ← SendTag(m2i−1, vtag) � simulated by B
8: end if
9: m2i+1 ← SendReader(m2i, π) � simulated by B

10: i ← i + 1

11: end while
12: outTID ← SendTag(m2qR−1, vtag) � computed by TID

query in an instance of the Ident protocol that involves T . More formally:
(ST

i+1, m2i) ← T (i)(ST
i , m2i−1) for 1 ≤ i ≤ qT . Note that m2qT is the empty

string if Ident specifies that R must send the last protocol message.
The idea of AB

sec is to internally use B as a black-box to simulate the final
protocol message of R that makes each legitimate tag TID to accept AB

sec as R.
The construction of AB

sec is shown in Algorithm 1. First, AB
sec creates a legitimate

tag TID (step 1) and makes it accessible (step 2). Both steps are also shown to B,
which expects to observe all oracle queries. Then, AB

sec makes B to start a new
instance π of the Ident protocol with TID (step 3) and obtains the first protocol
message m1 generated by B (step 4). Now, AB

sec internally runs B that simulates
both TID and R until B returns the final reader message m2qR−1 (steps 5–11).
Finally, AB

sec sends m2qR−1 to the real tag TID (step 12). AB
sec succeeds if TID

accepts B as R. More formally, this means that:

Pr
[

ExpR-aut
AB

sec
= 1

]

= Pr
[

Ident
[

TID :STID
0 ; AB

sec :−; ∗ :pkR
]

→
[

TID :ok; AB
sec : ·

]]

(1)

We stress that this indeed is a valid attack w.r.t. Definition 5 since Asec does
not just forward the protocol messages between R and TID.

Next, we show that narrow-forward privacy (Definition 6) ensures that AB
sec

succeeds with non-negligible probability, i.e., that Eq. 1 is non-negligible. Note
that in case Eq. 1 is negligible, this implies that with non-negligible probability
p⊥ message m2qR−1 generated by B makes TID to return outTID = ⊥. In the
following, we show that if p⊥ is non-negligible, then there is a narrow-forward
adversary Aprv that has non-negligible advantage Advprv

Aprv
to distinguish B form

the real oracles, which contradicts narrow-forward privacy (Definition 6). The
construction of Aprv is shown in Algorithm 2. First, Aprv creates a legitimate
tag TID (step 1) and makes it accessible (step 2). Then, Aprv makes R to start
a new instance π of the Ident protocol with TID (step 3) and obtains the first
protocol message m1 from R (step 4). Now, Aprv eavesdrops on the execution of
the Ident protocol up to to the point after R has sent its last protocol message
m2qR−1 (steps 5–11) and corrupts TID just before TID received m2qR−1 (step 12).
Next, Aprv performs the computation TID would have done on receipt of m2qR−1
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Alg. 2. Narrow-forward adversary Aprv

1: CreateTag(ID)

2: vtag ← Draw(Pr[ID] = 1)

3: π ← Launch( )

4: m1 ← SendReader(−, π)

5: i ← 1

6: while i < qR do
7: if i ≤ qT then m2i ← SendTag(m2i−1, vtag)

8: end if
9: m2i+1 ← SendReader(m2i, π)

10: i ← i + 1

11: end while
12: STID

qR ← Corrupt(vtag)

13: outTID ← TID(qR)(STID
qR , m2qR−1)

14: if outTID = ok then return 0

15: else return 1

16: end if

(step 13). If this computation results in outTID = ok, Aprv returns 0 to indicate
that it interacted with the real oracles (step 14). Otherwise, Aprv indicates the
presence of B by returning 1 (step 15). Note that Aprv indeed is a narrow-forward
adversary (Definition 3) since Aprv never queries Result and none of the oracles
defined in Section 3.2 after corrupting TID.

Next, we show that Aprv has non-negligible advantage Advprv
Aprv

if p⊥ is non-
negligible. Therefore, we first consider the case where Aprv interacts with the
real oracles. Since TID is legitimate, it follows from correctness (Definition 2)
that outTID = ok with overwhelming probability pok. Hence, Pr

[

Expprv-0
Aprv

= 1
]

=
1 − pok is negligible. Now, consider the case where Aprv interacts with B. Note
that by the contradicting hypothesis, B generates a protocol message m2qR−1
that makes TID to return outTID = ⊥ with non-negligible probability p⊥. Thus, we
have Pr

[

Expprv-1
Aprv

= 1
]

= p⊥. Hence, it follows that Advprv
Aprv

=
∣
∣1 − pok − p⊥

∣
∣.

Note that due to correctness both pok is overwhelming and by assumption p⊥
is non-negligible. Hence, Advprv

Aprv
is non-negligible, which contradicts narrow-

forward privacy (Definition 6). In turn, this means that narrow-forward privacy
ensures that Eq. 1 is non-negligible, which finishes the proof. 	


Since the impossibility of narrow-forward privacy (Theorem 1), implies the im-
possibility of all other stronger privacy notions (see Figure 1), we have the
following corollary, which corresponds to the first main claim of this paper:

Corollary 1. In the PV-Model there is no RFID system (Definition 1) that
achieves both reader authentication (Definition 5) and any privacy notion that
is different from weak and narrow-weak privacy (Definition 6) under temporary
state disclosure.
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5 Corruption without Temporary State Disclosure

Our first impossibility result shows that the PV-Model requires further assump-
tions to evaluate the privacy properties of RFID systems where tag corruption
is of concern. A natural question therefore is, whether one can achieve mutual
authentication along with some form of privacy, if the temporary tag state is
not disclosed. Hence, in this section we consider the case where corruption only
reveals the persistent tag state but no information on the temporary tag state.

The attack and the impossibility result shown in Section 4 critically use the
fact that in the PV-Model an adversary Aprv can learn the temporary state of
a tag during the Ident protocol. This allows Aprv to verify the response of R
(that may have been simulated by B) and hence, due to reader authentication
(Definition 5), Aprv can distinguish with non-negligible advantage between the
real oracles and B. However, if Aprv cannot obtain temporary tag states, it
cannot perform this verification. Hence, the impossibility result we proved in
Section 4 does not necessarily hold if the temporary state is safe to corruption.

Impossibility of narrow-strong privacy. We now show our second impossibility
result: in the PV-Model, it is impossible to achieve narrow-strong privacy along
with reader authentication. This means that even in case the adversary can-
not obtain the temporary tag state, the most challenging privacy notion defined
in [30] (narrow-strong privacy) still remains unachievable. This implies a concep-
tually different weakness of the claimed narrow-strong private protocol in [30].

Theorem 2. In the PV-Model there is no RFID system (Definition 1) that ful-
fills both reader authentication (Definition 5) and narrow-strong privacy (Defi-
nition 6).

Proof (Theorem 2). Narrow-strong privacy (Definition 6) requires the existence
of a blinder B that simulates the Launch, SendReader and SendTag oracles such
that every narrow-strong adversary Aprv has negligible advantage Advprv

Aprv
to

distinguish B from the real oracles. We now show that B can be used to construct
an algorithm AB

sec that violates reader authentication (Definition 5).
The construction of AB

sec is as shown in Algorithm 3. First, AB
sec creates a

legitimate tag TID (step 1), makes it accessible (step 2), and corrupts it (step 3).
These three steps are also shown to B, which expects to observe all oracle queries.
Then, AB

sec makes B to start a new instance π of the Ident protocol with TID
(step 4) and obtains the first protocol message m1 generated by B (step 5).
Now, AB

sec internally runs B that simulates vtag and R until B returns the final
reader message m2qR−1 (steps 6–12). Finally, AB

sec sends m2qR−1 to the real tag
TID (step 13). AB

sec succeeds if TID accepts m2qR−1 and returns outTID = ok, which
means that TID accepts B as R. More formally, this means that:

Pr
[

ExpR-aut
AB

sec
= 1

]

= Pr
[

Ident
[

TID :STID
0 ; AB

sec :−; ∗ :pkR
]

→
[

TID :ok; AB
sec : ·

]]

(2)

We stress that this indeed is a valid attack w.r.t. Definition 5 since Asec does
not just forward the protocol messages between R and TID.
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Alg. 3. Adversary AB
sec violating reader authentication

1: CreateTag(ID)

2: vtag ← Draw(Pr[ID] = 1)

3: STID
0 ← Corrupt(vtag)

4: π ← Launch( ) � simulated by B
5: m1 ← SendReader(−, π) � simulated by B
6: i ← 1

7: while i < qR do
8: if i ≤ qT then m2i ← SendTag(m2i−1, vtag)

9: end if
10: m2i+1 ← SendReader(m2i, π) � simulated by B
11: i ← i + 1

12: end while
13: outTID ← SendTag(m2qR−1, vtag) � computed by TID

From reader authentication (Definition 5) it follows that Eq. 2 must be negli-
gible. However, this implies that with overwhelming probability B generates at
least one protocol message that makes TID to finally return outTID = ⊥. Let pt be
the probability that this is the case for message m2t−1 for some t ∈ {1, . . . , qT }.
We now show a narrow-strong adversary Aprv that succeeds with non-negligible
advantage Advprv

Aprv
if pt is non-negligible, which contradicts narrow-strong pri-

vacy (Definition 6). The construction of Aprv is shown in Algorithm 4. First,
Aprv creates a legitimate tag TID (step 1), makes it accessible (step 2), and cor-
rupts it (step 3). Note that by a Corrupt query, Aprv only learns the persistent
tag state STID

0 of TID. Then, Aprv makes R to start an instance π of the Ident
protocol with TID (step 4) and obtains the first protocol message m1 from R
(step 5). Now, Aprv guesses t (step 6) and simulates TID (using STID

0 ) in the Ident
protocol up to the point where SendReader returns message m2t−1 (steps 7–13).
Next, Aprv performs the computation TID would have done on receipt of message
m2t−1 (step 14). Finally, Aprv returns either 0 to indicate that it interacted with
the real oracles (step 15) or 1 to indicate the presence of B (step 16).

Next, we show that Aprv has non-negligible Advprv
Aprv

if p⊥ is non-negligible.
Therefore, we first consider the case where Aprv interacts with the real oracles.
Since TID is legitimate, it follows form correctness (Definition 2) that outTID = ok
holds with overwhelming probability pok. This means that Pr

[

Expprv-0
Aprv

= 1
]

=
1−pok is negligible. Now, consider the case where Aprv interacts with B. Note that
by the contradicting hypothesis, with non-negligible probability pt B generates
a message m2t−1 that makes TID to return outTID = ⊥. Moreover, Aprv guesses t

with probability of at least 1/qT . Thus, we have Pr
[

Expprv-1
Aprv

= 1
]

≥ pt

qT
. Hence,

it follows that Advprv
Aprv

≥ |1 − pok − pt

qT
|. Note that due to correctness pok is

overwhelming while pt is non-negligible by assumption and qT is polynomially
bounded. Hence, Advprv

Aprv
is non-negligible, which contradicts narrow-strong

privacy (Definition 6). 	
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Alg. 4. Narrow-strong adversary Aprv

1: CreateTag(ID)

2: vtag ← Draw(Pr[ID] = 1)

3: STID
0 ← Corrupt(vtag)

4: π ← Launch( )

5: m1 ← SendReader(−, π)

6: t ∈ {1, . . . , qT }
7: i ← 1

8: while i < t do
9: (STID

i+1, m2i) ← TID(i)(STID
i , m2i−1)

10: if i < qR then m2i+1 ← SendReader(m2i, π)

11: end if
12: i ← i + 1

13: end while
14: outTID ← TID(t)(STID

t , m2t−1)

15: if outTID = ok then return 0

16: else return 1

17: end if

6 Impossibility Results for Resettable and Stateless Tags

It is well known (see [9] for details and in particular [5] for identification schemes)
that standard security notions do not work anymore when the adversary can ma-
nipulate the device that is running an honest party protocol, in particular when
the adversary can reset the internal state of the device. To face this security
issue, Canetti et al. [9] considered the concept of resettability for obtaining a
security notion that is resilient to “reset attacks”, e.g., attacks where the adver-
sary can force a device to reuse the same randomness. The crucial importance
of this notion is proved by several results (see, e.g., [5,9,13,6,17]) with the focus
on obtaining feasibility results and efficient constructions for proof systems and
identification schemes in such hostile settings. Reset attacks have been moti-
vated in particular by the use of smart cards since some specific smart cards,
when disconnected from power, go back to their initial state and perform their
computations using the same randomness they already used before. However,
the concept of a reset attacks can have a wider applicability. In particular reset
attacks are always possible when the adversary controls the environment and
can therefore force a stateless device to use the same randomness in different
executions of a protocol.

As discussed in Section 2, most RFID tags in practice are low-cost devices that
are usually not protected against physical tampering. Moreover, the randomness
generator of a real-life RFID tag has already been successfully attacked [15].
Therefore, it is interesting to investigate the impact of reset attacks on the
security and privacy of RFID systems.

In this section, we focus on the effect of reset attacks on privacy as defined
in both the PV-Model [30] and the model it is based on [37]. Therefore, we first
extend the formal adversary model in [37,30] to capture reset attacks. Then,
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we show that any privacy notion as defined in Definition 6 is spoiled when an
adversary is able to launch reset attacks. We finally show that, when restricting
the power of the adversary to the capability of resetting only the persistent state
of a tag, i.e., the randomness of the tag is out of the control of the adversary, it
is impossible to achieve destructive privacy.

6.1 Impossibility of Narrow-Weak Privacy under Reset Attacks

In order to extend the model in [37,30] to capture reset attacks, we add an
additional oracle Reset(vtag) to the adversary model shown in Section 3.2. This
oracle allows the adversary to reset the randomness and the state of a tag vtag
to their initial values. We stress out that resetting a tag is a mere adversarial
action and is never performed by honest parties. Thus we do not require that
such an action must be carried out efficiently, instead according to the result
showed in [5,9] we assume that it can be carried out in polynomial time. Note
that, as for the Corrupt oracle, the Reset oracle is not simulated by the blinder
B (see Definition 6) but is observed by it.

Now we are ready to formalize the impossibility of achieving any privacy
notion in the extended model of [37,30] when the adversary can perform reset
attacks against tags.

Theorem 3. In the model of [37,30], no privacy notion (Definition 6) is
achievable if the adversary is allowed to query the Reset oracle.

Proof (Theorem 3). We show a narrow-weak adversary Aprv that can distinguish
with non-negligible advantage Advprv

Aprv
whether it is interacting with the real

oracles or a blinder B. The construction of Aprv is shown in Algorithm 5. First,
Aprv creates two legitimate tags TID0, TID1 (steps 1–2) and makes one of them
accessible (step 3). Then Aprv eavesdrops a complete execution protocol of the
Ident protocol between vtag and R (steps 4-11). We define τ as the complete
transcript of the protocol execution. Note that τ contains the messages sent
by both R and vtag . Now, Aprv resets the state of vtag by querying the Reset
oracle (step 12) and makes vtag inaccessible again by querying the Free oracle
(step 13). Next, Aprv makes a randomly chosen tag vtag ′ accessible (step 14)
and then executes a complete run of the Ident protocol with vtag ′ simulating R
(steps 15–18). To simulate R, Aprv uses the messages that have been sent by
R in the previous execution according to the transcript τ . Finally, Aprv obtains
a new protocol transcript τ ′. If the same tag has played both times, then Aprv
expects that the transcripts τ and τ ′ are the same due to the Reset oracle. The
idea is that B has no information about which tag has been drawn in step 14 (the
resetted one or the other one). Thus, B can at most guess which tag has been
chosen when answering the SendTag query in the second protocol execution.

In the following we show that Aprv has non-negligible advantage Advprv
Aprv

of
distinguishing between B and real oracles, which violates narrow-weak privacy.
First, we consider the case where Aprv interacts with the real oracles. It is easy
to see that in this case the attack is always successful. Indeed, if Aprv interacts
with the same tag in both executions of the Ident protocol, then, due to the
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Alg. 5. Experiment with a narrow-weak adversary Aprv

1: CreateTag(ID0)

2: CreateTag(ID1)

3: vtag ← Draw(Pr[ID0] = 1
2
, Pr[ID1] = 1

2
)

4: m1 ← SendReader(−, π)

5: i ← 1

6: while i < qR do
7: if i ≤ qT then m2i ← SendTag(m2i−1, vtag)

8: end if
9: m2i+1 ← SendReader(m2i, π)

10: i ← i + 1

11: end while
12: Reset(vtag)

13: Free(vtag)

14: vtag ′ ← Draw(Pr[ID0] = 1
2
, Pr[ID1] = 1

2
)

15: i ← 1

16: while i ≤ qT do m2i ← SendTag(m2i−1, vtag ′)

17: i ← i + 1

18: end while
19: if τ = τ ′ then outA ← 1

20: else outA ← 0

21: end if
22: return

(

Γ [vtag] = Γ [vtag′] ∧ outA
)

∨
(

Γ [vtag] �= Γ [vtag′] ∧ outA
)

Reset query, challenging vtag ′ with the same messages must generate the same
protocol transcript. Thus, after Aprv is given the hidden table Γ , one of the
two conditions must hold: either Aprv has (i) interacted with the same tag twice
and the transcripts match (which is always true in case Γ [vtag] = Γ [vtag ′]), or
(ii) the tag involved in the second execution of Ident is not the resetted tag and
the protocol transcripts are different (which holds with overwhelming probability
in case Γ [vtag ] �= Γ [vtag ′] due to tag authentication, since otherwise Aprv can
create a faked tag state that can be used to generate the messages of a legiti-
mate tag with non-negligible probability). Hence, Aprv succeeds in Expprv-0

Aprv
with

probability 1 − ε(l) where ε is a negligible function in the security parameter l.
Formally, Pr

[

Expprv-0
Aprv

= 1
]

= Pr
[(

Γ [vtag] = Γ [vtag′]
)

∧outA
]

+Pr
[(

Γ [vtag] �=
Γ [vtag′]

)

∧ outA
]

= 1
2 · 1 + 1

2 · (1 − ε(l)) = 1 − ε(l)/2. Next we consider the case
where the SendTag oracle is simulated by B. In this case any B can at most
guess which tag has been selected by Draw. Hence, the probability that Aprv

wins the experiment Expprv-1
Aprv

is at most Pr
[

Expprv-1
Aprv

= 1
]

= Pr
[(

Γ [vtag] =
Γ [vtag′]

)

∧ outA
]

+ Pr
[(

Γ [vtag] �= Γ [vtag′]
)

∧ outA
]

≤ 1
2 · 1

2 + 1
2 · 1

2 = 1
2 .

According to Definition 6, from the above probability it follows that Aprv has
non-negligible advantage Advprv

Aprv
≥ 1−ε(l)/2− 1

2 to distinguish between B and
the real oracles. 	
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Alg. 6. Narrow-forward adversary Aprv

1: CreateTag(ID)

2: vtag ← Draw(Pr[ID] = 1)

3: Free(vtag)

4: vtag ← Draw(Pr[ID] = 1)

5: t ∈ {1, . . . , qT }
6: m1 ← SendReader(−, π)

7: i ← 1

8: while i ≤ t do
9: m2i ← SendTag(m2i−1, vtag)

10: m2i+1 ← SendReader(m2i, π)

11: i ← i + 1

12: end while
13: S ← Corrupt(vtag)

14: return 1 if and only if the temporary state in S is empty

6.2 Impossibility of Destructive Privacy with Stateless Tags

In this section we show that destructive privacy is impossible to achieve in the
model of [37,30] when tags are stateless, i.e., when their persistent state cannot be
updated. This implies that destructive privacy is impossible when an adversary
can reset the persistent state of a tag to its original value: by resetting a tag,
the adversary can interact with a tag that uses the same state several times,
which corresponds to an experiment with a stateless tag. We stress that in a
stateless RFID scheme the Free oracle erases any temporary information stored
on the tag. Otherwise there would be an updatable information that survives
even when a tag is not powered, and thus the tag would be stateful.

We recall that in our previous notation we associate ST
i to the full state

(including both the persistent and temporary state) of a tag when playing the
i-th message from the moment it has been drawn, i.e., powered on. We start by
giving a useful preliminary lemma.

Lemma 2. In any stateless narrow-forward RFID scheme the temporary tag
state is always empty.

Proof (Lemma 2). To prove the lemma we show in Algorithm 6 that if there
exists a non-empty temporary tag state, then there exists a narrow-forward
adversary Aprv that distinguishes between the real oracles and B. We stress
that for a stateless tag, due to the Free query, the output S returned by a
Corrupt(vtag) query played immediately after a Draw query corresponds to the
persistent state generated by the CreateTag oracle. Clearly, when interacting
with the real oracles the output of Aprv is different than 1 with non-negligible
probability. Indeed, since stateless tags are allowed to have some non-empty
temporary state, there exists at least one round, which can be guessed with
non-negligible probability by the selection of t, that, when followed by the
Corrupt query, reveals to Aprv that the temporary state of the tag is not empty.
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During interaction with the blinder B the tag does not play any round, as all
SendTag queries are simulated by B. Therefore, the output of the above exper-
iment is always equal to 1, which shows that Aprv is successful and the claim
holds. 	


Due to Lemma 2 we can assume that (STID , ·) ← TID(i)(STID , ·), i.e., the new state
after each round is always identical to the previous one. Recall that an RFID
scheme is stateless if the persistent tag state is not allowed to change over time.
In this section we show that when the tag state does not change, then achieving
destructive privacy is impossible.

Theorem 4. There is no stateless RFID system (Definition 1) that achieves
destructive privacy (Definition 6).

Proof (Theorem 4). Recall that destructive privacy implies forward privacy (see
Figure 1). We prove that a stateless RFID system cannot achieve destructive and
narrow-forward privacy at the same time. The proof is by contradiction. Note
that a destructive private stateless RFID system implies the existence of a blinder
B such that Aprv fails in distinguishing the real oracles from their simulation by
B with overwhelming probability. Thus, we first show a destructive adversary
Aprv for which there must exist a successful blinder, that we denote by BD.
Then, we construct a narrow-forward adversary ABD

prv that internally uses BD to
violate forward privacy. Hence, we obtain a contradiction.

Since we are considering stateless tags, we assume that at each step of the tag
algorithm the persistent state remains unchanged. Formally, this means that T
can be represented as a tuple of algorithms (T (1), . . . , T (qT )) where T (i) means
the computation done by T when processing the i-th SendTag query in an in-
stance of the Ident protocol that involves T . We have m2i ← T (i)(ST , m2i−1)
for 1 ≤ i ≤ qT where qT is an upper bound on the number of messages sent by
T during the protocol.

Let Aprv be the destructive adversary defined in Algorithm 7. Informally, the
attack is the following: Aprv faithfully forwards the messages generated by R and
T , up to a certain (randomly chosen) round t of the Ident protocol execution.
Then Aprv corrupts T and gets its state. Since Aprv is destructive, it is not
allowed to query any other oracle for T after corrupting T but Aprv can still
compute the remaining protocol messages of T by running the tag algorithm
with the state obtained by corruption. Then Aprv picks a state S with the same
distribution used by CreateTag (i.e., SetupTag) with the purpose of distinguishing
if it is interacting with the real oracles or BD. Then Aprv randomly selects one
of the two states and continues the protocol execution running the tag algorithm
with the chosen state until the end of the protocol. The main idea is that when
Aprv runs the tag algorithm with the state obtained through the Corrupt query,
then, due to correctness (Definition 2), R will accept, i.e., the Result query
outputs 1 with overwhelming probability, while R will reject otherwise.

Formally, Aprv behaves as follows: First, Aprv creates two legitimate tags TID
(step 1 and step 2) and makes one of them accessible (step 3). Then, Aprv asks
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Alg. 7. Destructive adversary Aprv

1: CreateTag(ID)

2: CreateTag(ID′)

3: vtag ← Draw(Pr[ID] = 1
2
, Pr[ID′] = 1

2
)

4: π ← Launch( )

5: m1 ← SendReader(−, π)

6: jR ∈R {1, . . . , qR}
7: i ← 1

8: while i < jR do m2i ← SendTag(m2i−1, vtag)

9: m2i+1 ← SendReader(m2i, π)

10: i ← i + 1

11: end while
12: STID ← Corrupt(vtag)

13: b ∈R {0, 1}
14: if b = 1 then
15: m2jR ← TID(jR)(STID , m2jR−1)

16: else
17: pick a state S with the same distribution used by CreateTag (i.e., SetupTag)
18: STID ← S
19: m2jR ← TID(jR)(STID , m2jR−1)

20: end if
21: m2jR+1 ← SendReader(m2jR , π)

22: i ← jR + 1

23: while i < qR do
24: if i ≤ qT then m2i ← TID(i)(STID , m2i−1)

25: end if
26: m2i+1 ← SendReader(m2i, π)

27: i ← i + 1

28: end while
29: return

(

Result(π) ∧ b
)

∨
(

Result(π) ∧ b̄
)

R to start a new instance π of the Ident protocol with TID (step 4) and obtains
the first protocol message m1 from R (step 5). Then Aprv randomly chooses a
protocol round jR (step 6) and starts eavesdropping on the execution of the Ident
protocol up to the point after R has sent protocol message m2jR−1 (steps 7–11).
Then Aprv gets the tag state STID by querying the Corrupt oracle, just before
TID receives m2jR−1 (step 12). Now Aprv chooses a random bit b (step 13) to
decide how to complete the protocol execution. In case b = 1, Aprv continues by
simulating vtag using the state STID obtained by the Corrupt query (steps 14–15).
In case b = 0, Aprv sets STID to a new state generated on the fly (steps 16–19).
Hereafter, Aprv simulates the tag by running the algorithm T (i) with the state
set according to the bit b until the protocol terminates (steps 21–28). Finally,
Aprv outputs 1 if one of the following conditions hold: either b = 1 and R accepts
TID, whose transcript has partially been computed by Aprv with the real state
(i.e., the output of Result is 1), or b = 0, and R rejected TID since a part of the
transcript has been generated using a faked state (i.e., the output of Result is 0).
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Recall that Definition 6 requires the existence of a blinder BD such that:
Advprv

Aprv
=

∣
∣ Pr

[

Expprv-0
Aprv

= 1
]

− Pr
[

Expprv-1
Aprv

= 1
]∣
∣ = ε(l) for a negligible

function ε. If such BD exists, then BD must be able to do the following: first,
BD simulates both R and TID, then after BD gets the state STID of TID from the
Corrupt query, playing only at the reader side (TID is simulated by Aprv running
the tag algorithm using either the real or a faked tag state), BD can answer
the Result query as R would do. Thus, BD is able to recognize whether the
messages received from Aprv (simulating TID) are computed with the real state
of TID or not. One can think of BD as a two-phase algorithm. In the first phase
BD simulates the protocol execution between R and a tag vtag . Then, in the
second phase, upon receiving the state STID of vtag, playing as the reader, BD

can distinguish if the tag messages received are computed according to the state
of the tag simulated in first phase or not.

Now we show that if BD exists, then BD can be used to construct a narrow-
forward adversary that distinguishes between any blinder B and the real oracles
with non-negligible probability. Hence, the existence of BD contradicts narrow-
forward privacy and thus in turn destructive privacy. The idea of a narrow-
forward adversary ABD

prv is to run BD as subroutine showing to BD a view that
is identical to the ones that it gets when playing with Aprv in Algorithm 7. The
goal of ABD

prv is to exploit the capabilities of BD to distinguish whether the output
of the SendTag oracle is generated by the real oracle using the real tag state or
by a blinder B for narrow-forward privacy having no information on the real
tag state. Formally, ABD

prv is defined in Algorithm 8 and works as follows: first,
ABD

prv creates two legitimate tags TID, TID′ (steps 1–2) and makes one of them
accessible as vtag (step 3). These three steps are also internally shown to BD.
Then, ABD

prv internally asks BD to start a new instance π of the Ident protocol
with vtag (step 4) and obtains the first protocol message m1 generated by BD

(step 5). Then ABD
prv randomly chooses a protocol round jR (step 6) and makes

BD to simulate the first jR rounds of the protocol, up to the point after BD has
sent the reader message m2jR−1 (steps 7–11). Then, ABD

prv queries the SendTag

oracle with the message m2jR−1 obtained by BD (step 12). Next, ABD
prv makes

vtag inaccessible by querying the Free oracle (step 13) and makes accessible a
randomly chosen tag vtag ′ by querying the Draw oracle (step 14). Note that
this step corresponds to the random selection of bit b in Algorithm 7. We stress
that steps 12–15 are not shown to BD. Now ABD

prv queries the Corrupt oracle and
obtains the state STID of vtag ′ (step 15). This query and STID are also shown to BD

(step 16). Then ABD
prv sends to BD the message obtained by the SendTag oracle in

step 12, which has either been computed by the real SendTag oracle or the blinder
B (step 17). Hereby, BD expects to receive a message that has been computed
according to the state STID obtained by Corrupt. Now the second phase starts,
where ABD

prv simulates the messages of vtag ′ using STID and the messages sent by
BD, which is playing as a reader (steps 18–24), until the protocol terminates,
as expected by BD. Now, for the hypothesis, BD can distinguish whether the
messages it receives are (i) computed according to the state of the tag simulated
in the first phase (thus Γ [vtag] = Γ [vtag′]) and in this case Result will output
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Alg. 8. Narrow-forward adversary ABD
prv

1: CreateTag(ID) � shown to BD

2: CreateTag(ID′) � shown to BD

3: vtag ← Draw(Pr[ID] = 1
2
, Pr[ID′] = 1

2
) � shown to BD

4: π ← Launch( ) � simulated by BD

5: m1 ← SendReader(−, π) � simulated by BD

6: jR ∈R {1, . . . , qR}
7: i ← 1

8: while i < jR do m2i ← SendTag(m2i−1, vtag) � simulated by BD

9: m2i+1 ← SendReader(m2i, π) � simulated by BD

10: i ← i + 1

11: end while
12: m2jR ← SendTag(m2jR−1, vtag) � computed by vtag
13: Free (vtag)
14: vtag ′ ← Draw(Pr[ID] = 1

2
, Pr[ID′] = 1

2
)

15: STID ← Corrupt(vtag ′)

16: Show STID ← Corrupt(vtag) to BD

17: m2jR+1 ← SendReader(m2jR , π) � simulated by BD

18: i ← jR + 1

19: while i < qR do
20: if i ≤ qT then m2i ← TID(i)(STID , m2i−1) � computed by ABD

prv

21: end if
22: m2i+1 ← SendReader(m2i, π) � simulated by BD

23: i ← i + 1

24: end while
25: b ← Result(π) � simulated by BD

26: return
(

Γ [vtag] = Γ [vtag′] ∧ b) ∨
(

Γ [vtag] �= Γ [vtag′] ∧ b̄
)

1, or (ii) with a different state (thus Γ [vtag] �= Γ [vtag ′]) and in this case Result
will output 0. Now we show that Advprv

ABD
prv

is non-negligible if BD exists.

First, consider the case where ABD
prv interacts with real oracles. If Γ [vtag ] =

Γ [vtag ′], then due to the existence of BD we have that Result returns 1 with
overwhelming probability, which makes ABD

prv to return 1 with the same prob-
ability. Note that even though BD learns the state STID of vtag only after ob-
taining message m2jR that has been computed from this state, by the stateless
property of the scheme and thus by Lemma 2, there is no noticeable difference
between the state of vtag before and after the computation of m2jR . In case
Γ [vtag] �= Γ [vtag ′], we have that the first message m2jR−1 received by BD has
been computed according to the state of vtag and all subsequent messages are
computed according to the state of vtag ′. This deviates from what BD expects
and thus BD could erroneously answer the Result query with 1. Let us denote with
p the probability that BD with input STID answers the Result query with 0 upon
receiving a message computed with a random state followed by messages com-
puted with STID . Then we have Pr

[

Expprv-0
ABD

prv
= 1

]

= 1
2 · (1− ε(l))+ 1

2 · p ≤ (1+p)
2 .
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Now, consider the case where Aprv interacts with B. Here we have that in both
cases (Γ [vtag] = Γ [vtag ′] and Γ [vtag] �= Γ [vtag ′]) the output of the SendTag
oracle computed by B for the forward adversary is computed with a random
state that with overwhelming probability is different from the state of vtag and
vtag ′. Thus, in both cases BD with input the state STID receives the first message
m2jR−1 computed according to a state that is different from STID . Hence we
have Pr

[

Expprv-0
ABD

prv
= 1

]

= 1
2 · (1 − p) + 1

2 · p = (1−p)
2 + p

2 = 1
2 . and it follows

that Advprv
ABD

prv
≤

∣
∣ (1+p)

2 − 1
2

∣
∣ = p

2 . Note that if p is non-negligible, so is the

advantage of ABD
prv and the proof is finished. If instead p is negligible, then BD

has non-negligible probability of answering 1 to a Result query when no message
originates from a valid state. (In the above experiment, this case happens when
jR corresponds to the last round of the protocol.) Obviously a reader that always
expects messages being computed according to a legitimate state would output
0 to a Result query in such an experiment, and this would contradict the fact
that (even a variation of) BD is successful against this variation of Aprv.

The last issue to address is the more general case where a reader admits
wrong messages from a tag, still responding with 1 to a Result query when some
messages are computed using a legitimate state. However, since the procedure of
the reader is public, the above proof can be generalized to any reader strategy.
Indeed, Aprv must replace some correctly computed messages with messages
computed with a random state such that the replacement of the valid messages
exposes the failure of BD. This is achieved by asking Aprv to compute each tag-
side message either using a legitimate or an illegitimate tag state with probability
q that comes from the description of the reader procedure for the Result query,
so that the output of this query is noticeably perturbed by the replacement of a
correctly computed message by a wrongly computed one. 	


7 Conclusion

In this paper, we revisited the security and privacy model for RFID systems
proposed by Paise and Vaudenay (PV-Model) [30]. This model is very interesting
since it covers many aspects of previous works and proposes a unified RFID
security and privacy framework. We showed several impossibility results that
show that the formalization given in the PV-Model is too restrictive and fails
in modelling real-life scenarios, where interesting privacy notions and reader
authentication are intuitively achievable. A partial and shorter version of this
work appeared in [1].
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Abstract. Wireless sensor networks (WSN) consists of sensor nodes

with limited energy, processing, communication and memory. Security

in WSN is becoming critical with the emergence of applications that re-

quire mechanisms for authenticity, integrity and confidentiality. Due to

resource constraints in WSN, matching public key cryptosystems (PKC)

for these networks is an open research problem. Recently a new PKC ba-

sed on quasigroups multivariate quadratic. Experiments performed show

that MQQ performed in less time than existing major PKC, so that

some articles claim that has MQQ speed of a typical symmetric block

cipher. Considering features promising to take a new path in the difficult

task of providing wireless sensor networks in public key cryptosystems.

This paper implements in nesC a new class of public key algorithm cal-

led Multivariate Quadratic Quasigroup. This implementation focuses on

modules for encryption and decryption of 160-bit MQQ, the modules

have been implemented on platforms TelosB and MICAz. We measured

execution time and space occupied in the ROM and RAM of the sensors.

Keywords: Multivariate Quadratic Quasigroup, Implementation of

Modules Encryption and Decryption, Wireless Sensor Network.

1 Introduction

Advances in miniaturization and wireless communications provide the develop-
ment of a new paradigm, where we highlight wireless sensor networks (WSN).
WSN’s are composed of small devices equipped with the processing unit, sensing
and communication, called sensor nodes [15].

The sensors extract and transmit environmental data to one or more exit
points of the network, called nodes sinks. Later, the data sent by the sensors
will be stored and then processed. The installation of such sensors can be at pre-
defined or not in the target area. These resources are extremely limited supply
of energy, processing power, memory, storage and communication systems with
low bandwidth [15,20].
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WSN’s can be used in various applications such as traffic control, monitoring of
environmental variables, to detect the presence of hazardous materials, detection
of enemy movements (military applications), identification and registration of
persons in large environments (airports) , monitoring of human health, monitor
the moisture levels in agricultural areas to carry out irrigation selectively detect
intruders in border areas among others [3,16].

Certain applications require WSN’s security requirements such as confidentia-
lity, integrity and authenticity. Among these applications we can mention moni-
toring vital signs of patients. In an application for monitoring of environmental
variables researchers can require the integrity of the data monitored. Applica-
tions for home automation authenticity is paramount, to enable the sensors are
monitored only by the owners. In industrial applications the requirement of the
three conditions can be crucial to prevent espionage or that other companies can
gain competitive advantage [3,16].

WSN’s using wireless communication, being more vulnerable to attacks, since
this mode of communication, the mode of transmission is broadcast. By using
broadcast, the network becomes more susceptible to the action of intruders,
which can easily listen to, intercept and alter data traveling on the network [16].

Given the resource constraints in a WSN, there is a profound impact on the
adoption of protocols and algorithms for communication and security. Therefore,
a key issue is to satisfy the application requirements for a secure, considering
the existing constraints on these networks [21,16].

The current solution to the problem of establishing security in WSN premises
is around symmetric cryptosystems, even considering the increased security af-
forded by public key cryptosystems [18,21].

Consider symmetric schemes have drawbacks to security, such as one single
key to encrypt and decrypt can jeopardize the entire system, if the key is exposed.
In this case it is good to note that applications in WSN the sensors are usually
exposed in the study environment, with a possible intruder violates any sensor
to obtain the private key is also used by other sensors [18,16].

Although PKC’s principle to permit greater security than symmetric schemes,
restrictions imposed by WSN makes the deployment of PKC on WSN an open
problem [21,18].

The difficulty of using PKC in WSN due to its speed a thousand times smal-
ler than PKC with respect to symmetric algorithms. This occurs because the
security of PKC be based on difficult mathematical problems as two discrete
logarithm problem and factorization of integers [9].

Recently a new scheme of public keys, called Multivariate Quadratic Quasi-
group (MQQ) based on multivariate polynomials and quadratic transformations
of strings quasigroups. Experiments conducted show MQQ several orders of ma-
gnitude faster than the most popular public key algorithms like RSA, DH or
ECC [9,7,1].

Experiments show that displays MQQ same level of security as RSA, where
the MQQ with keys of 160 bits get the same level of security with RSA keys of
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1024 bits. MQQ was very quick both to encrypt and to decrypt such speed makes
authors of articles quoting MQQ speed of a typical block cipher symmetric [9,7].

Considering the growing need for increased security for WSN, the limited
resources of this type of network and finally characteristics of promising MQQ
for platforms with limited resources may consider the MQQ a new way to provide
PKC for WSN . Despite the promising results of MQQ on other platforms, there
is no previous work related MQQ the WSN.

The results in [9] and validated [7] are promising, after all these documents
show that MQQ is faster than the more traditional public key cryptosystems
such as RSA and ECC.

This MQQ performance with respect to traditional PKC (RSA and ECC) calls
attention at all until the moment the performance of ECC was superior to other
traditional PKC, such as RSA [18,21,19]. MQQ gets the same level of security
than traditional PKCs, consuming much less computational resources [19,8,2].

Moreover MQQ displays the same level of security that other PKC requiring
minor keys. The two characteristics mentioned draw attention, but the fact of
MQQ need the basic operations XOR and AND between bits in the encryption
and decryption processes are essential given the limited hardware of a WSN.

So MQQ becomes a promise not only for WSN, but for limited processing
platforms as a whole. Since MQQ offers the security of conventional PKC’s
consuming much less computational resources [9,7].

Considering the fact WSN provide PKC to be an open research problem and
the emergence of a new public key scheme called Multivariate Quadratic Quasi-
group, which was proposed by Gligoroski, et al., [9]. Importantly, the fact that
the author of MQQ has the speed of a typical symmetric cipher [9,7] opens
new perspectives in way WSN provide PKC. Another fact that calls attention
to MQQ use in sensors is that this approach has operations in need of basic
instructions such as AND and XOR bit. This article describes the results of the
implementation and execution of the modules for encryption and decryption of
MQQ platforms TelosB [6] and MICAz [5].

The objective of this work is to analyze the performance of the encryption
and decryption modules MQQ a platform for WSN. Was not made a comparison
of MQQ with other PKC and was not made changes to make the MQQ safer.

Organization of the paper is the following: In Section 2 is a brief explanation of
concepts necessary for understanding the MQQ. Details on the platform used in
the experiments are found in section 3. Details of the algorithms for encryption
and decryption and considerations made to facilitate its implementation can be
found in sections 4 and 5. The results and analysis are shown in section 6. The
final considerations are in the section 7.

2 Concepts

In this section will be made brief remarks about concepts relevant to MQQ.
Further details about these concepts can be found in [7,10].
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Definition 1. A quasigroup is a groupoid that satisfies the following law.

(∀u, v ∈ Q)(∃!x, y ∈ Q)(u ∗ x = v, y ∗ u = v). (1)

Based on 1 we conclude that for every a, b ∈ Q there is a single x ∈ Q such that
a ∗ x = b. Then x = a\∗b where \∗ is a binary operation on Q and the groupoid
(Q, \∗) is also a quasigroup. The algebra (Q, ∗, \∗) satisfies the equation 2.

x\∗(x ∗ y) = y, x ∗ (x\∗y) = y (2)

Assuming an alphabet (a finite set) Q and Q+ the set of all nonempty words
(finite set of strings) formed by elements of Q. In this study both the notations
Q+ : a1a2...an and (a1, a2, ..., an) can be used, where ai ∈ Q. Consider ∗ the
quasigroup operation on the set Q. For each l ∈ Q were defined two functions
el,∗, dl,∗ : Q+ → Q+.

Definition 2. Consider ai ∈ Q, M = a1a2...an. Then
el,∗(M) = b1b2...bn ⇐⇒
b1 = l ∗ a1, b2 = b1 ∗ a2, ..., bn = bn−1 ∗ an,
dl,∗(M) = c1c2...cn ⇐⇒
c1 = l ∗ a1, c2 = a1 ∗ a2, ..., cn = an−1 ∗ an,
i.e., bi+1 = bi ∗ ai+1 and ci+1 = ai ∗ ai+1 for each i = 0, 1, ..., n − 1,
such that b0 = a0 = l.

The functions el,∗ and dl,∗ transformations are called e and d of Q+ based on
operation ∗ with the head l respectively.

Theorem 1. If Q, ∗ is a finite quasigroup, then el,∗ e dl, ∗ are mutually inverse
permutations of Q+, i.e.,

dl,\∗(el,∗(M)) = M = el,∗(dl,\∗(M))

for each l ∈ Q and for each string M ∈ Q+.

Definition 3. A quasigroup Q, ∗ of order 2d is called Multivariate Quadratic
QuasiGroup of type Quadd−kLink if exactly d − k polynomials fi are of degree
2 (quadratic) and k of them are of degree 1 (linear), where 0 ≤ k < d.

Multivariate Quadratic Quasigroup (MQQ) is a special class of quasigroups
[7,10].

3 Implementation Multivariate Quadratic Quasigroup

In this work the focus will be given in the algorithms to encrypt and decrypt,
where details about the algorithms and MQQ key generation, encryption and
decryption are found in [7,10].

The purpose of this work is to implement the encryption and decryption of
MQQ on a node of wireless sensor networks, platforms using the crossbow’s
TelosB, 16-bit RISC processor with 10 KBytes of RAM and 48 KBytes of ROM
for program MICAz and 4 KBytes of RAM and 128 KBytes of ROM for program.
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The encryption and decryption modules were built into the operating system
TinyOS 2.0.2 [13], having been written in C (ANSI) and then being called into
nesC code have not been made aiming at optimizations perform in a specific
sensor platform. In the implementations we used the nesC component Timer to
check the execution time of each module, having been used for precision TMilli
and getNow command to get current time [4]. The time was determined from the
difference of the result of two calls, before and after calls of methods to encrypt
and decrypt.

The development environment used was the linux distribution XubunTOS,
being used as simulators to TOSSIM [14,12] and Avrora testing and validating
the implementation. Later, the sources of the encryption and decryption were
implemented in TelosB platforms and MICAz.

In the experiments we chose the platform of WSN’s crossbow TelosB [6],
which is an open platform designed to allow experiments and laboratory studies
in the scientific community. It has features such as programming via USB, radio
antenna integrated IEEE 802.15.4, data transmission rate of 250 kbps. It has the
TI MSP430 microcontroller manufactured with Texas Instruments 8 MHz, 16-bit
RISC architecture, 10 KBytes of RAM and 48 KBytes of ROM for program. In
addition, optional features such as integrated sensors of temperature, humidity,
light. Besides supporting the operating system TinyOS. Another WSN platform
used was the crossbow MICAz [5], which has baud rate of 250 kbps and the rate
of transmission of radio module can vary from 2.4 to 2.48 GHz has 4 KBytes of
RAM and 128 KBytes of ROM for program, and supports TinyOS.

The implementation was done using MQQ with keys of 160 bits, 160 bits with
second MQQ [7] has the same level of security as RSA 1024 bits.

Will be collected memory space occupied by MQQ in RAM and ROM on the
platforms TelosB and MICAz. Analyze the space on memory is vital to assess
whether MQQ can be a viable proposition for WSN, after all space is needed in
the sensor memory to run useful applications. Importantly, the programmable
flash memory in the two existing platforms will be called a ROM.

To facilitate the experiments, the data structures that represent the eight
quasigroups and not natural and inverse matrices are represented by multidi-
mensional vectors. The values of the eight quasigroups and the natural and
inverse matrices are fixed in ROM of the sensors.

4 Encryption

The algorithm for encryption is the multiplication of a set of n multivariate
polynomials P={Pi(x1, ..., xn)|i = 1, ..., n} on a vector x = (x1, x2, ..., xn), i.e.,
y = P (x) [9,7].

In this implementation each polynomial Pi is interpreted with its coefficients
ci ∈ {0, 1},

Example: Consider Pi = c0 + c1 × x1 + c2 × x2 + c3 × (x1 × x2), Pi = 0110 ≡
Pi = x1 + x2

To implement the encryption MQQ P has been represented as a matrix and
x as a vector, where y = P (x) was represented with the result of multiplying P
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for x, where operations are represented by the sum an XOR operation between
bits and the multiplication of two variables is represented by an AND operation
among bits.

Example: Consider x = {x1 = 1, x2 = 0, x3 = 1} and the polynomial P1
P1(x) = (x1 × x2 + x1 × x3)
P1(x) = (x1 AND x2 XOR x1 AND x3)
P1(x) = 1 AND 0 XOR 1 AND 1 = 0 XOR 1
P1(x) = 1

We can represent y = P (x) as follows below [7,10]:
Pi(x1, ..., xn) = ai,0,0 +

∑n
j=1 ai,j,0xj +

∑n−1
j=1

∑n
k=j+1 ai,j,kx(k − j)xk,

Then ai,0,0 ∈ {0, 1}.
Then y = P (x) ≡ y = A × X.
In this case A is the public key of MQQ and represents the coefficients in

each polynomial, i.e., term will not exist in polynomial coefficient 0. By owning
coefficients for n polynomials and the permutation the n terms x1, ..., xn of a
polynomial, then the matrix A has the dimension of A

n×(1+n+ n×(n−1)
2 ). The

matrix A consists of a vector of n positions, where for each position matrix A is
a vector with 160 positions locations, where each element of the array can get a
bit. Since the defined position vector of polynomials (bit 1) means that a term
belongs to the determined polynomials.

This means that for an implementation of MQQ with keys of 160 bit public
key and the matrix A with size would be A160×12881 which would give a size of
160 × 12881 = 2060960 bits, turning in kilobytes (2060960 ÷ 8) ÷1024 = 251.58
KBytes.

X is a vector of size 12 881 X12881×1, being obtained by permutation of
x = (x1, ..., xn). Once the encryption process can be described as:

y(y1, ..., yn) = A160×12881 × X12881×1

Fig. 1. Representation of multiplication of the public key with the vector X

According to [7] y=A × X represents the encryption process, according to the
figure 1.

But it is important to make some considerations about the size of the keys and
instructions used in encryption. The first consideration relates to the instructions
used in the encryption that are summarized AND and XOR bit instructions
simple to be implemented in a sensor node.
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Considering the size of the public key of 251.58 KBytes prevents the allocation
of these keys in memory of a sensor, either RAM or even ROM.

This paper presents a proposal to shrink the public key based on the fact that
a term may be redundant in several polynomials [9]. Once you use a vector of
length 12 881 bits, if one of the bits of A is 0 means that the term does not
exists in the polynomials.

A bit of A is a term that means there are some polynomials, having been crea-
ted an auxiliary 160-bit vector what is the 160 reports in which the polynomial
term is present. Assist in the vector when the bit is 1 means that the term is a
given polynomial, as depicted in figure 2.

Fig. 2. Proposed new representation for public key used MQQ

In this solution the 12881 bits represented by the permutation of the terms
(x1, ..., xn) are fixed in ROM of the sensor, however the 160-bit vector auxiliary
are dynamically allocated case in which to inform the polynomial term is present.

The idea is to have a vector with all permutations of terms. Example x1, x2,
..., x1x3, ... x1x160. So the technique used to reduce the size of the public key A
is to advise that particular term belongs simultaneously to several polynomials.

In figure 2 in the term 1 is the polynomials P1, P2, P3, P50, P90 and P160.
The term x3 is the polynomials P1 and P2. While the term x160x1 is found
in polynomials P55, P80 and P81. In polynomials the item x3 belongs to the
polynomials P1 and P2.

Example:
P1 = 1 + x3 + x1x160
P2 = 1 + x3
P3 = 1
P50 = 1
P55 = x160x1
P80 = x160x1
P81 = x160x1
P90 = 1
P160 = 1
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In the new approach the matrix A is represented in a vector of length
A[12881/16] getting A[806] a 16-bit vector, and the auxiliary structure has
size Auxiliar[160/16] which is equivalent to a vector Auxiliar[10] of 16 bits.
The advantage this approach is to reduce the size required to store the public
key, and in some cases the optimal public key to decrease to 251.58 KBytes
(12881 ÷ 8) ÷ 1024 = 1.57 KBytes. So in that scenario is to implement MQQ of
encryption in wireless sensor networks is the greatest difficulty in finding mecha-
nisms to reduce the size public key and may use other forms of representation
as sparse matrices.

5 Decryption

The definition of the decryption algorithm MQQ is described in the table 1 [9].

Table 1. Algorithm to decrypt and sign

Algorithm to decrypt / sign with private key T, S, ∗1, ..., ∗8

Input: Vector y = y1, ..., yn.

Output: Vector x = (x1, ..., xn) such that P (x) = y

1. y′ = T −1(y).

2. W = y′
1, y

′
2, y

′
3, y

′
4, y

′
5, y

′
6, y

′
11, y

′
16, y

′
21, y

′
26, y

′
31, y

′
36, y

′
41.

3. Z = Z1, Z2, Z3, Z4, Z5, Z6, Z7, Z8, Z9, Z10, Z11, Z12, Z13 = Dob−1(W ).

4. y′
1 ←− Z1, y

′
2 ←− Z2, y

′
3 ←− Z3, y

′
4 ←− Z4, y

′
5 ←− Z5, y

′
6 ←− Z6,

y′
11 ←− Z7, y

′
16 ←− Z8, y

′
21 ←− Z9, y

′
26 ←− Z10, y

′
31 ←− Z12, y

′
41 ←− Z13.

5. y′ = Y1...Yk where Yi are vectors of dimension 5.

6. Being ∗i , i = 1, ..., 8, obtaining x′ = X1...Xk , so that,

X1 = Y1, X2 = X1\1Y2, X3 = X2\2Y3 and Xi = Xi−1\3+((i+2) mod 6)Yi

7. x = S−1(x′)

The algorithm used to decrypt a private key comprised two nonsingular ma-
trices T and S and eight quasigroups ∗1, ∗2, ∗3, ∗4, ∗5, ∗6, ∗7, ∗8. The matrices
Tn×n and Sn×n, in the case of this implementation dimensions are T160×160 and
S160×160. So to store the matrices T and S will be used a structure that stores
2 × (160 × 160) = 51200 bits, leaving (51200 ÷ 8) ÷ 1024 = 6.25 KBytes.

Each of the eight quasigroups ∗1, ..., ∗8 is a matrix of size 32 x 32 = 1024,
where one of 1024 positions of a virtual group has 5 bits.

Once the size of one of the eight quasigroups is 32 × 32 × 5 = 5120 = 5120
bits, so to store the eight quasigroup will need a space for 8× (322 × 5) = 40
960 bits which would (40960 ÷ 8) ÷ 1024 = 5 KBytes.

In all the private key needs to be stored 11.25 KBytes and be made feasible the
implementation of the encryption a private key has been placed in ROM of the
sensor. But it is important to consider that within each quasigroup is polynomial
terms of opening up space for redundant implementation that optimizes the
space occupied by quasigroups.
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The entrance to the decryption algorithm consists of a vector y of 160 bits
representing the encrypted message. While the output of the algorithm is repre-
sented by a vector x of 160 bits representing the message decrypted. Since y and
x represented in a vector of 16 bits with 10 positions.

Step 1 of table 1 is the inverse of matrix multiplication T−1
160×160 with the

vector entry y160×1. In this implementation the inverse matrix T−1 is fixed in
ROM of the sensor, being represented as an array of 16 bits with size T−1

160×16.
The operations of multiplication and sum consisting of ANDs and XOR between
the bits of T−1 and y, the result being assigned to the vector y′.

Step 7 of table 1 is the same procedure of step 1, so that instead of y′ = T−1(y)
would be x = S−1(x′).

To implement the sensor arrays in MQQ T−1 and S−1 will be fixed in ROM
of the sensor.

The second step aims to achieve 13 bits of the vector y′ = T−1(y),
which are arranged in 13-bit vector W . The vector W receives each bit
y′
1, y

′
2, y

′
3, y

′
4, y

′
5, y

′
6, y

′
11, y′

16, y
′
21, y

′
26, y

′
31, y

′
36, y

′
41 vector y′.

The third step is to research the inverse matrix of Dob−1, taking as input
parameter the vector of W 13 bits.O result of this research in the matrix Dob−1

is assigned to the vector Z 13 bits. The size Dob−1 is 13 × 213 = 106496, totaling
13 KBytes.

The fourth step is to assign each of the bit vector Z again to the vector y′.
In the fifth step the bits of y′ 5 will be organized and arranged in 5 bits in

the vector Y = Y1, ..., Y160/5 = Y1, ..., Y32, and Y be a vector of dimension 32x5.
The sixth step results in the vector x′ = X1, ..., X32 of dimension 32 x 5, where

each Xi has 5 bits resulting from research groups in the quasigroups ∗1, ..., ∗8.
For an element of quasigroup is given a month 10-bit value representing the
address of an element of quasigroup.

In decrypting the data stored in the ROM of the sensor were T−1, S−1,
Dob−1 and quasigroups ∗1, ..., ∗8 giving a total of static structures to be stored
(2 × 1602) + (13 × 213) + (8 × 322 × 5) = 198656 bits, i.e., 24.25 KBytes.

Whereas in the quasigroups may be redundant terms were not made in this
implementation optimizations to reduce the space occupied by quasigroups.

6 Results

The results were obtained from the implementation of the modules for encryp-
tion and decryption on the platforms TelosB and MICAz, the parameters were
measured execution time and memory used. We obtained 10 samples of encryp-
tion and decryption modules on platforms TelosB and MICAz.

The space occupied by the modules for encryption and decryption are shown
in table 2.

According to Table 2 the space occupied by the RAM and ROM in the process
of encrypting and decrypting in MICAz are larger than other values, for two
reasons. The first is due to the fact that the amount of static arrays to be stored
in the memory of the sensor in decryption to be greater and should be considered



Implementation of Multivariate Quadratic Quasigroup for WSN 73

Table 2. Space occupied by the modules to decrypt and decrypt

Platform TelosB MICAz

Algorithm Encryption Decryption Encryption Decryption

RAM (bytes) 26 28 1658 31024

ROM (bytes) 3436 34582 2778 33748

RAM (KBytes) 0.025 0.027 1.61 30.29

ROM (KBytes) 3.35 33.77 2.71 32.95

that no optimization was done in order to reduce the size of quasigroups that
have redundant terms. The second fact is due to implementation, because the
declaration of the policy matrix was placed const and when this policy TelosB
find it automatically allocates these structures in the ROM which does not occur
with the MICAz.

In table 3 is the percentage occupied by MQQ on TelosB and MICAz where
we can determine the percentage of occupancy in the memory (RAM and ROM)
the procedures for encryption and decryption of MQQ platforms TelosB and
MICAz.

Table 3. Percentage of memory space occupied by the procedure encrypt and decrypt

Platform TelosB MICAz

MQQ Encryption Decryption Encryption Decryption

RAM % 0,25 0,27 40,25 757,25

ROM % 6,97 70,35 2,11 25,74

Figures 3 and figure 4 is the relationship between the space occupied in me-
mory by MQQ and size of memory available on the platforms TelosB and MICAz.

Fig. 3. Memory Used by the MQQ on TelosB
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Fig. 4. Memory Used by the MQQ on MICAz

We can see that the platform TelosB consumption of RAM is minimal. The
consumption of the ROM decryption TelosB is greatest in connection with en-
cryption, where the largest concentration in the ROM is due to the use of policy
const, thereby placing data in ROM. The decryption requires more memory space
due to the need of data structures represented by the quasigroups, the inverse
matrices T, S and reverse Dobbertin. Whereas the objective of this work is a fair
comparison of MQQ platforms tested, so no specific optimization was performed
for MICAz in order to put the static structures in the ROM. Importantly, this
study does not address the optimization algorithm proposed by [9], but consi-
dering that the quasigroups may have repeated elements can reduce the space
required to store these quasigroups.

On the platform TelosB MQQ is promising after the higher consumption of
memory is in ROM, in addition there are prospects of reducing the size occupied
by data structures used in the encryption and decryption MQQ. The platform
also MICAz is promising, after putting the data structures in the ROM space is
not critical in MICAz platform.

In the experiment with the decryption MICAz with the space occupied by
decrypting extrapolated the available memory, so could not execute and thus
obtain the execution time MQQ. But as has been reviewed with the problem
MICAz can be circumvented by placing the data structures in ROM and impro-
ved by optimizing the space occupied by data structures MQQ.

It is important to emphasize that it is possible to reduce the size of the
data structures needed by MQQ, because the polynomials usually have repeated
terms. Soon there is room for further research in order to reduce the size of the
data structures used by MQQ.

Reduce the space occupied by MQQ is essential for real applications requiring
security in WSN, after all the little available memory on the sensor should coexist
both the actual application of WSN as the cryptographic algorithms.

Samples with the execution times of the modules for encryption and
decryption are shown in table 4.
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Table 4. Runtime modules and decrypt decrypt

Platform TelosB MICAz

Algorithm Encryption Decryption Encryption

sample 1 (milliseconds) 825 117 445

sample 2 (milliseconds) 822 116 445

sample 3 (milliseconds) 826 117 445

sample 4 (milliseconds) 826 116 445

sample 5 (milliseconds) 823 117 445

sample 6 (milliseconds) 827 117 445

sample 7 (milliseconds) 827 116 445

sample 8 (milliseconds) 825 117 445

sample 9 (milliseconds) 825 116 445

sample 10 (milliseconds) 825 117 445

Average (milliseconds) 825.1 116.6 445

As can be seen in table 5 decryption module not implemented in MICAz,
missing modify the decryption to allocate the necessary static structures in the
ROM. The structures were declared as const static and when TelosB find these
policies allocates the data in the ROM the same is not true of MICAz.

Despite not having been registered in the decryption of the MICAz MQQ,
since the size of the decryption MICAz exceeded the available space in RAM.
In figure 5 can have a relationship of runtime on both platforms tested. As can
be seen from time to encrypt TelosB is approximately seven times greater than
the time to decrypt further finds that the time to encrypt the platform MICAz
is almost double what the platform TelosB.

Considering the relationship of performance on TelosB, we can estimate the
time to decrypt the MICAz would be approximately 63.00 milliseconds, it is
important to note that in the decryption MICAz is only an estimate based on
implementation of the TelosB MQQ.

Fig. 5. Runtime MQQ



76 R.J.M. Maia, P.S.L.M. Barreto, and B.T. de Oliveira

7 Conclusions

This paper proposes a new approach to solve the problem of providing PKC
in WSN to enable the implementation of 160-bit MQQ platforms TelosB and
MICAz. Is important to consider this innovative work in the proposal to bring
this new PKC for WSN based multivariate quadratic quasigroups.

The main contribution of this paper is to propose a new approach to provi-
ding wireless sensor networks with public key cryptosystems, using the algorithm
based on quasigroups multivariate quadratic. Also proposed is a way to accom-
modate the data structures necessary for the process of encryption MQQ in
the original works to encrypt data structures require more space than the me-
mory available on the platforms used TelosB and MICAz. In this approach it is
considered that in terms of the polynomials involved MQQ may be repeated.

The platform TelosB had a larger footprint in ROM because every time a
structure declared with const is found, the data are stored in ROM.

In any case it is necessary to perform optimizations to reduce the space occu-
pied by the eight quasigroups in the decryption module and the public key. The
reduction of the space occupied by these structures is possible because there is
redundant elements in quasigroups and the public key.

The times obtained in the experiments with the sensors show that it is fea-
sible to use MQQ in wireless sensor networks, but is important to report that
in [17] the MQQ with up to 160 variables was broken. In [11] perceives that
if a suitable replacement for the Dobbertin transformation is found, MQQ can
possibly be made strong enough to resist pure Gröbner attack for correct choices
of quasigroups size and number of variables. Therefore the Dobbertin transfor-
mation is weakness in the MQQ [11]. Although MQQ have been broken keys
of 160 bits, the principle of cryptographic on MQQ was not broken. Despite
MQQ be promising is essential to find a suitable replacement for the Dobbertin
transformation [11].

The MQQ exhibited favorable performance in platforms TelosB and MICAz,
but there are aspects of MQQ that still need to be analyzed in WSN, such
as key generation algorithm of MQQ, energy consumption of MQQ algorithms,
performance comparison between ECC and MQQ.
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Abstract. This work presents efficient hardware architectures for elliptic curves 
cryptoprocessors using polynomial and gaussian normal basis. The scalar point 
multiplication is implemented using random curves over GF(2233) and the Lo-
pez-Dahab algorithm. In this case, the GF(2m) multiplication is implemented in 
hardware using three algorithms for polynomial basis (PB) and three for gaus-
sian normal basis (GNB). The cryptoprocessors based on PB with D=32 and 
GNB with D=30 use 76 μs and 60 μs for scalar multiplication and 26697 and 
18567 ALUTs, respectively. The compilation and synthesis results show that 
the GNB cryptoprocessor presents a better performance than PB cryptoproces-
sor. However, the last one is less complex and more scalable from the design 
point of view. 

Keywords: Polynomial basis, normal basis, elliptic curves. 

1   Introduction 

In order to protect or exchange confidential information, cryptography plays an im-
portant role in the security of the information. Therefore, it is necessary to implement 
efficient cryptosystems, which can support applications economically feasible. In this 
context, public key cryptography based on elliptic curves is widely used in applica-
tions like: private key exchange and digital signatures [1]. Additionally, the Elliptic 
Curve Cryptography (ECC) can be used in applications where the computational 
resources are limited such as smart cards, cellular telephones and wireless systems 
which are gradually replacing many traditional communication systems [2]. The ECC 
systems are included in the NIST and ANSI standards, and the principal advantage 
over other systems of public key like RSA is the size of the parameters, which are 
very small, however the ECC systems provide the same level of computational  
security.  

New techniques like parallelized algorithms and efficient cryptographic algorithms 
are used for communications security. However, the performance of cryptographic 
methods is crucial for real world applications. Due to hardware technologies can pre-
sent a physically communication security, they can be used for implementing crypto-
graphic algorithms with high performance and low cost. The public-key cryptography 
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plays an important role in protecting the information. In this context, elliptic curve 
cryptography (ECC) is emerging as a very good alternative to RSA, the conventional 
public-key system used on the Internet today. The main advantage of ECC over other 
public-key systems is that ECC presents higher security per key bit compared with 
RSA. That means ECC offers equivalent security with smaller key sizes and uses 
fewer computational resources. It is generally accepted that a 233-bit ECC key pro-
vides comparable levels of computational security as a 2048-bit RSA key [3]. Due to 
its computational advantages, ECC is particularly well suited for mobile and wireless 
applications where the computational platforms are constrained in the amount of 
available computational resources and battery power. 

The ECC is included in several international standards such as ANSI X9.62 [4], 
IEEE P1363 [5] and NIST [6]. Recently, the National Agency of Security (NSA) 
recommended the use of ECC to protect sensitive US Government information. 

The hardware implementation of ECC can be divided into three levels: finite field 
arithmetic, elliptic group operation and scalar (or point) multiplication. Therefore, in 
order to achieve efficient hardware implementations it is important to reach the best 
algorithm optimization for each level. However, it is important to mention that the 
most expensive operation applied in ECC systems is the “scalar multiplication” of a 
large natural number with a point on an elliptic curve [7]. In this case, the perform-
ance of an elliptic curve cryptoprocessor depends on the multiplication over  
GF(2m). So, the finite field multiplier is the most important functional block of the 
cryptoprocessor. 

2   Related Work 

Several algorithms for finite field operations and point multiplication have been  
proposed and efficiently implemented in hardware [8-14]. 

B. Ansari and M. Anwar in [8] presented a high-performance architecture of ellip-
tic curve scalar multiplication based on the Montgomery ladder method over finite 
field GF(2m), and using a pseudopipelined word-serial finite field multiplier that  
works in parallel with other finite field blocks. 

C.H. Kim, S. Kwon and C.P. Hong in [9] proposed an architecture based on the 
López–Dahab elliptic curve point multiplication and used gaussian normal basis  
for GF(2163). In that work, three 55-bit word level multipliers were employed to  
parallelize Lopez-Dahab algorithm. 

K. Järvinen and J. Skyttä in [10] presented an implementation of point multiplica-
tion on Koblitz curves with parallel finite field multipliers. In that work, polynomial 
and gaussian normal basis are used to represent finite field elements. 

W. Chelton and M. Benaissa in [11] proposed the design of a high-speed pipelined 
application-specific instruction set processor (ASIP) for ECC over GF(2163). In that 
work, different levels of pipelining were applied to the data path to find an optimal 
pipeline depth and the Mastrovito bit parallel multiplier was chosen because it was 
suitable for pipelining. 

M. Juliato, G. Araujo, J. López and R. Dahab in [12] implemented finite field  
operations on NIOS II processor. That work evaluated finite field operations using 
gaussian normal basis over GF(2163). 
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S. Antao, R. Chaves, and L. Sousa in [13] presented a very compact and flexible 
processor. In that case, the processor supported ECC systems using polynomial basis 
representation over GF(2163). 

B. Muthukumar, Dr. S. Jeevanantharr in [14] presented an elliptic curve cryptogra-
phy coprocessor. In that work, an FPGA-based modular multiplier architecture over 
GF(2233) is proposed using both shifted canonical basis and type II optimal normal 
basis. 

3   Mathematical Background 

3.1   Elliptic Curves Arithmetic over GF(2m) 

The non-supersingular curves are usually chosen to elliptic curve cryptosystems, and 
an elliptic curve E over the binary field GF(2m), is defined by Equation (1),  

y2 + xy=x3 + ax + b . (1) 

where a and b ∈ GF(2m), b ≠ 0. It is well known that the set of points P = ( x, y), 
where x, y ∈ GF(2m), that satisfy the equation, together with the point ∞, called the 
point at infinity, form an additive abelian group Ea,b with ∞ serving as its identity. 
Next, the group laws for non-supersingular curve are described: 

1. Identity. P + ∞ = ∞ + P for all P ∈ Ea,b  
2. Negative. If P = (x, y) ∈ Ea,b then (x, y) + (x, x + y) = ∞. The point (x, x + y) 

is denoted by −P and called the negative of P. Also, −∞ = ∞. 
3. Point addition. Let P = (x1, y1) ∈ Ea,b and Q = (x2, y2) ∈ Ea,b, where P ≠ ±Q. 

Then the addition P + Q = (x3, y3), where  

x3 = λ2 +  λ + x1 + x2 + a . (2) 

y3 = λ(x1+x3)
 + x3 + y1 . (3) 

with 
21

21

xx

yy

+
+

=λ  . (4) 

4. Point doubling. Let P = (x1, y1) ∈ Ea,b where P ≠ -P. Then the point doubling 
2P = (x3, y3), where  

x3 = λ2 +  λ + a . (5) 

y3 = x1
2 + λx3

 + x3 . (6) 

with 
1

1
1 x

y
x +=λ  . (7) 
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3.2   Representation of Elements of Binary Fields 

The binary field GF(2m) or characteristic two finite field contains 2m elements and can 
be view as a vector space over GF(2) with dimension m. All field elements can be 
represented uniquely as binary vectors of dimension m. There is a variety of ways to 
represent elements in a binary finite field, depending on the choice of a basis for rep-
resentation. Polynomial basis and normal basis are commonly used and supported by 
NIST and other standards. 

Polynomial Basis. Finite fields of order 2m are called binary fields. One way to  
construct GF(2m) is to use a polynomial basis representation: The elements of GF(2m) 
are the binary polynomials of degree at most m - 1:  

{ }{ }10,1,0:1)2( 1
2

2
1

1 −≤≤∈++++= −
− miaxaxaxaGF i

m
m

m  . (8) 

Let 1)( 1
2

2
1

1 +++++= −
− xpxpxpxxP m

m
m  (where pi ∈ GF(2)) be an irreducible 

polynomial of degree m over GF(2). Irreducibility of p(x) means that p(x) cannot be 

factored as a product of binary polynomials with degree less than m. 
The field element is usually denoted by the bit string (am-1am-2…a1a0) of length m, 

thus the elements of GF(2m) can be represented by the set of all binary strings of 
length m. The multiplicative identity element ‘1’ is represented by the bit  
string (00…01) while the additive identity element is represented by the bit string of 
all 0’s. 

Field operations: the following arithmetic operations are defined on the elements 
of GF(2m) when using a polynomial basis representation with reduction polynomial 
p(x): 

• Addition: If we define the elements a, b ∈ GF(2m) to be the polynomials 
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Where, a=( am-1am-2…a1a0 ) and b= (bm-1bm-2…b1b0) are elements of GF(2m), 
then a + b = c = (cm-1cm-2…c1c0) where the bit additions in Equation (9)  
( ai + bi) are performed modulo 2. 

• Multiplication: the finite field multiplication of two field elements, where 
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multiplying A(x) and B(x) and performing reduction modulo p(x) or alternatively 
by interleaving multiplication and reduction, then the multiplication is shown as 
follows: 

)x(pmod)a)x(bxa)x(bxa)x(b...xa)x(b( m
m 01

2
2

1
1 ++++−

−  . (10) 

∑
−

=

=
1

0

m

i

i
i )x(pmodxa)x(b)x(C  . (11) 

Inversion: if a is a non zero element in GF(2m), the multiplicative inverse a- 1(x) of 
element a(x) in the finite field GF(2m) is defined as the element that satisfies the mul-
tiplication a(x).a-1(x) = 1 mod f(x). Where f(x) is an irreducible polynomial. Com-
monly, methods for finite field inversion over GF(2m) are mainly based on Fermat’s 
theorem and on Euclid’s algorithm.  

Normal Basis. ANSI X9.62 describes detailed specifications of ECC protocols and 
allows Gaussian Normal Basis be used to represent finite field elements [15]. An 
element in the GF(2m) has the computational advantage that squaring can be done 
very efficiently. However, multiplying distinct elements can be cumbersome. In this 
case, there are multiplication algorithms that make both simpler and more efficient 
this operation. 

A normal basis for GF(2m) is as follows: 

{
1m2 222 β,,β,ββ,

−
… }, where β ∈ GF(2m) 

Where, any element α ∈ GF(2m) can be written as follows: 

i
m

i
iaa 2

1

0

β∑
−

=

=  , where { }1,0∈ia . (12) 

The type T of a GNB is a positive integer, and allows measuring the complexity of the 
multiplication operation with respect to that basis. Generally, the type T of smaller 
value allows for a more efficient multiplication. For a given m and T, the field GF(2m) 
can have at most one GNB of type T.  

A GNB exists whenever m is not divisible by 8. Let m be a positive integer and let 
T be a positive integer. Then the type T of a GNB for GF(2m) exists if and only if 

1+= Tmp  is prime. 

If {
1m2 222 β,,β,ββ,

−
… } is a GNB in GF(2m), then the element i

m

i
iaa 2

1

0

β∑
−

=
=  is 

represented by the binary string ( )1210 −ma.....aaa , where { }1,0∈ia  . 

In this case, the multiplicative identity element is represented by the bit string of all 1s. 
The additive identity element is represented by the bit string of all 0s. An important result 
for the GNB arithmetic is the Fermat’s Theorem. For all β ∈ GF(2m) so that: 

ββ =
m2

 . (13) 
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This theorem is important to carry out the squaring of an element in GF(2m). 
Field operations: the following arithmetic operations are defined on the elements 

of GF(2m), when using a normal basis representation. The following arithmetic  
operations are defined on the elements of GF(2m), when using a GNB of type T: 

• Addition: If ( )1210 −= ma.....aaaa  and ( )1210 −= mb...bbbb  are elements of 

GF(2m), then )...( 1210 −==+ mcccccba  where  ci = (ai + bi ) mod 2. 

• Squaring: Let ( )1210 −= ma.....aaaa  ∈ GF(2m), then 
2
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−= due to Fermat’s Theorem; ββ =

m2 , then 

( )22101
2

−−= mm a.....aaaaa , in this case, squaring is a simple rotation of the 

vector representation. 

• Multiplication: in order to perform multiplication, first, it is necessary to 
construct a function F(U,V) on inputs U = ( U0 U1 ... Um-1 ) and V = ( V0 V1 
… Vm-1 ) as follows: 

∑
−

=
−+=

2

0
)()1(),(

p

k

kpjkj VUVUF  . (14) 

From Equation (14) the sub indexes j(k+1) and j(p-k) can be computed as 
shown in algorithm 1. 

4   Hardware Architectures for Finite Field Arithmetic 

Finite field arithmetic has increased the attention of the researchers due to crypto-
graphic applications and error correction codes. It is well known that GF(2m) is easier 
to implement in hardware than other finite fields (GF(p)). This section presents the 
developed hardware architectures for finite field arithmetic in this work. 

4.1   Algorithms for Polynomial Basis Multiplication over GF(2m)  

Finite field multiplier always plays an important role determining the performance of 
the cryptoprocessors due to the elliptic curve point multiplication involves intensive 
finite field multiplications.  

Bit-serial Multiplication Algorithms. Two algorithms, right-to-left and left-to-right, 
are generally used to derive the least significant or most significant bit for bit-serial 
multipliers (LSB or MSB) [16-20]. 

LSB and MSB first multipliers are polynomial basis multipliers and compute the 
GF(2m) multiplication in m cycles. The product is obtained by the addition of  
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partial-products, and the reduction is interleaved with the addition steps and per-
formed by additions of the irreducible polynomial. Fig. 1 shows the MSB first poly-
nomial basis multiplication algorithm [19]. 

Linear feedback shift registers are used to perform reductions B=x.B(x) mod p(x) 
or C=Cx+a.B(x) mod p(x). However, the register of the operand B can be saved in the 
MSB first algorithm compared with the LSB first in which both the contents of B and 
C need to be updated on each iteration. 

 

Fig. 1. LSB first polynomial basis multiplication algorithm 

The hardware implementation of the MSB first multiplication algorithm proposed 
in [19] is shown in Fig. 2, and uses m cells and calculates the multiplication in  
m cycles.   

 

Fig. 2. Block diagram for MSB first based multiplier in GF(24) 

Digit-Serial Multiplication Algorithm. The digit-serial multiplier is a parallel  
version of the bit-serial multiplier [18-20]. Digit-serial multiplier can compute several 
bits of the product in each clock cycle. Let D denote the digit size, then it takes m/D 
clock cycles to complete one multiplication in GF(2m). The digital-serial left to  
right multiplication algorithm is shown in Fig. 3.  

Algorithm 1: MSB first polynomial basis multiplication algorithm  

 Input: A, B ∈ GF(2m)      Output: C=AB mod p(x)  

0. C(x)=0 
1. For k = m-1 to 0 do 
2. C=C.x + Am-1B mod p(x) 
3. A=A<<1 
4. End for 



86 V. Tujillo-Olaya and J. Velasco-Medina 

 

Fig. 3. Digital serial multiplication algorithm 

The advantage of the digit-serial multiplier over serial multipliers is that it can  
increase the speed of multiplication, but the digit-serial multiplier requires to use a reduc-
tion module. The hardware implementation of the digit-serial multiplication algorithm 
presented in [18] is similar to the MSB first multiplier and is shown in Fig. 4. It contains 
LFSRs for computing c(x)=xDc(x)+s(x) and XOR-AND arrays for computing s(x). 

C232 C231 C230 C229 C81 C80 C79 C78 C77 C76 C75 C74 C4 C3 C2 C1 C0

x3b(x)mod p(x)

x2b(x)mod p(x)

xb(x)mod p(x) Q D

A(x)

233

233

233

233

Ck

Cj-4

Sj

S

Cj

233

B(x)

P(x)

shifted by 4

 

Fig. 4. Block diagram for Digit-serial multiplier in GF(2233) 

Hardware Architecture for Serial Multiplier using PCA cell. In [16], H. Li and C. 
N Zhang presented a low complexity Programmable Cellular Automata (PCA) based 
versatile modular multiplier in GF(2m) and this is shown in Fig. 5. In this case, the 
PCA rules are shown in Table 1. Where, Cm is configured as the coefficients of B(x), 

Algorithm 2: Digit-serial multiplication algorithm  

Input: A,B ∈ GF(2m)      Output: C=AB mod p(x)  

0. C(x)=0, a’ =A 
1. For k = m/D-1 to 0 do 
2. dD-1=a’n-1.x

D-1 B mod p(x) 
3. dD-2=a’n-2.x

D-2 B mod p(x) 
4. … (computations of dj can be done in parallel) 
5. d1=a’n-D+1.xB mod p(x) 
6. d0=a’n-D.xB mod p(x) 
7. C=(xD.C mod p(x))+ ∑D-1dj 
8. d = a’<<D  
9. End for 
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Cr is configured as the coefficients of P(x), Xs is configured as coefficients of A(x), and 
Xl and Xr are partial results of neighborhood PCA. The architecture of PCA cell is shown 
in Fig. 6. 

Table 1. PCA rules 

Cm Cr Xso
0 0 Xl 
0 1 Xl+Xr 
1 0 Xl+Xs
1 1 Xl+Xr+Xs

 

  

Algorithm 3: PCA based modular multiplication algorithm 

 Input: A(x),B(x), p(x) Output: C=AB mod p(x)

1. Reset PCA 
2. Configure coefficients of B(x) as Cm, and coefficients 

of P(x) as Cr
3. Run PCA m clock cycles

 
Fig. 5. Multiplication algorithm based on PCA 

Mux
4:1

Xl
Xs

Xr

Cm
Cr

S

 
Fig. 6. PCA cell 

An array of PCA cells is used to implement the finite field multiplier over GF(24) 
which is shown in Fig. 7. The PCA array is suitable for both parallel and serial  
multiplier implementations. 

B2 P2B1 P1B0 P0

Xl         Xs        Xr
Cm
Cr

Xs

D        Q

clk

D        Q

clk

D        Q

clk

D        Q

clk

Xl         Xs        Xr
Cm
Cr

Xs

Xl         Xs        Xr
Cm
Cr

Xs

Xl         Xs        Xr
Cm
Cr

Xs

0
A

CLK

C0 C1 C2 C3

B3 P3  

Fig. 7. Block diagram of serial multiplier using PCA cell over GF(24) 

Xso 
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4.2   Algorithms for Gaussian Normal Basis Multiplication over GF(2m) 

Conventional Multiplication Algorithm. In [15], NIST presents a conventional  
algorithm for the GNB multiplication over GF(2m), which is shown in Fig. 8.a. In this 
case, an algorithm is used to generate the J(k) subindexes for the F(U,V) array, which 
is shown in Fig. 8.b, and some other parameters must be taken into account, for  
example, the parameters recommended by NIST for GF(2233) are: 

m = 233,  number of bits 
T = 2,      number recommended by NIST for GF(2233) 
p  = 467,     prime number p = Tm + 1 
U = 466,    number that satisfies the relation U2 mod p = 1 

a)                                                                b) 

Algorithm 5: j(k) generation for 
                        f(u, v)
 Input: m, T, U, p      
Output: J(1), J(2), …, .J(p-1)       

1. w  ←  1 
2. For j=0 to T-1 do  
3.        n   ← w 
4.            For i=0 to m-1 do  
5.            j(n)  ←  i 
6.            n    ←  2n mod p 
7.            End
8.        w  ←  UW mod p 
9. End

Algorithm 4: conventional 
                       algorithm  
 Input: a, b ∈ GF(2m)      
Output: c = a.b ∈ GF(2m)  

1. U  ←   a = (a0, a1, ...am-1) 
2. V  ←   b = (b0, b1, ...bm-1) 
3. For k = 0 to m-1 do
4.      c(k)  = F(U,V) 
5.      U   = left rotation of U 
6.      V   = left rotation of V 
7. End
8. c ← = (c0, c1,... cm-1) = a.b 

where:   

( ) ( )kJ

p

k
kJ VUVUF ∑

−

=

+=
2

1
1),(

 

Fig. 8. a) Conventional algorithm for the GNB multiplication over GF(2m) b) J(k) generation 
for F(U, V) 

In order to achieve a higher performance for hardware multipliers based on the 
conventional algorithm, several F(U,V) arrays can be used, which allow to speed up 
the multiplication. The hardware architecture for the conventional GNB multiplier 
using 4 F(U,V) arrays is shown in Fig. 9. 

Modified Conventional Multiplication Algorithm. In [21][22] Lopez presented a 
modified conventional algorithm for GNB multiplication over GF(2m), which is 
shown in Fig. 10.  
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Barrel Shifter Barrel Shifter

F(U,V)
Array

F(U,V)
Array

F(U,V)
Array

F(U,V)
Array

serial In , Parallel Out 
Shifter

A B

C=A*B

233 233

1 1 1 1

233  

Fig. 9. Hardware architecture for GF(2233) multiplier based on conventional algorithm using 4 
F(U, V) 

Algorithm 6: modified algorithm: GNB multiplication over GF(2m) 

Input: A, B in GF(2233) 
Output: C = A.B 

1. T = B2 ( Rot_right(B,1) ) C = 0 
2. For i = m-1 to 0 do
    2.1 C = C2 ( C = Rot_right(C,1)) 
    2.2 if ai = 1 then C = C xor mbeta(T)   
    2.3 T = T2 ( T = Rot_right (T,1)) 
    End 
3. Return C = A. B 

T(p1) = [0,   Tp1(1), Tp1(2), Tp1(3), ... ,Tp1(162)] 
T(p2) = [0,   Tp2(1), Tp2(2), Tp2(3), ... ,Tp2(162)] 
T(p3) = [T1, Tp3(1), Tp3(2), Tp3(3), ... ,Tp3(162)] 
T(p4) = [0,   Tp4(1), Tp4(2), Tp4(3), ... ,Tp4(162)] 
Then 

 

Fig. 10. Modified conventional algorithm for the GNB multiplication over GF(2m) 

The hardware architecture for the GNB multiplier based on modified conventional 
algorithm is shown in Fig. 11. 
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Fig. 11. Hardware architecture for GF(2233) multiplier based on modified conventional  
algorithm 

4.3   Squarer Using Polynomial Basis over GF(2m) 

Let p(x) be the irreducible polynomial over GF(2m) [17]. Let:  

∑
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Be a polynomial representation of an arbitrary element of GF(2m). The squaring  
operation of A is represented by Equation (16) 
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In order to reduce the element A2, the Equations (17-21) are presented. In this case, 

If 1)( ++= km xxxp , with 1<k<m/2, and k is even and m is odd then: 
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The equations for the bit-parallel implementation of the squaring operation over 
GF(27) are : c0=a0; c1=a4 xor a6; c2=a1; c3=a5; c4= a2 xor a4 xor a6; c5=a6; c6=a3 xor a5.  

When the irreducible polynomial is p(x)=x7 + x3+1.  
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Then, considering both m and k are odd, the squaring operation can be solved using 
the Equations (22 - 26). 
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4.4   Squarer Using Gaussian Normal Basis over GF(2m) 

Let ( )1210 −= ma.....aaaa  ∈ GF(2m), then 
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taking into account the Fermat’s Theorem; ββ =
m2 , then 

( )22101
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−−= mm a.....aaaaa . In this case, the squaring operation requires a simple 

cyclic shift by one bit of the vector representation and is free in terms of both timing 
and area. 

4.5   Polynomial Basis Inversion over GF(2m) 

In [22] is presented an alternative approach to exploit Fermat’s little theorem by  
computing the multiplicative inverse using several multiplications. However, the 
Extended Euclidean Algorithm (EEA) is an alternative for computing inverses in 
polynomial representations. The EEA is shown in Fig. 12. 

Algorithm 7: polynomial basis inversion algorithm using EEA 

Input: a in GF(2m) 
Output: a-1 mod P(x)

1. u=a, v= P(x), g1=1, g2=0
2. While u ≠ 1 do
3.    j = deg(u)-deg(v) 
4.    if j < 0 then
5.       u ↔ v, g1 ↔ g2, j=-j
6.    end if
7.    u = u + xi v, g1 = g1 + xj g2

8. End While 
9. Return(g1) 

 

Fig. 12. Polynomial Basis Inversion Algorithm using EEA 

The hardware implementation of polynomial inversion using EEA is shown in  
Fig. 13. In this case, A is the input element and P(x) is the irreducible polynomial. If  
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the MSB of the registers Shifter-U and n-bits-shifter-V are both ‘1’, the value stored 
on register Shifter-U is replaced by Shifter-U ⊕ n-bits-shifter-V and the value stored 
on register Shifter-G1 is replaced by Shifter-G1 ⊕ n-bits-shifter-G2; otherwise the 
appropriate pair is shifted to the left until the MSB of the register Shifter-U or the n-
bits-shifter-V is ‘1’. Also, Encoder-blocks are used to find the degree of U and V, and 
the Subs-block is used to calculate the j value. 

Mux Mux

Shifter U n bits Shifter 
V

Mux Mux

Reg 1 Reg 2

Subs

Add

Encoder

Encoder

Mux Mux

Shifter G1
n bits Shifter 

G2
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A P(x) '1' '0'

A-1

 

Fig. 13. Hardware implementation for Polynomial Basis Inversion over GF(2m) 

4.6   Normal Basis Inversion over GF(2m) 

In [23], Itoh and Tsujii proposed a method for computing inversion over GF(2m), 
which minimizes the number of field multiplications. Fig. 14. shows the inversion 
algorithm proposed by Itoh and Tsujii. In this case, the recursive formula for a-1 is: 
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This algorithm can be applied to achieve the inversion operation in polynomial  
or normal basis representation. In this case, squaring operation can be easily  
computed. 
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Algorithm 8: Inversión Algorithm in GF(2m)  
                         by Itoh-Tsujii. 

Input: β ≠ 0, β ∈  GF(2m). 
Output: β-1

1. let m - 1 = br,..., b1b0 = 1br-1,..., b1b0  
2.  n = β , k = 1 
3. For i = r-1 downto 0 do: 
4.   μ = n 
5.        For j = 0 to k do: 
6.      μ = μ2

7.   n = μ.n  , k = 2.k 
8.        if bi = 1 then
9.               n = n2.β ,  k = k + 1 
10. Output n2  

 

Fig. 14. Inversion Algorithm proposed by Itoh-Tsujii 

Table 2 shows the sequence of multiplications and squarings for inversion over 
GF(2233), in this case, m-1=232=111010002 and n=β is the input element. 

Table 2. Sequence of multiplications and squarings for inversion over GF(2233) 

i bi operations 
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nnn
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12

2116

−==

=
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As it can be seen from Table 2 an inversion operation requires 10 GF(2m) multipli-
cations and several squaring, independent of the finite field representation. Inversion 
based on multiplication operation does not increase significantly the complexity of the 
hardware design, but can severely impact the performance. Then, most hardware 
designers try to avoid the inversions during intermediate computations. Fig. 15 shows 
the hardware implementation for multiplication and inversion operations over GF(2m).  
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Fig. 15. Hardware implementation for GNB Multiplication-Inversion over GF(2m) 

5   Hardware Architectures for Elliptic Curve Cryptoprocessors 

This work uses the López and Dahab point multiplication algorithm presented in [24], 
which does not has any extra storage requirements and the same operations (doubling 
and addition points) are performed in each iteration of the main loop, then it  
potentially increases the resistance to timing attacks. In terms of finite field multipli-
cation, the approximate cost of computing kP using López and Dahab algorithm is  
6m + 20, which is an efficient implementation of Montgomery's ladder method for  
computing kP on non-supersingular elliptic curves over GF(2m). 

5.1   Hardware Architectures for Elliptic Curves Cryptoprocessors Using 
Polynomial Basis  

The cryptoprocessor architecture using polynomial basis has two register files, two 
FSMs, two digit-serial multipliers, two squaring blocks, two addition blocks and one 
inversion block, which allow for the calculation of addition, squaring, multiplication 
and inversion arithmetic over GF(2233). In this case, the first FSM controls the I/O 
registers, generates the control sequences for the scalar multiplication, processes the 
key and initializes the cryptoprocessor. The second FSM carries out the point multi-
plication kP. The cryptoprocessor allows parallel processing by considering the  
duplication of functional blocks and its architecture is shown in Fig. 16. 
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Fig. 16. Elliptic curve cryptoprocessor using polynomial basis 

In this design a high flexibility is achieved due to the finite field arithmetic is im-
plemented using “generic” parameters for the functional blocks design. That is, the 
blocks are parameterized using VHDL description, which allows achieving the modu-
larity of the architecture and a very good trade-off between performance and area.  

5.2   Hardware Architectures for the Elliptic Curves Cryptoprocessor Using 
Gaussian Normal Basis 

The cryptoprocessor architecture using gaussian normal basis uses two register files, 
two FSMs, one GNB multiplier, one inversor-multiplier block, two addition blocks 
and several hardwired squaring blocks, which allow to calculate the addition, multi-
plication and inversion arithmetic over GF(2233). In this case, the first FSM controls 
the I/O registers, generates the control sequences for the scalar multiplication,  
processes the key and initializes the cryptoprocessor. The second FSM carries out the 
point multiplication kP. The cryptoprocessor is shown in Fig. 17. 
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Fig. 17. Elliptic curve cryptoprocessor using Gaussian normal basis 

As it can be observed from Fig. 16 and Fig. 17 there are hardware differences  
between the cryptoprocessor based on polynomial and gaussian normal basis. These 
differences are due to the basis representation in order to obtain the best performance 
for each processor. For example, two squaring blocks are implemented in PB crypto-
processor while the squaring blocks from the GNB cryptoprocessor are hardwired. 
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6   Experimental Results 

The cryptoprocessors were designed using structural VHDL description and  
synthesized by Quartus II v.9.0. on the FPGA EP3SE50F780C2. Some of the devel-
oped VHDL models are parameterized in order to synthesize different architectures 
and the functionality of the cryptoprocessors is verified using the NIST parameters. 

6.1   Experimental Results for GF(2233) Polynomial Basis Multipliers 

Tables 3 and 4 show the synthesis results for serial and digit-serial multipliers, respec-
tively. It can be observed from Table 3 and 4, the multipliers based on MSB first, 
PCA and digit-serial algorithms present a good performance using small area, which 
is very suitable for elliptic curve cryptoprocessor design. However, the serial multi-
pliers need 233 clock cycles for the multiplication operation while digit-serial  
multipliers need 233/D clock cycles.  

Table 3. Synthesis results for GF(2233) serial multipliers 

Serial algorithm ALUTs Total registers FMAX(MHz) Tend (μs) 

MSB 246 233 251.21 0.92 
PCA 252 233 251.21 0.92 

Table 4. Synthesis results for GF(2233) digit-serial multipliers 

Digit-serial algorithm ALUTs Total registers FMAX(MHz) Tend (μs) 
D=2 465 233 235.5 0.493 
D=4 657 233 221.7 0.262 
D=8 1735 233 206.3 0.140 

D=16 3268 233 193.2 0.075 
D=32 6789 233 180.8 0.041 

Fig. 18. shows the simulation results for the MSB multiplier, considering a clock of 
100MHz (10ns). In this case, C(x)=A(x)B(x) mod (x233+ x74 + 1), where: 

A(x)= 1B34FD6E213A880DB4CCD1B83009BA66A1F25FE4AFA4C3B618BCE7BFD95 
B(x)= 1DCB2A1003EF56D83CB9E0CA501F90E288927F964B43752A43FFF88F675  

Then, after 233 clock cycles the multiplication result is: 
C(x)= 149D2ABF4C87453BDBAA7067C8DC9A223DE6742F15AE77FA827DB472E3 

 

Fig. 18. Simulation results for the polynomial multiplication based MSB first multiplier 



 Hardware Architectures for Elliptic Curve Cryptoprocessors 97 

6.2   Experimental Results for GF(2233) Gaussian Normal Basis Multipliers 

Tables 5 and 6 show the synthesis results for hardware implementations for the  
conventional and modified algorithm, respectively. 

Table 5. Synthesis results for the GF(2233) multiplier based on conventional algorithm 

F(U,V)  
m=233  

ALUTs  
Total  

registers  
FMAX(MHz) Tend (μs)  

2  595  708  202.2  0.576  
4  1180  1295  181.8  0.323  
8  2331  2587  166.6  0.179  

16  4585  4054  142.8  0.106  
32  8335  5689  133.3  0.058  

Table 6. Synthesis results for the GF(2233) multiplier based on modified algorithm 

mbeta(T)  
m=233  

ALUTs  
Total  

registers  
FMAX(MHz) Tend (μs)  

3  713  707  223.6  0.523  
5  1322  1260  190.4  0.309  
9  2026  2467  172.9  0.171  

30  5498  4056  149.7  0.057  

From Tables 5 and 6, it is possible to observe that multipliers based on the modi-
fied conventional algorithm present a good performance using smaller area than the 
multipliers based on conventional algorithm. This is because of mapping the logic 
F(U,V) from conventional algorithm requires several levels of XOR gates while map-
ping the logic of mbeta(T) from modified algorithm uses only 1 level of XOR gate. 
Therefore, performance of multiplier based on modified algorithm is better than  
multiplier based on conventional algorithm. 

Fig. 19 shows an example for the simulation results with the GNB multiplication 
by using the modified conventional algorithm using 5 mBeta blocks. In this case, 
C=AB, where: 

A=18B863524B3CDFEFB94F2784E0B116FAAC54404BC9162A363BAB84A14C5 
B=04925DF77BD8B8FF1A5FF519417822BFEDF2BBD752644292C98C7AF6E02 
C=06E783B4C5CE979C6AB1709DB668BF3889E9A1C189787C2868D7321F516 

 

Fig. 19. Simulation results for the GNB multiplication based on modified conventional  
algorithm 
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6.3   Experimental Results for GF(2233) Squaring 

The synthesis results for GF(2233) squaring using polynomial basis and GNB are 
shown in Tables 7.  

Table 7. Synthesis results for GF(2233) squaring 

Basis ALUTs Tend (ns)  
Polynomial  153  11.085  
GNB 0 2.8 

Polynomial basis uses more ALUTs and time than gaussian normal basis to per-
form the squaring operation. However, the polynomial basis squaring can be per-
formed at the same time that multiplication operation. 

6.4   Experimental Results for GF(2233) Inversion 

The synthesis results for the GF(2233) inversion based on the Extended Euclidean 
Algorithm for polynomial basis are shown in Table 8. In this case, the hardware 
architecture uses 1435 ALUTs and 955 registers. 

Table 8. Synthesis results for the GF(2233) inversion based on polynomial basis 

Inversion ALUTs Total registers Fmax(MHz) Tend (us) 
EEA 1435 955 109.31 4.68 

Fig. 20 shows the simulation results for the polynomial basis inversion and consid-
ering a clock of 100Mhz. In this case, the input data is: 
A(x)  = 00000000000000000018000000000000000000000000000000000000003 
A-1(x)= 1FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF 

 

Fig. 20. Simulation results for the polynomial basis inversion based on EEA 

From Fig. 20, it is possible to observe that if the Extended Euclidean algorithm is 
used, an inversion takes 2m clock cycles. In this case, the computation time for EEA 
is 4.68us. 

The synthesis results for the GNB inversion based on Itoh-Tsujii algorithm are 
shown in Table 9. In this case, the hardware architecture was implemented by using 
the modified conventional multiplier considering different mbeta values. 
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Table 9. Synthesis results for the Gaussian normal basis inversion based on ITA 

Inversion ALUTs Total registers Fmax(MHz) Tend (us) 
mBeta=3 986 1225 218.7 6.25 
mBeta=5 2150 2480 185.5 3.26 
mBeta=9 3688 3564 168.5 1.95 

mBeta=30 7005 5956 138.6 0.587 

Fig. 21 shows the simulation results for the GNB inversion. In this case, the input 
data is: 
A(x)  = 924BBEEF7B171FE34BFEA3282F457FDBE577AEA4C885259318F5EDC04 
A-1(x)= 11A36620F8481692B2B5D66641A847D986968281183CD331BCF59743EF 

 

Fig. 21. Simulation results for the Gaussian normal basis inversion based on ITA 

From Fig. 21, it can be observed that the processing time for inversion operation is 
almost 10 times the multiplication time. In this case, the computation time of the 
GNB inversion is 6.25us by using 3 mBeta modified conventional multiplier. 

6.5   Experimental Results for Elliptic Curve Cryptoprocessors over GF(2233) 

In order to perform the synthesis and simulation of the cryptoprocessors, the follow-
ing parameters for a pseudo-random elliptic curve are used:  

The form of the pseudo-random curve is: E: y 2 + x y = x 3 + x 2 + b, 
The type and irreducible polynomial for GF(2233) are: T = 2 , p(x) = x 233 + x 74 + 1  
The base point order given in decimal form is: 

r=6901746346790563787434755862277025555839812737345013555379383634485463 
The parameter b and the base point for polynomial basis are: 

   b = 066647ede6c332c7f8c0923bb58213b333b20e9ce4281fe115f7d8f90ad 
G x = 0fac9dfcbac8313bb2139f1bb755fef65bc391f8b36f8f8eb7371fd558b 
G y = 1006a08a41903350678e58528bebf8a0beff867a7ca36716f7e01f81052 

The parameter b and the base point for gaussian normal basis are: 
   b = 1a003e0962d4f9a8e407c904a9538163adb825212600c7752ad52233279 
G x = 18b863524b3cdfefb94f2784e0b116faac54404bc9162a363bab84a14c5 
G y = 04925df77bd8b8ff1a5ff519417822bfedf2bbd752644292c98c7af6e02 

The synthesis results for elliptic curve cryptoprocessor using polynomial basis are 
shown in Table 10. 
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Table 10. Synthesis results for GF(2233) elliptic curve cryptoprocessor using polynomial basis 

Multiplication  
Algorithm 

ALUTs Total registers FMAX(MHz) Tend(ms) 

MSB first 8486 5241 104.42 1.61 
Digit serial-D=2 9634 5475 89.31 0.94 
Digit serial-D=4 11934 5849 86.03 0.51 
Digit serial-D=8 19869 6321 81.03 0.27 

Digit serial-D=16 22459 6856 76.68 0.153 
Digit serial-D=32 26697 7012 71.32 0.076 

The simulation results for GF(2233) cryptoprocessor using polynomial basis and the 
MSB first multiplier are shown in Fig. 22. In this case, the private key is: 
k=18B863524B3CDFEFB94F2784E0B116FAAC54404BC9162A363BAB84A14C5 

 

Fig. 22. Simulation results for GF(2233) cryptoprocessor using polynomial basis 

The synthesis results for the cryptoprocessor using GNB are shown in Table 11. 

Table 11. Synthesis results for GF(2233) cryptoprocessor using GNB 

Multiplication 
Algorithm 

ALUTs Total registers FMAX(MHz) Tend(ms) 

3 mBeta 7835 4335 123.76 0.689 
5 mBeta 8079 5426 118.57 0.496 
9 mBeta 8587 6512 110.98 0.204 

30 mBeta 18567 8469 97.51 0.060 

Fig. 23 shows the simulation results for GF(2233) cryptoprocessor using GNB and the 
modified conventional multiplier with 5 mBeta blocks. In this case, the private key is: 
k=18B863524B3CDFEFB94F2784E0B116FAAC54404BC9162A363BAB84A14C5 

 

Fig. 23. Result for the elliptic curve point multiplication using GNB 
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6.6   Comparison Results 

Although, it is not correct to compare hardware architectures implemented on differ-
ent platforms and tools, the obtained results in this work are compared with recent 
works presented in Table 12. 

Table 12. Performance comparison results 

Design m  D 
Clk 

(MHz) 
kP 
us 

FPGA Hardware Resource 

[21] 163 PB 41 100 41 XC2V2000 LUT 6095, FF 2398 
[22] 163 GNB 3*55 143 10 XC4VLX80 24,363 SLICES 

[23] k-233 PB 30 205.72 10.34 EP2S180F1020C3
ALUTS 31567,  

FF 11369 
[24] 163 PB 163 153.9 19.55 XC4VLX200 16209 SLICES 
[25] 163 GNB 1 120 1586 EP1S10F780C6ES Les 3246 
[26] 163 PB - 150 1345 XC4VSX35 1095 SLICES 
[27] 233 ONB 117 80 2280 XC3S1000 - 

This work 233 PB 32 71.32 76 EP3SE50F780C2
ALUTS 26697, 

 FF 7012 

This work 233 GNB 30 97.51 60 EP3SE50F780C2
ALUTS 18567,  

FF 8469 

Additionally, the comparison is very difficult due to there are other technical  
considerations such as different FPGA devices, point multiplication algorithms, finite 
field representations, size of the field, etc. Then, the performance of the designed 
cryptoprocessors in this work cannot be compared with the presented ones in the 
literature. 

However, a brief comparison is described. In [21], only one 41-bit finite field  
multiplier with pipeline to reduce the critical path is used. A polynomial basis repre-
sentation over GF(2163) and a fixed irreducible polynomial are assumed. In turn, this 
work uses two polynomial basis multipliers over GF(2233) for any irreducible poly-
nomial. In [22], a parallel architecture using three 55-bit GNB multipliers is pre-
sented. In turn, this work uses two 30-bit GNB multipliers. In [23], an FPGA-based 
implementation of point multiplication on Koblitz curve (K-233) using four polyno-
mial basis multipliers is presented. Also, that work implemented normal basis on k-
163 and k-283. In turn, this work implements point scalar multiplication on generic 
curves over GF(2233). In [24], a bit-parallel multiplier pipelined into 7 stages is im-
plemented over GF(2163). In [25], a hardware/software implementation of finite field 
arithmetic using GNB is presented. In that case, a 32-bit NIOS II is used. In [26] an 
elliptic curve cryptoprocessor is implemented using a Karatsuba-Offman finite field 
multiplier which uses few area. In [27], an elliptic curve cryptography coprocessor is 
presented. In that work a multiplication requires 117 clock cycles in GF(2233). In turn, 
this work presents two cryptoprocessors using GNB and PB representations with 
higher performance than those ones presented in [25][26][27]. 
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7   Conclusions 

This work presents two elliptic curve cryptoprocessors suitable for the computation of 
point multiplication over GF(2m) using GNB and polynomial basis. In this case, effi-
cient hardware architectures are designed for finite field multiplication, in order to 
select the best implementation for the cryptoprocessor design. These multiplier archi-
tectures incorporate bit-serial and digit-serial algorithms. 

Also, some optimization design considerations were carried out. First, the  
algorithms were implemented using finite state machine instead of a stored-program 
machine due to the simplicity of the group operations when using Lopez-Dahab  
algorithm. Second, parallel processing was used by using two multipliers in the 
GF(2m) arithmetic unit. Finally, the digit size (D) for the GF(2m) multiplication based 
on GNB or polynomial basis determinates the performance of these.  

Taking into account the experimental results, it is possible to conclude that serial 
polynomial basis GF(2m) multipliers present better performance than GNB, but the 
performance of the EAA algorithm for the polynomial basis GF(2m) inversion is not 
as good as the ITA for GNB inversion. Also, squaring operation based on GNB pre-
sent better performance than squaring operation based on polynomial basis, due to 
squaring based on GNB is a simple rotation and it does not need hardware to be im-
plemented. 

Due to the cryptoprocessors were designed using the same tools, FPGA, finite field 
m size and hardware description language, the GNB cryptoprocessor presents a higher 
performance than the polynomial basis cryptoprocessor. However, the scalability is an 
advantage of polynomial basis.  

Finally, the designed cryptoprocessors present a high performance, use small area 
and provide a good time-area trade-off. Therefore, these can be used for embedded 
applications such as smart cards, cellular telephones and IP cores for SoC. 
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Abstract. Graphics processing units (GPUs) have become popular de-

vices for accelerating general purpose computing. In recent years there

has been a surge in research involving the use of GPUs as cryptographic

accelerators. Research has shown that contemporary GPU architectures

can achieve higher throughput in the context of both symmetric and

asymmetric key cryptography than a traditional CPU. Despite the ex-

istence of these new approaches, there remains no way for OS kernel

services or userspace applications to make use of these implementations

in a practical manner. To overcome this shortcoming, this paper investi-

gates the integration of GPU accelerated cryptographic algorithms with

an established service virtualisation layer within the Linux kernel, the

OCF-Linux framework. This paper demonstrates that it is feasible to use

a centralised kernel service to provide a standardised abstraction to GPU

accelerated cryptographic functions for both kernelspace and userspace

components.

1 Introduction

Symmetric-key algorithms such as AES, DES, ARIA; symmetric-key modes of
operations; and asymmetric-key algorithms such as RSA, DSA and those based
on ECC have recently been explored in the context of GPU acceleration [1–10].
It has been demonstrated that the GPU can act as an effective accelerator of
symmetric-key algorithms using sufficiently large buffers and of asymmetric-key
algorithms using a sufficient number of concurrent primitives. Despite the ex-
istence of these new approaches, there remains no way for OS kernel services
or userspace applications to make use of these implementations in a practical
manner. The use of these implementations require interaction with GPU spe-
cific interfaces such as the CUDA API, which is inconvenient for application
developers and unavailable to kernel services. With the increasing number of
GPU accelerated cryptographic algorithms, there is a need to provide an effi-
cient and standardised operating system wide interface to these implementations.
To overcome this shortcoming, this paper investigates the integration of GPU
accelerated cryptographic algorithms with an established service virtualisation
layer within the Linux kernel. The OpenBSD Cryptographic Framework (OCF)
provides the basis for such a virtualisation layer.
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The original OCF was developed for OpenBSD and has since been ported to
FreeBSD [11], NetBSD and Linux [12]. It was created to provide uniform access
to cryptographic accelerator functionality by hiding hardware specific details
behind a standardised API. It provides access to this functionality for kernelspace
services as well as normal userspace applications and APIs. For our investigation
we use the Linux port of the OCF and the 2.6.26 Linux kernel. Although we do
not directly use the native linux-crypto (Crypto API) project [13], which has
in-built support for some crypto-cards, we note that the OCF acts as a wrapper
for this library. We did not use linux-crypto for this work due to its current lack
of support for asymmetric algorithms and the fledgling status of its userspace
interface, however the main contributions in this paper are also relevant to this
project.

The main contributions of this paper are: the effective integration of the GPU
within the OCF model; the observation that the GPU interface is userspace only
and the mechanisms introduced to allow it to be part of a kernel service; the
introduction of a new memory management system within the OCF to allow
efficient handling of memory transfers between multiple address spaces; and
also an implementation of a general purpose multi-request batching scheme for
asymmetric-key requests with regard to the GPU. Note that the source code
of the core implementation functions presented within this paper are available
online [14].

The motivation for this work is to provide a standard method of access to
the latest GPU crypto acceleration work to all components within an operating
system, with minimal loss of performance. This will allow application, kernel and
driver developers to transparently include the GPU as part of their cryptographic
solutions. We also observe that the GPU has a requirement of high work loads
to achieve its peak performance. By using a centralised framework, which is
used for all system-wide cryptographic needs, we increase the likelihood of high
occupancy on the GPU and thus its potential to act as an effective crypto-
accelerator.

2 Background and Related Work

2.1 OCF Background

Figure 1 shows a high level view of the OCF framework. The core component of
the framework, the main “Crypto” layer, provides two APIs - the producer API
for use by crypto-card device drivers and the consumer API for use by other
kernel subsystems. An ioctl interface, which uses the /dev/crypto device file,
provides a mechanism through which normal userspace applications can issue
cryptographic requests. This interface is provided by the “Cryptodev” layer and
uses the consumer API to pass on userspace requests to the Crypto layer. Device
drivers can register their support for various cryptographic algorithms with the
Crypto layer. Cryptographic requests received directly by the Crypto layer or
sent via the Cryptodev layer are matched with capable devices and issued to the
corresponding device driver. The device driver ID is recorded within the request,
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which is returned to the requesting application or kernel component along with
the results of the processed request. Further requests can be issued to the same
device within the OCF by maintaining the driver ID within the request or if left
unset the OCF will again select a suitable device dynamically.

Fig. 1. Original OCF Architecture

2.2 GPU Background

The GPU used in our implementations is the Nvidia GeForce 8800GTX, which
was the first DirectX 10 [15] compliant GPU released by Nvidia. It is Nvidia’s
first processor that supports the CUDA API [16]. The 8800GTX consists of 16
SIMD processors, called Streaming Multiprocessors (SM), each of which contain
8 ALUs. A single instruction is issued to an SM every 4 clock cycles, which is
executed by all 8 ALUs. This creates an effective SIMD width of 32 operands
for an SM. The code that runs on the GPU is referred to as a kernel. Via the
CUDA API, the programmer can specify the number of threads that are required
for execution on the GPU during a kernel call. These threads are grouped into
programmer defined numbers of CUDA blocks, where each block of threads
is guaranteed to run on a single SM. The number of threads per block is also
programmer defined. Programmers should allocate threads in groups of 32, called
a CUDA warp, to match the effective SIMD width mentioned above. A point of
note relevant for this paper regards thread divergence. If any thread execution
path diverges from the execution path of other threads within a CUDA warp,
all the divergent code paths must be executed serially on the SM. An important
note regarding GPU performance is its level of occupancy. This refers to the
number of threads available for execution at any one time, and is important for
hiding memory latency. It is desirable to have as high a level of occupancy as
possible.

2.3 Related Work

The only previous attempt to provide a form of uniform access to GPU cryp-
tographic acceleration involved AES via an OpenSSL engine by Rosenberg [17].
This implementation was applicable to userspace applications only and reported
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a 0 to 3% improvement over the CPU. There has been much recent research into
using the GPU to accelerate various cryptographic algorithms as mentioned in
Section 1. A sampling of the results achieved include 2,414 280-bit elliptic-curve
point multiplications per second for a general 280-bit modulus on an Nvidia
GeForce 8800GTS [1]; 1024-bit RSA decryption running on an Nvidia GeForce
8800GTX with a peak throughput of 0.18 ms/op [5]; and processing of AES
in CTR mode on a GeForce 8800GTX at peak rates of 15,423Mbps without
including data transfer to the GPU and 6,914Mbps when data transfers are in-
cluded [4]. Harrison [18] presents a detailed account of related work in the field
of GPU cryptographic acceleration for the interested reader.

3 Integration of GPU and OCF

3.1 Overview

The OCF provides a standardised method for the integration of any crypto-
graphic accelerator device driver using its producer API. This API allows a de-
vice driver to register itself and its supported algorithms with the OCF, making
it a target for processing cryptographic requests. The device driver is responsible
for registering four callback functions with the OCF, which are used for the set
up and tear down of symmetric algorithm sessions and also for the processing
of symmetric and asymmetric requests. We have created a GPU cryptographic
driver that fulfils the producer API requirements. The driver currently supports
AES and modular exponentiation with CRT, suitable for RSA-1024. Supporting
these two algorithms allows an analysis of the main issues arising from GPU
integration with the OCF for both symmetric and asymmetric functions.

The algorithms supported by the GPU driver are implemented using Nvidia’s
CUDA API. The CUDA interface is provided via a userspace runtime library and
as such requires its usage to be from userspace processes. Unfortunately Nvidia
do not provide a driver that allows the direct control of their cards from within
the kernel. This restriction forces all interactions with their cards to originate
from userspace processes, making the provision of CUDA services from within
the kernel a challenge. To overcome this restriction, we have split our GPU
driver into two parts, a kernelspace driver and a userspace daemon. Regarding
the possibility of Nvidia releasing direct access interface to their drivers, it is
unlikely given that Nvidia have a history of only releasing binary versions of their
drivers. This has continued unchanged even though it has hampered the GPGPU
movement since its inception. Also, CUDA userspace libraries perform a number
of runtime code translations for converting CUDA assembly into optimised GPU
ready code, it is likely that this task is more suitable to staying within userspace.

Figure 2 shows a high level overview of the GPU driver integration into the
OCF. It illustrates the separation of the GPU driver into the kernelspace part,
Gpucrypt ; and the userspace part, Gpucryptd. Gpucryptd follows the normal dae-
mon convention, and as such runs as a high privilege background OS process.
Gpucryptd is responsible for receiving cryptographic requests from Gpucrypt
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Fig. 2. OCF and GPU: High Level View - Different Address Space Problem

and processing them using Nvidia’s userspace runtime API. A major disadvan-
tage of this separation is the use of extra address spaces within the processing
pipeline making data transfer more complex. Extra address spaces can result in
a critical bottleneck in performance when processing requests unless memory is
carefully managed. We explore this issue in full later. Another disadvantage of
the driver separation is the introduction of two extra OS mode switch points
within the processing pipeline. This becomes more of an overhead when the
number of cryptographic requests increase, particularly for small request buffer
sizes. Unfortunately there is no way to avoid these mode switches, however since
the GPU only suits cryptographic acceleration with large workloads and high
arithmetic intensity we will see that this overhead has limited effect.

3.2 Kernelspace Motivation

Considering the added complexing of separating the communication with the
GPU between user and kernelspace, one could posit that it isn’t worth the effort
of creating a kernelspace GPU driver and that all communication with the GPU
should be directly via the CUDA userspace library. Also, one could posit that a
similar abstraction layer could be provided by including the CUDA related code
within the standard cryptographic libraries, such as OpenSSL. However, there
are a number of advantages to using a kernelspace GPU driver, these include:

– Kernelspace processes cannot use userspace libraries directly. Thus if we wish
that kernelspace processes, which currently can use cryptographic hardware
via the OCF, be able to use the GPU for cryptographic acceleration, then
we must provide a bridging mechanism from kernelspace to userspace.

– As will be shown, concurrency is important when achieving effective through-
put rates using a GPU for cryptographic performance. Thus, it is important
to ensure that cryptographic requests generated by disparate applications
can be pooled to increase the occupancy on the GPU. If applications pro-
cess their cryptographic requests via a userspace cryptographic library that
in turn uses the userspace CUDA library, there is no potential for pooling
the requests. The requests will exist within separate address spaces. When
a kernelspace GPU driver is used, the driver can pool the requests from
multiple processes, thus increasing GPU occupancy and the overall system
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cryptographic throughput. This is particularly pertinent in the context of
asymmetric-key requests.

– The startup costs of requesting work to be done on the GPU is high. The
CUDA libraries must create a context and perform code translation and opti-
misation. This cost can be amortised if a single process sends a lot of requests
to the GPU, reusing the context and avoiding repeated code translation over-
heads. However, the startup cost can make up a significant proportion of the
total GPU process time, if the requesting process is short lived, or doesn’t
require repeated processing of cryptographic requests. Using a central GPU
driver, this problem can be eliminated as the startup costs can be incurred
a single time at OCF startup. The userspace component of the GPU driver
can create a CUDA context and cryptographic requests to have the CUDA
library perform the necessary code translations. The userspace component
would be expected to have a lifetime similar to the OS lifetime.

– The provision of a kernelspace driver allows the integration of GPU crypto-
graphic processing within frameworks such as the OCF and also the native
linux-crypto (Crypto API) layer mentioned previously. Userspace crypto-
graphic libraries use these OS provided layers to avoid dealing directly with
the complexities of the underlying hardware. Thus, including the GPU driver
at the OS layer, allows cryptographic libraries to include GPU support with-
out change if they already support such OS frameworks, as OpenSSL cur-
rently does.

3.3 Memory Management

When using devices that handle high volumes of data transfer it is common
practice to ask the driver to allocate the memory used in these transfers. This
has the advantage that the driver knows what type of memory (contiguous/non-
contiguous, zone location) suits the corresponding device for DMA transfers. It
is also common practice that allocated memory is shared between the driver
and the calling process, either by driver allocation (mmap() kernel function) or
by mapping userspace pages (get user pages() kernel function). If memory is
not shared then userspace processes must undergo a copy of memory between
user address space and kernel address space using the copy from user() and
copy to user() kernel functions. Using an abstraction framework like the OCF,
or the linux-crypto project, removes the direct line of communication required
for standard requests for driver memory allocation, either by userspace processes
or kernelspace subsystems.

Integration of the GPU with such a framework emphasises this deficiency
due to two factors. First, the GPU requires large volumes of data for symmet-
ric algorithms to reach its performance potential [4]. The larger the volumes of
data, the worse the memory copy overhead. The OCF Cryptodev layer imple-
ments a copy from and to userspace policy for data transfer. Figure 3 shows
the Cryptodev layer’s performance with and without these copies as the buffer
sizes increase. To explain the drop in performance of the Cryptodev layer, we
note that it uses the copy from user() and copy to user() kernel functions to
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Fig. 3. Illustration of the Cryptodev Layer Memory Management Overhead

transfer memory between userspace and kernelspace. We test the performance
of copy from user(), shown in Figure 4, and can see that the memory copy
loses efficiency as the buffer sizes increase. Second, one cannot give memory to
the Nvidia driver and request it to be used for DMA acceleration, the memory
must be requested from the driver. Thus, even using a direct I/O approach (as
in the new linux-crypto userspace API), where userspace pages are mapped in
by the kernel on request, we must still perform a memory copy into and out of
GPU DMA memory. Thus for any device that has DMA memory restrictions, it
can be beneficial to have a mechanism for allowing the framework’s drivers to
manage their own memory.

We have added a new memory management system to the OCF that allows
a consumer component (userspace application or kernelspace component) to di-
rectly use memory that is managed by the OCF drivers. This system allows the
GPU driver to reduce the number of memory copies required during request
processing to zero. Each memory allocation is recorded centrally by the OCF
as a new memory mapping, which stores the driver’s address (map ptr) and the
consumer component’s address (app ptr) of the allocated memory. map ptr is
the address the driver uses to refer to the allocated memory, which would nor-
mally be a kernelspace address, however in the case of the GPU it will belong to
the Gpucryptd daemon address space. The app ptr is the address the consumer
component uses to refer to the memory and will belong to a userspace processes’
address space if the OCF was called via the Cryptodev interface, or otherwise
belong to the kernel address space.
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Fig. 4. Performance of the copy from user() Function

Figure 5 illustrates our implementation of the memory mappings for all con-
sumer components. We create a separate mapping space, indexed by the current
thread’s thread group ID, to store all mappings for each consumer component
(the ID is zero in the case of kernel consumer components). This ensures allo-
cated memory can only be accessed by the process that requested the allocation.
Within each space the mappings are grouped according to the device that al-
located the memory. If memory allocation fails due lack of device support for
the new memory management system, where possible we still wish to avoid the
memory copies performed by the Cryptodev layer. An allocation request can be
tied specifically by the consumer to a particular underlying device. In this case,
if the device fails to allocate memory, then this failure is reported to the con-
sumer. Otherwise, when a memory allocation fails, the Cryptodev layer allocates
its own memory for sharing with the userspace consumer.

Fig. 5. Crypto and Cryptodev Layers:Memory Mappings Internal Structure
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The Cryptodev layer maintains its own memory mappings for such allocations.
This can be seen on the left hand side of Figure 5. Each userspace client process
is represented by its own mapping space in the Cryptodev component. Each of
these mapping spaces have a list of mappings for memory that is allocated by
the Cryptodev layer directly. Also, each of these mapping spaces has a reference
to a mapping space within the Crypto layer, representing all the mappings of
memory allocations performed by the OCF device drivers on behalf of userspace
client processes. This is shown on the right hand side of the figure. The “KSpace”
area on the right hand side of the figure represents the mappings of the memory
allocations performed by the OCF device drivers on behalf of kernelspace client
processes.

The memory consumption overhead of this memory management approach is
small and scales well. Compared to normal use of the OCF, the new memory
management system allows the reduction in the total amount of system memory
in use for a given request by sharing memory between kernel and userspace.
Compared to a native approach, bypassing the OCF, there is the added memory
consumption of the OCF and the extra pointers required to keep track of the
memory translations for each request buffer associated with the new memory
management system. These overheads are relatively low assuming the request
buffer is of a reasonable size (e.g. ≥ 1KB). If the buffers are small enough that
memory overheads become a substantial overhead, the performance overhead
of redirecting such small requests to hardware accelerators would become the
primary system bottleneck. The following is a detailed account of how mappings
are created, removed and used within the new memory management system. The
new memory management API is listed in A.1.

3.3.1 Memory Map Creation

Userspace, allocation request: A userspace process makes a request for mem-
ory via a new ioctl added to the Cryptodev layer. This allocation request can
suggest a specific device to carry out the allocation or allow the OCF to choose
a device and report the used device back to the consumer. The standard mmap()
system call is not used as it cannot support device specification in this way.
The OCF relays the allocation request to the device driver, which performs the
allocation and returns the underlying memory pages and map ptr to the OCF.
The OCF takes these pages and manually calls the internal kernel version of
mmap(), which generates a new virtual memory area (VMA) for the userspace
process. We use the returned pages from the device driver to map to this VMA,
and return the VMA start address to the userspace process. In the case where no
device can be found to fulfil the allocation request, the Cryptodev layer allocates
its own kernel memory, and maps this to the calling process’ VMA. The VMA
start address is the pointer used by the userspace process and is the aforemen-
tioned app ptr. The OCF uses the app ptr and map ptr to add a memory map
to the appropriate “USpace” as shown in Figure 5.
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Fig. 6. New OCF Memory Allocation: Cryptodev to GPU

We illustrate an example of a userspace process allocation request to the
GPU in Figure 6. We can see six cases of mode switch between user and kernel
mode; four of them involve the added trip out of and back into the kernel due
to userspace CUDA calls. Here we have highlighted mode switch 1 and 2. The
above explains the mapping of kernel memory to userspace memory to eliminate
a potential memory copy at mode switch 1. We discuss the GPU driver part of
the new memory management system, which eliminates the copy at mode switch
2 in Section 3.4. The remaining mode switch is handled internally by the CUDA
runtime.

Userspace, fork: On fork, a child process will have shared access to OCF allo-
cated memory. Allocated memory returned by the OCF is set as always shared.
Supporting private memory by implementing a copy-on-write procedure or exe-
cuting a new allocation for each fork were deemed unnecessary considering that a
child process can allocate its own memory. We share the memory between parent
and child by overriding the VMA’s vm open() kernel function, which is called by
the kernel when a new memory reference is created, such as on fork(). When
this function is called, we create a new Cryptodev or Crypto memory mapping,
within a new mapping space representing the process’ new address space. Note
that light-weight processes automatically share allocated memory as the VMAs
of the processes are shared.

Kernelspace, allocation request: A process in kernel mode, or a kernel
component, requests memory directly from the Crypto layer using the new
crypto alloc() function. This processes the request as above, selecting an ap-
propriate device. However, instead of dealing with a userspace process’ VMA,
the OCF returns a kernelspace pointer, which references the new memory. The
memory returned is not necessarily within the kernel address space, in the case of
the GPU it belongs to the Gpucryptd address space. Thus, the OCF selectively
performs a vmap() to map the memory into the kernel virtual address space if
necessary. The kernelspace pointer returned is the app ptr in this context, and
is used to create a new memory map in the Crypto layer within the kernelspace
mappings, see “KSpace” in Figure 5.



114 O. Harrison and J. Waldron

3.3.2 Memory Map Removal

Userspace: A userspace process can free OCF allocated memory by executing
the munmap() Unix command or by terminating. On such an event the kernel
calls the vm close() kernel function for the allocated memory’s VMA, which
we have overwritten. If this process is the last to hold an open reference to the
shared memory we issue a free command to the Crypto layer for device allocated
memory or to the Cryptodev layer for Cryptodev allocated memory. After the
memory is freed, the memory map is removed from the appropriate Crypto or
Cryptodev memory map USpace.

Kernelspace: Kernelspace components issue a free directly to the Crypto layer
via the new crypto free() function. Unlike the Cryptodev free process above,
the OCF must ensure that there exists a valid mapping for the kernelspace
pointer for the specified device. If found, a free command is issued to the device
driver and on return the memory mapping is removed from the kernel mapping
space, KSpace.

3.3.3 Memory Map Translation

Userspace: All buffer pointers within cryptographic requests received via the
Cryptodev layer interface are processed for potential address translation. First,
the Crytpo layer is called to find a mapping that matches the userspace pointer
(app ptr) and the device specified within the request. This is done by finding the
mapping space corresponding to the calling process using its thread group ID.
Once the space is found we scan for a matching map within the corresponding
device list of memory mappings. If a match is found, the device address (map ptr)
recovered replaces the userspace pointer within the cryptographic request and
can be used directly by the device without any copies taking place. If no match
is found, we repeat a similar process for any Cryptodev allocated memory. If still
no match is found we default to the original OCF behaviour of using kmalloc()
and the copy from/to user() kernel functions to copy the userspace buffers
into the new kernelspace buffers.

Figure 7 gives a brief illustration of the interactions between the Crypto and
Cryptodev layer during this translation. The left hand side of the figure shows the
memory map process followed when a userspace process makes a cryptographic
request. The Cryptodev component first searches the Crypto user spaces for a
memory map that represents device allocated memory. Failing to find a map, the
component then searches for mappings that represent memory allocated by the
Cryptodev component. If a mapping is still not found, then the OCF defaults to
its original functionality and allocates kernel memory to hold the contents of the
request buffer. The original OCF behaviour should possibly be upgraded to use
the get user pages() call, as in the linux-crypto project, to default to using di-
rect I/O when no mapping is found thereby eliminating the use of the expensive
copy from/to user() kernel functions. The right hand side of Figure 7 shows
that requests made by kernel processes are handled by the Crypto layer, and
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Fig. 7. Crypto and Cryptodev Layers: Memory Mapping Translation Process

only the “KSpace” mappings are searched, representing memory allocated by
device drivers. All cryptographic requests are tagged internally to ensure that
device drivers can detect if a request pointer is a native device address or a
normal kernelspace address.

Kernelspace: Cryptographic requests received via the Crypto kernel interface
undergo a similar procedure as above, except only the kernel mapping space is
searched and only the Crypto memory mappings are searched. Considering that,
as kernel mode processes are trusted, we provide the ability for these processes
to translate the allocated memory before the request is sent to the Crypto layer.
This allows the kernel processes to use native device driver pointers in their
requests with tagging thus avoiding translation overhead.

Existing consumers: Care has been taken to ensure legacy consumers can con-
tinue to use the OCF with minimal impact to performance. Regarding
cryptographic requests made via the Cryptodev interface, the new memory man-
agement system will only impose a small translation overhead for userspace ap-
plications not using OCF allocated memory. This overhead consists of the failure
to retrieve a USpace for requests, which is very fast. For processes in kernel mode
using the Crypto layer directly, the overhead depends on how many mappings
are being used by other kernel components, as this determines the size of the
translation search space.

3.4 GPU Driver and Daemon

Here we discuss in detail the GPU driver component within the OCF and in
particular its separation into a kernel driver and a userspace daemon. As previ-
ously mentioned this separation is necessary due to the requirement of using a
userspace API to communicate with Nvidia’s GPUs. If Nvidia provided kernel
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Fig. 8. GPU Driver Gpucrypt and GPU Daemon Gpucryptd

level access to its device drivers this separation could be avoided, as would the
extra kernel to user mode switches. Figure 8 illustrates both the Gpucrypt driver
and Gpucryptd daemon components and an overview of how they cooperate to
fulfil the requests delivered by the Crypto layer. This is further discussed below.

/dev/gpucrypt: for the purpose of providing a communications channel be-
tween the two components we have created a new OS character device file called
/dev/gpucrypt. On OCF startup, the Gpucrypt driver module is initialised and
connects itself with the /dev/gpucrypt device file. The Gpucryptd component
can subsequently open this device file and communicate with Gpucrypt via ioctls.
These ioctls are used for initial handshake of Gpucryptd with Gpucrypt when
the daemon sets up shared buffers for use in request processing. It also uses the
interface to send a “ready for work” and “shutdown” signals. When the Gpu-
crypt driver receives these signals it correspondingly registers and unregisters
with the OCF Crypto layer. The /dev/gpucrypt device is most intensively used
to co-ordinate the processing of cryptographic and memory requests. When no
work is available on the request queues, the Gpucryptd daemon calls the driver
to passively wait for more work by putting itself to sleep. Thus, whenever work
is received from the Crypto layer the driver calls wake on the daemon process’
wait queue. Whenever work is finished and requires returning to the driver, the
daemon uses an ioctl to signal that the work is finished, to remove the work from
the queue and to call the Crypto layer for request return. The ioctls are listed
and detailed in A.2.

Processing Requests: the Gpucrypt driver implements four shared request
queues, one for each type of OCF request supported: symmetric, asymmet-
ric, alloc and free requests. The advantage of using separate queues for each
request type is that it simplifies queue management. It allows a straightfor-
ward grouping of cryptographic requests for batching purposes rather than deal-
ing with a single queue of mixed requests. These queues are allocated by the
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Gpucryptd daemon at start-up and memory mapped into the Gpucrypt driver,
thus allowing efficient transmission of request data. When the Gpucrypt driver
receives a requests from the OCF, it copies all the necessary instructions into
the relevant queue. All pointers used in the requests at this stage have under-
gone address translation, and the addresses used within the queue are from the
Gpucryptd daemon address space. Thus, the Gpucryptd daemon does not have
to worry about address mapping, it can treat all pointers as native in a normal
manner.

Cryptographic Requests: the Gpucrypt driver supports multi-threaded and
asynchronous cryptographic requests, helping to increase the concurrency of re-
quests on the process queues. Calls from the Crypto layer to process a symmetric
or asymmetric request are returned immediately after the Gpucrypt driver has
queued the request and signalled for the Gpucryptd process to awaken if neces-
sary and process the request. All manipulations of the queues are thread safe.
The only time a cryptographic request blocks is when the corresponding queue
is full. The results of the processed requests are returned asynchronously when
the Gpucryptd daemon issues an ioctl to instruct the driver that it is finished.
This in turn calls the Crypto layer to inform it that the request is finished.

Memory Requests: as with standard memory allocation and free operations,
we have implemented these as blocking requests. Apart from blocking the con-
sumer thread, memory requests do not block any other request from being pro-
cessed within the OCF. Figure 6, which served as an example of an OCF alloc
request, can now be discussed in the context of Gpucrypt and Gpucryptd. To
service an allocation request, the Gpucrypt driver first puts the allocation de-
tails on the shared alloc request queue. The Gpucryptd daemon processes this
by executing the cudaMallocHost() function call, which allocates pinned DMA
accelerated memory. The returned address is placed back on the shared request
queue, which is then used by the Gpucrypt driver to access the underlying pages.
On initialisation of the Gpucryptd daemon, it registers with the Gpucrypt driver
its internal task kernel pointer. This is used to retrieve access to the daemon’s
underlying virtual memory areas and pages. A note should be made that the
virtual memory area used to reference the CUDA allocated pages is flagged with
VM IO. Device driver programmers commonly use this flag to prevent memory
from being included in core dumps, however it also has the effect of treating
the memory area as backed by non system RAM. For I/O mapped memory it is
necessary to restrict access to the underlying pages as they don’t exist in RAM,
however in our experience, CUDA only returns RAM backed memory. We must
temporarily disable this flag in order to retrieve the underlying pages, though we
take the precaution of acquiring the Gpucryptd’s memory map semaphore dur-
ing this period. Our experience is that this technique has successfully returned
the underlying pages to the Crypto layer in all of our tests.

Request Order: maintaining separate shared queues has advantages as stated
above, however it has a disadvantage of not automatically preserving the original
request ordering between the differing types of requests. This can cause faults
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when memory requests are run out of order with respect to cryptographic re-
quests. If we solve this problem using a single request queue, then batching is
less effective as the queue requires processing in order. This can lead to memory
requests unnecessarily splitting groups of cryptographic requests. The solution
adopted for this problem was the use of read-write semaphores within the OCF.
We have used a read-write semaphore for each mapping space (i.e. one per con-
sumer process) within the OCF and found the solution to give minimal overhead.
Each cryptographic request is responsible for acquiring a read-write semaphore
for reading if a memory translation has occurred and releasing the semaphore on
request completion. Each memory request must acquire a read-write semaphore
for writing, which ensures the memory request is the only request for the con-
sumer process within the OCF pipeline. This ensures that any translations that
were valid at the start of the processing of request, remain so until the end. The
use of read-write semaphores as opposed to normal semaphores allows the most
common type of request, i.e. cryptographic requests, that share a mapping space
to exist concurrently within the OCF pipeline. Also if no memory translation
is used, e.g. legacy consumer processes, then no semaphores are used as in the
original OCF.

Driver Removal: a driver can be removed at any time, and thus we must
deal with the case of allocated memory when such an event occurs. Requests
can be migrated to another device by the OCF and thus memory allocated for
one device can be sent to another device. The Cryptodev layer sees this event
as a failed translation and defaults to copying the memory from the userspace
process, thus the requests will continue to proceed, however at a slower pace.
To avoid this slow down the consumer process must monitor the requests for a
change in device used and if a change occurs the OCF allocated memory should
be freed and allocated again by the new device. If no OCF allocated memory
is used then no action is required. Note that even though the device may have
freed the memory, its pages are kept alive due to the consumer process’ reference.
Requests sent directly to the Crypto layer will also fail the translation stage and
the memory will be treated as a standard kernelspace memory pointer. Again
the kernel consumer thread must monitor requests for changes in the device used
and reallocate memory when this occurs.

3.5 Security

We look at each of the changes made to the OCF in terms of their security
implications. The new memory allocation functionality requires that all mem-
ory returned is automatically zeroed to protect from leaking information. The
use of memory translation for userspace requests bypasses the need for the
copy to/from user() kernel functions. These kernel functions perform impor-
tant validation, ensuring that the addresses are part of the calling process’ ad-
dress space. We ensure that this validation is maintained by only searching for
translations within a mapping space which is indexed by the thread group ID.
This combined with the fact that the mappings within the space only contain
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userspace pointers, which are generated by the kernel on behalf of the process,
ensure that any match found during translation are valid userspace addresses
for that process. During translation we also check the size of the buffers speci-
fied within the cryptographic requests, to ensure no buffer overflow will occur.
Regarding the Gpucrypt driver, it must be ensured that the /dev/gpucrypt file
is accessible by the root user only. If this is not the case, then any userspace
program may connect to the Gpucrypt driver and receive OCF cryptographic
requests. Also, it should be noted that no official statement from Nvidia is avail-
able on the purpose of the VM IO flag and if its temporary disabling can cause
security problems, see Section 3.4. Even though extensive testing has shown
the correct function of mapping pages as required, and the Gpucryptd’s mmap
semaphore is acquired during the flag’s disabled period, the GPU drivers are
proprietary and the source code is not available. This results in a difficultly in
verifying the temporary disabling of the flag does not present a possible security
problem. In general, the approach presented in this paper has undergone a basic
security evaluation, however, it is not recommended that the implementation be
used in a security sensitive context where it is possible that an intruder may
have access to the hosting server. Before such a step can be made, a dedicated
security study should be performed.

4 Concurrent Request Processing

4.1 Asymmetric Request Batching

The batching of requests allows for an increase in system wide throughput by
permitting the combination of separate requests to be sent to and processed by
the GPU. The types of requests that comprise a batch and the preprocessing that
can be done to this batch can have significant effects on performance. General
purpose symmetric-key batching on the GPU has been discussed in detail else-
where [4], so we will not go into this further in this paper. However, to date there
has been no treatment of general purpose batching of distinct asymmetric-key
requests on the GPU. Considering the OCF presents the opportunity to batch
requests for delivery to the GPU we investigate the possibility of asymmetric
request batching here.

Single Request: Currently the OCF does not support a method of execut-
ing more than one asymmetric cryptographic operation within a single request.
The framework does provides the ability to chain multiple requests with a link
list. This gives the ability to send in a single call multiple requests to the Crypto
or Cryptodev layer. We have made a small change to the OCF API to allow
the request’s input buffers to contain multiple instances of its input vectors.
For example, in relation to modular exponentiation, this permits a request to
contain multiple bases for each exponent/modulus pair (analogous to multiple
messages per key). Although only giving a slight performance improvement, it
simplifies the process for clients to send multiple requests with a single key. We
are reluctant to make any modifications to existing API structures for reasons of
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compatibility with existing applications, thus this change is suggestive and can
be safely omitted if compatibility is required.

General Purpose Request Batching: We have based our asymmetric-key
implementation on the serial radix algorithm for CRT modular exponentiation
suitable for RSA-1024 on a pre-existing implementation [5]. This involves spawn-
ing a new CUDA thread to handle the exponentiation of each base. As there can
be multiple bases per request, and one thread per base, we require a mechanism
that allows each thread to dynamically discover its request data. We must also
take into consideration that the base, modulus and exponent for each operation
is split into two, due to the CRT technique [19]. This involves using the prime
factors P and Q of the modulus N to generate smaller pairs of bases, mod P
and Q, and smaller pairs of exponents, mod P −1 and Q−1. We can then sepa-
rately calculate the resultant smaller modular exponentiation within the residue
number system {P, Q} and recombine at the end to produce the final result.

Fig. 9. Mechanism for Processing Multiple Distinct Asymmetric Key Requests

Figure 9 illustrates the mechanism used to direct the threads to their corre-
sponding data. As described separately [5], we direct all even numbered CUDA
blocks to P related data and all odd CUDA blocks to Q related data. The base
data is configured in a manner so that each CUDA thread can simply scale
their global thread ID to find the offset of their base data. During the prepro-
cessing stage (discussed next), we generate a message to request index, labelled
Msg2ReqIndex. This index is used to translate the message number, i.e. the
base number within the full batch of requests, to the OCF request number. The
request number is used to generate an offset into the modulus, exponent and re-
lated per request data. In the figure we can see that the modulus, exponent and
related data is split into two groups. This allows a simple conditional addition
of a single offset to the request offset to direct a thread to the P or Q related
data depending on whether the CUDA block is odd or even.
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Request Preprocessing: The Gpucryptd daemon can have access to multi-
ple asymmetric requests at any one time. The GPU’s processing performance of
these requests can depend greatly on the order in which they appear within the
GPU buffers. Concerning an efficient modular exponentiation implementation,
the code path taken is largely dependent on the exponent. When the GPU exe-
cutes modular exponentiations with different exponents within the same CUDA
warp, we experience thread divergence and a cost is incurred. This is due to
having to execute the separate code paths serially rather than concurrently, see
Section 2.2. The more varied the exponents within a warp, the higher the warp
cost, and thus the higher the CUDA block cost, up to a limit. More concretely,
we use the well known Sliding Window [20] technique for exponentiation. This
technique involves traversing the exponent as a binary string from left to right.
Based on the value of a binary digit at a particular position within the exponent,
the algorithm determines whether a square, a series of squares or a multiply is
performed. If two threads within the same SM are executing an exponentiation
using different exponents, then depending on the binary make-up of the expo-
nent the thread code paths can diverge at different stages of the exponentiation
process. Divergence of threads results in a loss of performance due to the in-
ability of an SM to concurrently execute different instructions. In effect, the SM
executes all code paths for all threads in a warp, disregarding the results of
some operations appropriately. To measure the performance cost of the possible
thread divergence we ran a series of tests with randomly generated exponents.
From these tests we have measured the different warp costs for a GPU execution
of a modular exponentiation in various divergent scenarios and the cost ranges
between 1 and 2.5, where 1 is equal to the minimum run time of a non-divergent
modular exponentiation. Ideally we would be able to efficiently take any array
of varying sized and keyed requests and reorder them to derive the minimum
total cost, or runtime.

We can draw a loose analogy between this problem and the perfect packing
version of the 2-dimensional strip packing problem [21]. If we let the cost of
each CUDA block become the height of an object, the width of the object is 1
and the width of the container is the number of available SMs, then we wish
to minimise the height of the container holding all the objects. The analogy is
not exact as we also have the added complexity that the height of each object,
i.e. the CUDA block cost, can vary depending on how requests are ordered. To
find the optimal solution to this is computationally impractical. However, we
can use heuristics to arrive at a reasonable solution. If we first consider that the
block cost increases whenever an exponent changes within the array of requests,
we should sort all requests according to their exponent, thus creating a list of
non-divergent groups of requests. We perform this sort by an approximation,
using only the first integer of the exponent, giving a good accuracy/efficiency
trade off. We label this approach as “1 pass”.

We do not have control over the order in which the Nvidia driver chooses its
CUDA blocks for execution when an SM becomes free, however it is reasonable
to assume it follows a first fit approach, i.e. whenever an SM is free it takes
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the next lowest block by ID and assigns it to the SM. A reasonable close to
optimal approach to solving the strip packing problem is to use the first fit
descending heuristic. We follow this heuristic by sorting the non-divergent groups
in increasing order of the number of operations within each group. This ensures
that the most costly CUDA blocks occur in the lower block IDs. We call this
approach “2 pass” as it involves the 1 pass sort above and an extra sort.

Both the 1 and 2 pass techniques are contrasted with no sorting (0 pass) in
various scenarios in Figure 10. The scenarios are run outside of the OCF as
they concern modular exponentiation batching on the GPU in general and not
just in the context of the framework. The tests consisted of sending multiple
requests to the GPU for concurrent execution. The size of each request within
each test was randomly chosen in a guided manner. The “Large” tests restricted
the sizes of the requests (the number of bases per request) to be high, typically
100-300; the “Small” tests contained only small requests, typically 1-10; and
the “Mixed” tests contained a random mixture of large and small request sizes.
Each test was run with a varying probability for each request to be followed by a
request with the same exponent and modulus, i.e. the same key. This is labelled
“Collision Probability”, with 1 meaning all requests are using the same key and
1/512 meaning a 1 in 512 chance of two requests chosen at random from the
test having the same key. This collision probability simulates a multithreaded
environment sending requests to the OCF with differing numbers of system wide
keys.

Figure 10 analyses the relative performance of the 0, 1 and 2 pass techniques
within each scenario. It can be seen that the 0 pass approach underperforms
in all scenarios. The 1 and 2 pass techniques mostly perform the same with a
general slight overhead noticeable for the 2 pass approach. The 2 pass approach
substantially outperforms the 1 pass approach when the collision probability
is low and there is a mix of request sizes. The performance improvement of 2
pass at a collision probability of 1/512 is 24%. Small requests are more costly
than large requests as the rate of change of the exponent is higher. These small
messages when mixed randomly between lower cost large requests, form a layer
of thinly distributed costly warps. It is beneficial to move these costly small
requests into a small number of high cost blocks as the block costs converge on a
relatively small overhead. This increases the number of low cost blocks that can
run concurrently and finish while the high costs blocks complete. We recommend
the use of this 2 pass approach due to its better performance in this scenario
and relatively small overhead in the general case.

4.2 Request Pipelining

In the scenario where we have multiple cryptographic requests outstanding on
the Gpucryptd daemon queue, we have the opportunity to split the processing
and return of requests into two concurrent operations. The CUDA API allows
for the execution of a kernel on the GPU asynchronously. The Gpucryptd dae-
mon permits both asymmetric and symmetric CUDA modules (see Figure 8)
to retrieve more requests from the queue without returning. The daemon also
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Fig. 10. Comparison of Pre-processing techniques for RSA-1024 Request Batching

supports callbacks to return completed requests. This allows the Gpycryptd dae-
mon to delegate the flow control of request retrieval and request return to the
cryptographic modules. Thus, when implementing a cryptographic algorithm
for the GPU, it is straight forward to overlap the return of previously com-
pleted requests with the execution of the next requests. We present the effects
of pipelining in Section 5.1.

5 Performance

5.1 Symmetric-Key Performance

To analyse the overhead of using the OCF for symmetric-key performance, we
use an AES implementation based on an existing implementation [4]. Figure 11
shows the performance of AES when operating on different sized buffers with and
without going through the OCF. The non-OCF version of the implementation,
labelled as “Standalone”, performs comparably [4]. We compare this standalone
version to four other tests. Two tests were performed using normal userspace pro-
cesses to initiate the requests and thus go via the Cryptodev layer of the OCF,
labelled as “Cryptodev with/without MM”. The remaining two tests were per-
formed using a kernel thread which initiated the requests directly via the Crypto
layer of the OCF, labelled “Crypto with/without MM”. The “with MM” and
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Fig. 11. Performance of GPU accelerated AES using the OCF

“without MM” tags, refer to variants of the tests whereby we either include our
new memory management system or use the original OCF memory management
respectively.

We can see that the two tests which use the OCF and the new memory
management system, perform with a small overhead compared to the standalone
version. Based on the Cryptodev interface, the average percentage overhead of
using the OCF is 3.4%, with a range of 9.3% for the smallest request buffers
through to 0.2% for the largest buffers. The spread in overhead percentage is due
to the smaller request buffers requiring more calls through the OCF to perform
the same amount of processing compared with larger request buffers. Although
it cannot be seen here, there is a slight advantage to executing the cryptographic
requests from the kernel as the Cryptodev layer overhead is removed.

The two tests, which are performed without the new memory management
system, experience a substantial reduction in performance as the buffer sizes
increase. This is due to having to perform extra memory copies for each transi-
tion between address spaces. The shape of the graphs can be understood when
compared to Figure 4. The reason for “Crypto without MM” outperforming
“Cryptodev without MM”, is that the direct calls to the Crypto layer from
kernelspace eliminates one of the address space transitions, thus reducing the
number of memory copies performed. The reason for ”Crypto without MM” not
covering the full range of buffer sizes is that it hits the default maximum vmap()
limit in the kernel. ”Cryptodev without MM” is also limited in the buffer sizes
used due to the original limit imposed by the OCF. These limits can be removed,
though the results show little difference.

Figure 12 is used to investigate both multithread scalability and pipelining, as
discussed in Section 4.2, for symmetric-key processing on the GPU. The “Single
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Fig. 12. Multithreaded performance of GPU accelerated AES using the OCF

Thread” test is the same as “Standalone” in Figure 11, involving multiple iter-
ations of symmetric-key requests with varying buffer sizes. The multithreaded
tests consist of executing the same amount of operations as the Single Thread
test, using the same sized requests, however the requests are split across 20
threads. One of the multithreaded test runs using the previously mentioned re-
quest pipelining, and the other without. Note that the multiple threads referred
to are the consumer threads making requests to the OCF, the Gpucryptd daemon
itself remains a single thread. It can be seen at small buffer sizes that the multi-
threaded scenario using the pipeline slightly out performs the scenario without
pipeline use. It achieves this improvement from asynchronously returning request
results, thus hiding (or partially hiding) the return cost to the consumer. Both
of the multithreaded tests taper prematurely in performance as the buffer size
increases. This is presumed to be due to the multithread version of these tests
requiring 20 times more active memory at any one time than the single thread
version. Thus the performance degrades due to increased pressure on system
memory.

5.2 Asymmetric-Key Performance

For our tests of asymmetric-key performance we used an implementation based
on the modular exponentiation approach for RSA-1024 presented by Harrison
and Waldron [5]. Figure 13 shows a comparison of running a standalone version
of this implementation and using the implementation via the OCF Cryptodev
layer from a userspace process. We can see here that there is no discernible
difference in performance, in fact it is difficult to see there are two plotted graphs
in the figure. This is due to the high arithmetic intensity inherent in the modular
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Fig. 13. Performance of GPU accelerated RSA-1024 using the OCF

exponentiation algorithm and thus the OCF overhead is relatively quite small.
The average percentage overhead of using the OCF via the Cryptodev interface
compared to the standalone version is 0.4%, with a range of 0.1% for the smallest
number of messages per request to 0.6% for the largest. A related point is that
we have performed these tests with and without the new memory management
system and also with and without pipelining as in the symmetric-key tests above.
The results were indistinguishable from the standalone version due to the small
overhead associated with data transfer through the OCF compared to the work
done on the GPU.

Figure 14 illustrates the behaviour of the OCF when processing multiple
asymmetric-key requests with the same key concurrently. We achieve concur-
rency by using multiple threads via the Cryptodev interface. As it is a block-
ing interface there is no other way a userspace thread can achieve concurrency.
We also test concurrency via direct kernel calls to the Crypto layer, which per-
mits asynchronous request execution. This permits multiple outstanding requests
within the Gpucrypt request queue at one time using a single kernel thread. The
“Concurrency Level” label in the figure refers to either the number of threads
(Cryptodev test) or the number of concurrent requests sent asynchronously
(Crypto test). All tests, both multithreaded and single threaded, perform the
same total number of asymmetric operations. Thus, as the concurrency increases
the number of messages per request decreases, shown in brackets on the x-axis.
We have highlighted the performance improvement when processing requests
consisting of 112 primitives concurrently versus serially. This improvement is
due to the use of batching as described in Section 4.1. From Figure 14 we can
also see that the multithreaded tests lose performance as the concurrency level
increases. The main reason for this performance degradation is the inability to
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Fig. 14. Concurrency and GPU accelerated RSA-1024 using a single key within the

OCF

maintain an occupied GPU. In the tests, as the concurrency increases the request
sizes decrease, the OS has a harder time to deliver sufficient numbers of requests
to the queue for batching due to process switching overheads. This relates to the
reason the Crypto test outperforms the Cryptodev test. The OS does not have
to reschedule processes as frequently to deliver the same amount of data to the
GPU.

6 Conclusions

We have seen that the GPU can be effectively integrated into the OCF with
careful design of a driver consisting of a kernelspace OCF driver and a userspace
daemon. The paper shows that there is an average overhead of 3.4% when using
the OCF for AES over a standalone implementation. In the context of RSA-
1024 we see that there is a very low 0.3% average overhead when compared
to a standalone version. A new memory management system within the OCF
was shown to be critical in maintaining this performance for symmetric-key
operations. Without its use we see a drop in performance of over 50% when
using the OCF’s kernelspace Crypto interface, and over a 70% drop via the
OCF’s userspace Cryptodev interface.

We presented a new general purpose mechanism for processing multiple
asymmetric-key requests on the GPU and found that the preprocessing of mixed
key requests is crucial to maintaining performance. We have also shown the ef-
fectiveness of integrating this mechanism as part of the OCF and its use within
multithreaded and asynchronous scenarios. The most important factor regard-
ing performance in these scenarios is the ability of the OS to schedule multiple
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threads efficiently so as to provide enough work for the GPU to reach peak per-
formance. We have seen that GPU accelerated cryptographic functions can be
made available in a uniform manner to all OS components, both in-kernel and
userspace, via the OCF without excessive overhead.
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A OCF Extensions

A.1 New Memory Management Interface

The following lists the interface extension for the Crypto and Cryptodev layers
within the OCF to support the new memory management system.

A.1.1 Crypto Layer Interface

crypto alloc(): pass in the size and optionally the device ID for memory alloca-
tion. Returns a kernelspace pointer and the device that performed the allocation.
If the allocation fails null is returned.

crypto free(): pass in a pointer returned by crypto alloc().

crypto translate(): pass in a pointer returned by crypto alloc(). Returns a
device space pointer if a mapping is found.

A.1.2 Cryptodev Layer ioctl Interface

CIOCALLOC: this takes in an allocation request structure as a parameter, which
specifies the requested buffer size and suggested device ID. The same structure
is used to return the userspace pointer and actual device used for the allocation.

A.2 Gpucrypt ioctl Interface

The following ioctls are used to communicate with the Gpucrypt device via
/dev/gpucrypt. These are used by the Gpucryptd userspace daemon to co-
operate with the OCF to complete cryptographic requests.

GPU REGISTER * REQ BUF: this is a series of ioctls which Gpucryptd driver exe-
cutes on startup to register shared request queues for each type of OCF request
supported by the GPU driver. * refers to ALLOC, FREE, KPROCESS (asymmetric
request processing) and PROCESS (symmetric request processing).

GPU READY: after the request buffers are created, shared and initialised and all
state is ready for operation, the Gpucryptd daemon registers itself as ready for
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work with the Gpucrypt driver. The driver, on receipt of this ioctl, issues a reg-
ister command to the OCF to inform it that it is ready to start receiving requests.

GPU WAIT FOR WORK: the Gpucryptd daemon process cycles through the request
queues, continually processing any available work. When there are no more re-
quests to process, rather than continually scanning it calls the Gpucrypt driver
to wait for work using this ioctl. On receipt of this request the Gpucrypt sleeps
the calling process on a kernel wait queue. When work is subsequently received
from the OCF, the Gpucryptd is woken by calling wake on this wait queue, thus
releasing Gpucryptd to finish the rest of the ioctl and return to userspace to
process the new work.

GPU RETURN * REQ: on finishing of a request, the Gpucryptd daemon uses this
series of ioctls to deliver the work back to the OCF. This ioctl calls the OCF
crypto done() function, which can either process the registered callback function
for the request immediately or allow the OCF return queue kernel thread to do
so later. An application that has a long callback function may configure the
cryptographic request to not execute an immediate callback as the callback is
normally run in interrupt context. However, when the GPU is used, crypto done
is called from within process context, specifically the Gpucryptd context, and
thus long callback functions are less problematic and thus the use of the separate
return queue kernel thread can be avoided. * refers to ALLOC, FREE, KPROCESS
(asymmetric request processing) and PROCESS (symmetric request processing).

GPU SHUTDOWN: this ioctl is called on shutdown, which in turn unregisters the
Gpucrypt driver from the OCF.
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Abstract. Protection deals with the enforcement of integrity and confidentiality.
Integrity violations often lead to confidentiality vulnerabilities. This paper pro-
poses a novel approach of Mandatory Access Control enforcement for guarantee-
ing a large range of integrity properties. In the literature, many integrity models
are proposed such as the Biba model, data integrity, subject integrity, domain in-
tegrity and Trusted Path Execution. There can be numerous integrity models. In
practice, an administrator needs to combine various integrity models. The major
limitations of existing solutions deal first with the support of indirect activities
aiming at violating integrity and second with the impossibility to extend existing
models or even define new ones.

This paper proposes a novel framework for expressing integrity requirements
associated with direct or indirect activities, mostly in terms of information flows.
It presents a formalization for the major integrity properties of the literature. The
formalization of the required security is efficient and a straightforward enforce-
ment is proposed. In contrast with our previous work, an information flow graph
provides a dynamic analysis of the requested properties.

The paper also provides a MAC implementation that enforces every integrity
property supported by our formalization. Thus, a system call fails if it could vio-
late the required security properties.

A large scale experiment on high interaction honeypots shows the relevance,
robustness and efficiency of our approach. This experimentation sets up two kinds
of hosts. Hosts with our solution in IDS mode detect the violation of the requested
properties. That IDS allows us to verify the completeness of our MAC protection.
Hosts with our MAC protection guarantee all the required properties.

Keywords: Integrity models, security properties, MAC enforcement, information
flows.

1 Introduction

Protection of computer systems is often seen in terms of availability, integrity and confi-
dentiality. Those fields have already been widely investigated by researchers. However,
everyday systems lack facilities of configuration. Moreover, they lack expressiveness
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in the way the security policies are defined. Finally, existing security enforcements are
still vulnerable to complex attacks, such as sequences of authorized system calls. This
paper focuses on the field of integrity properties. General integrity aims at protecting
entities on a system against any kind of modification. We survey the most classical in-
tegrity models of the literature. We provide a theoretical model of operating systems,
and activities occurring on it, in terms of information flows, transition sequences1 and
direct or indirect executions. We propose a generic framework to express any existing
or new integrity property, under our model of the system. We go a step further into
the analysis of the classical integrity properties and provide more accurate definitions,
especially considering indirect violations of those security properties. The various se-
curity properties considered here are mainly related to data integrity, subject integrity
and binary integrity. We also consider more specific and complex so-called integrity
properties such as Trusted Path Execution and domain integrity (or Virtual Chroot).

After defining our model of the operating system entities and activities, we present
how it can cover any integrity property that one (e.g. an administrator) may want to
express. We then explain how our MAC mechanism can enforce any of the properties
our framework can allow us to model.

In order to evaluate the usefulness of our approach, we provide experiment results
with the protection against a complex attack case synthesizing numerous attacks in-
stances gathered on our honeypots. This long term experiment (six months) provides
strong assessment of the relevance, robustness, completeness and efficiency of our
approach.

The paper is organized as follows. Section 2 surveys research work done in the field
of integrity properties. It also positions and motivates the paper regarding that work.
Section 3 presents our model of the system entities and operations. It focuses on the
combination of those operations into information flows, as such flows enable to de-
fine and enforce multiple integrity properties. It also presents other complex activities
such as sequences of transitions and indirect executions. Using that formalism, Sect.
4 presents the modeling of major integrity properties of the literature. It also provides
more accurate and complete definitions of those security properties. It introduces new
and more specific security properties, to which we come back later to show the rele-
vance of our approach for real systems. Section 5 presents the algorithm used to en-
force the proposed security properties. It also provides a description of our enforcement
architecture, with our PIGA-KERNEL module and our PIGA-DYN decision engine.
Section 6 presents results obtained on our honeypot hosts. We compare classical DAC

linux protection against our MAC solution. This section also considers correctness and
efficiency issues. Section 7 sums up the paper and gives further ways to investigate.

2 Related Work and Motivations

Integrity models have been widely studied. Our approach is based on the analysis of
information flows, which have been also deeply studied in the past.

As explained below, classical integrity models often lack, in their implementation
and sometimes also in the principle itself, the notion of indirect integrity violations.

1 i.e. role transitions, that we call here context transitions.
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Indeed, the integrity of a resource can be directly altered by a process, or indirectly by a
user running a process that transits to another process that finally modifies the resource.

Data integrity has been informally defined in [1]. That general definition means that
data cannot be modified without authorization. In practice, such a general definition
is not sufficient to protect all the resources according to the user needs. That is why
various types of integrity properties and models were proposed.

2.1 Theoretical Approaches

Biba Integrity Model introduced in [2] proposed three policies. The Strict Integrity Pol-
icy is the mathematical dual of the Bell-La Padula Model [3] (BLP). As BLP, the system
consists of a set of subjects, a set of objects and a set of integrity levels (respectively
security levels in BLP). Biba Model enforces No-Read-Down/No-Write-Up policy. The
model guarantees both direct and indirect integrity. [4] proposed to use Biba Model
to build a kind of MLS model for commercial systems. However, the Biba model can-
not be extended to support other protection models such as non interference or domain
integrity.

In [5], the authors provide a model aiming at preventing integrity violation of sub-
jects through interferences, called subject integrity. In [6], the authors consider the
actions that can violate the integrity. Those actions include interferences but also any
type of direct and indirect violations of the integrity. However, the theoretical model-
ing language provided is not adapted to the enforcement of an Operating System, and
implementation perspectives are very partial. In [7], the author presents a Trusted Path
Execution property making it possible to execute only safe binaries, such as guarantee-
ing another form of integrity of the subjects involved.

In [8], the authors provide a model in which integrity and confidentiality are both
related to the notion privileges separation. The proposed model is based on the formal
verification of the code of the application, which is not always possible.

In [9], Fred B. Schneider introduces an automata based approach to enforce security
properties. In contrast with common approaches, the author proposed a protection ori-
ented method. However, the author states that not all security properties can be enforced
because the future interactions cannot be predicted. Only the safety properties can be
enforced. Moreover, the author states that information flows cannot be protected. The
author uses Communicating Sequential Processes language [10]. The method works by
verifying security properties on a set of execution traces. The automata is potentially
unbound. Advanced enforceable security properties, i.e. availability properties, were
later introduced in [11,12], but as far as we know, no implementation was provided.

In [13], the authors proposed a security policy model based on state transition to
guarantee both integrity and confidentiality. In contrast with [3], they consider an entity
as an information repository. The data contained in the entities are dubbed attributes. A
state transition takes place between a requestor and a destination entity known as the
observer. However, the integrity deals with the fact that the confidentiality controls are
correctly enforced. So, the paper deals rather with confidentiality than integrity.

In [14], the authors describe the Domain Integrity property allowing to confine some
subject in a virtual chroot.
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2.2 Operating System Approaches

Several studies address how to support indirect information flows within an Operating
System. The HiStar Operating System [15] associates each object or subject with an in-
formation flow level. The problem of HiStar is that it is very close to the Biba integrity
model and suffers from the same limitations. The Flume Operating System [16] is very
close to HiStar. However, Flume does not control efficiently the information flows.
Asbestos [17] and HiStar both consider four different levels of information. The pro-
tection rules can only express pairwise relationship patterns. Again, information flows
involving multiple interactions and processes cannot be controlled easily.

In [18], a tool, called ‘Apol’ (analyse policy) has been provided as part of a complete
software suite for the administration of SELinux. Apol can search for transitive infor-
mation flows within the static SELinux Type Enforcement (TE) policy. But they cannot
prevent such transitive flows, nor even dynamically detect them during execution. Apol
thus comes as an assistant for analyzing and writing policies. Moreover, all transitive
flows detected in the policy cannot be removed by modifying the policy. It is due to the
TE’s principle itself: each interaction is treated individually from others. Transitivity is
not covered by the TE under Selinux.

In [19], a method to enforce all the security properties related to integrity and con-
fidentiality was introduced. It is based on a Security Properties Language (SPL) used
to describe the security properties. The approach reuses existing MAC policies, such
as SELinux, enforcing direct security properties. In contrast to SELinux, the proposed
approach adds protections against indirect interactions. The method is able to compute
in advance all the forbidden indirect interactions i.e. the sequences of interactions that
could break the required security properties. However, the solution requires existing
SELinux MAC policies for classical TE.

Since a few years ago, a hybrid approach between DAC and MAC systems has
emerged: augmented DAC approach. DAC is the most commonly implemented and eas-
ier to use access control model. The main drawback of a DAC system is the impossibility
to guarantee any security property [20]. The main drawback of classical MAC systems
(SELinux [21], GRSecurity, RSBAC) is the difficulty in writing a safe security policy
and the impossibility to guarantee system-wide integrity. Thus, [22,23,24] proposed to
use hybrid DAC and MAC models for mandatory integrity. However, [22], like the oth-
ers, reuses the DAC protection policy to control the flows between the users, so they
do not solve the impossibility problem to guarantee a security property starting from a
DAC policy.

2.3 Other Approaches

Language-Based Information-Flow Security [25] is one of the main research fields
related to information flow security. It is built on static analysis of source or binary
code and language semantics. But Language-based Information-Flow security requires
that any program on the system has been deeply studied in terms of information flow.
More than that, each new program must be analyzed, even without its source code. In
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addition, information flows between processes and programs are sometimes impos-
sible to prevent. Moreover, programs corrupted after their analysis can lead to new
information flows.

Nowadays, with the increasing number of virtualization technologies, another kind
of integrity checking is returning to the forefront: fingerprints. Classically, a database
of fingerprints of objects [26,27] e.g. critical files, kernel structures and objects, man-
ages the modifications. The objects are checked against their fingerprints. The integrity
of the fingerprints themselves is critical and unless TPM (Trusted Platform Module) is
used [28], it is possible to tamper with them. Integrity Enforcement through virtualiza-
tion is a new field. Fingerprints [29] are resistant because they are outside the operating
system scope and used vTPM [30]. But such fingerprints require virtualizing the op-
erating system and causes overhead. However, fingerprints do not allow the control of
any kind of object, mainly files.

In [31], the authors use virtual machine introspection to isolate the policy decision
point from the kernel, which cannot be attacked any more by a malicious user gaining
root privileges. This work focuses on protecting the kernel integrity itself specifically
against well-known rootkits. The authors argue that their system is highly flexible and
handles the evolution of the system over time (e.g. objects attributes and the context
of the system). While the authors give an interesting usage of their model to define a
generic Chinese Wall policy, they do not consider any real-world usage of it, nor any real
enforcement perspectives. The work presented still lacks expressiveness: e.g. dynamic
separation of duty is not covered by the proposed solution. Moreover, the authors do
not provide any performance evaluation of any of their work, questioning the usability
of the solution. Given those weaknesses that we address in this paper, the authors do
not propose a solution to replace existing access control enforcement systems but rather
a complementary solution to keep those enforcement mechanisms secure.

2.4 Motivations

Our purpose is to propose a general framework for defining complex and mixed se-
curity properties. In this paper, we focus on integrity properties. Thus, one needs a
formal language that is powerful enough. A straightforward support of that framework
is required within an Operating System. We aim at providing a powerful but easy and
comprehensive way to define ad-hoc required security properties and allow their au-
tomatic enforcement using our PIGA-DYNdynamic protection module. Our approach
tracks the information flows onto the target system. Any elementary operation (i.e. sys-
tem call) on the target operating system is thus monitored. The major advantage of
our approach is that it can monitor both direct and indirect flows while providing an
immediate implementation that controls the formalized properties. Thus, a security ad-
ministrator can reuse different integrity canvases. He can also propose new integrity
canvases using our language. The new canvases are processed straightforward enough
by our MAC module. In contrast with low-level MAC mechanisms, the required in-
tegrity policies can be defined easily. Finally, our solution does not require any existing
MAC policies. Our solution computes dynamically the relevant system activities in a
very efficient and relevant manner. That efficiency must be evaluated. This is done with
large scale experimentations using real and unknown attacks.
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In a preliminary work [32], we have presented an information flow approach in order
to prevent Race Condition (RC) based attacks. In contrast, this new paper details and
extends the model, and addresses integrity. In addition, it provides a strong real world
example of attacks gathered on our honeypots, on which our protection system blocked
every instance.

3 System Modeling

In order to formalize the integrity properties in terms of activities on the Operating
System, let us first define the model of the target system. The first requirement is to
be able to associate a unique security label (also called security context) to each system
resource. A security context can be a file name or the binary name executed by a process.
Our system fits well for DAC OS (GNU Linux, Microsoft Windows) or MAC ones such
as SELinux whereas security contexts are special entities controlled by the kernel.

3.1 System Time, Entities and Operations

In essence, an operating system is defined by a set of entities performing operations on
other entities. Those entities are referred here as ‘security contexts’. Active contexts are
called subject contexts while passive ones are called object contexts. Such contexts can
carry information.

Formally, an operating system consists of the following elements:

– A set of system timestamps T , representing any possible time given by the system
clock, from 0 to ∞.
Any t ∈ T is a timestamp representing a given system time.

– A set of subject security contexts SSC.
Each ssc ∈ SSC characterizes an active entity, i.e. processes, that can perform
actions, i.e. system calls.

– A set of object security contexts OSC.
Each osc ∈ OSC characterizes a passive entity (file, socket, . . . ) on which system
calls can be performed.

– A set of all security contexts SC = SSC ∪ OSC, with SSC ∩ OSC = ∅.
For example, let us consider the apache webserver reading an HTML file. The
apache process is identified as a subject (/usr/bin/apache ∈ SSC in a classi-
cal Linux system or apache_t ∈ SSC in a SELinux environment) and the file
is considered as an object (/var/www ∈ OSC in a classical Linux system or
var_www_t ∈ OSC in a SELinux environment).

– A set of elementary operations EO.
EO denotes all the elementary operations, i.e. system calls, that can occur on the
system (i.e. read_like and write_like operations).

– A set of interactions: IT : SSC × EO × SC × T × T .
Each element of IT is thus a 5-uple that formally represents an interaction on the
system. We will use the following notation for such an interaction: ssc

eo−→ tsc,
where ssc ∈ SSC, tsc ∈ SC, eo ∈ EO, ssc �= tsc. In essence, an interaction
it ∈ IT represents a subject ssc ∈ SSC invoking an operation eo ∈ EO on a
given context tsc ∈ SC, starting at a system time ts and ending at a system time te.
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– Three functions: src : IT → SSC, tgt : IT → SC and op : IT → EO,
that return respectively the source context, the target context and the operation
involved in an interaction.

– A system trace S.
The execution of an operating system can be seen as a set of invoked interactions.
The executed interactions modify the OS state [33]. When we consider prevention,
we work with invocation trace. The invocation trace thus contains all tried interac-
tions, even those which are finally not allowed to be performed. Thus, each time an
interaction iti occurs on a given system (before being allowed, in case of a preven-
tion system), the corresponding system trace becomes Si ← Si−1 ∪ iti.

3.2 Information Flows

As the purpose of this paper is to present security properties defined using information
flows, we first define precisely what those information flows are. We consider informa-
tion flows at the operating system level: when an interaction occurs (i.e. an elementary
operation is performed between two entities on the system), there is one potential con-
sequence: that interaction can produce an information flow from one security context
to another. For example, when a process reads in a file, the memory of the process re-
ceives information from the file read. On the other hand, when a process writes some
information in a file (or in memory, or in a socket, etc.), it transfers some information
to this resource. The resource thus receives new information.

With our modeling of the system, flows can be described as the following. An infor-
mation flow transfers some information from a security context sc1 to a security context
sc2 using a write_like operation or to sc1 from sc2 using a read_like operation2.

The formal modeling of the system is then extended with the following sets:

– A subset of EO of read_like operations REO.
– A subset of EO of write_like operations WEO.

Let us specify various cases of information flows in order to define relevant security
properties.

3.3 Direct Information Flows

Let us first give various definitions of direct flows between two security contexts.

Definition 1 (Single Direct Information Flow). Given a system trace S, a single di-
rect information flow from a subject context ssc performing a single write_like oper-
ation to a target context tsc, starting at a system time ts and ending at a system time

2 To be able to decide if an interaction produces an information flow between two security
contexts, we use a mapping table, derived from the one coming with ‘Apol’, from Tresys [18].
That mapping table says for each eo ∈ EO if it can flow information – and in what direction
(possibly both) – between the two security contexts, or not. It also says to which criticality
level the interaction is set.
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Fig. 1. r/w_like interactions and corresponding single or multiple direct information flows

te (formally an interaction: (ssc, weo, tsc, ts, te), where ssc ∈ SSC, tsc ∈ SC, weo ∈
WEO, {ts, te} ∈ T , having ts ≤ te), is denoted by:

ssc
S
�[ts,te] tsc.

Symmetrically, a single direct information flow from a subject context ssc performing
a read_like operation to a target context tsc starting at ts, ending at te is denoted by:

tsc
S
�[ts,te] ssc.

Figure 1.(a). shows five write_like or read_like operations performed by the security
contexts sc1 and sc3 on sc2. The resulting five direct single flows of those interactions
are given in Fig. 1.(b). In some specific situations, we may use the following notation

S
�iti (e.g., in § 4.2) in order to be able to refer to the (unique) interaction related to

the single direct flow.

Definition 2 (Multiple Direct Information Flow). Given a system trace S, a multi-
ple direct information flow from a subject context ssc performing several write_like
operations to a target context tsc, with the first flow starting at ts1 , ending at te1 ,
and the last flow starting at tsk

, ending at tek
, where ssc ∈ SSC, tsc ∈ SC, weo ∈

WEO, {ts1 , tsk
, te1 , tek

∈ T }, having ts1 ≤ tek
), denoted by ssc

S

�+
[ts1 ,tek

] tsc, is
defined by:

ssc
S

�+
[ts1 ,tek

] tsc
def≡

(

∃k, k > 1, ∀i ∈ [1..k],
∧(

ssc
S
�[tsi

,tei
] tsc

)

)
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Symmetrically, a multiple direct information flow from a subject context ssc perform-
ing several read_like operations to a target context tsc starting at ts1 and ending at

tek
is denoted by: tsc

S

�+
[ts1 ,tek

] ssc. That second definition introduces the direct in-
formation flows possibly occurring several times between the same contexts. It aims at
abstracting multiple flows between two contexts in one global flow between those con-
texts. For example, in Fig. 1.(b)., there are three flows from sc1 to sc2: flow1, flow2
and flow4. In terms of information transfers, one can consider that given those three
information flows, information has started to go from sc1 to sc2 with the beginning of
the first flow (flow1), in t1, and has stopped at the end of the third one (flow4 in the
figure), in t7. The resulting multiple direct flows of those three flows is the multiple

direct flow 1, sc1

S

�+
[t1,t7] sc2, shown in Fig. 1.(c).

Definition 3 (General Direct Information Flow). Given a system trace S, a general
direct information flow from a security context ssc to a security context tsc occurring
when either a single direct flow or a multiple flow occurs from ssc to tsc, starting at
tsi , ending at tej , where ssc ∈ SSC, tsc ∈ SC, weo ∈ WEO, {tsi , tej ∈ T }, having

and tsi ≤ tej , denoted by ssc
S
�[tsi

,tej
] tsc, is defined by:

ssc
S
�[tsi

,tej
] tsc

def≡
( ∃i, j ∈ N, i ≤ j,

(

(ssc
S
�[tsi

,tei
] tsc) ∨ (ssc

S

�+
[tsi

,tej
] tsc

)

)
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3.4 Indirect Information Flows

As said previously, an information flow can occur directly between two security con-
texts. But it can also occur in many indirect ways. For example, there may be a first

flow ssc
S
�[tsi

,tei
] osc and then a second flow osc

S
�[tsj

,tej
] tsc, having tsi ≤ tej .

We consider this as an indirect information flow from ssc to tsc. Transitively, there may
theoretically be an infinite number of intermediary contexts between ssc and tsc.

Definition 4 (Indirect Information Flow). Given a system trace S, an indirect infor-
mation flow from one context sc1 to another context sck, starting at a system time ts1

and ending at a system time tek
, denoted by sc1

S
��[ts1 ,tek

] sck, is defined by:

sc1
S
��[ts1 ,tek

] sck
def≡

⎛

⎝

∃k ∈ [3.. + ∞],∀i ∈ [1..k − 2], sci ∈ SC
(sci

S
�[tsi

,tei
] sci+1) ∧ (sci+1

S
�[tsi+1 ,tei+1 ] sci+2)

∧ (tsi ≤ tei+1)

⎞

⎠ ,

where k represents the total number of contexts involved in the indirect flow.

Figure 2.(b). shows an example of such an indirect information flow where k = 3.
There are thus k − 1 = 2 general direct flows involved, as visible in Fig. 2.(b). The
first general direct flow (flow1) is equivalent to the multiple direct flow (flowm) of
Fig. 2.(a). The second general direct flow (flow2) is equivalent to the single direct flow

(flows) of Fig. 2.(a). Given those two general direct flows sc1
S
�[t1,t2] sc2 (flow1)

and sc2
S
�[t3,t4] sc3 (flow2), there is an indirect information flow sc1

S
��[t1,t4] sc3

(flowa in Fig. 2.(b).).

Definition 5 (General Information Flow). Given a system trace S, an information
flow from one context sc1 to another context sck, starting at the system time ts1 and

ending at the system time tek
, denoted by sc1

S
���[ts1 ,tek

] sck , is formally defined by:

sc1
S

���[ts1 ,tek
] sck

def≡
(

sc1
S
�[ts1 ,tek

] sck) ∨ (sc1
S
��[ts1 ,tek

] sck

)

Figure 2.(c). gives an example of a general information flow: sc1
S

���[t1,t4] sc3 (flowg).
It is equivalent to the indirect information flow (flowa) in Fig. 2.(b).

3.5 Other Kinds of Interactions and Flows

Transitions and executions. In some particular security properties we present at the
end of the next section, such as Trusted Path Execution ([7]), we need to exploit specific
kinds of interactions, such as transition_like system calls and exec_like ones. The
formal modeling of the system is then extended with the two following sets:

– A set T EO of transition_like operations, which is a subset of WEO.
Indeed, a transition is performed when a subject security context transits to another
subject security context, in order to gain its privileges. For example, user_t can
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transit to root_t in order to access root privileges. Following that sense, any transi-
tion is assumed to be a write_like operation, as the source context comes with its
own information to another context.

– A set XEO of exec_like operations, which is a subset of REO.
An exec_like operation is performed when a subject security context runs an object
binary context. To do that, it loads the binary data into its own memory. That is why
an exec_like operation is seen as a read_like operation.

Transition Sequences and Indirect Executions. In terms of information flows, before
the current section, the two previous kinds of interactions were implicitly included in the
read_like and write_like ones. We only need their use for the TPE security property.
In other security properties, we stay at the above level of detail: only read_like and
write_like operations, that provide all the information needed for their definitions and
application. For the sake of conciseness, we only briefly introduce three new operators:

1. a first operator for the transitive sequence of subjects transitions;
2. a second operator for ‘direct executions’;
3. a third operator for ‘general executions’, including both notions of direct and indi-

rect executions. So-called indirect execution are transition sequences followed by
direct executions.

Definition 6 (General Transition Sequence). Given a system trace S, a general tran-
sition sequence from one subject context ssc1 to another subject context ssck, starting
at the system time ts1 and ending at the system time tek

, is denoted by:

ssc1
S

���
tr [ts1 ,tek

]
ssck.

Definition 7 (Direct Execution). Given a system trace S, a direct execution performed
by a subject context ssc1 on an object context ssc2, starting at the system time ts1 and

ending at the system time te1 , is denoted by: ssc1
S
�
x [ts1 ,te1 ]

ssc2.

The definition of the two previous operators follows the same construction pattern as
for the ’Direct Single Information Flow’ operator.

Definition 8 (Indirect Execution). Given a system trace S, an indirect execution per-
formed by a subject context ssc1 on an object context osc, starting at the system time

ts1 and ending at the system time tek
, is denoted by ssc1

S
��
x [ts1 ,tek

]
osc. In essence, it

is a transitive sequence of transitions from ssc1 to another subject context sck, followed
by the execution of osc invoked by sck. It is formally defined by:

ssc1
S
��
x [ts1 ,tek

]
osc

def≡

⎛

⎝

∃j, k ∈ N, 1 ≤ j ≤ k,

(ssc1
S

���
tr [ts1 ,tej

]
sck) ∧ (sck

S
�
x [tsk

,tek
]

osc)

⎞

⎠ .

Definition 9 (General Execution). Given a system trace S, a general execution per-
formed by a subject context ssc1 on an object context osc, starting at the system time
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ts1 and ending at the system time tek
, is either a direct or an indirect execution of osc

by ssc1, denoted by ssc1
S

���
x [ts1 ,tek

]
osc. It is formally defined by:

ssc1
S

���
x [ts1 ,tek

]
osc

def≡

⎛

⎝

∃k ∈ N, k ≥ 1,

(ssc1
S
�
x [ts1 ,tek

]
osc) ∨ (ssc1

S
��
x [ts1 ,tek

]
osc)

⎞

⎠ .

3.6 Sequential Flows

The general notion of flows includes interleaving of interactions. Sometimes one needs
to manage a sequential flow that is a case of the general flow. A sequential flow is a
transitive closure where each flow ends before the next one starts. For example, a tran-

sitive closure of (sc1
S

���[ts1 ,tei
] sc2) ending before (sc2

S
���
tr [tsj

,tek
]

sc3) ending be-

fore (sc3
S

���
x [tsl

,tem ]
sc4) corresponds to a sequential flow denoted without timestamp

information as follows: sc1
S

��� sc2
S

���
tr

sc3
S

���
x

sc4.

4 Integrity Properties Modeling

In this section, we present the modeling of the major integrity properties found in litera-
ture, which uses information flows. In addition to giving a canonical expression frame-
work for any existing or non-existing integrity property, the main motivation of this part,
based on the formal model given previously is to allow the direct compilation of any
modeled security property into a protection algorithm. In the first subsection, we present
the data integrity followed by non interference. We end this subsection by introducing a
general integrity property. In the second subsection, we present other properties such as
Domain Integrity (or Virtual Chroot (VChroot)) and Trusted Path Execution which is a
particular property requiring other kinds of flows such as transition flows and exec_like
interactions.

4.1 Data Integrity

The purpose of the Data Integrity Property (informally defined in [1] as ‘data integrity’)
is to guarantee that no modification of a given object will be done on the system. It can
be defined as follows:

Given X , an entity and I , an information or a resource, the Data Integrity
Property for X on I is respected if X is not able to modify I .

For example, one should want to define such a property between a user and the
/etc/shadow file. Thus the user with the subject context user_t is not allowed to mod-
ify a file with the object context shadow_t.

Under our system modeling, given a trace S, the Data Integrity property definition
below expresses that a subject context cannot modify (the data contained in) an object
context:
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Property 1 (Direct Data Integrity). Given a system trace S, a subject security context
ssc and an object security context osc, the Direct Data Integrity (DDI) property for ssc
and osc is respected iff ssc is not able to directly transfer information to osc:

DDI(T, ssc, osc)
def≡ ¬(ssc

S
� osc)

The previous definition conforms with the common acceptance of the definition of ‘non-
interference’ given by Ko and Redmond [5]:

A group of users X , using a certain set of commands, is non-interfering
with a set of data D if what the group does with those commands has no effect
on the value of D.

Under our model, this definition leads to exactly the same security property as DDI ,
where any member of X is abstracted into a subject context, and any data of D into
an object context. However, the previous definition explicitly does not consider indi-
rect flows. The next definition we propose hereafter tackles that limitation by taking
into account situations where a subject transits to another subject which may have the
authorization to directly or transitively modify osc:

Property 2 (General Data Integrity). Given a system trace S, a subject security con-
text ssc and an object security context osc, the General Data Integrity (GDI) property
for ssc and osc is respected iff ssc is not able to directly or indirectly transfer infor-
mation to osc:

GDI(T, ssc, osc)
def≡

(

DDI(T, ssc, osc) ∧ ¬(ssc
S
�� osc)

)

⇔ ¬(ssc
S

��� osc)

which says that to enforce the GDI property between ssc and osc, no flow must occur
from ssc to osc.

Subjects Integrity. We present here security properties aiming at preventing subject
contexts against modifications. The main ones are often referred to as ‘non-interference’
in the literature. They were proposed by Goguen and Meseguer [6].

Goguen and Meseguer. Goguen and Meseguer defined the following non-interference
security property:

Given X , a set of subjects, Y a second set of users and D a set of data.
The ‘non-interference’ security property between X and Y is respected if no
member of X is able to modify D or if no member of Y is able to read data
from D.

Under our formalism, the common acceptance of that definition can be modeled as the
following:
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Property 3 (GM-Integrity). Given a system trace S, two sets of subject security con-
texts SSC1 and SSC2, the Goguen and Meseguer (GMI) integrity property for SSC1
against SSC2 is respected iff no member of SSC1 is able to directly transfer informa-
tion to a shared object osc and no member of SSC2 is able to later receive information
from that shared object osc:

GMI(T, SSC1, SSC2)
def≡

⎛

⎝

∀ssc1 ∈ SSC1,∀ssc2 ∈ SSC2, osc ∈ OSC,
∀tsi , tei , tsj , tej ∈ T , (tsi ≤ tej ),

¬
(

(ssc1

S
�[tsi

,tei
] osc) ∧ (osc

S
�[tsj

,tej
] ssc2)

)

⎞

⎠ .

That common acceptation does not allow to take indirect information flows into ac-
count. To go a step further, we propose the more accurate definition that follows:

Property 4 (General Integrity of Subjects). Given a system trace S, two sets of se-
curity subjects SSC1 and SSC2, the General Integrity of Subjects (GSI) property for
SSC1 against SSC2 is respected iff no member of SSC1 is able to transfer information
to any member of SSC2:

GSI(T, SSC1, SSC2)
def≡

(

∀ssc1 ∈ SSC1, ∀ssc2 ∈ SSC2,

¬(ssc1
S

��� ssc2)

)

.

4.2 Domain Integrity

Domain Integrity. The Domain Integrity Property allows the confinement of a set
of subjects into a subset of entities. We also call it a virtual chroot, or V CHROOT .
It is generally seen [14] as a strict confinement of a set of contexts: no interaction
from contexts of this set can actively be initiated from those contexts to other contexts
outside of this set. In terms of information flows, this security property can be defined
as follows:

Property 5. Given a system trace S and a set SC of security contexts, the Domain
Integrity for SC is enforced iff each member of SC is only able to share information
with other members of SC.

V CHROOT (T, SC)
def≡

⎛

⎜
⎜
⎝

∀sc ∈ SC,
(

(sc
S

��� sck) ∨ (sck

S
��� sc)

)

⇒
(sck ∈ SC)

⎞

⎟
⎟
⎠

.

In order to allow information flows generated by contexts outside of the V CHROOT ,
we propose a more precise and practically accurate definition of the V CHROOT
property:

Property 6. Given a system trace S and a set SC of security contexts, the General
Domain Integrity for SC is enforced iff each member of SC is only able to actively
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share information with other members of its domain SC, or not be able to actively
exchange information with entities outside of SC.

GV CHROOT (T, SC)
def≡

⎛

⎜
⎜
⎝

∀sc ∈ SC,
(

(sc
S
�iti sck) ∨ (sck

S
�iti sc)

)

⇒
(

(sck ∈ SC) ∨ (src(iti) �= sc)
)

⎞

⎟
⎟
⎠

.

The property above is optimal: it does not use any indirect flow. It is thus useless to
track indirect flows, single direct flows are sufficient. Thus, if any information exchange
occurs between a context of SC and another, the property is respected if the other
context is in SC or if sc is not the actor of the exchange.

Trusted Path Execution (TPE). The purpose of the Trusted Path Execution is to guar-
antee that a set of subjects is only able to make system calls using data that comes from
a set of objects known and trusted [7]. For example, the subject user_t is only able to
execute binaries that are coming from the object bin_t. Generally, the classically used
so-called TPE security property only deals with direct executions. It thus could be
defined as follows:

Property 7 (Direct TPE). Given a system trace S, a subject security context ssc and a
set of object contexts OSC, the Direct Trusted Path Execution (DTPE) Security Prop-
erty for ssc and OSC is respected iff ssc is only able to directly execute (binary)
objects of OSC:

DTPE(T, ssc, OSC)
def≡

( ∀osc ∈ SC, ssc ∈ SSC,

(ssc
S
�
x

osc) ⇒ (osc ∈ OSC)

)

.

That definition is sometimes related to integrity because of its potential effects on the
subject performing the execution. Indeed, executing a malicious binary can lead to the
violation of the integrity for this subject. Unfortunately, this ‘direct’ definition does
not cover indirect executions, such as user_t transiting to root_t in order to execute
privileged programs. We thus introduce a more general definition of TPE.

Property 8 (General TPE). Given a system trace S, a subject security context ssc and
a set of object contexts OSC, the General Trusted Path Execution (GTPE) for ssc and
OSC is respected iff ssc is only able to directly or indirectly execute (binary) objects
of OSC:

GTPE(T, ssc, OSC)
def≡

( ∀osc ∈ SC, ssc ∈ SSC,

(ssc
S

���
x

osc) ⇒ (osc ∈ OSC)

)

.

The logical contraposition of the previous implication is strictly equivalent to the
following formula:

¬(osc ∈ OSC) ⇒ ¬(ssc
S

���
x

osc)

which is another way of expressing (and allowing the enforcement of) the same prop-
erty: if osc is not in the OSC set (i.e. in the list of the trusted paths), ssc cannot
execute it.



146 P. Clemente, J. Rouzaud-Cornabas, and C. Toinard

5 Implementation

5.1 Architecture

As depicted in Fig. 3, our implementation for enforcing security properties on
GNU/Linux system is divided into two main parts: kernel-space and user-land. When a
user-land application requests a system call (edge #1), the system call is hooked by the
DAC protection (edge #2). For simplicity for our first prototype, as we need labels for

Application

Syscall

DAC LSM

SELinux TE PIGA-Kernel

PIGA-DYN Security Prop
1

2

3 4

5

6 9

7

8

10

11

12

13

14

KernelSpace

UserSpace

Reference Moni tor

Fig. 3. Architecture of PIGA-DYN Control Model

all entities on the operating system, we used SELinux Type Enforcement that provides
such labels. SELinux uses LSM3 hooks. Thus, LSM is also called when a system call
occurs (edge #3). However, LSM is not a security mechanism by itself, it is just a way
to hook the system call to implement a security monitor. Accordingly, LSM calls the
security monitor, in our case, the SELinux Type Enforcement (edge #4). To plug our
solution within the protection mechanisms, we modify the SELinux Type Enforcement
to make it call (edge #5) our kernel module: PIGA-kernel. PIGA-kernel is an interface
making it possible to plug our MAC monitor PIGA-DYN. PIGA-DYN runs in user-land
and listens (edge #6) for new system calls to be approved (or denied). It retrieves the re-
quired security properties (edge #7) and computes each system call against them (edge
#8). The permission decision is forwarded back to kernel space (edge #9). Then, it is
returned to the SELinux Type Enforcement (edge #10) that returns it to LSM (edge #11).
LSM sends the decision back to DAC (edge #12)that does a logical “AND” between its
decision and the one made by PIGA-DYN. Based on this computation, it allows or de-
nies the system call (edge #13). Finally, the system call is executed (or not) and the
corresponding response is sent back to the application that requested it in the user-land
(edge #14).

3 Linux Security Modules (LSM) is a Linux kernel framework allowing the support of numerous
security models while avoiding favoritism toward any single security implementation.
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5.2 Kernel-Space

System Call Hooks. As described in Sect. 3, our model requires two timestamps per
system call to manage parallel information flows. However, LSM cannot hook the end
of a system call to allow (or deny) the return of the result to the application in user-land.
As a consequence, in our testbed prototype, we used the only timestamp provided by
LSM: the starting time of the syscalls. Thus, for the moment, the start and end time are
assumed to be equal. This will be fixed in the future with a complete implementation.
In practice, as ending and starting times of direct information flows are stored in the
IFG all flows involving more than one syscall are already properly covered.

PIGA-kernel. The PIGA-kernel module is an interface between the access control in
kernel-space and our decision engine PIGA-DYN in user-land. Its sole purpose is to
generate a trace representing the corresponding interaction including the entity that
makes the system call and its destination but also the type of the system call itself and its
timestamp. Once the trace is generated, PIGA-kernel waits for the PIGA-DYN’s decision
and forwards it back to LSM. The communication between PIGA-DYN and PIGA-kernel
is done using a seq_file, which is a special procfs interface. It is often used to transfer
data between kernel and user land, while avoiding many issues like maximum size of
the buffer.

That implementation is consistent with the LSM and SELinux approaches. Indeed,
our implementation uses LSM. Thus, each system call generates a single trap within the
kernel. During that trap execution, DAC permissions are processed first, then SELinux
permissions and finally PIGA permissions are processed. Since that current implemen-
tation aims at promoting portability and security of the PIGA protections, the decision
engine of PIGA runs in user space as a Java application. It is a safe approach since the
decision engine is a complex piece of code that cannot be easily integrated within the
Linux kernel as a C piece of code. PIGA’s decision within the kernel would be very
unsafe since it could not take advantage, first, of the safety of the Java language and,
secondly, of the SELinux protections for the Java application. The presented perfor-
mance in Sect. 6.3 show an acceptable overload due to the Java application.

5.3 User-Land

Expressing Security Properties. Each security property described in Sect. 4 is imple-
mented as a function. Each function requires one or more parameters. These parameters
are security contexts. Accordingly, the set of required security properties is simply a set
of functions with specific parameters. For example, to enforce the data integrity be-
tween a user with the user_t context and a file with shadow_t context, the required
function is GDI(T, user_t, shadow_t).

As a list of security properties can be enforced on the operating system and they must
all be respected at any time, a logical “AND” is done between each item (i.e. security
property) on that list. The result of this logical combination is the decision taken by
PIGA-DYN for the system call.

For example, the three following security properties, GTPE(T, user_t,
{usr_bin_t}), GV CHROOT (T, {user_t, usr_bin_t, user_home_t}) and
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GDI(T, user_t, {usr_bin_t}), are required. If one of them is broken by a system
call, the system call is denied. Using our formal framework, we can create a security
property that combines those three security properties into a more general one, e.g.
Restricted_User({user_t, usr_bin_t, user_home_t}). Restricted_User property
is simply a combination of the three security properties with a logical “AND”.

Our framework can also be used to create new custom security properties. Accord-
ingly, an administrator can implement a very large array of security properties just by
using our language. For example, an administrator may want to guarantee that the
user_t subject cannot directly or indirectly modify the shadow_t object at any time
except if the modification is done directly through the passwd_t subject context. Using
our formal language, it could be defined as follows:

GDIcustom (T, user_t, passwd_t, shadow_t)
def≡

⎛

⎜
⎜
⎜
⎜
⎜
⎝

(user_t
S

���[tsi
,tej

] shadow_t) ⇒
⎛

⎜
⎜
⎝

(user_t
S

���[tsi
,tex ] passwd_t) ∧

(passwd_t
S
�[tsy ,tej

] shadow_t) ∧
(tsi ≤ tej )

⎞

⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

PIGA-DYN dynamically computes those different operators using the following Infor-
mation Flow Graph.

Information Flow Graph. PIGA-DYN uses an Information Flow Graph (IFG) to keep
the knowledge of previously allowed information flows. Within the IFG, each node rep-
resents a single security context and each edge represents a direct (single or multiple)
information flow. The temporal relationships between information flows are managed
on the IFG through a parameter on each edge. This parameter contains the couple of
timestamp that represents the first and the last occurrence of the general direct informa-
tion flow. Thus, the IFG is able to store the different information flows we have defined
in Sect. 3.

Direct Single Information Flow. A direct single information flow, � (see defini-
tion 1), is stored as an edge between the two nodes that represent the related security
contexts. The two timestamps contained on the edge are equal and set by the direct
single information flow occurrence time.

Direct Multiple Information Flow. As explained in definition 2, the direct multiple

information flow, �+ , is composed of several direct single information flows. Thus,

as � , �+ is stored as an edge between two nodes. But, the two timestamps con-
tained on the edge are not equal. The first one contains the starting time of the first
occurrence of the first flow. The second one contains the ending time of the last flow.

General Direct Information Flow. As described in definition 3, a general direct

information flow , � , can be either � or �+ . Thus, the IFG stores � as an
edge between two nodes where the couple of timestamp is defined through the same

approach as for � or �+ .
Indirect Information Flow. �� are not explicitly stored in the IFG. As intro-

duced in definition 4, it is composed of several general direct information flows. Thus,
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�� is a combination of several edges representing a path on the IFG. Path compu-
tations enable the enumeration of all the indirect flows in the trace providing thus a
dynamic computation of the indirect information flows.

General Information Flow. As ��� is either a � or a �� (see definition 5), the
IFG implements it as an edge (direct flow) or a path (indirect flow) between the two
related nodes (security contexts).

Extending IFG to store transitions. As the TPE security property requires to man-
age the transitions, the transition flows are stored as special edges. The computation of
indirect transition flows is close to information flows. Moreover, the transition interac-
tions are also added to the IFG as write_like interactions and thus can be computed as
any other type of information flows. Thus, our graph enables us to manage efficiently
covert channels associated with the transitions.

Complexity. Obviously, using multiple direct single flows instead of single gen-
eral direct flows clearly provides an over-approximation of the flows. But this has the
great advantage of highly reducing the IFG’s size. The number of nodes is theoretically
bounded by n = O(|SC|), whereas the number of edges is theoretically bounded by
v = O((|SC|×|SSC|−1)+(|SSC|×|SSC|−1)). This complexity corresponds to the
worst case, where each subject exchanges information with any other entity on the sys-
tem (|SC|×|SSC|−1) and each subject transits to any other subject (|SSC|×|SSC|−1).
However impossible in practice, v is really bounded as presented. The graph thus fits
easily in memory. For example, with a Gentoo Linux OS, n < 800 and v < 60, 000,
occupying less than 128Mo of memory. Thus, the graph can be efficiently processed
permitting a real time enforcement of the required properties.

PIGA-DYN. PIGA-DYN is divided into three main steps: construction of the graph,
enforcing of the security properties and updating the IFG.

Construction. The purpose is to maintain the IFG that represents all the information
flows that previously occurred. It is built by analyzing each trace received from PIGA-
kernel. A trace is translated to a direct single information flow ( � ). Then it modifies
the IFG in two different ways:

1. If it is the first occurrence of the information flow, the edge storing � is added to
the graph.

2. If it is not the first occurrence, the last occurrence time of the information flow is
updated with the time of the trace. Within our model, a flow such as �[tsd

,ted
]

leads to having �[tsg ,teg ] modified into �[tsg ,ted
] . The previous ending times-

tamp is backed up into a temporary variable.

For example, the set of traces in the listing 1.1 is used to build the IFG shown in Fig. 4.a.
where:

– timestamp t210: a user’s process starts reading a file in the user’s home directory;
– t212: the user’s process ends reading a file in the user’s home;
– t214: the user’s process transits to the root context;
– t219: root writes into the /etc/shadow file.
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Listing 1.1. "A set of traces representing system interactions"

210 : user_ t − f i l e : read−> user_home_t
212: user_ t − f i l e : read−> user_home_t
214: user_ t −process : t r a n s i t i o n −> r oo t
219: r oo t − f i l e : wr i te −> shadow_t

Enforcement. Each security property is abstracted to flows associated to the edges of
the IFG. PIGA-DYN is able to enforce a security property by searching for direct and/or
indirect paths within the IFG. Accordingly, searching for the occurrence of a flow is
similar to searching for a path between two nodes. For example, in Fig. 4.(a), the data
integrity between user_t and shadow_t can be abstracted to an indirect information

flow between user_t and shadow_t. As a path user_t �+ root_t �+ shadow_t
(i.e. an indirect information flow user_t �� shadow_t) exists in Fig. 4.(a), the prop-
erty could be broken and PIGA-DYN will refuse the corresponding call (i.e. 219: root
−file : write−> shadow_t) as described in the following section.

user_t

user_home_t

     root_t shadow_t

210 - 212

214 - 214

219 - 219

user_t

user_home_t

root_t shadow_t

210 - 212

214 - 214
Direct Single 
Information Flow

Direct Multiple 
Information Flow

Indirect 
Information Flow

(a). IFG related to the traces 
        in the listing 1.1

(b). IFG related to the traces in the listing 1.1 
       when the third interaction is denied

214 - 214 214 - 214

t r
t r

t r Direct 
Transition 

Fig. 4. IFG related to the traces in listing 1.1

Updating the IFG. If a flow breaks a security property, the corresponding system
call is denied. Accordingly, the system call does not occur on the system. Thus, the IFG

needs to be restored to its previous state. This leads to two update cases. If the edge
corresponding to the flow:

1. has the same first and last occurrence timestamps: the flow occurred once. The edge
can then be simply deleted from the IFG.

2. has different first and last occurrence timestamps, the flow occurred multiple times.
The last occurrence timestamp is then restored to its previous value from a tempo-
rary backup variable.

For example, the IFG shown in Fig. 4.(a) is modified into the one in Fig. 4.(b). once
the data integrity violation is detected and the corresponding system call is denied (i.e.
the interaction with the timestamp 219 is deleted in the IFG). As a consequence, on the
target OS, the corresponding syscall is denied.

6 Experiments

For three years, we have been running multiple high-interaction honeypots. One of the
purposes of our honeypots is to test different system configurations and see how the
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attackers react and modify their attacks scenario to fit these different test cases. The
following section describes one of these tests.

6.1 Protecting against Information Harvesting through a Small Binary Path

We designed a test situation on our honeypots to see how an attacker reacts when he has
only a small set of commands available. To reach this goal, we limited the executable
binaries for the attackers to only the ones that are stored in /usr/bin. Basically, these
binaries allow the attackers to run classic shell commands like cd but the execution
of binaries allowing device interactions like ifconfig or system update like emerge4

is denied. Moreover, within this test case, the set of executable binaries by the root
account is larger as he can execute any binary stored in the /usr/bin, /usr/sbin, /sbin
and /bin directories. We advertised this constraint in the SSH server’s banner to direct
the attackers and we also advertised a privilege escalation vulnerability in the chsh
binary5 stored in /usr/bin.

Objectives of the Experiment. We aimed at preventing the previously explained at-
tack: a malicious user succeeding in collecting information that only privileged users
should have access to, by using illegitimately privileged commands (through root role).
In order to evaluate our protection for a real system use, we wanted to allow at the same
time (i.e., on the same machines as the ones used for the protection against the attack)
the legitimate root to use those commands. Our test scenario thus consisted of two sce-
narios: a legitimate scenario allowing root to administrate the system using privileged
commands, and another one called the ‘malicious’ one where an attacker tries to use
root commands. The first scenario L (legitimate) is fairly basic:

Step L.1. An administrator (with the root login) connects to the system through the
TTY device.

Step L.2. He executes a python script by using the python interpreter stored in the /usr
/bin directory.

Step L.3. He updates the system by launching the emerge command stored in the /sbin
directory.

The second scenario M (malicious) contains the attack:

Step M.1. An attacker connects to the system through the SSH server and gets an
interactive shell.

Step M.2. He harvests information about the system by launching a python script
through the python interpreter stored in the /usr/bin directory.

Step M.3. He tries to harvest information about the system network configuration by
launching the /sbin/ ifconfig command.
Generally, when this fails, the attacker tries the next two steps.

4 The emerge command is similar under Gentoo to the apt−get command under Debian.
5 The chsh command changes the user login shell. It has the setuid flag on and it is owned by

root. Thus, the privilege escalation allows the attacker to gain root privileges.
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Step M.4. He uses the local privilege escalation contained in /usr/bin /chsh binary to
gain root access.

Step M.5. He tries to harvest information about the system network configuration by
launching the /sbin/ ifconfig command.

We describe now what happens when those scenarios are run under a classic Linux
coming only with DAC protection and then what happens under a Linux coming with
our solution PIGA-DYN.

Protection on a Classic GNU/Linux. For an operating system without our solution,
the running of the two scenarios above is described in the listing 1.2 for the legitimate
scenario L and in the listing 1.3 for the attack scenario M. The binaries are protected
against illegal execution through the DAC.

Listing 1.2. "Running of the legitimate steps of the scenario without our solution"

1 [ r oo t ] / usr / b in / python checkUpdate . py
2 Updates are a v a i l a b l e f o r the system . [ 1 0 ] L i b r a r i e s ,

[ 2 1 ] A p p l i ca t i o n s .
3 [ r oo t ] / sb in / emerge −−update −−deep −−newuse wor ld
4 [100%] System i s up−to−date .

Legitimate Scenario (cf. listing 1.2):

Step L.1. The first step is allowed as nothing denied the administrator connection to the
TTY device and, after entering his login and password, access to an interactive
shell.

Step L.2. The second step is allowed too (line #1-2) as root has the right to execute
commands in the /usr/bin directory.

Step L.3. The last step is allowed too (line #3-4) as root has the right to execute com-
mands in the /sbin directory.

So, this legitimate scenario works as it is intended to on a classic GNU/Linux system.

Listing 1.3. "Running of the malicious steps of the scenario without our solution"

1 [ user ] / usr / b in / python h a rve s t I n fo . py
2 I n f o rma t i o n harvested has been saved i n t o harv . t x t
3 [ user ] / sb in / i f c o n f i g
4 / sb in / i f c o n f i g : Permission denied .
5 [ user ] / usr / sb in / chsh " user%24%80;%42/ b in / bash "
6 ∗∗∗∗∗∗∗∗∗ LOCALE LiNUX EXPLOIT ∗∗∗∗∗∗∗∗∗ ( u id =0( r oo t ) g id =0(

r oo t ) ) : You are know ro o t !
7 [ r oo t ] / sb in / i f c o n f i g
8 eth0 Link encap : Ethernet HWaddr 00:1 a : 0 c : d6 : c4 : d9
9 i n e t addr : 1 7 2 . 2 9 . 1 . 3 5 Bcast : 1 7 2 . 2 9 . 1 . 2 5 5 Mask

: 2 5 5 . 2 5 5 . 2 5 5 . 0
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Malicious Scenario (cf. listing 1.3):

Step M.1. The first step is allowed as nothing denied a user connection to the SSH

server and access to an interactive shell.
Step M.2. The second step is allowed too (lines #1-2) as a user has the right to execute

commands in the /usr/bin directory.
Step M.3. The third step (lines #3-4) is denied as a user does not have the right to

execute commands that are stored in a directory other than /usr/bin.
Step M.4. Thus, to try to get network configuration, the attacker launches a local priv-

ilege escalation exploit (lines #5-6) on the /usr/bin /chsh command. As the
invoked command is stored in the /usr/bin directory, the attacker is allowed
to execute it. Thus, the fourth step is allowed and the privilege escalation
succeeds. Accordingly, the attacker has now the root privileges.

Step M.5. The last step (lines #7-8) is allowed as root has the right to execute a com-
mand in the /sbin directory. Accordingly, the attack succeeds as the attacker
has harvested the network configuration.

Protection with PIGA-DYN.

TPE Security properties. In order to prevent against such attacks, but keeping in mind
that legitimate administrators should have the right to execute privileged commands, we
set up specific security properties above classical DAC protection protecting binaries
against illegal executions. Those were two Trusted Path Execution properties.

The first one is defined to allow the admin scenario whereas the second one aims at
preventing the malicious one:

1. For the Legitimate Scenario: GTPE(T, root, {usr_bin_t, usr_sbin_t, bin_t,
sbin_t}): staff’s GTPE allowing the execution of binaries that come from the /
usr/bin but also from /usr/sbin, /sbin and /bin. In terms of flows, the security
property expresses that exec_like interactions coming from root_t or from an in-
termediary context (e.g. ssc) that is the end of a transition flow between root_t
and ssc, only end with {usr_bin_t, usr_sbin_t, bin_t, sbin_t} (i.e. root_t �

x

{usr_bin_t, usr_sbin_t, bin_t, sbin_t}, or root_t
S

���
tr

ssc �
x
{usr_bin_t,

usr_sbin_t, bin_t, sbin_t}).
2. For the Malicious Scenario: GTPE(T, user_t, {usr_bin_t}): user’s GTPE that

allows the attackers to run binaries that only come from the /usr/bin / directory. In
terms of flows, the security property expresses that (indirect) executions coming
from user_t only end with {usr_bin_t} i.e.

user_t �
x
{usr_bin_t} or user_t

S
���
tr

ssc �
x
{usr_bin_t}.

Enforcement. For an operating system with PIGA-DYN, the running of the scenario is
described in the listing 1.4 for the legitimate scenario L and in the listing 1.5 for the
attack scenario M. The corresponding information flow graph is displayed in Fig. 5.
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Fig. 5. Information Flow Graph related to the Generic TPE Attack Scenario

Legitimate Scenario (cf. listing 1.4):

Listing 1.4. "Running of the legitimate steps of the scenario with our solution"

1 [ r oo t ] / usr / b in / python checkUpdate . py
2 Updates are a v a i l a b l e f o r the system . [ 1 0 ] L i b r a r i e s ,

[ 2 1 ] A p p l i ca t i o n s .
3 [ r oo t ] / sb in / emerge −−update −−deep −−newuse wor ld
4 [100%] System i s up−to−date .

Step L.1. The first step is allowed as nothing denied the administrator connection to

the TTY device (edges #L1.a and #L1.b) i.e. tty_t �+ root_t and
tty_t �

tr
root_t, after having entered login and password, access to an in-

teractive shell (edge #L2) i.e. root_t �
x

usr_bin_t.

Step L.2. The second step is allowed too (lines #1-2 and edge #B) i.e. root_t �
x

usr_bin_t as root has the right to execute commands in the /usr/bin direc-
tory. Indeed, the second GTPE property allows this step as usr_bin_t is part
of the set of objects that the subject root_t is allowed to execute. Moreover,
there is no transition flow between user_t and root_t at this moment.

Step L.3. The last step is allowed too (lines #3-4 and edge #L3) i.e. root_t �
x

sbin_t

as root has the right to execute commands in the /sbin directory. Indeed, the
second GTPE property allows this step as the context is part of the set of
executable contexts allowed for the root_t subject. Moreover, there is still no
transition flow between user_t and root_t.

Thus, this legitimate scenario works as it is intended to with our solution.
Malicious Scenario (cf. listing 1.5):
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Listing 1.5. "Running of the malicious steps of the scenario with our solution"

1 [ user ] / usr / b in / python h a rve s t I n fo . py
2 I n f o rma t i o n harvested has been saved i n t o harv . t x t
3 [ user ] / sb in / i f c o n f i g
4 / sb in / i f c o n f i g : Permission denied .
5 [ user ] / usr / sb in / chsh " user%24%80;%42/ b in / bash "
6 ∗∗∗∗∗∗∗∗∗ LOCALE LiNUX EXPLOIT ∗∗∗∗∗∗∗∗∗ ( u id =0( r oo t ) g id =0(

r oo t ) ) : You are know ro o t !
7 [ r oo t ] / sb in / i f c o n f i g
8 / sb in / i f c o n f i g : Permission denied .

Step M.1. The first step is allowed as nothing denied an attacker connection to the SSH

server sshd_t (edge #M1.a) i.e. ssh_socket_t �+ sshd_t and to get an
interactive shell user_t (edges #M1.b, #M1.c and #M1.d),
i.e. sshd_t �

x
usr_bin_t, sshd_t �+ user_t and sshd_t �

tr
user_t.

Step M.2. The second step is allowed too (lines #1-2 and edge #M2) i.e. user_t �
x

usr_bin_t. as a user has the right to execute commands in the /usr/bin di-
rectory at the DAC level. Moreover, our solution defines a GTPE for the
user_t context that must be applied. The property expresses that user_t has
the right to execute binaries with the usr_bin_t context. Thus, the second
step is allowed by our solution too.

Step M.3. The third step (lines #3-4 and edge #M3) i.e. user_t �
x

sbin_t is denied as

a user does not have the right to execute commands that are stored in a di-
rectory other than /usr/bin at the DAC level. Moreover, our solution defines
a GTPE for user_t. The property expresses that user_t does not have the
right to execute binaries that do not have the usr_bin_t context. Thus, the
third step is denied by our solution too.

Step M.4. To try to get network configuration, the attacker launches a local privilege
escalation exploit on the /usr/bin /chsh command (lines #5-6 and edges #M2,
#M4.a and #M4.b) i.e.
user_t �

x
usr_bin_t, user_t �+ root_t and user_t �

tr
root_t. As the

invoked command is stored in /usr/bin directory, the attacker is allowed to
execute it at a DAC level. On the other hand, the GTPE enforced for users
allows user_t to execute an object with the usr_bin_t context. Thus, the
fourth step is allowed and the privilege escalation succeeds. Accordingly,
the attacker has now the root privileges.

Step M.5. The last step (lines #7-8 and edge #M5) is allowed at the DAC level as a
user with root privileges has the right to execute a command in the /sbin
directory. But, the GTPE property related to user_t denied such execu-
tion. Indeed, the GTPE for root_t allows it but a transition flow exists be-
tween user_t and root_t by combining the edge #M4.b and the edge #M5.
Thus, the GTPE property for the user also applies as the attacker has passed
root through the user_t context6. Accordingly, the last step is denied as the

6 Also, a user gaining root privileges via “su” or “sudo” would face the same denial.
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sbin_t context is not part of the user’s GTPE and the attack scenario failed
as the attacker is not able to harvest network configurations.

We show that our solution blocks the last step of the attack scenario and thus the final
objective of the attacker. That cannot be denied by a classic GNU/Linux system. Ac-
cordingly, we also show that classic security components like DAC permissions are eas-
ily bypassed and are not sufficient to enforce system wide security. Finally, it is worth
noting that for the last step, our solution detects a path between the user_t context and
root_t context thus showing that we effectively detect indirect attacks.

Our solution does not block the exploit but the effect of it on the system i.e. a privilege
escalation that allows a user to execute binaries outside of its GTPE. Whatever the
privilege escalation used, even a legitimate one like entering the valid root password,
the GTPE property denies the execution of a binary inside the root’s TPE by a subject
that has passed through the user_t context. Thus, by considering the effect and not the
exploit itself, our solution can block previously unknown attacks like 0-Day exploits.

6.2 Completeness

To evaluate the correctness of our approach, we configured our honeypot hosts with
PIGA-DYN in both detection and prevention mode. That way, we could verify if every
detected attack was prevented or not. As a result, during the six months of experiment,
we detected 224 real attacks. Under detection mode, each one generated several security
property alarms as shown in Table 1. All attacks were blocked by our protection mech-
anism. As shown in Table 1, there are more alarms than attacks. Indeed, in detection

Table 1. Number of attacks occurrences per security property

Security Property Nb of occurrences

GTPE(T, user_t, ...) 1684 (direct: 1427 and indirect: 257)
GV CHROOT (T, user_t,...) 2735
GDI(T, user_t,...) 346
GTPE(T, root_t,...) 12

mode, each attack can generate several alarms since it may break several security prop-
erties (even several times for each property). Some of them even generated thousands
of alarms for a single attack. There was a large number of GTPE(user, ...) alarms as
almost all the attackers download and execute binaries in their home (or in the tempo-
rary directory). As we explain in Sect. 6.1, the execution and/or the download of the
file is canceled by our solution in protection mode. There is also a large number of
GV CHROOT (user, ...) alarms as the attackers tried to harvest information about the
system but also tried to interact with local services that was both outside the user_t
domain. As the GTPE and GV CHROOT properties blocked most of the early steps
of the attacks, most of the attackers stopped their attack here. Less than 10% of the
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attackers tried to modify some binaries, generating thus data integrity alarms. Moreover,
in detection mode, only 4 attackers (generating 12 TPE(root) alarms) tried to gain root
privileges and used them to execute a binary they downloaded. They were all detected
and stopped by our solution in protection mode.

6.3 Performance

In order to evaluate the efficiency of our solution, we used numerous benchmarks
to compare three different configurations: 1) a classical Linux system with DAC and
SELinux TE; 2) a Linux system with DAC and SELinux TE with our solution PIGA-DYN

in detection (IDS) mode for detecting the violation of the required security properties;
3) a Linux system with DAC and SELinux TE with our solution PIGA-DYN in protection
(IPS) mode for enforcing the required security properties. Other things (CPU, memory,
etc.) were equal: Pentium-4 3Ghz with 1Gb. The tests were performed during the exper-
iments described in Sect. 6.1 in order to obtain relevant results. We use the lmbench [34]
suite on the three machines to measure bandwidth and latency. Lmbench attempts to
measure performance bottlenecks in a wide range of system applications. These bot-
tlenecks were identified, isolated and reproduced in a set of micro-benchmarks which
measure system latency and bandwidth of data movement.

Memory Accesses. First, we focused on the memory subsystem and measured band-
width with various memory operations. The results are listed in Table 2.

Table 2. Overhead of PIGA-DYN IDS/IPS for memory operations

Operation Description IDS IPS

libc bcopy Measuring how fast data blocks are copied when data <1% <1%
unaligned segments are not aligned with pages using bcopy().
libc bcopy Measuring how fast data blocks are copied when data <1% <1%
aligned segments are aligned with pages using bcopy().
memory bzero Measuring how fast memory blocks can be reset <1% <1%

using bzero().
unroled bcopy Measuring how fast data blocks are copied when data <1% <1%
unaligned segments are not aligned with pages without using bcopy().
memory read (> 512Kb) Measuring time to read x byte word from memory. <1% <2%
mem. read (< 512Kb) Measuring time to read x byte word from memory. <2% <3%
mem. write (> 512Kb) Measuring time to write x byte word to memory. <1% <2%
mem. write (< 512Kb) Measuring time to write x byte word to memory. 2% 3%
mem. r/w (> 512Kb) Measuring time to read an write x byte word to memory. 2% 3%
mem. r/w (< 512Kb) Measuring time to read an write x byte word to memory. 4% 5%

The differences between the three different configurations were very small. With
data blocks larger than 512Kb, the three configurations have almost the same per-
formance. With data blocks smaller than 512Kb, in most of the cases, the overhead
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due to our security component is unnoticeable. In the worst case, like memory read-
/write, the maximum overhead is about 5%. Consequently, we can state that our security
component has little to no influence on data copy to and from the memory.

System Latency. Secondly, we used lmbench to measure latency in five different
aspects of the operating system:

1. System call: it measures the time to write one byte to /dev/null.
2. Process: it creates four different forms of process and evaluates the time it takes to

a) invoke a procedure, b) fork a process and invoke execve system call and c) fork
a process and invoke an interactive shell.

3. Network: it measures the time taken to make a HTTP request (GET/) on a LAN

and a WAN HTTP server.
4. Context switching: it measures context switching time for a small number of pro-

cesses of a given size (in Kb). The processes are all connected through a ring of
Unix Pipes where each process reads in one, does some work on the read data and
writes it in the next process’s pipe.

5. Filesystem: it measures the time to create and delete files with sizes varying from
0Kb to 10Kb.

6. We also add an ad-hoc bench for evaluating the reading and writing in files.

Here are the summarized results for those multiple benches that ran lmbench. The

Table 3. Latency average overheads for PIGA-DYN in IDS/IPS modes

Operation Details IDS IPS

1. System call Writing 1b into /dev/null 0% 2%
2. Process creation and deletion cases a, b and c (see above) 20% 25%
3. Network WAN/LAN 0.5% 1.5%
4. Context switching With 2,4,8 processes 1% 1%

With 16 processes 4% 6%
5. Filesystem: creation/deletion per second With 0Kb, 1Kb, 10% 11%

4Kb and 10Kb files
6. File read/write N/A 18% 19%

results show that our approach can sometimes have no impact on performance. But for
process forking, we observed some noticeable overheads. However, process creation
and deletion is not the most frequently occurring syscall on a system, while context
switching, which is one of the main occupations of OS, is weakly impacted by our so-
lution. File reading/writing results are more preoccupying as they are massively used
on modern OS. That should be addressed in further work, first by optimizing the IFG.

Globally, in prevention mode (i.e. blocking attacks) we had an overhead between
1% and 25%. We think that it is a very reasonable cost compared to the great security
improvements it provides. We have to work now on specific situations related to some
particularly complex security properties to handle, such as non-interference or general
integrity, in order to reduce the impact of our solution.
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7 Conclusion

This paper shows that a general canvas is really missing for modeling a wide range of
integrity properties. It provides a generic framework that makes it possible to define
advanced integrity properties to control direct and indirect flows.

Our framework enables the formalization of the major integrity properties. But,
newer security properties can also be easily defined for covering specific protection
needs. Those security properties are enforced using an algorithm that dynamically com-
putes an information flow graph related to every system call. The complexity of the
graph remains low, thus permitting a real time protection to guarantee the requested
properties. Our MAC protection denies a system call if it could break the requested
properties.

A large scale experiment manages two concurrent systems. The first one protects
against the violations of the requested security properties. The second one uses our
approach in Intrusion Detection Mode for evaluating the efficiency of the protection
system. During several months of experimentation, our protection system has always
prevented all attempts to violate our integrity properties. Further work will then deal
with the enforcement of confidentiality. Several novel protection models will be pro-
posed and evaluated in order to provide a large set of predefined canvases that will ease
the life of security administrators and the security of end-users.
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Abstract. The integration of security services is an important solution to com-
bat anomalies and attacks on computer systems, assuming that possible difficul-
ties of a security service may be compensated by others. The current works that 
aim to integrate two or more security services are usually focused on a particu-
lar implementation strategy, because the systematic approach to integrated  
security systems requires the analysis of relations between security data. In our 
work was proposed and developed a Security Services Integrated Layer (SSIL), 
consisting of an organization pattern of information security, as well as behav-
ioral models to analyze the occurrence of abnormality identified. The Hidden 
Markov Model and the proposed solutions as subHMM and Sequential Model 
allowed the integration of security services based on behavior. In this article we 
highlight the rates of detection of anomalies and a critical analysis of results. 

Keywords: Hidden Markov Model, anomalies detection, behavior models. 

1   Introduction 

The anonymity, the weakness and other factors often encourage individuals to create 
malicious tools and attacks techniques on information and computer systems. This 
can generate from minor inconveniences up to moral and financial damage. Intrusion 
detection combined with other security tools can protect and prevent malicious attacks 
and anomalies in computer systems. However, considering the complexity and ro-
bustness of such systems, the security services are often not able to examine and audit 
all information flow, causing defective points of security that can be discovered and 
exploited [1]. 

It is inevitable that malicious individuals organize themselves to create attacks 
more efficient and intelligent. Likewise, should be created integrated security sys-
tems, especially knowing the importance of integration of security services to  
improve the prevention, detection and performance in anomalous situations [4]. Gen-
erally, research on security systems have typically focused on creating new services 
or improving the performance and reliability of a single technique, algorithm or 
mechanism. 

The approaches to integrate two or more security services usually focused on a  
particular implementation strategy, assuming that the systematic approach to  
integrated security systems requires the analysis of relations between data. 
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The current models for integration of security services determine what the  
relationship between a specific set of security services, so these can integrate informa-
tion to prevent or treat deficiencies of the system. However, current models propose 
solutions on limited set of services, ignoring or disregarding the existence of other [5] 
[7] [4].  

Despite the difficulty in defining a strategy for creating a security services inte-
grated model, there are some works that have satisfactory solutions. The works high-
lighted in section 2 using techniques for analyzing the behavior of computing systems 
to distinguish those situations considered anomalous and normal, using data models to 
format and organize this information. 

The work described in this paper shows how solution a Security Services Inte-
grated Layer (SSIL), which may include security services proprietary, open source, 
applications that want to provide security as necessary or differential. 

The SSIL has a common structure capable of containing the security services be-
longing to a particular computer system. The information stored in the SSIL can be 
analyzed using behavioral models (section 3) and generate graphs that represent the 
behavior of different anomalies. These behavioral models can be used effectively to 
detect attacks early, reduce false positives, classifying the attack power to define the 
techniques used for defense, among other advantages when has possession of such 
information. 

The objectives of this work are project and develop the SSIL for allowing the inte-
gration of security services and for investigating the efficiency and impact of behav-
ioral models used in SSIL specialized for detecting anomalies. Finally, we propose 
and develop improvements using the special techniques as subHMM and Sequential 
Model. The paper is organized into 6 sections. In the section 2 are presented the be-
havioral models used. The characteristics of the SSIL are in section 3. In the section 4 
the test environment and validation, while the results are in section 5. Finally, section 
6 presents the conclusions. 

2   Related Works 

The work was developed based on models proposed by RASHEED and CHOW [4], 
which was adopted IDMEF standard for formatting the anomalous activities reports, 
and model YASAMI et al. [6] as a behavioral analyzer using Hidden Markov Model 
(HMM). 

2.1   Model RASHEED 

The information model for integration of security services proposed by Rasheed and 
Chow [4] explores three security services: access control, intrusion detection and 
response to intrusion. In the model, the authors characterized the tasks and responsi-
bilities for each security tool addressed. They concluded that often security tools may 
be different or mutually exclusive, but it is possible to create integration and coopera-
tion at different levels of integration. Two models of classification and organization of 
data were highlighted by the authors:  
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• XACML (eXtensible Access Control Markup Language) is an OASIS standard, 
and was published in version 2.0 in February 2005. XACML specifies a language 
for defining policies for access control, as well as requests and responses to  
access, in XML [13].  

• IDMEF (Intrusion Detection Message Exchange Format): The Internet Engineer-
ing Task Force's Intrusion Detection Work Group has an experimental RFC to 
formatting of intrusion detection messages, the IDMEF. The messages containing 
the specification of alert classes that are sent to a decision-making system, creat-
ing an event that combines the response criteria to specific intrusion. These are 
sent asynchronously and a single message can be more than one anomalous  
event [8]. 

The IDMEF model was used in our work as a mechanism for reporting anomalies 
detected by the security services present on a computer system, assuming that the 
diversity of applications and security services requires a uniform standard for  
recording such information, as presented and discussed in the thesis of Pereira [9]. 

2.2   Model Yasami 

Yasami et al. [6] presents an algorithm for anomaly detection based on analysis of 
ARP requests, using the Hidden Markov Model (HMM). This model can analyze 
ARP traffic on a computers network to create graphs representing the normal behav-
ior of a computer system. For this, require a training period. According to the authors, 
the longer the training period, more specific and representative will be the graph of 
the model. 

In this case, there wasn’t integration of any security service and the detection sys-
tem works on low level of the OSI model, between the physical layer and data link. 
However, the work clearly presents a real application using the HMM model. 

The HMM is being used in other research and work, such as [2] and [11] to  
model the behavior of computing systems, classified operation mode as normal or 
abnormal. In this paper, the HMM is used to assist in intrusion detection, helping in 
the classification of attacks levels, among other features. 

According Yasami et al [6], the training period is a decisive stage for the creation 
of the behavioral model. It’s generated as a representation of events of a computer 
system. The normal model built during the training period includes states and  
transitions that are defined follows:  

• States: States are to identify the node corresponding to destination IP address of 
ARP request. 

• Transitions: Any ARP request produces a transition from one state, and the  
transition can occur for the same state.  

According to the author, these graphs become more complex and robust as the  
training environment and transitional rules.  

In the training period, parameters are calculated for each state as: probability of be 
in state S; Steady State Duration Average in the state S; Steady State Duration Vari-
ance in State S. These parameters, as well as, the graph of transitions comprising the 
behavioral model of the computer system will be analyzed.  
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After the training period, this behavioral model is compared with the model  
generated in real time in order to detect and distinguish the different actions accumu-
lated during the training period. Based on a factor that indicates the percentage of 
deviant behavior, the system indicates an abnormality or not. 

In our work, the HMM was adopted to analyze the behavior of the anomalies reported 
by security services present on computer system. The equations for comparison and 
behavior analysis are highlighted in section 3.1. 

3   The Security Service Integrated Layer (SSIL) 

The main structure of the SSIL has (i) a model for formatting anomalies reported by 
security services (IDMEF) and (ii) a behavioral model to detect anomalies (HMM).  
The SSIL is based on the fact that a determined attack on a computer system passes 
through various stages and tests before this succeed. This attack trajectory can be 
mapped, i.e., failures can be transformed into models, and eventually can be pre-
vented. The failure in this case refers to the attacks attempts detected by security  
services and notified to SSIL.  

The services of the SSIL are organizing information from security services present 
on computer system, creating a behavioral model or import custom models of behav-
ioral abnormalities. In a second step, using algorithms to detect anomalies described 
in this section, examines the behavior of the system, classify and detect abnormalities.  

After reviewing the initial results achieved by HMM was proposed and developed 
a simplified behavioral model, called the Sequential Model, as objective of improving 
the results obtained by HMM, when it has difficulty in detecting an anomalous  
sequence. The description of the behavioral models in SSIL is following. 

3.1   Hidden Markov Model (HMM) 

The HMM can be represented by a graph composed of states (vertices) and transitions 
(edges). The states of HMM are characterized under the SSIL as unique elements that 
have three attributes: (i) IP source of the anomaly, (ii) security service and (iii)  
classification of the security attribute.  

The classification of security attributes is predefined as: access control, confidenti-
ality, nonrepudiation, authentication, integrity and availability. Other classifications 
can be created and customized in the SSIL, as explained in more detail in [9].   

The creation of HMM occurs as the detection of anomalies identified by security 
services in the system. Figure 1 shows the stages of the lifecycle of HMM applied to 
SSIL.  

Note that in Figure 1a is only the start of construction of the behavioral model as 
the detection three occurrences. Over time, events will be happening and the annota-
tions in the HMM are cumulative (Fig. 1b and 1c). At the end of a training period, the 
graph of occurrences will be robust enough to identify attacks characterized. 
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Fig. 1. Example of Creation of the Behavioral Model 

The construction of the behavioral model occurs early in system configuration, 
called the training period. Thus, the behavior graph is created during a training period 
where the SSIL is stimulated by arrival of attacks that can be artificial or real to  
creation of the behavioral model.  

The SSIL allows continuous training, therefore, the real-time system can feed the 
HMM with new states and transitions. Thus, the model can adapt at runtime to new 
attacks or new applications installed in computer system.  

According Yasami et al [6], the approach of continuous training in the first in-
stance, seems to be interesting since the system would learn in real time after the 
training period. However, there are some problems that discouraged this practice, and 
the most obvious is the distortion of the model based on behavioral models and the 
inclusion of abnormal or normal in error. The direct effect is the degradation capacity 
of characterization and detection of anomalous situations.  

In this context, the behavioral model does not express the functional characteristics 
of normality or abnormality, this means that the period of training was insufficient or 
all possible anomalous events have not occurred during this period. However, the 
SSIL advantage anomalous events not occurs in the training period to create the 
subHMM, idealized in this work for treat attacks not known during training period 
(see section 3.2).  

3.1.1   Basic Measures 
The basic measures are crucial to characterize the HMM built. Hence, any change in 
the behavioral model has an impact on all the basic measures, which are in the  
training period for each state.  
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The formula 1 determines the probability of being in a particular state E (PE), 
composed of three terms: IP source, security service and security attribute which 
recorded the occurrence of an anomaly, after a security event. The calculation of PE is 
the number of occurrences in the state, divided by the sum of all occurrences of states 
present in the graph [6].  

E = represents a state (vertex) in the HMM graph behavior.  

 

(1) 

Where, NE = number of occurrences E; Ni = number of occurrences of state i ; K = 
total number of states in graph behavior 

The formula 2 determines the average permanence in specific state E. This for-
mula, although simple, has an important factor: the time. Through this we can deter-
mine the behavior of events on Elapsed time. Within the scope of implementation is 
required counting time between last occurrence and the current instance. In attacks by 
malicious software, this factor is critical to identify the behavior of attack in the 
elapsed time.  

 

(2) 

The formula 3 determines the population variance after the elapsed time in a specific 
state E. The variance is significant because it represents the statistical dispersion  
of an occurrence set, indicating the distances between values typically and expected 
values.  

 
(3) 

Where: N = number of terms of population; μ = Population average; yi = Terms of 
population. 

Finally, it is necessary to calculate the conditional probabilities of transition from a 
state i to state j. An array of transitions assists in the calculation, and is represented in 
the formula 4. 

The occurrence of a new event has direct impact on the calculation of probability 
PE, average εE, variance and conditional probability of all nodes in graph. Thus, the 
calculations these four basic measures should be performed for every occurrence and 
nodes in graph. 
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(4) 

 

In Formula 4 has the transition matrix that represents the behavior of HMM graph. 
From matrix can calculate the conditional probabilities of transitions from state i to 
state j [9]. 

The basic measures presented are calculated on training period and used at runtime 
normal. In the next section shows the Anomaly Detection Algorithm (ADA) that uses 
these basic measures to identify an anomalous situation. 

3.1.2   Anomaly Detection Algorithm (ADA) 
The anomaly detection algorithms are used to interpret the behavior graph and pro-
duce an index that determines the level of anomaly detected. For this the basic meas-
ures calculated during the training period are compared with the parameters generated 
in runtime. 

Basically, the algorithm compares the behavioral model generated in the training 
period with the model created in runtime normal. Therefore, scores are created, and 
when their values are included in the same interval, characterize a particular abnor-
mality. Initially the equations are presented for calculating the scores of training pe-
riod (ST) (formula 5) and the scores of the runtime normal period (SE) (formula 6). 

 
(5) 

 
(6) 

In the formula 6, the variable SE accumulates the PSE (Partial SE) that are partial 
results of ADA. Likewise, are calculated PST (Partial ST), which are explained later. 
In these equations has j as state current of behavioral model generated in the period of 
training after k anomalous events. N is the number of security events reported in SSIL 
during the process of anomaly detection. 

PSTj/PEj and PSEj
k/PEj are calculated for the first anomalous event for both the SE 

and TS. If the first event of anomalous PSEj
k = PSEj

1. In the formula 5 e 6 has Pij, this 
variable describes the conditional probability of a transaction of state i to state j,  
described by transition matrix. 

Finally, there is the PST (Partial ST) and PSE (Partial SE), which are calculated for 
each anomalous event recorded in SSIL using the formula 7 and 8 respectively. 
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 (7) 

 
(8) 

The PSE and PST use the same basic measures of training period. Where tjk found in 
formula 8 is the time interval between k e (k+1) abnormality occurrence. 

After calculating ST and SE, you can compare them, and how much more near the 
values, greater the indication of anomaly (formula 9). However, must establish a 
threshold to distinguish the abnormality or normality in system. This parameter is the 
Threshold (Th). The higher Th, more sensitive is the ADA, and may increase the 
number of false positives [6].  

For initial testing and following the suggestion of [9], was set a value of 15% for 
this parameter. This means that all events that have 85% of compatibility as the model 
built in training period, will notify the identification of an anomaly. 

SE(1-Th)  ≤  ST  ≤ SE(1+Th)                                            (9) 

Thus, a decision-making system will identify with a percentage of accuracy the occur-
rence of an anomaly. Setting a value for the threshold can be done by simulation or 
real testing, calculating the number of false positives generated. In this case, the 
threshold of 15% was set based on the development and testing in [9].  

 

Fig. 2. ADA - Anomaly Detection Algorithm of SSIL 

Figure 2 shows the ADA using the equations cited in this section. The basic  
metrics used in the process of detecting anomalies. At the end of the process are  
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generated alerts in IDMEF format that are treated in SSIL using the subHMM  
technique, described in next section.  

3.2   subHMM Technique 

A situation that may occur during the process of anomaly detection is the occurrence 
of the State X. This problem occurs during normal runtime, when a state or transition 
unscheduled occurs. In other words, an event is not provided during the training  
period, and occurs in normal runtime, making this not represented on the initial  
behavioral model.  

In practice, the occurrence of a new event is possible, but it should not be frequent, 
because this situation means that the behavioral model is not robust enough and, con-
sequently, the period of training is insufficient.  

Some solutions can be found: how to assign low levels of probability for the State 
X, for example, replicating the lowest probability of states in the model behavior. 
This solution was proposed by YASAMI [6]. However, this does not solve the  
problem; only mask a weakness of the method.  

Another way is to simply ignore in analysis, if an event occurs to state X, which is 
again a mask for the problem. Figure 3 illustrates the occurrence of State X, where 
there is a transition from state S2 known, to a state not defined in the behavioral 
model built during the training period. 

 

Fig. 3. State X Problem 

The SSIL uses strategically the occurrence of the state X. This means that the 
model can be modified or not in normal runtime, if rules for occurrences of the state 
X have been created and contemplated in normal runtime. This technique was called 
of subHMM [9].  

In SSIL, when a new sequence is found, alerts are amortized using the method of 
assigning the state X the lowest probability found in behavioral model. But it is also 
made the registration and classification of these unexpected events into subHMM.  
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If a particular occurrence relapse, a new weight is assigned, reclassifying the new 
sequence detected. Rules can be created to incorporate the new anomalous sequence 
(subHMM) into model created in training period, for example, after three relapses, the 
new sequence is inserted into original behavioral HMM model. So the weights  
assigned to basic measures and the ADA when occurs the State X are: 

If Pij, j does not exist (arrival at the State X) 

Pij = MIN{Pij} 
PEj = MIN{ PEj } 

If Pij, i do not exist (starting state X) 

Pij = MIN{Pij} 
PEj = PEj (maintains) 

Other effect is possible, where the states i and j exist, but the transition between them 
does not exist. 

   Pij = MIN{Pij} 
   PEj = PEj (maintains) 

For all cases of State X or no transition, the calculation of the PST and PSE is defined 
by: 

      MIN{tj
k} and MAX {Ϭ2} 

3.3   Sequential Model 

The use HMM in the SSIL was an effective step to integrate important safety  
information in order to detect, prevent and act in anomalous situations. This model 
allows warning on possible anomalous situations, reducing the occurrence of false 
positives [9].  

However, despite the good results generated using the HMM, presented in the next 
section, the behavior model HMM based has strong dependence on time factor. 
Therefore, the sequence of security events in a time classifies an anomaly. Hence, the 
same sequence of events, but distributed differently during the time in the HMM is 
treated as a separate anomaly, making the training period be exhaustive or endless to 
predict the possible variations of anomalies.  

The proposal to improve this situation was the creation of the Sequential Model. 
This model neglects the time factor and considers only the anomalous sequence 
events. Its structure is simple and allows you to generate an additional parameter to 
better categorize the anomalies alert.  

The Sequential Model can be structured through of a graph, where states are the 
occurrence characteristics and the transitions are the anomalous events detected. The 
model has two stages of implementation, as well as the HMM. The training period of 
the sequential model should be combined with the HMM training period. 

 The entire anomalous sequence events are recorded in graph ASG (Anomalous 
Sequences Graph). During the training period many ASGs are generated and can be 
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incorporated into new format signature sequences of attacks. Figure 4 illustrates an 
example of ASG, where the proprietary application notified 10(ten) attempts to access 
invalid (S1) then the IDS (S2) was able to identify abnormalities and finally Firewall 
(S3) has been acting. The integers associated with the transitions are number of  
detected attacks. 

 

Fig. 4. ASG: Anomalous Sequence Graphs 

Signatures are ASGs that cover common attacks and specify the security tools, se-
curity attributes and the source IP of occurrences. After the training period, has not 
only the behavioral model HMM, but also the anomalous sequences graphs.  

3.3.1   ADA for Sequential Model  
During the normal runtime, all anomalous occurrence recorded is set as new state and 
transition, creating the so-called Total Sequence Graph (TSG).  

 

Fig. 5. TSG: Identification of a subgraph in a graph 
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The ADA aims is finds an ASG in a TSG. If this occurs, the fault is notified. This 
can be identified search of subgraph in a graph. The complexity of search depth is 
proportional to number of vertices added, the number of edges of graphs, making it 
impracticable to search subgraphs with number n of vertices very large.  

The creation of the best algorithm is not the focus this work. Thus, we used a depth 
search to find the subgraphs. In practice, the subgraphs of attacks are not great and 
with an acceptable computational effort, it is possible identify a subgraph.  

The figure 5 shows the identification of a subgraph G (X) (dashed) in a graph G 
(Y). The anomaly was identified the sample stored in the ASG (portscan) shown in 
Figure 4. 

4   Testing and Validation Environment 

This section presents as was designed the anomalies vectors for test and validation in 
SSIL. Initially we present the types of tests and subsequent construction methods of 
test vectors. 

4.1   Simulator 

To assess the efficiency of the SSIL in detecting anomalies created a simulator that 
includes the routine storage of anomalous occurrences in the IDMEF standard, incor-
porates behavioral models as HMM, Sequential Model and subHMM, besides  
generating artificial attacks for the training period and enforcement normal runtime.  

4.2   Test Methodology  

Both HMM and Model Sequential generate graphs of abnormal behavior of safety 
occurrences recorded in the SSIL. After the training period, many anomalous routines 
were recorded, building a representative model of the abnormalities common to  
computational system in focus.  

The routine tests to validate the robustness and efficiency of the generated models 
are based on variations of anomalous routines implemented in the training period. 
These variations are classified into four types:  

• Full: In this case, the same routine tests performed on the training period 
were performed in normal runtime.  

• Sequence partial: In this case variations among 10% to 50% of the original se-
quences were generated for validating the detection of anomalies partially 
known.  

• Time partial: The time factor affects the variation among 10% to 50%. The 
time factor is important to HMM. In the results presented in this paper can be 
observed that the greatest difficulty lies in detecting routines modified.  

• Time and Sequence partial: in this case are routines modified by time and 
sequence, with a rate of 10% to 50%. In this work, these routines are not  
assumed as unknown by the behavioral models. In section 5, the rates of 
identification are smaller than those noted with other types of variations.  
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The parameter described as threshold, has direct impact on the sensitivity of  
detection. The higher the threshold, the algorithm is less sensitive for detecting  
abnormalities (ADA), generating higher rates of identification. However, it may be 
more vulnerable to misidentifications.  

The determination of the threshold was based on the tests, especially with the im-
plementation of routines of type, full, time partial and sequence partial. In this case, 
we adopted a threshold of 15%, following the recommendations found in [9].  

4.3   Methods for Construction of Test Vectors 

Each routine attacks created during the training period consists in two or more anoma-
lous occurrences (events). The anomalous occurrence of a routine are organized in 
fixed order and separated by time interval between occurrences. In Figure 6, we have 
the representation this concept.  

 

Fig. 6. Example of organization of routine attack 

To generate the tests described above, we should keep the same routines for testing 
complete; vary time for the routines partly modified by time, vary the sequence for 
the modified routines partially sequence; vary time and sequence, to create a new 
routine. 

5   Results Analysis 

During the training period ten security applications were simulated, 170 anomaly 
occurrences and 320 variations of routine occurrences. In table 1 have the data of the 
models built. 

Table 1. Results after the Period of training 

Number of Sequence Attacks 320 
Number of States (HMM) 541 

Number of  Transaction (HMM) 758 
Number of Sequences (Sequential Model) 290 

The Figure 7 shows the evolution of the HMM model as the performance of rou-
tine occurrences. For the data considered, it was observed that the number of states 
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and transitions stabilized after 280 events performed. This means that the model can 
generate good results in detecting anomalies, because the reported events after this 
period already are contained in the behavioral model.  

But not necessarily all possibilities are contained in the behavioral model created, 
so the occurrence of unexpected events should be treated case by case as presented in 
section 3.2. 

 

Fig. 7. Evolution of the creation of states and transitions 

5.1   Anomaly Detection  

The occurrences routines used in the training period and its variations as described in 
section 4.2 were performed in normal runtime, in order to evaluate the efficiency of 
SSIL.  

Initially, we have the discussion of results for full events (i.e, the same used in 
training period). For all tests were selected 100 routine occurrences. In this case, the 
HMM is able to identify an anomalous sequence of more than 95% certainty in 96% 
of cases.  

The time factor is difference between the computation performed during the train-
ing and in normal runtime. As the HMM algorithm is strongly coupled to the time 
factor, this may contribute to the error of 4% found in the detection of full routine 
occurrences.  

However, such occurrences are not identified were marked by the ADA-HMM. By 
observing the sequential model, it was found that 98% of anomalous routines were 
detected with 97% average rate of certainty. Thus, two routines have not been identi-
fied, but are not the same behavioral model of HMM. In this context, when the HMM 
did not demonstrate the anomaly, the sequential model was able to identify it.  

In Table 2, presents the results after the sequences of events partially and fully 
modified.  

Routines differentiated by time and sequence were created to assess the behavior of 
the SSIL for attacks not known. However, were kept the same security services and 
not dealt with the state X.  
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It is important to stress that this percentage is directly linked to the factor of sensi-
tivity (threshold) of the SSIL, which is set to 15%. The rate of identification varied, 
depending on the routines of facts not known. And the average was made of 56% 
detection using HMM and 36% for the sequential model.  

Table 2. Results after routine occurrences partially modified 

Type of Attacks Number of 
attacks 

HMM Sequential Model 

 
Sequence partial 

100 PIA=96%  
CAR=89,8% 

PIA=80%  
CAR=90,1% 

 
Time partial 

100 PIA=84%  
CAR=85,5% 

PIA=92%  
CAR=95,7% 

Time and  
Sequence partial 

100 PIA=56%  
CAR=87,2% 

PIA=36%  
CAR=88,8% 

* PIA, percentage of identified attacks. 
* CAR, certainty average rating. 

5.2   Anomalies Detection with subHMM 

In this test in normal runtime, the subHMM module was activated and the results 
achieved were satisfactory. After ten repetitions of the unknown routine attacks the 
rate of identifying attacks was from 56% to 91% in average. Table 3 shows this  
evolution. The rules for incorporated a subHMM in an original HMM were: 

• Threshold = 40% higher 

• Number of repetition: largest equal 7. 

These rules will inhibit the incorporation of anomalous sequences without relation-
ship to model created in training period to avoid a distortion of the original behavioral 
model. 

Table 3. subHMM Results 

Attempts Number of  
attacks 

HMM 

1º a 6º 100 PIA=56%  
CAR= 87,2% 

7º 100 PIA=62% 
CAR=89,1% 

8º 100 PIA=74% 
CAR=89,5% 

9º 100 PIA=86%  
CAR =91,2% 

10º 100 PIA=91%  
CAR= 93,7% 
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6   Conclusions 

This works concludes that there are advantages in become a set of security services in 
a single integrated system, since the possible fragility of a service can be compensated 
by others. Despite this necessity, most of the approaches found in literature aim the 
integration of two or more security tools, but they emphasize generally in a single 
strategy, because the inherent complexity of integration make to necessary there are a 
relationship between the data of different security services analyzed.  

Thus, this study developed a Security Services Integrated Layer, called SSIL. The 
SSIL can be defined as an application responsible for storing, organizing and relating 
anomalous events, reported by security services present on computer system.  

For this reason, these events should be reported in the IDMEF format and analyzed 
by behavioral models as HMM and Sequential Model, in order to detect anomalies as 
efficient, early and preventive.  

Through a simulator of artificial anomalies the behavioral model HMM can be 
tested and evaluated and the results show satisfactory rates of recognition of anoma-
lous sequences known (98%), partially known (84%) and unknown (56%).  

The design of new solutions combined, cited in this work as subHMM and Sequen-
tial Model improved the detection of anomalies, as shown in the results achieved, in 
which attacks partially modified by time the HMM achieved a rate of 84%, but with 
use of the Sequential Model the rate up to 92%.  

When the attack is unknown the HMM hit rates up to 56%, including the solution 
subHMM, the behavioral model can be incremented during the performance, incorpo-
rating new anomalous situation to original model. The unknown attacks were detected 
at rates of up to 91% 

In this paper, it can be seen that the relationship between the security services was 
built through the behavioral model. Thus, it is possible to relate the different security 
services even if they have not shared scopes. Finally it is important to note that the 
IDMEF standard should be promoted, as this will facilitate the desired integration of 
security services.  
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Abstract. The computers and network services became presence guaranteed in 
several places. These characteristics resulted in the growth of illicit events and 
therefore the computers and networks security has become an essential point in 
any computing environment. Many methodologies were created to identify 
these events; however, with increasing of users and services on the Internet, 
many difficulties are found in trying to monitor a large network environment. 
This paper proposes a methodology for events detection in large-scale 
networks. The proposal approaches the anomaly detection using the NetFlow 
protocol, statistical methods and monitoring the environment in a best time for 
the application. 

Keywords: Security, network, statistical, NetFlow, intrusion detection, 
anomaly. 

1   Introduction 

1.1   Motivation and Objectives 

It is possible found many communication software for different purposes on the 
Internet: instant messengers, voice and video applications, distributed applications 
among others. These applications and the growing Internet users number contribute to 
the amount traffic increased in computer networks and the security incidents number 
in such environments.   

The biggest challenge for network administrators is how to monitor the perimeter 
of a large network in a scalable way. Some methodologies and tools were created to 
protect a computer connected in a network, such as antivirus, personal firewalls, 
antispyware and Intrusion Detection System (IDS) based on signatures. These tools 
protect the users of certain attacks types, such as worm propagation, vulnerabilities 
exploitation, among others. However, another attacks types, such as Distributed 
Denial of Service (DDoS) and brute force attacks on user passwords [1], may involve 
not only a computer but also several of them (groups of computers on the Internet can 
attack others computers or network infra-structures). These attacks are not detectable 
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by these kinds of tools. Moreover, they use the payload packet analysis to detect 
events. This approach for a large-scale network perimeter requires large 
computational resources and may disturb the network traffic.  

This paper proposes a new methodology for detection attacks on large-scale 
networks using detection by traffic anomaly, the NetFlow protocol (IPFIX standard) 
[2][3] and statistical techniques.  The aim is to detect anomalies in certain traffic of 
network services (such as web, FTP, SSH, telnet, among others), using few 
computational resources and without disturb the network traffic.  

1.2   Related Works 

There are some methodologies for perimeter defense in computer networks. The Snort 
[4], a tool with large acceptance in community, uses the signature detection technique 
to identify network events. This kind of detection uses as a basic concept the exact 
description of an attack behavior (it is called attack signature). This tool can be 
installed in devices such as firewalls and gateways, identifying events in network 
environments with some dozens of connected devices. However, in larger 
environments, this tool may have performance problems, because its methodology 
analyzes each data packet passed by such devices. The large number of devices in 
these environments results in a large amount of data packets. 

The work of [5] discusses a new methodology for event detection in computer 
networks using the NetFlow protocol and storage information on a relational 
database. SQL queries are applied to the storage data to identify some events in 
networks including attacks. The work only proposes a new architecture for storage 
information, leaving to further works to research for more robust intrusion detection 
methods combined with this architecture. The storage architecture is used in this 
paper to support the process of event detection network.  

The work of [6] proposes an IDS that uses NetFlow protocol to detect attacks such 
as DDoS and worm propagation. The paper compares the flows content searching for 
similarities between the flows that represents the environment at specific moment and 
flows classified as attacks. It also proposes countermeasure techniques to these 
attacks (access control rules in routes or firewalls for example), but the methodology 
used in [6] has problems with false positives in its detection. 

The authors of [7] propose an anomaly detection methodology to identify worm 
traffics in computer networks. The methodology consists to characterize the normal 
and worm traffic. It analyzes the behavior of network, summarizing the number of 
connections in its subnets and calculating the standard deviation of traffic behavior. 
The work uses NetFlow data storage in a relational database and shows that the 
anomaly detection using NetFlow information is promised and has good results. 
However, the work is limited to detect worm behavior and has problems with 
performance and the time of attack detection. 

Finally, the work in [8] proposes a robust monitoring system based on NetFlow 
data analysis. It storages NetFlow information on a relational database (Oracle) and 
uses statistical methods to detect anomalous events. Two algorithms are applied: one 
of them is based on variance similarity and the other is based on Euclidian distance. 
The system has a web interface to support the events monitoring. The results are 
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promising, but the algorithms applied are complexes. Developers require advanced 
knowledge to implement it. 

2   General Concepts 

2.1   Attacks and Anomaly Detection 

According to [9], an attack is any action in order to subvert at least one of the pillars 
of information security: confidentiality, authenticity, integrity or availability of a 
computer system. Several techniques to subvert systems are currently widespread on 
the Internet and they are accessible by anyone. 

Statistically, any network perimeter has a determinate traffic pattern based on user 
behavior belonging in the network. Some kinds of attacks result in a considerable 
traffic quantity in a network, showing an anomaly when compared to a normal pattern 
behavior. This difference in traffic can be detected with intrusion detection 
methodologies by anomaly. Their fundamental concepts are based in a normal traffic 
pattern and identification of variances on network traffic, showing an anomaly. 

Some related anomaly events used in this paper are cited follow: 

• Scan: This is usually the first phase of an attack. The scan or network mapping is 
used to recognize available services in one or more networks, identifying 
vulnerable services and hosts; 

• DDoS (Distributed Denial of Service):  When a computer group attempt to make 
a host or network resource unavailable to its users; 

• Worms propagation: Worm is a malicious program able to spread automatically 
through networks, sending copies of itself to another hosts [1]. Usually the worm 
explore vulnerabilities in programs used by user; 

• Dictionary attack: This attach uses the technique of “attempt and error” to guess 
user passwords in services like SSH (Secure Shell Client) or Web. Usually this 
attack has success, because many users use weak and easy deduction passwords; 

• Spamming: Spams are unwanted e-mails sending by peoples whose intention is 
spread malicious code, products advertisement or inadequate content [1]. 

The attacks cited previously have as common features the communication with 
several computers or servers in a short time, resulting in large network traffic. The 
approach in this paper uses this specific feature to detect the kinds of attacks cited 
previously. 

2.2   Network Flows 

The Cisco Systems defines a network flow as a unidirectional sequence of packets 
between source and destination hosts. The NetFlow provides a summarization of 
information about the router or switch traffic. Network flows are highly granulated; 
they are identified by source and destination IP address, as well as by ports number of 
transport layer. To identify uniquely a flow, the NetFlow also uses the fields 
“Protocol type” and “Type of Service” (ToS) from IP header and the input logical 
interface of router or switch. The flows kept in the router/switch cache are exported to 
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a collector in the following situations: remains idle more than 15 seconds; its duration 
exceeds 30 minutes; a TCP connection is finished with the flag FIN or RST; the flows 
table is full or the administrator resets the flow configurations. It is important note the 
maximum time that one flow is kept in the cache device before be exported is 30 
minutes.  

The Fig. 1 shows the NetFlow v5 protocol fields, as well as your header. The fields 
that really important to this paper are described in “Flow Record Format”. They are 
responsible to represent the information summarized in a connection/session between 
two hosts, describing source and destination address, source and destination port, 
input and output interface in the router or switch, number of packets and octets 
involved in connection, flow creation timestamp and last update timestamp (fields 
first and last), TCP flags, and others. 

 

Fig. 1. NetFlow datagram format 

2.3   Statistical Concepts 

For this paper some descriptive statistics concepts [10] are used to identify an 
anomaly in the computers network traffic. The descriptive statistic is used to describe 
and summarize one data set. The main elements used in this paper are: 

• Median: The element that separates the higher half of an ordered sample from the 
lower half is called median. In some cases where the sample has even numbers 
(don’t have a unique central element), two central elements are added and divided 
by 2, resulting in the median. 

• Quartile: It is one of three values that divide the ordered sample in four equal 
parts. Each one represents exactly one quarter of data sample. The second quartile, 
for example, represents the median. This paper uses the first and third quartile. 

• Outliers: They are elements of sample that are distant from the rest of sample. The 
outliers represent anomalies in a network data sample. 

These concepts are fundamental to understand the proposal of this paper. The next 
section describes the methodology in this project and its main features. 
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3   Methodology 

As described previously, the aim in this project is identify security events in a 
computers network using the NetFlow protocol and detection methodologies by 
anomaly based on statistical techniques. Thus, the following items should be defined: 

• Collection and storage of data provided by NetFlow; 
• Model to define the network traffic pattern; 
• Outliers detection model. 

3.1   Data Architecture Storage 

The collection and storage of NetFlow data are very important to provide information 
about the network that will be defended. We used the storage architecture proposed in 
[5], enabling robustness and versatility in data storage and SQL queries on data 
provided by NetFlow.  The architecture enables the flows storage in a relational 
database. A special table stores a window with the last thirty minutes of flows 
generated by environment. This table is essential to monitoring of the network traffic 
in the shortest time possible. More details about the architecture are described in [5]. 

3.2   Defining the Pattern Traffic in a Network  

All detection by anomaly needs the traffic pattern definition of a computers network. 
This definition should be based on the behavior of each environment at a specific 
time. For example, the network traffic at daytime has not the same behavior than the 
same network at night. So, the network traffic behavior is different in certain times of 
the day. The Fig. 2 shows the network traffic behavior in one day. 

 

Fig. 2. Example of network traffic behavior 
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Especially in this project it is necessary to define all network traffic as well as each 
services used in it. For perform this task, data traffic were collected for three months. 
For each day in this interval, we selected a time windows of five minutes of flows. 
This means for each time window were computed the flows average per second 
related for each service in the network environment.  For this, we used a query in 
SQL language [11] executed in database. The query is described below: 

SELECT date_sub(subtime(first,second(first)), interval 
mod(minute(first),5) minute) as Time, dstport as 
Service, input, count(*) as Flows, sum(dPkts) as Pkts, 
sum(dOctets) as Bytes FROM TableDay WHERE dstport < 
1024 GROUP BY month(first), day(first), hour(first), 
(minute(first) div 5), dstport, input ORDER BY Time, 
dstport, input; 

The query result can be seen in Fig. 3. It shows flows averages of services running on 
TCP/UDP ports less than 1024. This ports interval was selected because includes the 
most network services used in a computational environment. This data were stored in 
a new table, in order to be used again in the second step. 

 

Fig. 3. SQL query result 

With the data collected is possible to define the network traffic pattern. This 
pattern will represent, for each set of five minutes traffic, a sample containing the 
flow average involved in a determined service. So, a data sample series is formed, and 
each sample represents a traffic service in determined time (considering the five 
minutes set).  The Fig. 4 shows an example of data sample collected concerning a 
network service. 
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Fig. 4. Example of data sample of a network service 

A question that should be considered is how to remove possible anomalous traffics 
in the three months of data collected to pattern creation. This is resolved using the 
same outlier identification formula discussed in the next subsection. 

3.3   Outlier Identification Model 

According to [10], a data sample can be divided in five summarization points: the 
minimum, the maximum, the median sample and the 25th and the 75th data empirical 
percentage. The 25th empirical percentage is called 1st quartile (Q1); the 75th empirical 
percentage is called 3rd quartile (Q3). The distance between Q3 and Q1 is called 
interquartile range (IQE) and can be viewed in (1). The author in [10] define the 
minimum point in a sample is 1.5*IQR faraway of Q1(2) and the maximum point is 
1.5*IQR  faraway of Q3 (3). Any element in the sample that is outside of the 
minimums and maximums limits is considered an outlier [10]. 

IQR = Q3-Q1 

Min = Q1- 1.5 IQR 

Max = Q3+ 1.5 IQR 

(1) 

(2) 

(3) 

For this paper only the maximum point of a sample is used. Considering the data 
samples described in the previously subsection, the elements of a determinate sample 
whose the flows quantity exceed the maximum value are considered anomalous.  

The methodology cited in the previously paragraph is used as base to: identify 
anomalies in the traffic and; remove the outliers in the collected sample during three 
months of flows. Thus, the following algorithm to remove outliers was used: 
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Do {                  
  exist_outlier = 0;  
  Calculate Q1 and Q3 of the sample X; 
  Do MAX = Q3 + 1.5*(Q3-Q1); 
  Scroll all element of the sample X { 
 If element > MAX 
 Remove element; 
  Do exist_outlier = 1;                  
   }  
} While exist_outlier = 1; 

The algorithm cited calculates the maximum point and remove the outliers until this 
points no longer exists. The algorithm is executed for each sample collected of each 
network service. For each outlier removed should be calculate Q1 and Q3 again, 
because the sample will have a smaller quantity of points in relation of previously 
iteration and, therefore, a new MAX value should be calculate. When the iteration 
doesn’t find any outliers, the algorithm is finished. 

Finished the algorithm, the MAX value will be used as threshold to define the 
anomaly of a traffic. So, a system monitors the flow average of last five minutes of 
the current date and each collected values is compared with the MAX value 
corresponding to its service. For example, assuming the SSH service data was 
collected in the interval between 10h00min and 10h05min. The flow average per 
second in this interval will be compares with the sample MAX value corresponding in 
the same interval. If higher than MAX value, it will be possible conclude that there is 
an anomaly in the SSH traffic in this time interval.  

4   Results 

This section describes tests and results obtained with the new anomalies detection 
model proposed in this paper. The subsection 4.1 describes the environment used for 
the tests. The subsection 4.2 describes which services were monitored, their threshold 
obtained after the calculation of pattern traffic and the outliers removal. The 
subsection 4.3 describes the obtained results. Finally, the subsection 4.4 describes the 
system performance analyze. 

4.1   Environment of Tests 

The tests environment is located at a university with more than thousand network 
devices, including computers, routers, and mobile devices. The environment has a 
CISCO 7200 VXR router that exports NetFlow flows version 5. The collector 
computer is a PC x86 Pentium D 3.4 GHz, 2 GB of RAM and 200GB SATA HD, 
dedicated to collect, store and analyze the flows in database. To define the traffic 
pattern on environment, flow samples were collected in a period of three months 
(March to May of 2009). The tests environment is represented in Fig. 5. 
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Fig. 5. Institute's network structure which the proposed system was executed 

4.2   Monitored Services 

For this paper, four services in particular were monitored by the proposed system: 

• FTP (File Transfer Protocol): protocol to transfer files; 
• SSH (Secure Shell): protocol for remote access; 
• SMTP (Simple Mail Transfer Protocol): protocol for mail service; 
• HTTP (Hypertext Transfer Protocol): protocol for web services; 

The maximum points calculated on the traffic pattern definition phase are showed in 
Fig. 6 (FTP and HTTP) and Fig. 7 (SMTP and SSH). These graphics already show the 
services traffic threshold representation, excluding the outliers of the sample. 

 

Fig. 6. Top limits of HTTP and FTP services by time 

In Fig. 6 and Fig. 7 we note on the HTTP and SMTP service a large traffic amount 
during the day (7:00AM to 6:00PM), different from that presented during the night 
(6:00PM to 7:00AM). This difference is explained by the user’s number in activity on 
the network during the cited periods. However, what draws more attention is the FTP 
traffic representation, which has points in time whose its values are too high if 
compared to other values. This occurs because, based on the sample collected, the 
attacks number to the FTP service on these points has been so frequent that they were  
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Fig. 7. Top limits of SSH and SMTP services by time 

not considered outliers and therefore they were not removed. Finally, the SSH service 
has just one threshold value excessive if compared to the others by the same reasons 
presented before in FTP. 

4.3   Detection Results 

The detection system monitored the proposed environment for a period of six days, 
which is equivalent to analyze 1728 periods of five minutes each one. The table 1 
shows the number of detected events in the proposed services and the number of false 
positives for them. The calculation of false positives was based in log system analysis 
on the servers under attack or using the techniques described in [5] for the proof or 
not of each detected event. 

Table 1. Number of anomalous events detected 

Service Events detected False-positives Percentage 

FTP 10 0 100% 

SSH 615 2 99,67% 

SMTP 153 4 97,38% 

HTTP 33 14 57,57% 

For the FTP service, ten events were detected and no false positive was found. All 
these attacks are characterized as a service scan, whereupon the attacker wants to 
know if in the network there is an FTP server running. 

The events detected in SSH service are quite numerous and only two false-positive 
were found. These attacks, in general, are characterized by "dictionary attacks" or 
scans on the service. The large number of events can be explained by the large 
number of attackers using this intrusion technique, beyond the fact that "dictionary 
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attack" is a kind of attack that usually are performed for several hours, even days. 
Curiously, one of this false-positive found is explained because researchers from the 
institute used the service several times in an unconventional time (between 1:00AM 
and 3:00AM) for servers maintenance. 

About the SMTP service, 153 events were detected, with only four false-positives. 
The attack mode in this service can be divided between scans and spamming. To 
identify spams, we were used techniques to verify if the computer that sent a lot of 
mails is mentioned by DNS domain [12] to which it belongs and whether it has a 
SMTP service running all the time (characteristics of a legitimate mail provider). 
Among the 149 events detected and verified, 5 are scans, 139 are spams and 5 are 
both. 

Finally, the events detection in the HTTP service showed the highest number of 
false-positives. Of the 33 events detected, 14 were false-positive, a total of almost 
57% of correct detections. The scan was the only kind of attack detected in this 
service. Two factors explain this result: the HTTP behavior service varies with high 
frequency between days or in a year; the use of HTTP version 1.0 [13] implies the 
generation of one connection for each object requested, resulting in a large flows 
number (because each connection is represented by a flow). In fact, the traffic amount 
on the HTTP service measured few months ago is very different from the current 
month, because the popularity of such service and the growing number of users who 
have been using this service. 

4.4   System Performance 

In order to obtain the system performance, the training period (sampling to define the 
traffic pattern) and the environment monitoring (events detection) were computed. 
The time for sample collection and traffic pattern calculation is about 74 minutes 
(considering the 92 days of data). It means, on average, about 48 seconds to calculate 
a day. It is important say this collection occurs only once and the results are stored in 
the database. The query responsible for monitoring the flows amount is performed in 
about 2.57 seconds to analyze almost 1024 services (transport layer ports). With the 
sum of time required to do a query with the processing time to identify anomalies, the 
average is approximately 3.72 seconds. At certain moments which there was a large 
number of requests in database (others applications that are using the database at same 
time), the processing average time for anomalies identification was approximately 
25.13 seconds. 

5   Conclusion and Future Works 

This paper presented a proposal for event detection in computer networks using 
statistical methods and analysis of NetFlow data flows. The aim is to use this proposal 
to monitor a computer network perimeter, detecting attacks in the shortest time 
possible through anomalies identification in traffic and alerting the administrator 
when necessary. The project proposes to model the traffic pattern of one or more 
network services through traffic samples based on time intervals. An algorithm 
removes the outliers of a sample. Using the same algorithm, the maximum values to 
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separate normal and anomalous traffic are defined. The interval used in the tests to 
summarize data flows was five minutes, but it can be implemented with shorter 
intervals.  

Tests were performed with the monitoring system to four services widely used by 
users on the Internet: FTP, SSH, SMTP and HTTP. Among them, the FTP, SSH and 
SMTP had positive results related to events detection and the false-positives number. 
However, the HTTP service had the highest false-positives number, explained by the 
service characteristics and scalability on environment. Despite the presented tests are 
related with only four services types, this model can be applied to any other service 
that the administrator wants. 

System performance was satisfactory, especially because it run in a feasible time to 
monitory the environment. This measure reflects the low computational cost for the 
traffic analysis of a large-scale network. It may also be noted that most execution time 
are performed with queries in the database, involving in and out operations data on 
hard disk. Therefore, a possible solution to further increase system performance is to 
migrate this database to another database manager, considered more effective. 

The counting of false-negatives number was the most difficult task on this study. 
This happens because to measure this quantization is necessary to perform other 
methods or using tools in the environment and compare the results, but the 
administrative restrictions on environment does not allow this tests. 

Finally as future work, the traffic sampling should be improved, so it can be update 
over time, solving problems cited such as HTTP service. Other works may compare 
new outliers detection techniques in order to improve the detection performance. 
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Abstract. Password Authenticated Key Exchange (PAKE) is one of the

important topics in cryptography. It aims to address a practical security

problem: how to establish secure communication between two parties

solely based on a shared password without requiring a Public Key In-

frastructure (PKI). After more than a decade of extensive research in this

field, there have been several PAKE protocols available. The EKE and

SPEKE schemes are perhaps the two most notable examples. Both tech-

niques are however patented. In this paper, we review these techniques

in detail and summarize various theoretical and practical weaknesses. In

addition, we present a new PAKE solution called J-PAKE. Our strategy

is to depend on well-established primitives such as the Zero-Knowledge

Proof (ZKP). So far, almost all of the past solutions have avoided using

ZKP for the concern on efficiency. We demonstrate how to effectively

integrate the ZKP into the protocol design and meanwhile achieve good

efficiency. Our protocol has comparable computational efficiency to the

EKE and SPEKE schemes with clear advantages on security.

Keywords: Password-Authenticated Key Exchange, EKE, SPEKE, key

agreement.

1 Introduction

Nowadays, the use of passwords is ubiquitous. From on-line banking to accessing
personal emails, the username/password paradigm is by far the most commonly
used authentication mechanism. Alternative authentication factors, including
tokens and biometrics, require additional hardware, which is often considered
too expensive for an application.

However, the security of a password is limited by its low-entropy. Typically,
even a carefully chosen password only has about 20-30 bits entropy [3]. This
makes passwords subject to dictionary attacks or simple exhaustive search. Some
systems willfully force users to remember cryptographically strong passwords,
but that often creates more problems than it solves [3].

Since passwords are weak secrets, they must be protected during transmission.
Currently, the widely deployed method is to send passwords through SSL/TLS
[29]. But, this requires a Public Key Infrastructure (PKI) in place; maintaining
a PKI is expensive. In addition, using SSL/TLS is subject to man-in-the-middle
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attacks [3]. If a user authenticates himself to a phishing website by disclosing his
password, the password will be stolen even though the session is fully encrypted.

The PAKE research explores an alternative approach to protect passwords
without relying on a Public Key Infrastructure (PKI) at all [10, 16]. It aims to
achieve two goals. First, it allows zero-knowledge proof of the password. One
can prove the knowledge of the password without revealing it to the other party.
Second, it performs authenticated key exchange. If the password is correct, both
parties will be able to establish a common session key that no one else can
compute.

The first milestone in PAKE research came in 1992 when Bellovin and Merrit
introduced the Encrypted Key Exchange (EKE) protocol [10]. Despite some
reported weaknesses [16, 20, 23, 25], the EKE protocol first demonstrated that
the PAKE problem was at least solvable. Since then, a number of protocols have
been proposed. Many of them are simply variants of EKE, instantiating the
“symmetric cipher” in various ways [7].

The few techniques that claim to resist known attacks have almost all been
patented. Most notably, EKE was patented by Lucent Technologies [12], SPEKE
by Phoenix Technologies [18] and SRP by Stanford University [28]. The patent
issue is arguably one of the biggest brakes in deploying a PAKE solution in
practice [13].

2 Past Work

2.1 Security Requirements

Before reviewing past solutions in detail, we summarize the security requirements
that a PAKE protocol shall fulfill (also see [10, 11, 16,28]).

1. Off-line dictionary attack resistance – It does not leak any information
that allows a passive/active attacker to perform off-line exhaustive search of
the password.

2. Forward secrecy – It produces session keys that remain secure even when
the password is later disclosed.

3. Known-session security – It prevents a disclosed session from affecting the
security of other established session keys.

4. On-line dictionary attack resistance – It limits an active attacker to test
only one password per protocol execution.

First, a PAKE protocol must resist off-line dictionary attacks. An attacker may
be passive (only eavesdropping) or active (directly engaging in the key exchange).
In either case, the communication must not reveal any data – say a hash of
the password – that allows an attacker to learn the password through off-line
exhaustive search.

Second, the protocol must be forward-secure. The key exchange is authen-
ticated based on a shared password. However, there is no guarantee on the
long-term secrecy of the password. A well-designed PAKE scheme should pro-
tect past session keys even when the password is later disclosed. This property
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also implies that if an attacker knows the password but only passively observes
the key exchange, he cannot learn the session key.

Third, the protocol must provide known session security. If an attacker is
able to compromise a session, we assume he can learn all session-specific secrets.
However, the impact should be minimized such that a compromised session must
not affect the security of other established sessions.

Finally, the protocol must resist on-line dictionary attacks. If the attacker is
directly engaging in the key exchange, there is no way to prevent such an attacker
trying a random guess of the password. However, a secure PAKE scheme should
mitigate the effect of the on-line attack to the minimum – in the best case,
the attacker can only guess exactly one password per impersonation attempt.
Consecutively failed attempts can be easily detected and thwarted accordingly.

Some papers add an extra “server compromise resistance” requirement: an
attacker should not be able to impersonate users to a server after he has stolen
the password verification files stored on that server, but has not performed dic-
tionary attacks to recover the passwords [7,17,28]. Protocols designed with this
additional requirement are known as the augmented PAKE, as opposed to the
balanced PAKE that does not have this requirement.

However, the so-called “server compromise resistance” is disputable [24]. First,
one may ask whether the threat of impersonating users to a compromised server is
significantly realistic. After all, the server had been compromised and the stored
password files had been stolen. Second, none of the augmented schemes can
provide any real assurance once the server is indeed compromised. If the password
verification files are stolen, off-line exhaustive search attacks are inevitable. All
passwords will need to be revoked and updated anyway.

Another argument in favor of the augmented PAKE is that the server does not
store a plaintext password so it is more secure than the balanced PAKE [28]. This
is a misunderstanding. The EKE and SPEKE protocols are two examples of the
balanced PAKE. Though the original EKE and SPEKE papers only mention the
use the plaintext password as the shared secret between the client and server [10,
16], it is trivial to use a hash of the password (possibly with some salt) as the
shared secret if needed. So, the augmented PAKE has no advantage in this
aspect.

Overall, the claimed advantages of an augmented PAKE over a balanced one
are doubtful. On the other hand, the disadvantages are notable. With the added
“server compromise resistance” requirement that none of the augmented PAKE
schemes truly satisfy [7, 17, 28], an augmented PAKE protocol is significantly
more complex and more computationally expensive. The extra complexity opens
more opportunities to the attacker, as many of the attacks are applicable on the
augmented PAKE [7].

2.2 Review on EKE and SPEKE

In this section, we review the two perhaps most well-known balanced PAKE
protocols: EKE [10] and SPEKE [16]. Both techniques are patented and have
been deployed in commercial applications.
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There are many other PAKE protocols in the past literature [7]. Due to the
space constraint, we can only briefly highlight some of them. Goldreich and Lin-
dell first provided a formal analysis of PAKE, and they also presented a PAKE
protocol that satisfies the formal definitions [33]. However, the Goldreich-Lindell
protocol is based on generic multi-party secure computation; it is commonly seen
as too inefficient for practical use [34, 35]. Later, there are Abdalla-Pointcheval
[1], Katz-Ostrovsky-Yung [34], Jiang-Gong [35] and Gennaro-Lindell [39] proto-
cols, which are proven secure in a common reference model (Abdalla-Pointcheval
additionally assumes a random oracle model [1]). All these protocols require a
“trusted third party” to define the public parameters: more specifically, the secu-
rity of the protocol relies on the “independence” of two group generators selected
honestly by a trusted third party [1, 34, 35]1. Thus, as with any “trusted third
party”, the party becomes the one who can break the protocol security [3]. (Re-
call that the very goal of PAKE is to establish key exchange between two parties
without depending on any external trusted party.) Another well-known provably
secure PAKE is a variant of the EKE protocol with formal security proofs due to
Bellare, Pointcheval and Rogaway [5] (though the proofs are disputed in [7, 32],
as we will explain later). In general, all the above protocols [33, 34, 35, 1, 39, 5]
are significantly more complex and less efficient than the EKE and SPEKE pro-
tocols. In this paper, we will focus on comparing our technique to the EKE and
SPEKE protocols.

First, let us look at the EKE. Bellovin and Merrit introduced two EKE con-
structs: based on RSA (which was later shown insecure [23]) and Diffie-Hellman
(DH). Here, we only describe the latter, which modifies a basic DH protocol by
symmetrically encrypting the exchanged items. Let α be a primitive root modulo
p. In the protocol, Alice sends to Bob [αxa ]s, where xa is taken randomly from
[1, p − 1] and [. . .]s denotes a symmetric cipher using the password s as the key.
Similarly, Bob sends to Alice [αxb ]s, where xb ∈R [1, p − 1]. Finally, Alice and
Bob compute a common key K = αxa·xb . More details can be found in [10].

It has been shown that a straightforward implementation of the above protocol
is insecure [20]. Since the password is too weak to be used as a normal encryption
key, the content within the symmetric cipher must be strictly random. But, for
a 1024-bit number modulo p, not every bit is random. Hence, a passive attacker
can rule out candidate passwords by applying them to decipher [αxa ]s, and then
checking whether the results fall within [p, 21024 − 1].

There are suggested countermeasures. In [10], Bellovin and Merrit recom-
mended to transmit [αxa + r · p]s instead of [αxa ]s in the actual implementation,
where r ·p is added using a non-modular operation. The details on defining r can

1 The Jiang-Gong paper proposes to use a trusted third party or a threshold scheme

to define the public parameters [35], while the KOY paper suggests to use a trusted

third party or a source of randomness [34]. However, neither paper provides concrete

descriptions of the “threshold scheme” and “source of randomness”. The Gennaro-

Lindell paper suggests to choose a large organization as the trusted party for all its

employees [39]. However, such a setup also severely limits the general deployment of

PAKE among the public.
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be found in [10]. However, this solution was explained in an ad-hoc way, and it
involves changing the existing protocol specification. Due to lack of a complete
description of the final protocol, it is difficult to assess its security. Alternatively,
Jaspan suggests addressing this issue by choosing p as close to a power of 2 as
possible [20]. This might alleviate the issue, but does not resolve it.

The above reported weakness in EKE suggests that formal security proofs
are unlikely without introducing new assumptions. Bellare, Pointcheval and Ro-
gaway introduced a formal model based on an “ideal cipher” [5]. They applied
this model to formally prove that EKE is “provably secure”. However, this result
is disputed in [7,32]. The so-called “ideal cipher” was not concretely defined in [5];
it was only later clarified by Boyd et al. in [7]: the assumed cipher works like a
random function in encryption, but must map fixed-size strings to elements of
G in decryption (also see [32]). Clearly, no such ciphers are readily available yet.
Several proposed instantiations of such an “ideal cipher” were easily broken [32].

Another limitation with the EKE protocol is that it does not securely ac-
commodate short exponents. The protocol definition requires αxa and αxb be
uniformly distributed over the whole group Z

∗
p [10]. Therefore, the secret keys

xa and xb must be randomly chosen from [1, p − 1], and consequently, an EKE
must use 1024-bit exponents if the modulus p is chosen 1024-bit. An EKE cannot
operate in groups with distinct features, such as a subgroup with prime order
– a passive attacker would then be able to trivially uncover the password by
checking the order of the decrypted item.

Jablon proposed a different protocol, called Simple Password Exponential
Key Exchange (SPEKE), by replacing a fixed generator in the basic Diffie-
Hellman protocol with a password-derived variable [16]. In the description of
a fully constrained SPEKE, the protocol defines a safe prime p = 2q + 1, where
q is also a prime. Alice sends to Bob (s2)xa where s is the shared password and
xa ∈R [1, q − 1]; similarly, Bob sends to Alice (s2)xb where xb ∈R [1, q − 1].
Finally, Alice and Bob compute K = s2·xa·xb . The squaring operation on s is to
make the protocol work within a subgroup of prime order q.

There are however risks of using a password-derived variable as the base, as
pointed out by Zhang [31]. Since some passwords are exponentially equivalent,
an active attacker may exploit that equivalence to test multiple passwords in one
go. This problem is particularly serious if a password is a Personal Identification
Numbers (PIN). One countermeasure might be to hash the password before
squaring, but that does not resolve the problem. Hashed passwords are still
confined to a pre-defined small range. There is no guarantee that an attacker is
unable to formulate exponential relationships among hashed passwords; existing
hash functions were not designed for that purpose. Hence, at least in theory,
this reported weakness disapproves the original claim in [16] that a SPEKE only
permits one guess of password in one attempt.

Similar to the case with an EKE, a fully constrained SPEKE uses long ex-
ponents. For a 1024-bit modulus p, the key space is within [1, q − 1], where q is
1023-bit. In [16], Jablon suggested to use 160-bit short exponents in a SPEKE,
by choosing xa and xb within a dramatically smaller range [1, 2160 −1]. But, this
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would give a passive attacker side information that the 1023 − 160 = 863 most
significant bits in a full-length key are all ‘0’s. The security is not reassuring, as
the author later acknowledged in [19].

To sum up, an EKE has the drawback of leaking partial information about
the password to a passive attacker. As for a SPEKE, it has the problem that an
active attacker may test multiple passwords in one protocol execution. Further-
more, neither protocol accommodates short exponents securely. Finally, neither
protocol has security proofs; to prove the security would require introducing new
security assumptions [5] or relaxing security requirements [26].

3 J-PAKE Protocol

In this section, we present a new balanced PAKE protocol called Password Au-
thenticated Key Exchange by Juggling (J-PAKE). The key exchange is carried
out over an unsecured network. In such a network, there is no secrecy in commu-
nication, so transmitting a message is essentially no different from broadcasting
it to all. Worse, the broadcast is unauthenticated. An attacker can intercept a
message, change it at will, and then relay the modified message to the intended
recipient.

It is perhaps surprising that we are still able to establish a private and authen-
ticated channel in such a hostile environment solely based on a shared password
– in other words, bootstrapping a high-entropy cryptographic key from a low-
entropy secret. The protocol works as follows.

Let G denote a subgroup of Z
∗
p with prime order q in which the Decision

Diffie-Hellman problem (DDH) is intractable [6]. Let g be a generator in G. The
two communicating parties, Alice and Bob, both agree on (G, g). Let s be their
shared password2, and s �= 0 for any non-empty password. We assume the value
of s falls within [1, q − 1].

Alice selects two secret values x1 and x2 at random: x1 ∈R [0, q − 1] and
x2 ∈R [1, q − 1]. Similarly, Bob selects x3 ∈R [0, q − 1] and x4 ∈R [1, q − 1]. Note
that x2, x4 �= 0; the reason will be evident in security analysis.

Round 1. Alice sends out gx1 , gx2 and knowledge proofs for x1 and x2. Simi-
larly, Bob sends out gx3 , gx4 and knowledge proofs for x3 and x4.

The above communication can be completed in one round as neither party de-
pends on the other. When this round finishes, Alice and Bob verify the received
knowledge proofs, and also check gx2, gx4 �= 1.

Round 2. Alice sends out A = g(x1+x3+x4)·x2·s and a knowledge proof for x2 ·s.
Similarly, Bob sends out B = g(x1+x2+x3)·x4·s and a knowledge proof for x4 · s.

When this round finishes, Alice computes K = (B/gx2·x4·s)x2 = g(x1+x3)·x2·x4·s,
and Bob computes K = (A/gx2·x4·s)x4 = g(x1+x3)·x2·x4·s. With the same keying
material K, a session key can be derived κ = H(K), where H is a hash function.
2 Depending on the application, s could also be a hash of the shared password together

with some salt.
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The two-round J-PAKE protocol can serve as a drop-in replacement for face-
to-face key exchange. It is like Alice and Bob meet in person and secretly agree
a common key. So far, the authentication is implicit: Alice believes only Bob can
derive the same key and vice versa. In some applications, Alice and Bob may
want to perform an explicit key confirmation just to make sure the other party
actually holds the same key.

There are several ways to achieve explicit key confirmation. In general, it is
desirable to use a different key from the session key for key confirmation3, say use
κ′ = H(K, 1). We summarize a few methods, which are generically applicable
to all key exchange schemes. A simple method is to use a hash function similar
to the proposal in SPEKE: Alice sends H(H(κ′)) to Bob and Bob replies with
H(κ′). Another straightforward way is to use κ′ to encrypt a known value (or
random challenge) as presented in EKE. Other approaches make use of MAC
functions as suggested in [36]. Given that the underlying functions are secure,
these methods do not differ significantly in security.

In the protocol, senders need to produce valid knowledge proofs. The necessity
of the knowledge proofs is motivated by Anderson-Needham’s sixth principle in
designing secure protocols [2]: “Do not assume that a message you receive has a
particular form (such as gr for known r) unless you can check this.” Fortunately,
Zero-Knowledge Proof (ZKP) is a well-established primitive in cryptography; it
allows one to prove his knowledge of a discrete logarithm without revealing
it [29].

As one example, we could use Schnorr’s signature [30], which is non-interactive,
and reveals nothing except the one bit information: “whether the signer knows the
discrete logarithm”. Let H be a secure hash function4. To prove the knowledge
of the exponent for X = gx, one sends {SignerID, V = gv, r = v − xh} where
SignerID is the unique user identifier, v ∈R Zq and h = H(g, V, X, SignerID).
The receiver verifies that X lies in the prime-order subgroup G and that gv equals
grXh. Adding the unique SignerID into the hash function is to prevent Alice re-
playing Bob’s signature back to Bob and vice versa. Note that for Schnorr’s sig-
nature, it takes one exponentiation to generate it and two to verify it (computing
gr · Xh requires roughly one exponentiation using the simultaneous computation
technique [37]).

4 Security Analysis

In this section, we show the protocol fulfills all the security requirements listed
in Section 2.1.

3 Using a different key has a (subtle) theoretical advantage that the session key will

remain indistinguishable from random even after the key confirmation. However, this

does not make much difference in practical security and is not adopted in [10,16].
4 Schnorr’s signature is provably secure in the random oracle model, which requires a

secure hash function.
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4.1 Off-Line Dictionary Attack Resistance

First, we discuss the protocol’s resistance against the off-line dictionary attack.
Without loss of generality, assume Alice is honest. Her ciphertext A contains
the term (x1 + x3 + x4) on the exponent. Let xa = x1 + x3 + x4. The following
lemma shows the security property of xa.

Lemma 1. The xa is a secret of random value over Zq to Bob.

Proof. The value x1 is uniformly distributed over Zq and unknown to Bob. The
knowledge proofs required in the protocol show that Bob knows x3 and x4. By
definition xa is computed from x3 and x4 (known to Bob) plus a random number
x1. Therefore xa must be randomly distributed over Zq.

In the second round of the protocol, Alice sends A = gx2·s
a to Bob, where ga =

gx1+x3+x4 . Here, ga serves as a generator. As the group G has prime order, any
non-identity element is a generator [29]. So Alice can explicitly check ga �= 1 to
ensure it is a generator. In fact, Lemma 1 shows that x1 +x3 +x4 is random over
Zq even in the face of active attacks. Hence, ga �= 1 is implicitly guaranteed by the
probability. The chance of ga = 1 is extremely minuscule – on the order of 2−160

for 160-bit q. Symmetrically, the same argument applies to the Bob’s case. For
the same reason, it is implicitly guaranteed by probability that x1+x3 �= 0, hence
K = g(x1+x3)·x2·x4·s �= 1 holds with an exceedingly overwhelming probability.

Theorem 2 (Off-line dictionary attack resistance against active at-
tacks). Under the Decision Diffie-Hellman (DDH) assumption, provided that
gx1+x3+x4 is a generator, Bob cannot distinguish Alice’s ciphertext A =
g(x1+x3+x4)·x2·s from a random non-identity element in the group G.

Proof. Suppose Alice is communicating to an attacker (Bob) who does not
know the password. The data available to the attacker include gx1 , gx2 , A =
g
(x1+x3+x4)·x2·s
a and Zero Knowledge Proofs (ZKP) for the respective exponents.

The ZKP only reveals one bit: whether the sender knows the discrete logarithm5.
Given that gx1+x3+x4 is a generator, we have x1 + x3 + x4 �= 0. From Lemma 1,
x1 + x3 + x4 is a random value over Zq. So, x1 + x3 + x4 ∈R [1, q − 1], un-
known to Bob. By protocol definition, x2 ∈R [1, q − 1] and s ∈ [1, q − 1], hence
x2 · s ∈R [1, q − 1], unknown to Bob. Based on the Decision Diffie-Hellman as-
sumption [29], Bob cannot distinguish A from a random non-identity element in
the group. 	


The above theorem indicates that if Alice is talking directly to an attacker, she
does not reveal any useful information about the password. Based on the protocol
symmetry, the above results can be easily adapted from Alice’s perspective –
Alice cannot compute (x1 + x2 + x3), nor distinguish B from a random element

5 It should be noted that if we choose Schnorr’s signature to realize ZKPs, we implicitly

assume a random oracle (i.e., a secure hash function), since Schnorr’s signature is

provably secure under the random oracle model [30].
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in the group. However, the off-line dictionary attack resistance against an active
attacker does not necessarily imply resistance against a passive attacker (in the
former case, the two passwords are different, while in the latter, they are the
same). Therefore, we need the following theorem to show if Alice is talking to
authentic Bob, there is no information leakage on the password too.

Theorem 3 (Off-line dictionary attack resistance against passive at-
tacks). Under the DDH assumption, given that gx1+x3+x4 and gx1+x2+x3 are
generators, the ciphertexts A = g(x1+x3+x4)·x2·s and B = g(x1+x2+x3)·x4·s do not
leak any information for password verification.

Proof. Suppose Alice is talking to authentic Bob who knows the password. We
need to show a passive attacker cannot learn any password information by corre-
lating the two users’ ciphertexts. Theorem 2 states that Bob cannot distinguish
A from a random value in G. This implies that even Bob cannot computationally
correlate A to B (which he can compute). Of course, a passive attacker cannot
correlate A to B. Therefore, to a passive attacker, A and B are two random and
independent values in G; they do not leak any useful information for password
verification. 	


4.2 Forward Secrecy

Next, we discuss the forward secrecy. In the following theorem, we consider
a passive attacker who knows the password secret s. As we explained earlier,
the ZKPs in the protocol require Alice and Bob know the values of x1 and
x3 respectively, hence x1 + x3 �= 0 (thus K �= 1) holds with an exceedingly
overwhelming probability even in the face of active attacks.

Theorem 4 (Forward secrecy). Under the Square Computational Diffie-
Hellman (SCDH) assumption6, given that K �= 1, the past session keys derived
from the protocol remain incomputable even when the secret s is later disclosed.

Proof. After knowing s, the passive attacker wants to compute κ = H(K) given
inputs: {gx1, gx2 , gx3, gx4 , g(x1+x3+x4)·x2 , g(x1+x2+x3)·x4}.

Assume the attacker is able to compute K = g(x1+x3)·x2·x4 from those in-
puts. For simplicity, let x5 = x1 + x3 mod q. Since K �= 1, we have x5 �= 0.
The attacker behaves like an oracle – given the ordered inputs {gx2, gx4 , gx5 ,
g(x5+x4)·x2 , g(x5+x2)·x4}, it returns gx5·x2·x4 . This oracle can be used to solve the
SCDH problem as follows. For gx where x ∈R [1, q − 1], we query the oracle
by supplying {g−x+a, g−x+b, gx, gb·(−x+a), ga·(−x+b)}, where a, b are arbitrary
values chosen from Zq, and obtain f(gx) = g(−x+a)·(−x+b)·x = gx3−(a+b)·x2+ab·x.
In this way, we can also obtain:

f(gx+1) = g(x+1)3−(a+b)·(x+1)2+ab·(x+1)

= gx3+(3−a−b)·x2+(3−2a−2b+ab)·x+1−a−b+ab

6 The SCDH assumption is provably equivalent to the Computational Diffie-Hellman

(CDH) assumption – solving SCDH implies solving CDH, and vice versa [4].
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Now we are able to compute gx2
=

(

f(gx+1) · f(gx)−1 · g(−3+2a+2b)·x−1+a+b−ab
)1/3

.
This, however, contradicts the SCDH assumption [4], which states that one can-
not compute gx2

from g, gx where x ∈R [1, q − 1]. 	


4.3 Known Session Security

We now consider the impact of a compromised session. If an attacker is powerful
enough to compromise a session, we assume he can learn all session-specific
secrets, including the raw session key K and ephemeral private keys. In this
case, the password will inevitably be disclosed (say by exhaustive search). This
is an inherent threat and applies to all the existing PAKE protocols [1, 33, 34,
35, 5, 10, 16, 7, 17,28].

Still, we shall minimize the impact of a compromised session: in particular, a
corrupted session must not harm the security of other established sessions. In the
J-PAKE protocol, the raw session key K = g(x1+x3)·x2·x4·s is determined by the
ephemeral random inputs x1, x2, x3, x4 from both parties in the session. As we
mentioned earlier, the probability has implicitly guaranteed that K �= 1 even in
the face of active attacks. The following theorem shows that the obtained session
key K is random too – in other words, the session keys are all independent.
Therefore, compromising a session (hence learning all session-specific secrets)
has no effect on other established session keys.

Theorem 5 (Random session key). Under the Decision Diffie-Hellman
(DDH) assumption, given that K �= 1, the past session key derived from the
protocol is indistinguishable from a random non-identity element in G.

Proof. By protocol definition, x2, x4 ∈R [1, q − 1], and s ∈ [1, q − 1]. Since
K = g(x1+x3)·x2·x4·s �= 1, we have x1 +x3 �= 0. Let a = x1 +x3 and b = x2 ·x4 · s.
Obviously, a ∈R [1, q−1] and b ∈R [1, q−1]. Based on the Decision Diffie-Hellman
assumption [29], the value ga·b is indistinguishable from a random non-identity
element in the group. 	


4.4 On-Line Dictionary Attack Resistance

Finally, we study an active attacker, who directly engages in the protocol exe-
cution. Without loss of generality, we assume Alice is honest, and Bob is com-
promised (i.e., an attacker).

In the protocol, Bob demonstrates that he knows x4 and the exponent of gb,
where gb = gx1+x2+x3 . Therefore, the format of the ciphertext sent by Bob can
be described as B′ = gb

x4·s′
, where s′ is a value that Bob (the attacker) can

choose freely.

Theorem 6 (On-line dictionary attack resistance). Under the SCDH as-
sumption, an active attacker cannot compute the session key if he chose a value
s′ �= s.
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Table 1. Summary of J-PAKE security properties

Modules Security property Attacker type Assumptions

Schnorr leak 1-bit: whether sender passive/active DL and

signature knows discrete logarithm random oracle

Password indistinguishable passive/active DDH

encryption from random

Session incomputable passive CDH

key incomputable passive (know s) CDH

incomputable passive (know other session keys) CDH

incomputable active (if s′ �= s) CDH

Key leak nothing passive –

confirmation leak 1-bit: whether s′ = s active CDH

Proof. After receiving B′, Alice computes

K ′ = (B′/gx2·x4·s)x2 (1)

= gx1·x2·x4·s′ · gx2·x3·x4·s′ · gx2
2·x4·(s′−s) (2)

To obtain a contradiction, we reveal x1 and s, and assume that the attacker is
now able to compute K ′. The attacker behaves as an oracle: given inputs {gx2, x1,
x3, x4, s, s′}, it returns K ′. Note that the oracle does not need to know x2, and it
is still able to compute A = g(x1+x3+x4)·x2·s and B′ = g(x1+x2+x3)·x4·s′

internally.
Thus, the oracle can be used to solve the Square Computational Diffie-Hellman
problem by computing gx2

2
= (K ′/(gx1·x2·x4·s′ · gx2·x3·x4·s′

))x4
−1(s′−s)−1

. Here7,
x4 �= 0 and s′ − s �= 0. This, however, contradicts the SCDH assumption [4],
which states that one cannot compute gx2

2
from g, gx2 where x2 ∈R [1, q − 1].

So, even with x1 and s revealed, the attacker is still unable to compute K ′ (and
hence cannot perform key confirmation later). 	


The above theorem shows that what an on-line attacker can learn from the
protocol is only minimal. Because of the knowledge proofs, the attacker is left
with the only freedom to choose an arbitrary s′. If s′ �= s, he is unable to
derive the same session key as Alice. During the later key confirmation process,
the attacker will learn one-bit information: whether s′ and s are equal. This
is the best that any PAKE protocol can possibly achieve, because by nature
we cannot stop an imposter from trying a random guess of password. However,
consecutively failed guesses can be easily detected, and thwarted accordingly.
The security properties of our protocol are summarized in Table 1.

5 Comparison

In this section, we compare our protocol with two other balanced PAKE schemes:
EKE and SPEKE. These two techniques have several variants, which follow very
7 This explains why in the protocol definition we need x4 �= 0, and symmetrically,

x2 �= 0.
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Table 2. Computational cost for Alice in J-PAKE

Item Description No of Exp

1 Compute {gx1 , gx2} and KPs for {x1, x2} 4

2 Verify KPs for {x3, x4} 4

3 Compute A and KP for {x2 · s} 2

4 Verify KP for {x4 · s} 2

5 Compute κ 2

Total 14

similar constructs [7]. However, it is beyond the scope of this paper to evaluate
them all. Also, we will not compare with augmented schemes (e.g., A-EKE,
B-SPEKE, SRP, AMP and OPAKE [27]) due to different design goals.

The EKE and SPEKE are among the simplest and most efficient PAKE
schemes. Both protocols can be executed in one round, while J-PAKE requires
two rounds. On the computational aspect, both protocol require each user to per-
form only two exponentiations, compared with 14 exponentiations in J-PAKE
(see Table 2).

At first glance, the J-PAKE scheme looks too computationally expensive.
However, note that both the EKE and SPEKE protocols must use long ex-
ponents (see Section 2.2). Since the cost of exponentiation is linear with the
bit-length of the exponent [29], for a typical 1024-bit p and 160-bit q setting,
one exponentiation in an EKE or SPEKE is equivalent in cost to 6-7 exponen-
tiations in a J-PAKE. Hence, the overall computational costs for EKE, SPEKE
and J-PAKE are actually about the same.

There are several ways to improve the J-PAKE performance. First, the proto-
col enumerates 14 exponentiations for each user, but actually many of the opera-
tions are merely repetitions. To explain this, let the bit length of the exponent be
L = log2 q. Computing gx1 alone requires roughly 1.5L multiplications which in-
clude L square operations and 0.5L multiplications of the square terms. However,
the same square operations need not be repeated for other items with the same
base g (i.e., gx2 etc). This provides plenty room for efficiency optimization in a
practical implementation. In contrast, the same optimization is not applicable to
the EKE and SPEKE. Second, it would be more efficient, particularly on mobile
devices, to implement J-PAKE using Elliptic Curve Cryptography (ECC). Using
ECC essentially replaces the multiplicative cyclic group with an additive cyclic
group defined over some elliptic curve. The basic protocol construction remains
unchanged.

6 Design Considerations

One notable feature of the J-PAKE design is the use of the Zero Knowledge
Proof (ZKP), specifically: Schnorr Signature [30]. The ZKP is a well-established
cryptographic primitive [9]. For over twenty years, this primitive has been playing
a pivotal role in general two/multi-party secure computations [38].
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Authenticated key exchange is essentially a two-party secure computation
problem. However, the use of ZKP in this area is rare. The main concern is on
efficiency: the ZKP is perceived as computationally expensive. So far, almost all
of the past PAKE protocols have avoided using ZKP for exactly the reason.

However, the use of ZKP does not necessarily mean the protocol must be in-
efficient. This largely depends on how to effectively integrate this primitive into
the overall design. In our construction, we introduced a novel juggling technique:
arranging the random public keys in such a structured way that the random-
ization factors vanish when both sides supplied the same password. (A similar
use of this juggling technique can be traced back to [15] and [8]). As we have
shown, this leads to computational efficiency that is comparable to the EKE and
SPEKE protocols. To our best knowledge, this design is significantly different
from all past PAKE protocols. In the area of PAKE research – which has been
troubled by many patent arguments surrounding existing schemes [13] – a new
construct may be helpful.

With the same juggling idea, the current construction of the J-PAKE proto-
col seems close to the optimum. Note in the protocol, we used four x terms –
x1, x2, x3, x4. As if one cannot juggle with only two balls, we find it difficult to
juggle with two x terms. This is not an issue in the multi-party setting where
there are at least three participants (each participant generates one “ball”) [15].
For the two-party case, our solution was to let each user create two ephemeral
public keys, and thus preserve the protocol symmetry. It seems unlikely that one
could improve the protocol efficiency by using a total of only 3 (or even 2) x
terms. However, we do not have a proof of minimality on this, so we leave the
question open.

7 Conclusion

In this paper, we proposed a protocol, called J-PAKE, which authenticates a
password with zero-knowledge and then subsequently creates a strong session
key if the password is correct. We showed that the protocol fulfills the following
properties: it prevents off-line dictionary attacks; provides forward secrecy; in-
sulates a compromised session from affecting other sessions; and strictly limits
an active attacker to guess only one password per protocol execution. As com-
pared to the de facto internet standard SSL/TLS, J-PAKE is more lightweight
in password authentication with two notable advantages: 1). It requires no PKI
deployments; 2). It protects users from leaking passwords (say to a fake bank
website).
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Abstract. This paper proposes a Distance Based Transmission Power Control 
(DBTPC) scheme for selecting Optimal Transmission Power for Indoor  
Wireless Sensor Network. The proposed work consists of two phases namely 
Localization phase and data transfer phase. In Localization phase, the relative 
coordinate of the unknown sensor node with respect to anchor sensor node is 
estimated by the proposed Received Signal Strength (RSS) based localization 
algorithm. By performing neighbor discovery process, each node obtains the 
distance information of its neighboring nodes. Based on this information, in 
data transfer phase it dynamically controls its transmission power level to reach 
their neighboring node with acceptable RSS value. This is achieved by the pro-
posed distributed Distance Based Transmission Power Control (DBTPC) 
scheme. The Optimal Transmission Power (OTP) can be adaptively selected by 
the proposed DBTPC scheme. This ensures energy efficiency in sensor node 
and thereby increases the lifetime of the network. 

Keywords: Received Signal Strength based localization algorithm, Distance 
Based Transmission Power Control scheme and Optimal Transmission Power.  

1   Introduction 

In Wireless Sensor Network, location awareness is the key factor for many potential 
real time applications such as monitoring, target tracking, person tracking, and con-
text-aware application [1]. The sensor nodes in the network are usually powered by 
limited batteries which in turn influences the network lifetime. In order to increase the 
lifetime of the network, localization has to be made power efficient and accurate. The 
ability of sensors to locate themselves using limited energy and computational re-
sources pose new challenges that require novel solution. 

The traditional Global Positioning System (GPS) method of localization is not 
suitable for Indoor Wireless Sensor Network (IWSN), as it is not accurate and cost-
effective [2]. Hence an alternate method like Time of Arrival (ToA), Time Difference 
of Arrival (TDoA) and Received Signal Strength (RSS) may be used [2]. From the 
literatures [2], it is found that RSS-based localization method is cost-effective, but not 
very accurate. However, using appropriated error minimization techniques, this prob-
lem can be resolved. 
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In this paper, an energy efficient RSS based distributed localization algorithm and 
Distance Based Transmission Power Control (DBTPC) scheme are proposed. The 
principal objective of the proposed algorithm is to improve the accuracy in relative 
coordinate estimation and minimize the energy cost incurred for transmitting informa-
tion between nodes. The proposed localization algorithm consists of two stages 
namely, distance estimation and coordinates estimation. Estimation of accurate dis-
tance is done by one-dimensional Kalman filter estimator. The number of iterations of 
the Kalman filter estimator is limited by Cramer Rao Bound (CRB). Min-max bound-
ing box algorithm estimates the coordinates of the unknown nodes more accurately as 
it considers the overlapping issues prevailing in tri-lateration techniques. The pro-
posed DBTPC scheme, aims to minimize the energy consumption in the network by 
selecting the Optimal Transmission Power (OTP) for each node to reach their 
neighboring nodes. 

The rest of the paper is organized as follows. Section 2 discusses the related work 
in preceding power aware localization methods for Wireless Sensor Network. The 
proposed RSS –based localization algorithm and DBTPC scheme is presented in  
section 3. Results and discussion of the proposed work are presented in section 4 and 
Section V concludes the paper with future work. 

2   Related Work 

The goal of localization algorithms in Wireless Sensor Network (WSN) is to deter-
mine the node’s position.  Number of approaches [3, 4, 5, 6, 7, and 8] has been  
proposed that formulate the localization problem as joint estimation problem. The 
estimators determine the unknown node’s locations with reference to the anchor 
node’s positions. [9] proposes RSS based localization algorithm with weighted cen-
troid method for indoor Wireless Sensor Network which offers low communication  
overhead and low computational complexity. But the reduction in RSS measurement 
errors is achieved by antenna diversity technique. This requires two antennas thus 
results in increase of hardware complexity.  

[5] Proposes a hop-distance algorithm for self-localization in WSN which is based 
on RSS and uses maximum likelihood estimator to achieve accuracy. [10] Proposed a 
localization scheme based on RSS and distributed weighted multidimensional scaling 
algorithm which allows sensors to calculate their own location by means of iterative 
optimization thus decreases the cost and improves the global coordinate estimate. 
This method is robust to large errors. 

As sensor networks are mainly operated by batteries, transmission of data between 
nodes needs to consume less power. Dynamic transmission power control mecha-
nisms are required. In [11], a collaborative energy efficient target-tracking algorithm 
is developed, where transmission power is adjusted based on the amount of mutual 
information a node wants to share with their neighbors. In this method, the power 
adjustment scheme depends on the network querying technique and it performs well 
only if the most informative node is queried. A decomposition algorithm which opti-
mizes the sensor power levels to achieve higher utility factor for scheduling transmis-
sions in Wireless Sensor Networks is proposed in [12]. In [13], an optimal common 
transmit power for Wireless Sensor Networks is investigated. The optimal transmit 
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power derived in this paper can be applied only to some specific scenarios and also it 
does not consider the multipath effects. In [14], an optimum selective forwarding pol-
icy for data transmission is introduced that selects the messages with higher priority 
and discards that of low-priority. This method considers only the energy requirements 
and not the neighbor node’s information. 

In this paper, an efficient RSS based Localization Algorithm and Distance Based 
Transmission Power Control (DBTPC) scheme are proposed. The proposed RSS 
based localization algorithm, aims to estimate an accurate relative coordinate of a 
sensor node. The proposed DBTPC scheme concentrates on energy optimization in 
the node, by adaptively selecting the Optimal Transmission Power of a node to reach 
its neighboring nodes based on their distance. 

3   Proposed RSS-Based Localization Algorithm and DBTPC 
Scheme 

Consider a sensor network randomly deployed in an indoor environment with (M+N) 
nodes, where M denotes the number of anchor nodes and N denotes the number of 
unknown nodes. All the nodes are assumed to be static and possess the capability of 
transmitting and receiving information by means of uni-cast communication.  

The objective of the proposed RSS-based Localization Algorithm is to determine 
the relative co-ordinates of N unknown nodes using the distance and location informa-
tion of M anchor nodes. The accuracy of the proposed algorithm is enhanced by  
one-dimensional Kalman filter estimator in distance estimation stage and min-max 
bounding box algorithm in relative coordinates estimation stage. The block diagram 
of the proposed RSS based localization algorithm is presented in Figure 1.  
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Fig. 1. Block diagram of proposed RSS based localization algorithm 
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Once every unknown nodes compute their relative co-ordinates through the pro-
posed RSS based localization algorithm, they are termed as anchor nodes. Now, each 
node in the network performs neighbor discovery process to obtain the distance in-
formation of its neighboring nodes. With this information, the transmission power 
level at which each node need to be operated to reach their neighboring nodes with 
acceptable RSS is adaptively controlled by the proposed Distance Based Transmis-
sion Power Control (DBTPC) scheme. The block diagram of the proposed DBTPC 
scheme is presented in Figure 2.  

 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Block diagram of proposed DBTPC scheme 

3.1   RSS Based Localization Algorithm 

The anchor node equipped with GPS receiver transmits signal with a particular trans-
mission power to the unknown node, whose location is to be determined. The Re-
ceived Signal Strength (RSS) value of the transmitted signal is measured in the  
unknown node. As the RSS values are fluctuating, more samples of RSS values are 
measured for different time instances. The above said procedure is repeated for differ-
ent channels. The link qualities of all the channels are analyzed through statistical 
modeling. The channel possessing less Standard Deviation (SD) is concluded as the 
best channel. However, when the anchor node is operated at different transmission 
power level, then best channel selection depends on two other parameters like Packet 
Reception Rate (PRR) and Transmission Power (Pt).    

Thus the Best Channel of Transmission (BCT) is expressed as, 

( , , )tBCT fn PRR P SD=                 (1) 
Where PRR  - Packet Reception Rate. 

           
Pt  -Transmission Power 

          SD  - Standard Deviation 
 

The distance of the unknown node with respect to anchor node is computed from the 
ensemble mean RSS value of the best channel using two models namely path loss log 
normal shadowing and ITU indoor attenuation models. 

Let dmn be the distance between anchor node m and unknown node n where  
m =1,2,….M and n =1,2,…..N. 
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The distance dmn’ computed from log-normal shadowing model [15] is given  
below, 

ref mn p[( Pt( dBm ) PL( d ) X Pr( d ')[ dBm ]) / ( 10 n )]

mn refd ' d ( 10 )σ− − −=  (2) 

where ref
PL( d )  is the ensemble path loss at a short reference distance refd , Xσ is 

the zero mean Gaussian random variable with standard deviation σ and pn  is path-

loss exponent, typically lies between 2 and 4. 
The distance dmn” computed from ITU indoor attenuation model [16] is given  

below, 

[( Pt( dBm) 20log f Llogd P ( f ) 28 X Pr( d ')[ dBm])/( 10n )]ref f rmn mn p
d " d ( 10 )mn ref

σ− − − + − −
=     (3) 

Where L is the distance power loss coefficient, f is the frequency, fmax is the number of 
floors between the node m and node n, Pf (fmn) is floor loss penetration factor. 

The distance errors of the calculated distance by the two models are minimized by 
one-dimensional Kalman estimator [17].The convergence rate of Kalman filter esti-
mator is decided based on the CRB (Cramer Rao Bound) [18].  

Thus through one-dimensional Kalman filter estimator, the estimated distance 

mnd
∧

is computed as given in equations below:  

mnd
∧

 =
2 2

1 2 1 2

' " 1 1
( ) ( )mn mnd d

σ σ σ σ
+ +                                (4) 

 
(Or) 

mnd
∧

= 2 2 2 2
mn 2 mn 1 1 2(d ' d " ) ( )σ σ σ σ+ +                        (5) 

where   σ 1 = standard deviation for 'mnd  about the mean 

             σ 2 = standard deviation for "mnd about the mean 
 

The above estimated distance can also be rewritten as 

' ( " ')mn mn mn mnd d K d d
∧

= + −                                     (6) 
 

where K = 
2

1
2 2

1 2( )
σ

σ σ+
 is defined as the Kalman gain. 

The CRB value is given below, 
2

bound
d

CRB
n

σ
=                                                (7) 
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where     
1 2( )

2

σ σσ +=  

dn =number of samples     

Lateration is one of the most popular techniques for node positioning in Wireless 
Sensor Network. The lateration technique focused in this paper is tri-lateration. As-
sume that there are three anchor nodes with known positions (xa, ya) where a=1, 2, 3, 

a node at unknown position (xu ,yu ) and estimated distance value mnd
∧

 . 
Using the model of multi-lateration [2], the 2-D coordinates of the unknown node 

can be determined as below: 
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        (8)       

where (xu,yu ) be the coordinates of the unknown node, (xa,ya), a=1,2,….m be the co-
ordinates of the known nodes, din, i=1,2,…m be the distance between the node i and 
node n. Then from the point of intersection of all three anchors node’s connectivity 
circles, the relative coordinates of unknown node is computed. But in real time sce-
nario, overlapping circles may exist due to wireless medium constraints, this result in 
inaccurate relative coordinate estimation of unknown node. To resolve this problem 
an efficient min-max bounding box concept is used in the proposed algorithm. The 
connectivity circles of anchor nodes are modeled as square positioning Cells (PC). 
Then the Final Bounding Box (FBB) which is the overlapping box of all the square 
boxes is determined as below: 

FBB is given by 

                              nFBB PC= I                              (9) 

3.2   Distance Based Transmission Power Control (DBTPC) Scheme 

Let D represent the maximum coverage of (S=M+N) sensor nodes that are randomly 
deployed in indoor Wireless Sensor Network. After the Localization phase, each node 
is aware of its relative coordinates. Now each node broadcast a request message to 
obtain its neighbor’s topological information. After receiving the network topological 
information, the proposed Distance Based Transmission Power Control (DBTPC) 
scheme placed in the transceiver module of the sensor node is switched ON. This 
DBTPC scheme, selects the Optimal Transmission Power (OTP) required to reach its 
neighboring node. This scheme minimizes the energy utilization in the node, thereby 
enhanced the lifetime of the network. The model used in the proposed DBTPC 
scheme is presented in the following section. 

The DBTPC scheme present in the transceiver module of each sensor node controls 
its transmission power based on two factors namely distance information of its 
neighbors (di) where i=1, 2,..., (S-1) and its own residual energy (Ek) at  Kth instant. 
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Thus the Optimal Transmission Power (OTP) can be expressed as, 

( , ) ;

0
k i k tfn E d E e

OTP
otherwise

⎧ >⎪⎪=⎨⎪⎪⎩            (10)

 

Where te the total amount of energy is consumed per packet transmission and is given 

by [11], 

( )t t
b

L
e P J o u l e s

R
= ×

                     (11)

 

where  Pt - Transmission power, L - Packet size, Rb- the bit rate. 
The proposed DBTPC scheme is validated by two models namely (i) Connectivity 

model and (ii) Energy model. 
 

Connectivity model 
Let dk represent the connectivity information of a sensor node at instant. If neighbor-
ing nodes are within the connectivity of a sensor node, then dk =1 else dk =0. Let xk be 
a variable that indicates the communication status of a sensor node such that, 

1,

0,  k

transmission occurs
x

no transmission

⎧⎪⎪=⎨⎪⎪⎩                       (12) 
 

The necessary condition at which the proposed DBTPC scheme can be enabled in the 
sensor node is when both  dk

 
 = xk = 1. 

 

Energy model 
The energy consumption in nodes can be the sum of energy spent in the sensing mod-
ule, processing module and transceiver module. It is found from the literature [14] 
that energy consumption in sensing and processing is negligible compared to that of 
transceiver module. In transceiver module, the energy consumption can be controlled 
by adaptively selecting the transmission power to reach the neighboring nodes based 
on their distance. The proposed DBTPC scheme is designed to perform this task.  

Let Ek be the residual energy in a node at kth instant that can be expressed as, 

1 1( ) (1 )k k k k k iE E x E d x e−= − + −                     (13) 

Where Ek-1 is the residual energy in the node at (k-1)th instant, ei is the energy spent by 
the nodes when they are in idle state, E1(dk) is the energy consumed when the node 
decides to transmit. 

1( )k tE d pe=
                        (14)

 

Where p - number of transmitted packets. 
The lifetime of the node can be defined as the time taken to drain out of initial bat-

tery energy and is given by [3], 

(sec)batt batt b

t t t t

E E R

e LP
τ

λ λ
= =

                  (15)

 

where  λt - average transmission rate, Ebatt  - initial battery energy. 
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The expected power profile obtained by the proposed DBTPC scheme is given in 
Figure 3. Transmitting with a lower power reduces the communication range of the 
node. Hence the profile justifies that the communication between nodes that are closer 
to each other can be achieved with lower transmission power level of operation.  

Consider each sensor node consists of an ordered set of transmission power levels, 

1 2{ , ,............., )t lP P P P=
 
where l  represents the number of power levels such 

that 1 2 ............... lP P P< < < . Let ijd  be the distance between any two nodes that 

are within the maximum coverage D, Then the Optimal Transmission Power (OTP) is 
given in equation (16). 

If each node has the maximum coverage D, it has the privilege to communicate 
with the maximum power, Pl. However, the proposed DBTPC scheme adaptively con-
trols the transmission power Pl in accordance with its distance information. The En-
ergy reduction is further ensured by enabling the DBTPC scheme in the transceiver 
module which in turn wakeup the RF module from idle to active state. Thus the pro-
posed DBTPC scheme provides the energy saving mode of operation. 
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Fig. 3. Power Profile of the Proposed DBTPC scheme 
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4   Results and Discussions 

The proposed RSS based Localization algorithm is analyzed using Matlab version 7.0. 
The results of analysis are given below.  

4.1   RSS Analysis 

The experimentation is done in the indoor environment using Zigbee series 1 RF 
module and the associated X-CTU software of MAXSTREAM. The experiment has 
been repeated for five different channels (B, C, D, E and F) with five different  
frequencies. The experimental observations recorded in indoor environment are pre-
sented in Table 1. The table shows 20 samples of RSS (Received Signal Strength) 
values measured at 20 different time instances for a specific distance. Figure 4 illus-
trate the relationship between distance and RSS measurement for channels B with 
frequency values shown in Table 1. It is seen that the Received Signal Strength of the 
unknown node decreases as distance between the anchor and unknown node in-
creases. Similar relationship between Distance and RSS measurement is also found 
for remaining four channels (C, D, E, and F). 
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Fig. 4. Distance vs RSS for channel B 

The statistical modeling is done to find the best channel. The results are presented 
in Table 2. It is found that the channel E is selected as the best channel for distances 
2m, 4m and 10m as it possesses low standard deviation. For distances 6m and 8m, 
channel D is selected as the best channel of transmission. The average RSS value of 
channels D and E are computed.  

From log normal shadowing path loss model and ITU attenuation model, the  
distance between the anchor node and unknown node is calculated as illustrated in 
Figure 5. It is seen that the calculated distance is closer to the actual distance in case 
of log normal shadowing path loss model than ITU attenuation model. 
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Table 1. Experimental results in indoor environment 

RSS Measurements (dBm) Dist. 
(m) Channel B 

(2.404-
2.406) GHz 

Channel C 
(2.409-2.411) 
GHz 

Channel D 
(2.414- 2.416) 
GHz 

Channel E 
(2.419-
2.421) GHz 

Channel F 
(2.424-
2.426) GHz 

 
22 

-50,-48, 47, 
-45,-45,-51, 
-53,-54,-52, 
-49,-49,-51, 
-52,-50,-52, 
-51,-50,-49, 
 -50,-48 

-50,-50,-47, 
-49,-51,-52, 
-45,-55,-50, 
-50,-49,-48, 
-49,-47,-49, 
-50,-51,-51, 
-52,-50 

-50,-50,-49, 
-48,-47,-50, 
-51,-53,-54, 
-55,-47,-55, 
-49,-48,-47, 
-51,-52,-47, 
-48,-50 

-49,-51,-49, 
-50, -50,-49, 
-49,-51,  -49, 
-48,-51,-50, 
-51,-50,-51, 
-50,-49,-49, 
-49,-50 

-49,-51,-50, 
-52,  -53,-50, 
-48,-50, -49, 
-50,-50,-51, 
-52,-54,-52, 
-49,-47,-49, 
-50,-51 

 
4 

-59,-60,-62, 
-60,-58,-61, 
-62,-63,-64, 
-58,-56,-60, 
-61,-62,-61, 
-60,-61,-62, 
-59,-60 

-59,-60,-61, 
-62,-60,-60, 
-61,-60,-56, 
-61,-59,-60, 
-60,-58,-56, 
-61,-62,-61, 
-60,-59 

-60,-59,-61, 
-58,-59,-60, 
-60,-61,-60, 
-59,-59,-58, 
-61,-62,-61, 
-63,-61,-64, 
-61,-61 

-59,-60,-61, 
-60,-59,-61, 
-60,-61,-59, 
-60,-61,-62, 
-60,-59,-60, 
-61,-62,-63, 
-60,-61 

-60,-61,-63, 
-60,-59,-58, 
-61,-60,-58, 
-60,-61,-59, 
-61,-62,-59, 
-63,-60,-61, 
-60,-59 

 
6 

-67,-69,-70, 
-71,-69,-70, 
-69,-67,-66, 
-66,-65,-64, 
-67,-69,-70, 
-71,-72,-69, 
-67,-68 

-66,-67,-70, 
-69,-71,-71, 
-72,-70,-69, 
-70,-71,-70, 
-72,-71,-70, 
-71,-72,-73, 
-69,-70 

-66,-68,-69, 
-68,-66,-66, 
-68,-66,-69, 
-66,-68,-69, 
-66,-66,-68, 
-66,-68,-69, 
-66,-65 

-66,-68,-66, 
-66,-66,-69, 
-68,-66,-66, 
-70,-66,-65, 
-66,-66,-66, 
-68,-66,-69, 
-66,-65 

-67,-69,-70, 
-71,-66,-67, 
-69,-70,-66, 
-72,-71,-72, 
-70,-66,-66, 
-69,-70,-67, 
-67,-68 

 
8 

-70,-71,-72, 
-70,-73,-75, 
-76,-69,-72, 
-73,-72,-71, 
-70,-69,-71, 
-72,-73,-74, 
-75,-74 

-70,-73,-74, 
-73,-75,-72, 
-73,-74,-73, 
-72,-71,-72, 
-73,-73,-74, 
-75,-73,-73, 
-74,-74 

-72,-73,-71, 
-73,-73,-74, 
-75,-73,-73, 
-72,-74,-73, 
-72,-74,-75, 
-73,-72,-74, 
-74,-72 

-72,-73,-72, 
-73,-71,-74, 
-74,-73,-73, 
-75,-72,-70, 
-71,-70,-73, 
-72,-73,-74, 
-72,-72 

-72,-73,-71, 
-73,-70,-74, 
-70,-73,-75, 
-76,-71,-73, 
-77,-70,-71, 
-72,-73,-74, 
-73,-73 

 
10 

-76,-75,-77, 
-77,-75,-76, 
-77,-77,-77, 
-76,-77,-77, 
-79,-77,-76, 
-75,-74,-77, 
-76,-78 

-76,-77,-77, 
-76,-77,-77, 
-77,-79,-76, 
-77,-77,-79, 
-80,-79,-77, 
-77,-73,-77, 
-77,-78 

-77,-76,-77, 
-79,-79,-77, 
-77,-77,-76, 
-77,-77,-79, 
-77,-77,-77, 
-79,-77,-77, 
-77,-78 

-77,-76,-77, 
-77,-77,-77, 
-77,-77,-77, 
-77,-77,-77, 
-77,-79,-77, 
-77,-77,-79, 
-77,-76 

-76,-77,-77, 
-77,-75,-79, 
-77,-77,-77, 
-76,-75,-76, 
-77,-77,-77, 
-79,-79,-75, 
 -77,-78 

4.2   Kalman Analysis 

Figure 6 shows the relationship between actual distance and estimated distance esti-
mation obtained with and without one-dimensional Kalman filter. It is seen that with 
kalman, the estimated distance is very close to the actual distance. The percentage of 
accuracy improved by kalman and the number of iteration taken to achieve them is  
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Table 2. Standard Deviation for five channels 

DIST. 
( m ) 

 

B 
(2.404-

2.406) GHz 

C 
(2.409-
2.411) 
GHz 

D 
(2.414-
2.416) 
GHz 

E 
(2.419-
2.421) 
GHz 

F 
(2.424-
2.426) 
GHz 

2 2.39 2.13 2.62 0.92 1.69 

4 1.87 1.65 1.53 1.23 1.38 

6 2.13 1.67 1.26 1.37 2.05 

8 1.98 1.29 1.04 1.31 1.92 

10 1.11 1.44 0.96 0.61 1.18 

 

Fig. 5. Distance Calculation 

 
presented in Table 3. It is inferred that percentage of accuracy improvement is gradu-
ally increased as the distance of separation between nodes is increased with the cost 
of number of iteration.  

4.3   Trilateration Analysis 

The relative coordinate of the unknown node is determined by trilateration and the 
accuracy is improved using min-max algorithm. Figure 7 shows the results of trilat-
eration with min-max algorithm. 
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Fig. 6. Distance Estimation 

Table 3. Kalman Filter Analysis 

Act. 
Dist(m) 

Error 
(with-
out 
Kal-
man) 

% of 
error 
With out 
Kalman 

% of 
acc. 
With out 
Kalman 

Error 
(with 
Kal-
man) 

% of 
error 
With 
Kalman 

%of 
acc. 
With 

Kalman

% of 
Impro-

ved acc. 

No. of 
itera-
tion 

2 0.10 5.06 94.93 0.08 4.47 95.52 0.59 1 
4 0.19 4.84 95.15 0.13 3.30 96.69 1.55 2 

6 0.27 4.61 95.38 0.19 3.21 96.78 1.40 2 

8 0.37 4.62 95.37 0.14 1.77 98.22 2.85 3 

10 0.52 5.28 94.72 0.16 1.68 98.32 3.6 3 

 
Table 4 shows the result obtained with and without min-max bounding box  

algorithm. It is found that accuracy is improved through min-max bounding box  
algorithm. 

4.4   Real-Time Experimentation Transmission Power Analysis 

In real time, RSS values are measured between pairs of nodes for five different 
transmission power levels and the distance estimation is done using the proposed RSS  
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Fig. 7. Coordinates of unknown node estimated using min-max algorithm 

Table 4. Co-ordinates Estimation 

Anchor  
coordinates 

(x,y) 

Distance be-
tween anchor 
node and un-

known node(m) 

Coordinates of 
the unknown 
node without 

min-max algo-
rithm (x,y) 

Coordinates of the 
unknown node with 
min-max algorithm 

(x,y) 

Actual 
Coordinate 

1 (2,1) 2.089 

2 (5,4) 4.132 

3 (8,2) 6.192 

 
(2.12,1.75) 

 
(2.94,1.47) 

 
(3.3, 1.7) 

 
localization algorithm. To analyze the energy consumption per packet transmission, a 
simple experimental setup is developed using zigbee series 1 RF module as illustrated 
in Figure 8. The various transmission power levels supported by zigbee series 1 RF 
module are lowest (0.16mW), low (0.25mW), medium (0.39mW), high (0.63mW) 
and highest (1mW). One experimental scenario is shown in Figure 8, in which two 
nodes A and B are kept at 8m distances apart.  

The maximum distance (D) that can be covered by node A when operated at the 
highest transmission power in indoor environment is found to be 15m. Node A can 
communicate with node B as it is within its coverage, but it will definitely leads in 
reduction of its lifetime if it is continuously operated at the highest transmission  
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Fig. 8. Experimental setup to analyze the energy consumption  

 

Fig. 9. Energy consumption vs Transmission Power level 

power. By applying the proposed DBTPC scheme, node A dynamically adjusts its 
power level to medium power level to reach node B. Using equation 11, the energy 
consumed per packet transmission is computed for all the five power levels and  

A

B

8m

Pt=1mW, 

Pt=0.63mW, 

Pt=0.39mW, 

Pt=0.25mW, 
Pt=0.16mW, 
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plotted as shown in Figure 9. From the experimental result, it is found that by  
applying the proposed scheme, energy consumed per packet transmission is reduced 
to around 145%, when node A is operated in medium power level than in highest 
power level. 

5   Conclusion and Future Work 

In this paper, an efficient RSS based distributed localization algorithm and DBTPC 
scheme are proposed. The inaccuracies incurred in the RSS based localization algo-
rithm are refined using Kalman filter estimator and trilateration with min-max algo-
rithm. The energy consumption in the node for data transmission among neighboring 
nodes are reduced by the proposed DBTPC scheme which selects the Optimal Trans-
mission Power based the distance information of the neighboring nodes. Hardware 
design and embedding the proposed DBTPC scheme in the transceiver module of the 
sensor node are under progress. 
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Abstract. This paper discusses a novel feature vectors construction

approach for face recognition using discrete wavelet transform (DWT).

Four experiments have been carried out focusing on: DWT feature

selection, DWT filter choice, features optimization by coefficients

selection as well as feature threshold. In order to explore the most

suitable method of feature extraction, different wavelet quadrant and

scales have been studied. It then followed with an evaluation of different

wavelet filter choices and their impact on recognition accuracy. An

approach for face recognition based on coefficient selection for DWT

is the presented and analyzed. Moreover, a study has been deployed

to investigate ways of selecting the DWT coefficient threshold. The

results obtained using the AT&T database have shown a significant

achievement over existing DWT/PCA coefficient selection techniques

and the approach presented increases recognition accuracy from 94%

to 97% when the Coiflet 3 wavelet is used.

Keywords: Face recognition, discrete wavelet transform, coefficient

selection, feature selection, feature optimization.

1 Introduction

In recent years, the demand for sophisticated security systems has risen
significantly. Both commercial and governmental organisations require methods
of protecting people and property. These often involve identifying people; to
control access to resources or to detect individuals on a watch list. Solutions
employing biometric techniques are being used widely to facilitate these needs [1].
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A variety of biometric approaches have been investigated or adopted. For
example, fingerprint recognition [2] has been used in crime solving for many
years and is being increasingly installed in consumer devices, such as laptop
computers. It is generally accurate and can be deployed with minimal cost. It
does, however, suffers from the requirement of many biometric methods that an
individual being identified must be compliant in the process – two fingerprints (or
sets of fingerprints) must be supplied in order to create a match. Some biometrics
are less intrusive – voice scans [3] can be taken without user compliance, although
accuracy is currently low.

Face recognition has received a large amount of attention from researchers
in recent years [4]. It has the potential to provide a robust biometric which,
although unlikely to exceed the accuracy of techniques like iris or fingerprint
scanning, could fulfill the needs of many scenarios. Much of the interest in
face recognition has been prompted by humans’ own remarkable ability to
recognize faces [5]. This ability encompasses recognition of faces from thousands
of known individuals, even in cases where there is partial occlusion of the face,
poor illumination, or there has been a change in appearance. Automatic face
recognition also requires less compliance by the individual being identified. A face
image for matching can be taken without the individual posing or even knowing
that the image is being captured.

A multitude of techniques have been applied to face recognition and they
can be separated into two categories: geometric feature matching and template
matching. Geometric feature matching involves segmenting the distinctive
features of the face, for examples eyes, nose, mouth, etc., and extracting
descriptive information about them such as their widths and heights. Ratios
between these measures can then be stored for each person and compared with
those from known individuals [6].

On the other hand, template matching is a holistic approach to face
recognition. Each face is treated as a two-dimensional (2-D) array of intensity
values, which is compared with other facial arrays. Techniques of this type
include principal component analysis (PCA) [7], where the variance among a set
of face images is represented by a number of eigenfaces. The face images, encoded
as weight vectors of the eigenfaces, can be compared using a suitable distance
measure [8]. In independent component analysis (ICA), faces are assumed to
be linear mixtures of some unknown latent variables. The latent variables
are assumed non-gaussian and mutually independent, and they are called the
independent components of the observed data [9]. In neural network models
(NNM), the system is supplied with a set of training images along with correct
classification, thus allowing the neural network to ascertain a weighting system
to determine which areas of an image are deemed most important [10].

Hybrid multiresolution approaches have received much attention in recent
years. The discrete wavelet transform (DWT) [11] has been used along with
a number of techniques, including PCA [12], ICA [13] and support vector
machines (SVM) [14]. DWT is able to extract features that are localized in both
space and frequency by convolving a bank of filters with an image at various
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locations. However, to date, no systematic examination has been performed
which determines how to best employ DWT for face recognition. The effect
of employing different filters and scales has not been examined.

This research study attempts to investigate these issues. Initially,
experimentation is performed using the Haar [15] and biorthogonal 4.4 [16]
wavelets, in order to determine the most appropriate wavelet quadrants and
scales. The study is then widened to cover a range of wavelets, with filters
examined from the Daubechies [17], symlet [17], Coiflet [17] and biorthogonal [18]
families. Results are analysed in order to ascertain whether scales and wavelet
filters can be intelligently chosen for face recognition applications. In addition, an
approach for face recognition based on DWT coefficient selection is presented and
analysed. This operates by attempting to optimize the feature vectors produces
by DWT, thereby improving results. An added benefit of the process is that
it can automatically segment the face image, eliminating the need to manually
crop images and possibly removing useful information.

The remainder of this paper is organized as follows. Section 2 investigates
which DWT features should be utilized for face recognition. Section 3 analyses
which wavelet filters perform best in this domain. Section 4 addresses the
optimization of feature vectors using coefficient selection. Section 5 investigates
how to choose a threshold for coefficient selection. Section 6 provides concluding
remarks.

2 DWT Feature Selection

2.1 Concepts

In order to assess whether DWT can enhance face recognition system
performance, a study is performed which attempts to determine how to employ
it for this purpose. A number of variables are assessed, including: quadrant –
which DWT quadrant(s) should be used for feature extraction?; scale – which
scale(s) should be used for feature extraction?; and filter – which wavelet filters
produce the best results?. This section attempts to address the first two points
and experiments are conducted on the AT&T database. Each experiment is
performed on coefficients taken from a specific wavelet scale and quadrant.
A high-level overview of the recognition approach adopted is given in Figure 1.

2.2 Experiments

The experiments start with system training. For this stage, each training image
undergoes wavelet transformation to the xth scale. DWT coefficients from the
specified quadrant at the xth scale undergo PCA, producing a set of principal
components. The training images are then projected onto the set of principal
components, producing a weight vector for each image, which represents the
features for the image. Probe images are processed in a similar manner, with each
image decomposed to the same scale and coefficients from the same quadrant
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Fig. 1. Overview of recognition approach

extracted. This image is projected onto the same principal components and
a weight vector is produced. This vector can be compared with those of training
images. For the experiments described here, the Euclidean distance measure is
employed.

For this study, five randomly-selected training images are used for each
individual, with the remaining five being used as probe images. Other than minor
re-scaling, the images undergo no preprocessing. As assessing wavelet filters is
not the object of the experiments in this section, only two filters are adopted:
Haar and biorthogonal 4.4. PCA is then employed, reducing the feature set
further. The images used for system training also from the gallery set. As there
are 200 training images, up to 200 principal components can be used to encode
each face. However, when there are fewer than 200 features (pixels or wavelet
coefficients) per training image (as is the case for higher wavelet scales), using
more than 200 principal components is redundant. Encoded gallery images are
compared with probe images using the Euclidean distance measure.

2.3 Results

This section presents recognition results for the Haar and biorthogonal 4.4
wavelets. The Haar wavelet has been chosen for its simplicity. The biorthogonal
4.4 wavelet has been chosen to represent a more sophisticated filter. Results
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are presented for the first five scales. It is worth mentioning that recognition
accuracies for the sixth scale are significantly lower, due to the reduced number
of coefficients at this scale.

The results for the Haar wavelet are shown in Figures 2 to 6. As can be seen
from the graphs, the choice of scale does have a significant effect on recognition
rate. For example, in Figure 2, the first and second scales perform better initially,
however, the recognition rates fall sharply as more eigenvectors are used. This
would suggest that, for HH quadrants, most of the useful information in these
scales is encoded within the first 20 eigenvectors. The results for the third
scale are more consistent, although they do not match the second scale peak
recognition rate of 66.5%. The results for the fourth scale and fifth scale are lower,
with the recognition rates leveling off at 64 and 16 eigenvectors respectively, due
to the number of coefficients per quadrant at these scales being 16 and 64,
respectively.

Fig. 2. Recognition results for Haar wavelet and HH quadrant

Figures 3 and 4 show results for LH and HL quadrants. In both cases,
the fourth scale produces the best results, followed by the third. In addition,
recognition rates for the first two scales significantly deteriorate as eigenvectors
increase, whereas this does not occur for the third, fourth and fifth scales.
Peak recognition rates are higher than for HH, with 74% of faces recognized
correctly using the LH quadrant and 78% with the HL quadrant. Figure 5
provides results for the LL quadrant. By a significant margin, the best results
with the Haar wavelet are achieved using this quadrant. The best scale for LL
is the third, producing recognition rates up to 95%. Scales 2, 1 and 4 produce
similar performance, with maximum recognition rates of 94%, 93% and 93%,



228 P. Nicholl, A. Ahmad, and A. Amira

Fig. 3. Recognition results for Haar wavelet and LH quadrant

Fig. 4. Recognition results for Haar wavelet and HL quadrant

respectively. Scale 5 matches up to 87.5% of faces correctly. Figure 6 illustrates
the extent to which the LL quadrant outperforms other quadrants.

Figures 7 and 8 show performance for the biorthogonal 4.4 wavelet. For
coefficients from the LL quadrant, recognition rates are similar to those for
Haar: scales 2 and 3 correctly recognize up to 94.5% of faces, with scales 1 and
4 recognizing 94% and 93%, respectively. From Figure 8, it can be seen that
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Fig. 5. Recognition results for Haar wavelet and LL quadrant

Fig. 6. Best recognition results for each quadrant using the Haar wavelet

the LL quadrant significantly outperforms the other quadrants. When compared
with the Haar results, the most significant difference is that the best-performing
scales for the LH and HL quadrants are the second and fifth respectively, as
opposed to the fourth. However, the significance of this is minimal, due to the
wide margin between these quadrants’ results and those for LL.
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Fig. 7. Recognition results for biorthogonal 4.4 wavelet and LL quadrant

Fig. 8. Best recognition results for each quadrant using the biorthogonal 4.4 wavelet

The results achieved for these experiments help to guide decisions regarding
the experiments that are still to be performed. When DWT coefficients are
used for training a PCA-based recognition system, those from the LL quadrant
appears to be much more discriminative in the process of face classification. As
other quadrants isolate high-frequency features such as edges, small errors in
alignment or facial expression between the images will significantly detract from
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accuracy. Conversely, the LL quadrant benefits from the removal (or reduction
in impact) of high-frequency features. The consequence from these conclusions
is that quadrants other than LL need not be investigated further. Remaining
experiments will focus on observations from the LL quadrant. The effect of scale
in the LL quadrant is less clear. Although the third scale produced best results for
both wavelet filters tested, there was less variation between results for different
scales than there was for different quadrants. It would therefore be appropriate
to investigate the effect of scale further in remaining experiments.

3 DWT Filter Choice

3.1 Concepts

In this section, a study is performed to determine whether the choice of
wavelet filter has a significant effect on recognition accuracy. Various wavelet
families exist, each providing a different compromise between compactness and
smoothness. Within a family, individual wavelets vary in the number of vanishing
moments they contain. A vanishing moment limits a wavelet’s ability to represent
polynomial behavior or information in a signal. For example, a wavelet with
one moment easily encodes polynomials of one coefficient, or constant signal
components. A two moment wavelet encodes polynomials with two coefficients,
i.e. constant and linear signal components; and three moment wavelets encode
3-polynomials, i.e. constant, linear and quadratic signal components.

Most wavelets can be described as orthonormal, meaning that they have a unit
magnitude and are orthogonal. The consequence of having a unit magnitude is
that convolution of a signal with a wavelet does not change the total energy
of the signal. Orthogonality indicates that the inner product of the wavelet
basis functions at different scales is zero. A signal can therefore be completely
represented using a finite number of wavelet basis functions. The same wavelet
filters are generally used for decomposition and reconstruction.

3.2 Experiments

Four wavelets are tested from each of the following wavelet families shown
in Table 1. Matlab is used for experimentation and the filters are provided
by the Matlab wavelet toolbox. As before, the AT&T database is used for
experimentation, with five training images and five testing images used for each
individual. Only the LL quadrant is used for feature extraction, at scales 1 to 5.

3.3 Results

This section presents recognition results for the examined wavelet filters.
Figures 9 to 12 provide the results. Choice of wavelet family seems to have little
effect on the maximum possible recognition rate – filters from the Daubechies and
biorthogonal wavelet families matched up to 96.5% of faces correctly, whereas
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Table 1. Wavelets filters descriptions

Wavelets Descriptions

Daubechies Designed to have the maximum possible number of vanishing moments

for a given support size. Daubechies wavelets are widely used for

solving a broad range of problems, such as identifying self-similarity

properties of a signal, signal discontinuities, etc.

Symlet Designed to be more symmetrical than Daubechies wavelets, yet compactly

supported. Their increased symmetry makes them more adept at analysis

of a signal than Daubechies wavelets.

Coiflet Designed to have the maximum number of vanishing moments for both the

wavelet and scaling filters, they are efficient at extracting the low

frequency information in a signal.

Biorthogonal Use separate filters for decomposing (or analyzing) and reconstructing

signals. This allows each filter to be optimized for its specific purpose.

Although the decomposition filters are not orthogonal with respect to the

reconstruction filters, the two sets of filters are orthogonal with respect

to themselves. Biorthogonal wavelets have been found to be effective in

image processing applications such as fingerprint image compression [19].

filters from the symlet and coiflet families recognized 97%. The choice of filter
within a wavelet family seems to be more significant. For example, although the
biorthogonal 5.5 wavelet matches up to 96.5% of faces correctly, the biorthogonal
3.3 wavelet only reaches 93%. The exact nature of the relationship between
wavelet and recognition performance however is unclear.

The number of non-zero coefficients in a wavelet filter (known as support size)
has a number of effects on the performance of the wavelet. Filters with a larger
support size are more adept at analyzing and representing complex features
contained within the signal/image, however, they are more likely to be affected
by artifacts at the edge of the image. Computational complexity of the wavelet
transform is also increased when filters with larger support sizes are used.

Figure 13 illustrates the relationship between the support size of the low-pass
filter for each wavelet with the maximum recognition rate for the filter. As all
coefficients are taken from LL quadrants, only the low-pass filter is employed to
calculate them. The graph shows all the maximum recognition rates achieved,
for all wavelets and scales tested. The graph reveals little correlation between the
two parameters. Although accuracy is highest for wavelets with a support size of
30 (Daubechies and symlet 15) and 40 (Daubechies and symlet 20), it drops again
for wavelets with a support size of 50 (Daubechies and symlet 25). However, as
larger filters are known to be more affected by boundary conditions, and the
images used for experimentation are relatively small, this is not unexpected.
Figure 14 presents the maximum recognition rates for each scale. Accuracy for
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Fig. 9. Maximum recognition rates for selected Daubechies wavelets

Fig. 10. Maximum recognition rates for selected biorthogonal wavelets

scales 2, 3 and 4 are similar to each other, with scale 1 providing slightly lower
accuracy and scale 5 significantly lower than the best three. Scale 2 appears to
provide somewhat more consistent accuracy than scales 3 or 4.

Figure 15 compares one of the best-performing wavelet filters (biorthogonal
5.5, 4th scale) against recognition in the spatial domain. As can be seen form the
graph, recognition accuracy is increased significantly, with maximum recognition
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Fig. 11. Maximum recognition rates for selected coiflet wavelets

Fig. 12. Maximum recognition rates for selected symlet wavelets

rates increasing from 93% to 96.5%. This corresponds to 50% decrease in the
number of incorrectly classified images.

Sample execution times are provided in Table 2. Training and classification
times are given for images in the spatial and wavelet domains (biorthogonal 5.5
wavelet). Training time decreases from 0.122 seconds per image in the spatial
domain to between 0.0480 and 0.0610 seconds in the wavelet domain. Although
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Fig. 13. Maximum recognition rate and support size of low-pass filter for all tested

wavelets and scales

Fig. 14. Maximum recognition rate and scale for all tested wavelets and scales

there is a time penalty involved in performing DWT, this is offset by the resulting
reduction in coefficients during PCA training. Classification time per spatial
domain image is 0.0375 seconds and ranges from 0.0293 to 0.0479 seconds for
images in the wavelet domain. The execution times were obtained using a single
processor 2.4 GHz Pentium 4, with 512 MB of RAM. (Although the hardware
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Fig. 15. Comparison of recognition results for biorhogonal 5.5 wavelet, 4th scale with

results for recognition in the spatial domain

Table 2. Comparison of training and classification times for AT&T database images

in the spatial and wavelet domains (biorthogonal 5.5 wavelet)

Scales Training time per image (s) Classification time per image (s)

Spatial 0.163 0.0375

DWT, 1st scale 0.0610 0.0293

DWT, 2nd scale 0.0509 0.0373

DWT, 3rd scale 0.0482 0.0402

DWT, 4th scale 0.0480 0.0420

DWT, 5th scale 0.0517 0.0479

used is not of a high specification, the execution times would differ only in
magnitude if more powerful equipment had been used.)

To summarize, it is clear that DWT has the potential to significantly enhance
recognition rates for PCA-based face recognition. For the AT&T database,
maximum recognition rates increase from 93% for recognition in the spatial
domain to 97% in the wavelet domain. There is not a substantial difference
between recognition rates for the wavelet families tested, although coiflet filters
produced slightly more consistent results. Across all the tested wavelet filters,
there was no strong correlation between the support size of the low-pass filter
and the results. Scale did appear to have an effect on results, with the 2nd scale
slightly outperforming the 3rd and 4th scales. The 1st scale produced slightly
lower results, with the 5th scale performing significantly worse.
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4 Optimizing Features by Coefficient Selection

4.1 Concepts

In this section, an approach for face recognition based on coefficient selection
for DWT is presented and analyzed. One problem with many face recognition
techniques is that the areas of the face images to be used for recognition have
to be chosen. Images are often cropped by creating an arbitrary bounding box
around the face and discarding the information outside the box [20]. There is
often a trade-off between ensuring that the most relevant parts of a face image
are selected for recognition and removing information that is not useful or may
detract from the process.

Similarly, with PCA, eigenvectors are ordered by their corresponding
eigenvalues, with the vectors with the highest eigenvalues being used to encode
the face images [7]. A number of variations of this approach include excluding
the initial eigenvector, or choosing eigenvectors based on their energy values.
However, the number of eigenvectors chosen and the number discarded are often
arbitrary choices.

The recognition approach is based on standard DWT/PCA face recognition.
Figure 16 provides a general overview of the system. As can be seen from the
diagram, face images firstly undergo DWT coefficient selection, followed by PCA
coefficient selection. The output from this stage is a coefficient vector, which is
compared with those of the gallery face images. Recognition results are returned
as the identities of the most likely matches in the database.

The purpose of DWT coefficient selection is to select the most discriminative
DWT coefficients. Each training image undergoes wavelet decomposition to

Fig. 16. System overview
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a specified scale, with the low-pass coefficients being selected to form the image’s
observation vector. The distribution of these coefficient values is then examined
to determine each coefficient’s discriminative power. The inter-class and intra-
class standard deviations for each coefficient are calculated and the ratio of these
two values is determined. This ratio indicates how tightly the coefficient’s values
are clustered within each class, compared to the spread within the complete
training dataset. The selection of DWT coefficients is therefore based on the
maximisation of the following criterion:

J =
σinter (Am)
σintra (Am)

(1)

where σinter (Am) and σintra (Am) represent inter-subject and intra-subject
standard deviation spanned by DWT coefficients in the feature space Am

respectively. The DWT coefficients with the highest ratios are the most
discriminative and chosen for recognition.

Figure 17 shows the steps involved in DWT coefficient selection. Figure 18
provides an illustration of the ratios calculated for a set of faces. Brighter areas
in the image represent DWT coefficients with higher inter-class to intra-class
ratios. As can be seen, brighter areas include the eyes, nose, mouth and the
outline of the face. As would be expected, the image background and to a lesser
extent, areas such as the forehead have lower values and have therefore been
deemed to be less discriminative.

The second component of the approach is PCA coefficient selection. This
initialises by performing PCA on the selected DWT coefficients, creating a set
of eigenvectors and associated eigenvalues. Each training face’s DWT coefficients
are then projected onto the eigenvectors, producing a projection vector for
each image. Eigenvectors are generally ordered by descending corresponding
eigenvalues and selected using one of a number of approaches:

Fig. 17. DWT coefficient selection
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Fig. 18. Inter to intra-class ratios of DWT coefficients

– All eigenvectors corresponding to non-zero eigenvalues are used to create the
eigenspace;

– The first x eigenvectors are chosen, where x often corresponds to 60% of the
total eigenvector set [8];

– All eigenvectors are used apart from the first, which usually represents mostly
variation in illumination [8];

– Eigenvectors are chosen based on energy values, with the first y being selected
so that their cumulative energy exceeds a predetermined percentage of the
total energy of all eigenvectors [21];

– Eigenvectors can be chosen based on their stretch values, where the stretch of
an eigenvector is the ratio of its eigenvalue over the maximum eigenvalue [21];
and

– Eigenvectors can be chosen based on the ratios of inter-class to intra-
class variance values, where those with the highest values are deemed most
discriminative and selected [22].

The approach adopted for this study is based on the inter-class to intra-class
standard deviation ratios. As with DWT coefficient selection, the ratios of inter-
class to intra-class standard deviations are calculated. Projection coefficients
with the highest ratios indicate that the associated eigenvector is highly
discriminative and may contribute to better recognition accuracy. This method
eliminates the need to guess which eigenvectors represent mostly variation in
image illumination. Once training is complete and the most discriminative
eigenvectors have been selected, classification can be performed using a simple
distance measure, such as Euclidean. The adoption of this approach brings
together similar coefficient selection strategies for both stages of the feature
vector selection – DWT coefficient selection and PCA eigenvector selection.

4.2 Experiments

Experiments are performed which determine the benefits of DWT coefficient
selection and PCA eigenvector selection separately, as well as in a combined
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Table 3. Comparison of DWT coefficient selection recognition rates with those of

standard DWT/PCA approach, along with percentages of DWT coefficients required

to achieve maximum rate

Recognition Rate (%)

Wavelet Scale
Standard
Approach

Coefficient
Selection

Increase
(%)

Coefficients
Required

(%)

1 93 95 2 66

Haar 2 94 95 1 50

3 95 96 1 58

4 93 95.5 2.5 68

1 94 96 2 69

Biorthogonal 4.4 2 94.5 96 1.5 78

3 94.5 96.5 2 83

4 93 94 1 95

1 94 97 3 73

Coiflet 3 2 95 97 2 85

3 95 97 2 98

4 96 96 0 95

1 94 95.5 1.5 66

Daubechies 10 2 96.5 97.5 1 99

3 94 96.5 2.5 75

4 95.5 97 1.5 98

1 95.5 96.5 1 99

Symlet 10 2 96.5 96.5 0 90

3 95 95 0 90

4 95.5 95.5 0 92

Average Increase (%): 1.37

framework. As the technique is more suited to face data sets with little variation
in pose/location, the AT&T database of faces is used for experimentation. The
images contain variation in lighting, expression and facial details (for example,
glasses/no glasses). For the experiments described in this study, five images for
each individual are used for system training, with the other five used for testing.

4.3 Results

A number of wavelet filters are investigated, and decomposition is performed to
between one and four levels. Selection percentages from 1% to 100% are tested
and PCA is used for classification. Where the selection percentage is 100%, this is
equivalent to no coefficient selection being applied. Results are shown in Table 3.
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Fig. 19. Recognition rates for various DWT coefficient selection percentages, using

Coiflet 3 wavelet, 1st scale

Fig. 20. Recognition rates for various DWT coefficient selection percentages, using

Haar wavelet, 2nd scale

The results show that DWT coefficient selection has increased maximum
recognition rate in 16 out of the 20 cases tested. The percentages of coefficients
required to achieve the new maximum are also shown. In one case: Coiflet 3, 1st
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Fig. 21. Haar 2nd scale, all coefficients vs. top 50% coefficients

scale, the recognition rate has risen from 94% to 97%, which corresponds to 43%
reduction in incorrectly-classified faces. The graph in Figure 19 provides more
detail for this case. As the percentage of DWT coefficients increases, recognition
accuracy also increases until 73% of coefficients are used. The trend then changes,
with the recognition rate generally decreasing as the remaining coefficients are
added. Another example: Haar, 2nd scale as can be seen in Figure 20, where
the maximum recognition rate of 95% is reached with 50% of coefficients. This
case is shown in more detail in Figure 21, which compares recognition accuracies
for each of the two cases (50% vs. 100% of coefficients) for varying numbers
of eigenvectors. The graph illustrates the full benefit of the approach, as the
recognition rate for 50% of coefficients is consistently better than that for 100%.

Table 4. Comparative results on AT&T database

Method Accuracy (%) References

DCT/HMM 84 [23]

ICA 85 [24]

Weighted PCA 88 [25]

Gabor filters & rank correlation 91.5 [26]

2D-PHMM 94.5 [27]

NMF 96 [28]

TNPDP 96.5 [29]

LFA 97 [30]

DWT/PCA with coefficient selection 97.5 Proposed
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The average increase in accuracy for this case is 2.7%. Similar improvements
were seen across other wavelets and scales.

As Table 4 shows, the approach described compares well with other
techniques from the literature that have used this training set. It should be
noted that although the AT&T database is relatively small, the technique
could be extended to other face databases. However, the coefficient selection
approach is particularly suited to data sets with little variation in pose and
alignment, therefore, images would have to undergo a normalization step prior to
recognition. If this was performed, it is expected that results for other databases
would be similar to those for the AT&T database.

5 Feature Threshold

In this section, a study is performed to investigate ways of choosing the DWT
coefficient selection threshold. Although the recognition increases offered by
DWT coefficient selection are significant, they are only achievable through
a judicious choice of threshold. The maximum possible increases in accuracy
offered by DWT coefficient selection can be seen in Table 3. Increases in
recognition accuracy range from 0% to 3%, with the average increase being
1.37%. However, the results presented are the best for each wavelet and scale,
found after tests employing varying numbers of DWT coefficients. For coefficient
selection to be viable, the number of DWT coefficients to use as features must
be chosen automatically. Two approaches are investigated for choosing this
threshold.

5.1 Percentage Midpoint Average (PMA)

The first approach is referred to as percentage midpoint average (PMA). PMA
assumes that a number of tests runs have been carried out with appropriate
wavelets and scales, and full accuracy data obtained. For each test set, the
minimum percentage of DWT coefficients required to produce the maximum
recognition accuracy is recorded. The highest percentage of DWT coefficients
producing the same maximum accuracy is also noted. The average of these two
figures is then calculated, as the percentage midpoint for the current test set.
The average of the percentage midpoints for all the test runs is calculated, with
this percentage being chosen as the selection threshold.

Tests are performed on the AT&T database to determine the effectiveness of
this approach. The PMA value is calculated from recognition results obtained
previously, and determined to be 81.36%. DWT coefficient selection results,
using 81.36% of coefficients, are shown in Table 5. The results indicate that this
approach is not effective, with recognition accuracy decreasing by an average
of 0.025% from the results obtained without DWT coefficient selection. This is
not unexpected, as the approach is not sophisticated. It assumes that the same
percentage of coefficients should be chosen in each case, regardless of the choice
of wavelet filter and scale or the individual characteristics of the data set, such
as the amount of background (non-face) in the image.
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Table 5. Maximum recognition rates using DWT coefficient selection with PMA

threshold

Recognition Rate (%)

Wavelet Scale
All

coefficients
PMA Increase (%)

1 93 94 1

Haar 2 94 94 0

3 95 94.5 -0.5

4 93 94.5 1.5

1 94 95 1

Biorthogonal 4.4 2 94.5 95 0.5

3 94.5 96.5 2

4 93 92 -1

1 94 94.5 0.5

Coiflet 3 2 95 97 2

3 95 94 -1

4 96 94 -2

1 94 94.5 0.5

Daubechies 10 2 96.5 96 -0.5

3 94 96.5 2.5

4 95.5 93 -2.5

1 95.5 95.5 0

Symlet 10 2 96.5 95 -1.5

3 95 93.5 -1.5

4 95.5 94 -1.5

Average Increase (%): -0.025

5.2 Optimal Ratio Average (ORA)

The second approach is referred to as optimal ratio average (ORA). As with
PMA, ORA assumes that a number of tests runs have been carried out with
appropriate wavelets and scales, and full accuracy data obtained. As explained
in previously, DWT coefficient selection operates by calculating the ratios of
inter-class to intra-class standard deviations for each coefficient: this value is
used to select the most discriminative coefficients. In ORA, the cut-off ratio
that produces the highest recognition rate for each test run is recorded. The
average of the cut-off ratios for all test runs is chosen as the selection threshold.

Tests are performed on the AT&T database to determine the effectiveness of
this approach. The ratio threshold value is calculated from the DWT coefficient
selection results obtained previously. Unlike with PMA, a different percentage of
DWT coefficients may be chosen for each wavelet and scale, depending on how
discriminative its coefficients are. Results are provided in Table 6 and indicate
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Table 6. Maximum recognition rates using DWT coefficient selection with ORA

threshold

Recognition Rate (%)

Wavelet Scale
All

coefficients
ORA Increase (%)

1 93 94.5 1.5

Haar 2 94 94.5 0.5

3 95 94.5 -0.5

4 93 94 1

1 94 95.5 1.5

Biorthogonal 4.4 2 94.5 95 0.5

3 94.5 95.5 1

4 93 93.5 0.5

1 94 95.5 1.5

Coiflet 3 2 95 96.5 1.5

3 95 96 1

4 96 96 0

1 94 96 2

Daubechies 10 2 96.5 96 -0.5

3 94 96.5 2.5

4 95.5 96 0.5

1 95.5 94.5 -1

Symlet 10 2 96.5 95 -1.5

3 95 95 0

4 95.5 95.5 0

Average Increase (%): 0.6

that the approach is effective, increasing recognition accuracy by an average
of 0.6% over recognition without DWT coefficient selection. However, this is
less than 50% of the maximum possible increase of 1.37% that DWT coefficient
selection could provide. Although ORA is more flexible than PMA in handling
varying datasets, it is likely that an optimized system would utilize one specific
wavelet and scale for both system training and identification. This would allow
a more relevant threshold ratio to be chosen, which would increase recognition
accuracy.

6 Conclusions

In this paper, a novel feature vectors construction approach for face recognition
using DWT has been discussed. The first set of experiments performed focused
on the choice of DWT features. It is reveals that, where direct coefficient values
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were used for recognition, the LL quadrant provided the best results. For the
wavelet filters tested, the highest recognition rate achieved for this quadrant was
95%. The highest accuracies for the HL, LH and HH quadrants were 78%, 74%
and 66%, respectively. However, these tests did not provide enough information
to indicate whether particular scales perform consistently better than others.

The second set of tests has been designed to identify which wavelet filters were
the most effective at extracting features for face recognition with the specified
database. The maximum recognition rates were compared for five wavelet filters
each from the Daubechies, symlet, Coiflet and biorthogonal wavelet families.
LL coefficients were used as features, with the first five scales investigated. The
results indicated that there was no strong link between choice of wavelet family
and recognition rate, although Coiflet wavelets produced the most consistent
performance, across various filters and scales. When the results from all wavelet
families and filters were examined together, there was no obvious correlation
between the support size of the scaling filter and the maximum recognition rates.

The choice of scale did appear to have some effect, with the second, third and
fourth scales outperforming the first scale by a small margin and the fifth scale by
a significant margin. In case of feature optimisation by coefficient selections, the
results show that DWT coefficient selection has increased maximum recognition
rate in 16 out of the 20 cases tested. For instance, recognition accuracy increased
from 94% to 97% for the Coiflet 3 wavelet, 1st scale.

Finally, for the feature threshold, two approaches have been investigated
which are PMA and ORA. Results obtained shown that the PMA is ineffective
approach, with recognition accuracy decreasing by an average of 0.025% from
the results obtained without DWT coefficient selection. Unlikely, results for ORA
approaches indicate better recognition accuracy by an average of 0.6%.
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Abstract. The rapid growth of the Internet has resulted in increased attention to 
security to protect users from being victims of security threats. In this paper, we 
focus on security mechanisms that are based on Proof-Carrying Code (PCC) 
techniques. In a PCC system, a code producer sends a code along with its safety 
proof to the consumer. The consumer executes the code only if the proof is 
valid. Although PCC has been shown to be a useful security framework, it suf-
fers from the sheer size of typical proofs -proofs of even small programs can be 
considerably large. In this paper, we propose an extended PCC framework 
(EPCC) in which, instead of the proof, a proof generator for the program in 
question is transmitted. This framework enables the execution of the proof gen-
erator and the recovery of the proof on the consumer’s side in a secure manner 
using a newly created virtual machine called the VEP (Virtual Machine for  
Extended PCC).  

Keywords: Software Security, Proof-Carrying Code, Virtual Machine. 

1   Introduction 

Modern computer systems have become so complex that traditional security mecha-
nisms built around anti-viruses and intrusion detection mechanisms can no longer 
sustain the severity of today’s ever-increasing security threats. One can claim that, 
except perhaps for security experts and professionals, it is too big a burden, or even 
unrealistic, for users to bear sole responsibility for adequate security and protection of 
their computing systems. Proof-Carrying Code (PCC) techniques have been intro-
duced to reduce the impact of this problem by allowing a consumer of a computer 
program to verify a proof of its general safety properties, sent by the code producer, 
before executing it [8]. 

In a PCC system, there are typically two main parties, (1) a code producer, who 
builds machine code along with its safety proof (expressed typically in a formal 
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logic), and (2) a code consumer, who wishes to run the compiled code as long as it 
satisfies predetermined safety policies.  

A typical interaction between the producer and consumer encompasses several 
steps. In the first step, the producer sends the consumer a program, which consists of 
the code and additional annotations such as loop invariants and function pre- and 
post-conditions. The consumer provides the received code to the Verification Condi-
tion Generator (VCGen), which generates a verification condition based on a set of 
safety policies that need to be satisfied. A verification condition is a logical formula 
that, if satisfied, implies that the code satisfies the safety policies.  

The consumer, then, sends the generated verification condition to the producer. 
The producer runs a theorem prover (in many cases along with necessary human in-
tervention) to obtain a proof that corresponds to the received verification condition. 
Next, the producer submits the proof to the consumer. The consumer uses a proof 
checker to verify that the received proof is indeed a proof of the verification condition 
that was initially generated. If the check succeeds the code is considered trustworthy 
and can be executed.  

It should be noted that it is very common to have a copy of the VCGen on the pro-
ducer’s side to simplify the interaction between the code producer and the code con-
sumer. In this way, the code consumer receives the annotated code as well as the 
safety proof during the first step of the interaction. Fig. 1 shows by the components 
according to the order by which they are executed in the PCC process. The steps in-
volved in a typical interaction between producer and consumer as discussed above. 
The ovals are the artifacts that are generated/sent, the arrows represent the flow of the 
artifacts, and the rectangles show the components that perform computations. The 
starting point of the interaction is represented by a closed circle (•). At the end of the ). At the end of the 
interaction, a switch (symbolically shown as a triangular tri-state buffer) checks the 
result of the proof checking; if the proof checking succeeds the code is considered 
trustworthy and can be executed (on the CPU shown as a rhomboid) if not the switch 
remains off and the code will not be executed.  

One of the key properties of a PCC framework is that the Trusted Computing Base 
(TCB) (specified by the orange curved rectangle in Fig. 1) contains relatively small 
and simple components such as VCGen and a proof checker while the theorem prover 
is on the producer’s side and therefore out of the consumer’s TCB. The reason for that 
is twofold: performance and security. That is, in general, proving the verification 
condition is a resource consuming task which can result in low performance. Fur-
thermore, considering that the theorem prover is a large and complex program, it 
could not be placed on the consumer’s side as it could hardly be trusted. Another 
important property of the PCC framework is that PCC programs are tamper-proof. An 
intruder cannot modify the code or the proof in a way that results in execution of a 
malicious code on the consumer’s side. Any attempt to tamper with either the code or 
the proof results in a validation error during the proof checking process.  

Despite the fact that PCC can be a powerful security mechanism, it is still not 
widely accepted in practice due to two keys issues. First, it is usually difficult to write 
proofs for large programs. Although with the recent advances in Certifying compila-
tion [3, 28] some safety properties of programs can automatically be proved as certifi-
cates, this is limited to basic safety properties and only possible for a restricted class 
of programs. For example, it may not be possible to prove automatically safety prop-
erties if the software system is complex or the policies are sophisticated [29]. The  
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Fig. 1. Conventional PCC framework: typical steps and involved components 

second limitation, which is the topic of this paper, is concerned with the difficulty in 
communicating and storing the proofs which are inherently large [11]. It is common 
to have proofs that are 1000 times larger than the associated code, which renders  
the use of PCC impractical for all but the tiniest examples [11]. This is further com-
plicated when dealing with systems with limited storage and processing resources 
such as mobile and handheld devices, and networks with low survivability and scarce 
resources.  

Clearly, there is a need for efficient techniques to reduce the size of proofs. The 
approaches proposed to alleviate this issue which include the use of data compression 
techniques [8, 10, 11, 25] suffer from drawbacks of their own, among which the most 
important one is the enlargement of the TCB, A large TCB increases the chance of 
defects which may cause an unsafe program to be accepted. 

In this paper, we propose a novel approach to solving the proof size problem while 
avoiding to increase significantly the TCB. Our approach is based on the innovative 
idea of sending a program that generates the proof instead of the proof itself. This is 
inspired by the concept of Kolmogorov complexity [16], where the complexity of a 
string x is the shortest computer program that produces x on a so-called universal 
computer, i.e., a machine that computes the string, prints it, and then halts. One im-
portant observation is that the ideal compressed form for a given proof is the shortest 
program that outputs that proof.  

To allow the proof generator program to execute on the consumer’s side, we have 
developed a virtual machine that we call VEP (the Virtual Machine for Extended 
PCC). VEP is written in C and has less than 300 lines of code, which is an acceptable 
addition to the consumer’s TCB. The design of VEP is relatively simple to be able to 
easily verify that is safe. It has also been developed with security in mind so as the 
running programs do not access unauthorized resources. Using the VEP, we believe 
that proofs, which are represented as programs, can be executed safely on the con-
sumer’s side while keeping the consumer’s TCB reasonably small.  
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Organization of the paper: In the next section, we provide background information 
about PCC, and discuss studies related to our work. In Section 3, we present the ex-
tended PCC framework, followed by the VEP and its components. We show the ef-
fectiveness of our approach by applying it to several benchmark proofs in Section 4. 
We conclude the paper and discuss future directions in Section 5.  

2   Background and Related Work 

It is desirable that proofs be represented in a compact format. One way to reach this 
goal is through proof optimization in which the proofs are rewritten in a more com-
pact form which preserves the meaning of the original form of the proof [13, 2]. This 
could be done by replacing all the occurrences of a given term t with a smaller 
equivalent term s in the proof (e.g., in the arithmetic system, there could be a rule x * 
1 → x which always reduces the size of a term). Necula et al. experimented with 
proof optimization in an approach called lemma extraction and were able to obtain a 
minor reduction gain of 15% in the size of the proofs [2].  

Another way of compacting the proofs is through data compression. Data compres-
sion techniques compress data by searching for more efficient encodings that take 
advantage of repetition in the data. These techniques are not well exploited in PCC 
framework due to the following reasons. The consumer of compressed data must first 
decompress it, which requires a safe decompressor on the consumer’s side. Generat-
ing the proof of safety for a normal decompressor (a relatively large program with 
about 7000 lines of code) can be a difficult task not worth performing because one 
would only obtain a specific decompressor that cannot work with a proof compressed 
by an appropriate but different compressor. In other words, each time a new decom-
pressor is used, a proof of its safety is required. The objective of the VEP is to tackle 
this problem by tailoring it to the needs of executing proof generators that could be, as 
shown in our case study, a compressed file along with a decompression tool. 

Necula et al. proposed a new strategy called Oracle-based Proof-Carrying Code 
(OPCC) [11]. In OPCC, the handling of the proofs on the consumer’s side is changed. 
As shown in Fig. 2, this change in strategy, led to a change in the framework, namely, 
they assumed that the consumer uses a non-deterministic proof checker. 

The untrusted theorem prover on the producer’s side records a sequence of bits that 
shows which sub-goals failed and needed backtracking. Then, the producer sends to 
the consumer this bit-stream that serves as a proof witness. On the consumer’s side, 
the received bit stream works as an “oracle” which can guide the trusted non-
deterministic proof checker to avoid back-tracking. Every time the checker must 
make a choice between the possible ways to proceed, it consults some bits from the 
oracle. In this approach, the trusted non-deterministic proof checker is, in fact, a non-
deterministic theorem prover having the task of proving the verification condition. 
The oracle is used to drive the theorem prover to a final proof without search. 

Experimental evidence shows that oracle strings, as suggested by Necula et al., can 
be about 1/8 of the code size and about 30 times smaller than proofs in traditional 
PCC [11]. However, Wu et al. [14] suggested that the code size relation might be 
deceptive as the size Java class files, that are necessary to be sent along with the proof 
witness in a SpecialJ proof-carrying Java system, is not included in calculation.  
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Fig. 2. OPCC framework: typical steps and involved components 

 

Fig. 3. FPCC framework: typical steps and involved components 

One of the most important downsides of the OPCC is that it involves complex 
trusted components, such as a non-deterministic proof checker plus the usual PCC 
components. The TCB in OPCC is about 26000 lines of C code which is larger than 
the TCB size in traditional PCC (15000-20000 LOC). Any flaw in the implementation 
of these components can compromise safety of the system. As a matter of fact, the 
Special-J system [3], used in Necula et al.’s approach, showed a critical leak in its 
type axioms found by League [5].  

Although the above approach has resulted in proofs which were smaller than the 
original proofs, they had to significantly enlarge the TCB. In fact, Appel points out 
that the VCGen (and consequently the TCB size) even in traditional PCC is too large 
[27] and it needs to be verified. As shown on Fig. 3, Foundational Proof-Carrying 
(FPCC) [27] Code aims to further reduce the TCB size by removing the VCGen from 
the consumer’s side. 
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FPCC uses a foundational mathematical logic for defining the semantics of the ma-
chine instructions and the proof rules. In this way, Appel et al. avoid using the 
VCGen by defining the operational semantics of machine instructions and the safety 
policies in a higher-order logic. This is done by modeling the machine instruction 
with a transition from one machine state (set of memory and registers) to another 
machine state and defining the safety policy accordingly. Similar to the PCC, a theo-
rem prover should produce a proof of safety to be accompanied by the code. The 
proof checker verifies the safety proof before the program is executed. FPCC is con-
cerned with minimizing the TCB of the system, by not including the VCGen as shown 
in Fig. 3.  

While the original FPCC uses deductive reasoning to encode proof rules, some 
variants of FPCC use computational reflection to replace deduction by computation 
[31].  FPCC is likely to be more secure than traditional PCC because it has a smaller 
TCB. However, the proofs in FPCC, in comparison with traditional PCC, are more 
complex to produce and, as stated by Appel et al., can explode exponentially [27]. 
According to Necula, the proof size in FPCC is 20% bigger than the proof size in 
traditional PCC [11]. Therefore, even though in FPCC, it is only necessary to send a 
proof generator, the complexity of producing the proofs, in the first place, renders 
FPCC hard to use in practice.  

Wu et al. [14] proposed submitting annotated programs that can be checked for 
safety by a verified logic program. The program logic clauses are derived as lemmas 
from the (trusted) axioms about safe execution of the machine. This way, it is not 
necessary to build and check a large proof at the code consumer’s side. However, 
according to [32], there exist issues about scalability of the results, as reported by Wu 
et al. [14], and effective engineering of their verifiers. 

While we are not in favor of possible compromises to the security of the system 
due to a large TCB expansion (as we have in OPCC), we also like to overcome the 
difficulty in communicating and storing the proofs which are inherently large (as we 
have in traditional PCC and more severely in conventional FPCC) in a practical way. 

3   The Extended Proof-Carrying Code Framework (EPCC) 

3.1   Overview 

Fig. 4 describes the steps involved in the proposed Extended Proof-Carrying Code 
(EPCC) framework [17]. In an EPCC system, there are two main parties, a code  
producer, on the left-hand side, who sends a code along with its safety proof generator 
program1, and a consumer, on the right-hand side, who wishes to run the code  
provided that it is proven safe by the system. 

The interaction between these two parties consists of the following steps. In the 
first step, the producer runs a theorem prover to obtain a safety proof of the code he 
intends to send. Similar to what is done in FPCC [27], the producer is not constrained 
to generate the safety proof in the logic that the consumer imposes. The producer can  
 

                                                           
1 A proof generator is a program whose sole function is to output the proof. This program aims 

to be a more compact representation of its resulting proof and does not necessarily rediscover 
the proof. 
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Fig. 4. EPCC framework: typical steps and involved components 

use this opportunity to build the proof in a logic (e.g., a higher-order logic) that results 
in a smaller proof. In other words, the producer has the possibility of reducing the size 
of the safety proof by using a custom logic which can be later converted (translated) 
to the logic set by the consumer. In the second step, the producer writes a proof gen-
erator program, which outputs the safety proof in the format which is acceptable by 
the consumer.  

Next, the producer submits the code accompanied by its safety proof generator pro-
gram to the consumer. At this point, the proof generator program is yet another pro-
gram that the producer sends to the consumer. It is as untrustworthy as the payload 
code itself. So it seems we are in a kind of chicken-and-egg situation: before running 
the untrustworthy payload code, the consumer needs to verify its attached proof, 
which requires execution of the proof generator program, which is also untrustworthy. 
One possible way to overcome this issue is to simply verify the safety of the proof 
generator program using traditional PCC. This solution has the obvious drawback of 
necessitating a proof for each proof generator program, which could hinder the practi-
cal aspect of our approach due to the complexity of writing proofs. We propose, in-
stead, to run the proof generator in a tightly sandboxed environment: our carefully 
designed virtual machine, the VEP (the Virtual machine for Extended Proof-carrying 
code). The design of the VEP is discussed in more details in Section 4. 

Upon receiving the code and the corresponding proof generator program, the con-
sumer runs the proof generator (only for a single time) on the VEP and obtains the 
safety proof. The next steps are similar to the traditional PCC: The consumer runs the 
proof checker; after the proof check succeeds the consumer can safely execute the 
code. As one can easily observe, the EPCC framework is tamper proof, just like PCC.  

The EPCC framework not only makes PCC more scalable and practical by reduc-
ing the proof size but also provides the code consumer with the possibility to use a 
safe environment in which a large class of proof generators that can be executed in a 
secure manner, regardless of the original logic in which the proofs were represented. 
In this way, EPCC leaves the easiest tasks to the consumer and gives adequate means 
to the producer to do the hard tasks. This major flexibility for the consumer and  
producer is gained through the VEP, a minor TCB extension, which can be verified 
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easily. Technically, except for the VEP, the security of EPCC is as strong as the tradi-
tional PCC. Currently, a verified VEP is being developed (using conventional PCC). 
A verified VEP would potentially make EPCC exactly as secure as PCC.  

4   Virtual Machine for Extended Proof-Carrying Code (The VEP) 

The VEP [12] is intended to be a sandbox interpreter for the proof generator pro-
grams. Any defect in the VEP might give an opportunity to an attacker to write a 
malicious proof generator such that its execution on the VEP turns the VEP into an 
attacker against the consumer. Therefore, the safe execution of the proof generator 
depends greatly on the safety of the VEP and the way it imposes the security require-
ments. In this section, we present the design of the VEP starting from the general 
requirements that the VEP needs to satisfy to be deemed secure.  

4.1   Requirements 

The virtual machine design process starts by capturing the requirements. In the case 
of the VEP, we dealt with the following requirements. 

1. The VEP should run as a virtual machine, deployed on different platforms to 
allow portability of proofs. This is similar in principle to the concept of univer-
sal computing proposed by Kolmogorov when describing the characteristics of 
the ideal decompressor [16]. 

2. It should enable the execution of the proof generator at the consumer’s side in 
a secure manner. It should provide a tightly controlled set of resources for 
proof generation. Network access, the ability to inspect the host system, or 
read from input devices and write into file streams should be disallowed. 
Moreover, the VEP should be able to perform some sort of execution monitor-
ing to verify that these constraints are maintained. 

3. As indicated in EPCC framework, the VEP is a part of the TCB of the con-
sumer. Knowing that any bug in TCB can compromise the security of the 
whole system, we need the VEP to be small and simple such that it is relatively 
easy to check for its safety. This would give the VEP the potential to be proved 
safe by the PCC itself. 

4. The proof generators are sent in the VEP language. Consequently, this lan-
guage should be flexible enough so that it allows compact proof generators to 
be written.  

5. The VEP should be designed with performance in mind since it adds an over-
head to the processing of proofs on the consumer’s side. 

6. The design of the VEP should be based on proven practices and common tech-
nologies to facilitate its adoption.  

It should be noted that the above requirements are not equally important. The three 
first requirements are the most important ones in case trade-offs need to be made. For 
example, the low complexity and small code size both depend on the number of in-
structions in the VEP instruction set. On one hand, having a small set of instructions 
results in a virtual machine with low complexity, on the other hand, a large list of 
instructions makes the code smaller. Although these two factors are contradictory, 
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there can be a good balance between them. Therefore, finding good trade-off has been 
one of the guiding principles in designing the VEP.  

4.2   Machine Type 

Conventionally, a virtual machine (VM) can either be stack-based or register-based. 
Implementing a universal computer can be achieved with a stack machine which  
has more than one stack or has one stack with random access. Nevertheless, register 
machines can be universal computers; therefore, both approaches can satisfy  
Requirement 1. 

The most popular virtual machines, however, such as the Java Virtual Machine [6] 
and the Common Language Runtime [7], use a stack machine type rather than the 
register-oriented architectures due to the simplicity of their implementation. Hence, a 
stack-based machine helps us to better fulfill Requirement 3 (simplicity of the de-
sign). The simple stack operations can be used to implement the evaluation of any 
arithmetic or logical expression and any program written in any programming lan-
guage (for execution on register machines) can be translated into an equivalent stack 
machine program. Moreover, the stack machines are easier to compile to, which could 
potentially help the adoption of the VEP (Requirement 6). 

Finally, we chose the stack machine type over the register one because a compiled 
code for a stack machine has more density than the one for the register machine. In an 
experiment, Davis et al. [4] showed that the corresponding register format code after 
eliminating unnecessary instructions was around 45% larger than the stack code 
needed to perform the same computation. This can especially affect the size of the 
proof generator written for the VEP as mentioned earlier. 

4.3   Instruction Set Architecture 

The Instruction Set Architecture (ISA) of a virtual machine is the VM interface to the 
programmer. In the case of the VEP, available data types and the set of memory 
spaces are defined by ISA. The ISA definition also includes the specification of the 
set of opcodes (machine language) and the VEP’s instruction set. Next, we discuss 
each of these parts and their design choices. 

Data Types 
On the VEP, we have two distinct types of values: numbers and pairs. Considering 
that the VEP is implemented using 32-bits machine words, the least significant bit of 
the word shows the data type of the stored value. This bit is not visible to the pro-
grammer while the remaining 31 bits are visible. If we have a word that references a 
pair, the content of the word represents the address of a pair in memory. For a word 
with its type number, the content of the word is a signed integer. 

Memory 
The VEP uses three blocks of memory: a code space (an array whose elements are 
bytes), a heap (an array whose elements are pairs, see below), and a stack (an array 
whose elements are bytes). 
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A pair is an ordered sequence of two values; the representation includes two 
words, for both values, and a third word which stores the reference counter for the 
simple garbage collection system of the VEP. 

The stack grows towards the high addresses (the first item pushed on the stack is 
stored at address zero) and the stack pointer points at the topmost element. The heap 
provides the programmers with additional flexibility by supplying the VEP with 
memory for objects of arbitrary lifespan. 

Fig. 5 shows the schemata of the stack and the heap in the VEP. For each of these 
two schemata, sample binary contents are shown on the right-hand side and the hu-
man readable format of the same content on the left-hand side. The second stack ele-
ment from the top has the type pair (the type bit is one) and rest of the bits show the 
address of the pair in the heap which is 1 (1p in human-readable format). The pair 1p 
in the heap is a pair of the two values 34 and 0p which are respectively the car and the 
cdr2 of 1p, where car returns the first item of the pair and cdr returns the second one. 
It should be mentioned that the values in the pairs follow the same typing convention 
as we have in the stack. 
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Fig. 5. Schemata of the stack and the heap 

Memory Management 
The VEP provides automatic memory management of the heap, thus there can be no 
dangling reference or memory leak due to manual memory management errors and 
the programmer can put more time on productivity instead of managing low-level 
memory operations.  

The VEP relies on the reference counting [23] to automatically detect unused ob-
jects and collect them from memory. A major drawback of reference counting is its 
failure in reclaiming cyclic garbage data structures. We took the care of designing the 
VEP so that it does not have the ability to perform destructive updates on the pairs. 
Every value in the VEP is built up out of existing values; hence, it is impossible to 
create a cycle of references, resulting in a reference graph (a graph which has edges 
from objects to the objects they reference) that is a directed acyclic graph. This way, 

                                                           
2 Analogous to the LISP operations on binary tree structures, where cdr returns a list consisting 

of all but the first element of its argument and car returns the first element. 
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the weakness of the reference counting garbage collector is avoided due to the lack of 
circular structures in the VEP heap. 

Instruction Set 
The design of the instruction set is one of the most interesting and important aspects 
of the VEP design. The code space, being made of bytes, naturally leads to an instruc-
tion set of 256 instructions. The VEP has a RISC-like instruction set which provides 
random access to stack, many arithmetic, logical, comparison, data transfer, and con-
trol instructions and restricted access to the pair-based heap. 

This gives application developers a good flexibility in implementing their ideas 
and innovations when developing VEP-enabled proof generators. It also guarantees an 
acceptable execution performance (that is in line with Requirement 5). We provide 
the VEP with a rich set of data transfer instructions which might help to execute the 
proof generators on the VEP more efficiently. The distribution of the instructions is 
based on an interpretation of the work of Hennessy et al [18] where they found the 10 
simple instructions that account for 96% of the instructions executed for a collection 
of integer programs running on the popular Intel 80x86. We used Table 1 as a reason-
able guide for determining an appropriate distribution of instructions (in line with 
requirement 6). 

Table 1. Distribution of instructions interpreted from [18]  

Rank 80x86 instructions % Execution 
1 Data transfer instructions 38.00% 
2 Control instructions 22.00% 
3 Comparison instructions 16.00% 
4 Arithmetical instructions 13.00% 
5 Logical instructions 6.00% 
 Total 96.00% 

 
The VEP instructions can be classified into the following categories. 

 Data transfer instructions (POP, PEEK, POKE, LOAD1, LOAD2, LOAD3, 
LOAD4, PEEKI n, POKEI n, LOADI n, PUSH-PC, READC): These in-
structions move data from one location in memory to another. These instruc-
tions come in a variety of ranges and density of operations, for instance, 
PEEKI n, POKEI n have shorter range (i.e., they can perform their opera-
tions only on the top eight elements of the stack), while PEEK and POKE have 
broader range (they can perform their operations only on all elements of the 
stack) and less density of operations (e.g. a LOAD1 -1 followed by a PEEK, 
is equivalent to PEEKI -1 ). 

 Control instructions (HALT, NOP, JUMP, JMPR, JMPRF, JMPRT): Machines 
and processors, by default, process instructions sequentially. Redirection from 
this sequence is possible through control instructions. The most basic and 
common kinds of program control are the unconditional jump and the condi-
tional jumps (branches). Control instructions also include instructions which 
directly affect the entire machine such as HALT or no operation (NOP). 
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 Comparison instructions (EQU, LEQ, LTH, NEQ): These instructions compare 
values by using a specific comparison operation. Typical comparison instruc-
tions include “equal” and “not equal”. 

 Arithmetic instructions (ADD, SUB, MUL, DIV, MOD): The basic four integer 
arithmetic operations are addition, subtraction, multiplication, and division. 

 Logical instructions (BSHIFT, BAND, BNOT, BOR): These instructions usually 
work on a bit by bit basis. Typical logical operations include “logical nega-
tion” or “logical complement”, “logical and”, “logical or”. 

 Heap related instructions (CONS, CAR, CDR, ISPAIR): These instructions 
whether perform their action on a pair (CAR and CDR, respectively return the 
first and the second item of a pair), constructs a pair (CONS), or verify if a 
value is a pair (ISPAIR). 

 Input/Output instructions (OUTPUT): The VEP provides a tightly-controlled 
set of resources for proof generators to run in. In order to be able to output the 
resulting proof, a proof generator is allowed to print characters onto the stan-
dard output. This is the sole way provided by the VEP for a proof generator to 
communicate with the outside world. Other than that, network access, the abil-
ity to inspect the host system, or reading from input devices and writing into 
file streams are disallowed.  

Almost all of the instructions take their arguments from the stack and have no (imme-
diate) operands. In particular, PEEK, POKE, and jump instructions are intended to be 
used along with “LOAD* val;” instruction3. This keeps almost all of the instructions 
to a single variant (no need to handle various addressing modes). Prevalence of 
LOAD* explains the existence of the 1-byte instruction LOADI for constants close to 
zero. These choices achieve simplicity of the VEP and compactness of the byte-code. 
The only instructions with immediate operands (other than LOAD*) are POKEI and 
PEEKI, which are extremely frequent as they are the typical means to implement the 
write/read of the local variables on the stack. 

A note-worthy point about the VEP instructions set is the absence of instructions 
which operate on network or gives the ability to inspect the host system. Furthermore, 
there are no instructions which can read from input devices and write into file 
streams. These are to enable the execution of the proof generator at the consumer side 
in a secure manner. That is, we tried to enforce security policies such as no access to 
files or no access to the network on instruction set design level. Thus, the selected 
instructions provide the VEP with a tightly-controlled environment for proof genera-
tor to run in. 

4.4   Security Enforcement by the VEP 

We designed the VEP such that it guarantees a certain number of fundamental  
safety properties in order to execute the untrusted code in a secure manner. Memory 
safety is one of these properties which prevents reading and writing to illegal  
memory locations. The code space is read-only and the legal code space locations are  
 

                                                           
3 LOAD* val pushes the numeric value encoded by the next * byte(s) in the code space onto 

the stack. 
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Fig. 6. The flowchart of Security Enforcement of the VEP 

0, . . . , Nc − 1, where Nc is the code size. Even the instruction loading must be per-
formed as legal reads from the code space. 

In the case of the stack, reads and writes are permitted. Any read or write to the 
stack is preceded by a memory check which ensures that the read and write are going 
to be performed on valid stack locations as their destination. What is a valid destina-
tion varies from instruction to instruction. Generally, the valid read and write destina-
tions are stack locations ranging from the bottom to the top of the stack. 

In the case of the heap, reads and writes are very restricted. Since the construction 
of the pairs is governed by the VEP, the programmer has no means to modify the type 
bit to forge a new pair and he has no means to read and write in the heap other than to 
use CONS, CAR, CDR. Furthermore, memory safety in the VEP asserts that each 
operation has a sufficient amount of required memory (stack and/or heap) to perform 
the instruction (e.g., the VEP raises an error if an attempt is made to pop when the 
stack is empty or to push an item onto a full stack). Control-flow safety prevents 
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jumps outside of the code space, and resource bound check enforces limitations on 
the size of the code space, the size of the stack, the size of the heap, and the number 
of instructions the VEP may execute. There are other security requirements such as 
type safety and numeric safety which will be explained in following subsections.  

The security enforcement by the VEP is simple and straightforward. The VEP  
enforces these security requirements at different levels. Categorizing the security 
checks according to their enforcement level shows better how easy the VEP security 
enforcement is to perform and understand. Fig. 6 shows a complete schema of the 
security enforcement mechanism and its different levels. 

Initial Security Enforcement 
A proof generator makes requests for resources. These requests are made using a 
declaration in the header of the proof generator. Each time, the VEP verifies whether 
the requested amount of resources is no greater than the maximum value settled in an 
agreement between the producer and the consumer. The requested code size and stack 
size are, respectively, denoted by Nc and Ns. The amount of needed heap size of the 
proof generator is represented in number of pairs Nh. 

 Code size: If the VEP refuses or fails to allocate the requested block of mem-
ory, the VEP refuses the proof generator. Otherwise, the VEP allocates a block 
of Nc bytes of memory as the code space and inserts the code into the code 
space. 

 Stack size: If the VEP refuses or fails to allocate the requested block of mem-
ory above agreed-upon limit, the VEP refuses the proof generator. Otherwise, 
the VEP allocates a block of Ns words of memory as the stack memory. 

 Heap size: If the VEP refuses or fails to allocate the requested block of mem-
ory, the VEP refuses the proof generator. Otherwise, the VEP allocates a block 
of 3*Nh words of memory as the heap memory. 

 Length of Execution: The proof generator should finish its task within a defi-
nite number of operations No. In the case where the No is more than the limit 
the VEP refuses the proof generator. 

When the proof generator is not refused during the initial security enforcement, it is 
ready to be executed by the VEP. 

Global Security Enforcement 
Throughout the execution, the VEP enforces two security checks globally, which are 
independent of the next instruction that is about to be executed. The global security 
enforcement consists of checking the following aspects: 

 Length of execution: Before fetching the next instruction, the VEP makes sure 
that the elapsed time of the execution of the proof generator (measured as the 
number of executed operations) has not exceeded the number of operations 
(i.e., No). If the number of executed operations is less than the approved num-
ber, then the check is passed, otherwise the code is refused for having run for 
too long. 

 Program counter: The VEP should check if the program counter points inside 
the code space (i.e., non-negative and less than the code size). 
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Instruction-Wise Security Enforcement 
The third level of security enforcement by the VEP is the fine-grained level and is 
done per instruction. This level of security prevents the proof generator from perform-
ing any unsafe operation. 

Generally, after fetching each instruction and before the execution of the instruc-
tion, the VEP performs a combination of the following checks. 

 Number of operands: The number of operands of an instruction can vary from 
zero to two implicit operands on the stack, depending on the instruction. For an 
instruction that requires one or more operands on the stack, the existence of a 
sufficient number of operands must be checked before execution of the instruc-
tion. If insufficient operands lie on the stack, the execution is discontinued and 
the proof generator is not considered safe. 

 Type of operands: The VEP checks if the type of the operands conforms to the 
operation. As mentioned earlier, the values in the VEP can be numbers or 
pairs. The VEP can distinguish the type of an operand according to its type bit. 
Depending on the instruction and the operand, the latter may have to be a 
number, it may have to be a pair, or it may be free to be of either types. Check-
ing the type of operands ensures that a code is free of type-mismatches accord-
ing to the VEP’s type system.  

 Legal range of operands: The arithmetic instructions should have legal  
arguments. The VEP checks the operand legality to prevent potential errors of 
using partial operators with arguments outside their defined domain (e.g., divi-
sion by zero). 

 Legal code destination: Before changing the program counter to the jump desti-
nation, the VEP checks if the destination is within the code space. It should be 
mentioned that the VEP does not enforce the concept of instruction boundaries. 

 Legal stack destination: For any instruction which results in a read or a write 
to the stack, the VEP ensures that the reads and writes have legal stack loca-
tions as their destination. 

 Stack overflow: The VEP verifies whether there is enough stack space to per-
form an instruction which works with stack memory. 

 Heap overflow: The VEP verifies whether there is enough free space on the 
heap to perform an instruction which works with the heap memory. 
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As shown in Fig. 7, the complete set of instructions4 with their safety checks can  
be simply put into a table. In this way it would be an easy task to verify the safety of 
the VEP. 

4.5   The VEP versus Other VMs 

There are many systems that execute untrusted codes in virtual machines to limit their 
access to system resources. Therefore, a question one could ask is “why not use  
another existing virtual machine instead of the VEP?” Here, we highlight the main 
reasons of choosing the VEP over two popular virtual machines, which are the Java 
virtual machine (JVM) [6] and the .NET platform (CLR) [7].  

Any virtual machine that we choose would be a part of the TCB in EPCC frame-
work. Knowing that any bug in the TCB can compromise the security of the whole 
system, we should choose a virtual machine which increases the size of the TCB the 
least. Using either JVM or .NET results in a large TCB (these large TCBs were the 
motivations for introducing the PCC approach in the first place). Appel et al. [1] 
measured the TCBs of various Java virtual machines at between 50,000 and 200,000 
lines of code. The TCB size in these VMs is even larger than the TCB size of  
the traditional PCC. Therefore, using these virtual machines to extend the PCC  
framework would result in an undesirably large TCB and hence an ineffective PCC 
framework. 

For EPCC, we need a virtual machine so simple that, it is feasible for a human to 
inspect and verify it. None of the mentioned virtual machines or any other ones that 
we are aware of has been developed with this goal in mind. JVM, .NET, and other 
well-known virtual machines focus essentially on performance, portability, etc. Simi-
lar to other components of the TCB in traditional PCC and OPCC, the VEP is imple-
mented in C language. However, unlike the OPCC that extends the TCB for about 
9000 lines of C code, the implementation of the VEP is less than 300 lines of code 
which makes it possible to be easily verifiable by humans and gives it the potential of 
being proven safe in the future. Therefore, we have shown that the VEP is orders of 
magnitude smaller and it is simpler than popular virtual machines.  

5   Application of EPCC 

The proofs in PCC are commonly represented in the Twelf format [26] (an implemen-
tation of the Edinburgh Logical Framework (LF) [36]). We applied our approach to 
six proofs (see Table 2) produced by a solver made available by Aaron Stump5. The 
solver accepts quantified Boolean formulas benchmarks in the standard QDIMACS 
format, and emits proof terms showing whether the formula evaluates to true or to 
false. These proofs are the same as the ones considered in Stump’s work [15], where 
easy benchmark formulas from [21] different domains (formal verification, planning, 
etc)6 were solved to generate the proof terms. All proofs use a form of implicit LF [9] 

                                                           
4 All 256 available opcodes are assigned to these 36 instructions; few instructions with imme-

diate argument cover more than one opcode as the argument is encoded in the opcode itself.  
5 http://www.cs.uiowa.edu/~astump/software.html 
6 Interested readers can see [30] for a complete description of the domains and families of the 

proved formulae. 
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and can be as large as 7.4 megabytes. Although these proofs were not specifically 
designed for PCC, we believe that they can be fair representatives of large proofs, and 
be used in the absence of large PCC proofs due to the complexity of building them.  

5.1   Building a Proof Generator 

We created a proof generator for each of Stump’s proofs. Our proof generator consists 
of a package that comprises a compressed version of the proof and a VEP machine 
executable decompressor. That is, we built a self-decompressing executable program 
which will generate the original proof as a result of being executed on the VEP. For 
this purpose, we reused an existing off the shelf compression tool, Gzip [22], which 
we modified to make it VEP-enabled. We could have also created our own program 
that generates the proof by looking at patterns in the proofs and creating programs 
that would explore these patterns forming a compact representation of a proof as a 
running program. We deliberately chose not to proceed this way to show that our 
framework can be equally used with existing programs, relieving the users of our 
framework from creating proof generators from scratch. However, we recognize that 
one of the main drawbacks of our approach lies in the need to adapt any program  
used to represent a proof to the VEP, a task that may turn to be difficult and time 
consuming. There is definitely a need to further investigate this issue as a key future 
direction. 

Fig. 8 shows the steps involved in EPCC. The first and second steps are similar to 
traditional FCC. Given a proof, in the 3rd step a component called “proof generator 
builder” indicated by as a box with upward diagonal pattern in is responsible for 
building a proof generator. As shown in Fig. 8, the proofs are compressed using Gzip. 
To decompress the proofs on the consumer’s side, we needed to send the decompres-
sion tool that can run on the VEP along the compressed proofs. For this purpose, we 
modified Gzip component that performs the decompression task (called gunzip). This 
involved using static allocation, removing all preprocessor commands and function 
prototypes, in-lining functions, etc. In order to in-line the functions without causing 
an increase in the code size, we used the computed goto construct [24], which is a 
goto statement for which the address of the target is computed by an expression of 
type void*.  

The modified decompressor fetches its input (compressed data) from a literal string 
(array of compressed data) and outputs the decompressed data on the standard output. 
For the decompressor to fetch its input from a literal string, and to print a character, 
respectively, readcmp and putchar were developed as two special functions. 

The modified gunzip C code (which now contains about 2000 LOC) is re-compiled 
to generate the assembly code of the gunzip (see Fig. 8). For this, we developed our 
own C compiler that supports a subset of C constructs that map to the VEP instruction 
set. The C compiler is based on the C89 open source complier [20]. Since the com-
puted goto is not supported by the ANSI C89 grammar, we added it to the C89 
grammar.  

The assembly code generated by the compiler is then given to the assembler as  
input which results in having the VEP-executable gunzip machine code as its output 
(see Fig. 8). Our assembler implemented in C, permits assembly-time arithmetic  
operations to take place in order to compute constants to include in the assembled 
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program. Thus, the expressions are evaluated during the assembly and the results 
become permanent parts of the code. 

Gunzip machine code and the compressed proof are packaged to form a proof gen-
erator sent to the consumer. This packaging is performed manually by allocating the 
compressed stream statically in the code space. This saves us a lot on stack space in 
comparison with the case we dynamically allocation the compressed data in a global 
variable. The compressed stream is then read by the decompressor using the auxiliary 
function readcmp. This is the only function that we add to the existing decompres-
sor code so that it can read the compressed data from within the decompression code. 

Before sending the proof generator, the producer needs to add the request in code 
size, heap size, stack size, and execution time to the proof generator program header. 
For this, he has the option of running the proof generator on a copy of the VEP in-
stalled on his side. The VEP contains a feature that can add automatically the actual 
amount of the consumed resources to the proof generator program header. 

 
Fig. 8. Detailed diagram of our sample implementation of EPCC 

5.2   Results of Applying the Approach  

Table 2 shows the results of applying our approach to the proofs selected for this 
study. For each proof, the original proof size (N) and the size of the proof generator 
(NPG) are represented.  

The size of the proof generator excluding a compressed proof is about 15KB 
(which is the size of gunzip machine code and is constant for all of our proof genera-
tors). The proof generators average 2.9% the original proofs which is about 34 times 
smaller than before, which constitutes a significant gain in size reduction. The proof 
generator reduction in size relative to the original size of the proof is represented as 
the percentage of space savings (SS): 
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Space Savings = 1 - (NPG / N) 
 
The space saving ratio of proof generators to the size of the original proofs ranges 
from 87.19% up to 96.77%. The table also shows the elapsed times of the execution 
of proof generators on the VEP. All times are reported in seconds on an Intel Core 
Duo CPU 2.00GHz, 2MB cache, 1GB main memory, running Windows XP. We can 
see that the VEP performed in less than a second for processing the proof generators.  

Table 2. The size effect of representing proofs as programs 

Experiment N NPG SS % Elapsed time Domain 
cnt01e 164 KB 21 KB 87.19 < 1s Formal verification 
tree-exa2-10 337 KB 25 KB 92.58 < 1s Pattern matching  
toilet 02 01.2 917 KB 45 KB 95.09 < 1s Planning  
1qbf-160cl.0 1407 KB 59 KB 95.80 < 1s Formal verification 
tree-exa2-15 3847 KB 115 KB 97.01 < 1s Pattern matching 
toilet 02 01.3 7377 KB 238 KB 96.77 < 1s Planning  

6   Conclusion and Future Work 

In this paper, we presented an extension to a traditional proof-carrying code frame-
work in which proofs tend to be considerably large to transmit. Our extended frame-
work is based on the idea of representing proofs and programs that are sent to the 
consumer. As such, the consumer runs the program and generates the original proof. 
The proof generator program should be the shortest possible to maximize the size 
reduction gain.  

We developed a virtual machine called the VEP that runs on the consumer’s side 
and which is responsible of running the proof generator program. The implementation 
of the VEP contains less than 300 lines of code which is a minor extension to the 
consumer’s TCB.  

The VEP enables the proposed extended PCC framework to make the PCC idea 
more scalable and practical by providing the code consumer with the possibility of 
using a safe environment in which a large class of proof generators can be executed in 
a secure manner, regardless of the original logic in which the proofs were represented.  

In the future, a first practical step will be to obtain a VEP that has been proven safe 
using the conventional PCC framework. In this way, the VEP would not increase the 
size of the TCB at all. Writing an oracle-based proof generator could be another pos-
sible direction to explore. This proof generator could be one which uses the proof 
witness in order to rebuild the original proof. Therefore, there would be no need to 
use any non-deterministic proof checker on the consumer side and the verification 
could be done with the original PCC proof checker. In this way, we would not force 
the consumer to change the PCC structure to gain the benefit of small proofs in OPCC 
and there will be no need for compromises in the size of the TCB. When both the 
proof generator and the proof checker can work incrementally, the whole proof need 
not be rebuilt at any one time on the consumer side. Instead, the output of the proof 
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generator can be piped into the input of the proof checker, which consumes (and veri-
fies) parts of the proof as soon as they are output.  

In addition, we intend to continue experimenting with the proposed approach using 
larger proofs. This can be hard to achieve due to the unavailability of proofs for large 
systems.  

Finally, we intend to compare the results of our approach with existing approaches 
such as the oracle PCC [11], although the size reduction gain should not be the only 
criterion that needs to be used in the comparison since, again, any approach that in-
creases considerably the TCB poses risks to security no matter the size compression 
ratio achieved.  
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Abstract. The paper presents a naturalness preserving transform (NPT) based 
collusion and compression resistant watermarking technique for video. An im-
age that is statistically similar to a video frame is chosen as the watermark and 
this image is embedded independently in consecutive frames of the video.  To 
enhance the resistance to inter frame collusion based attacks, a non-overlapping 
block matching is used to determine the region for placing the watermark in 
consecutive frames. Only a trace of the watermark image is embedded which 
enhances the robustness of the watermark to different attacks. When a frame 
and the image become substantially different, another image is chosen as the 
watermark. The size of the watermark determines the quality of the water-
marked video frames. Watermark extraction is blind and requires only the re-
gion where the watermark was originally placed.  The reconstruction process is 
iterative and bestows immunity the watermark against noise and lossy compres-
sion. Analysis indicates that the watermark is sufficiently immune to second  
order inter-frame statistical attacks and is quite robust to image level compres-
sion. Experimental results confirm these theoretical findings and demonstrate 
the resistance of the technique to temporal frame averaging, additive noise and 
JPEG based compression. However, the technique is limited by the fact that the 
original video sequence (frames) is required for reconstruction based recovery 
of the watermark from the watermarked video sequence.  

Keywords: Watermarking, Video, naturalness preserving transform, attacks.  

1   Introduction 

Video Watermarking can be used for copyright protection or for tracking its distribu-
tion. In addition, it can be used for protection against duplication and to monitor 
broadcast [1]. A watermark can be embedded in video by considering it as a sequence 
of image frames or by recognizing the temporal dependency in addition to the inhe-
rent spatial redundancy [2]. Watermarking can also be done in the raw video or in 
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different stages of compression process [3]. This can be done the pre-quantized  
transform stage [4], in the post-quantization stage [5], prior to or posterior to rounding 
[6] or in the VLC/CABAC codes [7]. The temporal dimension can be exploited in 
both the uncompressed and compressed by embedding fixed or varying watermarks, 
content dependent [8] or independent watermarks in static or dynamic regions of the 
frames [9]. Any process that alters or makes watermark extraction difficult is an at-
tack [10]. Watermarked video can be subject to attacks similar to watermarked image. 
Filtering, lossy frame compression, noise addition and geometrical manipulations, 
video editing constitutes such attacks [10].  The twin requirements to be fulfilled are 
imperceptibility and robustness. Different watermarking schemes proposed address 
the requirements of invisibility and robustness in the image domain. These schemes 
can be divided into two broad categories: spatial domain and transform domain wa-
termarking. The transform domain schemes [11] are more robust to noise, geometrical 
manipulations, cropping and lossy compression. Different types of transform domain 
watermarking are more robust to different types of manipulations. DCT based water-
marking is more robust to lossy compression [12], DWT based watermarking to noise 
[13], DFT based watermarking to geometrical changes [14]. Video watermarking 
introduces a number of new issues that are not present in image watermarking due to 
the addition of the temporal dimension. The large amount of data and intraframe re-
dundancy makes video susceptible to temporal attacks like frame averaging, frame 
dropping, and  statistical attacks like collusion I and II [15] for the detection or re-
moval of the watermark. In addition, motion estimation and compensation in video 
compression process is highly detrimental to watermarking in the predictive frames. 
These specific attacks render image or any frame-by-frame watermarking schemes 
vulnerable to video specific attacks. Non-hostile video processing like photometric 
manipulations like gamma correction, spatial filtering, trans coding that modify the 
pixel values in all the frames; spatial and temporal de-synchronization like changes in 
aspect ratio, spatial resolution; and video editing constitute non malicious attacks 
unique to video domain [16]. Desynchronization can also be as a malicious process to 
defeat watermarking [17]. It is the process of identifying the association between 
spatial and temporal coordinates of the watermarked signal and that of an embedded 
watermark. A spatial desynchronization attack [18] may perturb the synchronization 
between the signal and the embedded watermark by geometrical variations like rescal-
ing, reorientation etc. so that detector is not able to locate the position of the water-
mark. Temporal synchronization attack [19] exploits the high degree of temporal 
similarity allowing frame dropping, insertion of arbitrary or averaged frames etc. This 
makes watermark extraction extremely difficult. Real time watermarking [20] can be 
additional need that puts a limit to the complexity of the watermarking algorithm and 
requires watermarking in the compressed domain itself. 

The remaining paper is organized as follows. Section 2 discusses approaches specif-
ic to robust video watermarking techniques. Section 3 enumerates a set of design 
guidelines for embedding an imperceptible watermark immune to collusion attacks. In 
section 4, a watermarking technique based on non-overlapping block matching and 
NPT has been proposed for embedding watermarks in video. In section 5, a theoretical 
analysis has been presented along with implementation results to evaluate and establish 
the efficacy of the proposed technique. The conclusions are given in section 6. 
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2   Video Watermarking Approaches 

Video watermarking endeavors to hide a watermark in a manner such that the  
watermark survive discovery through statistical estimation or obliteration by de-
synchronization in addition to immunity to noise and compression. Various methods 
have been proposed that range from methods that are just an extension of image wa-
termarking to video specific techniques where both the watermark sequence and the 
embedding process are determined by the characteristics of host video sequences. 
Some of the representative approaches are as follows. In [21], a PN sequence is 
spread over the video frames in the spatial domain and repeated over the entire video 
in a sequential manner such that the watermark frame correlation was 0 or 1. This 
rendered the watermark collusion resistant to some extent. In Just Another Water-
marking System (JAWS), higher dimensional PN sequences were utilized to mark the 
video frames such that inter frame watermark correlation was close to unity, Bit plane 
decomposition of the video frames was performed in [22] for watermark insertion. 
The video sequence is watermarked by replacing one of the least significant planes of 
each frame by a PN binary sequence. These result in low pair wise correlation in 
watermarked signal for independent host frames and high pair wise correlation for 
identical host frames. In transform domain approaches, noise like sequences is added 
to the transform coefficients with a key support for collusion resistance. All these 
spatial or transform domain approaches are vulnerable to desynchronization and re-
quire generation and storage of keys. Temporal partitioning for multiresolution scene 
dependent watermarking is proposed in [23]. The watermark is embedded such that 
the correlation of watermarks is high for static and low for dynamic scenes to attain 
collusion resistance. Average luminance in sub-regions is modified for watermarking 
[24]. The average luminance regions are categorized on the basis of partitioning using 
a secret key. Local correlations render the watermark collusion resistant. In [25], sets 
of video hash functions have been utilized to generate video content dependent noises 
like watermark sequences for achieving statistical invisibility and collusion resistance. 
A method to improve imperceptibility by reduction of flickering effect is proposed in 
[26]. The work also proposes methods for determination of video scene characteristics 
for robust watermarking. It is shown in [27] that frame-by-frame watermarking em-
bedding, which is oblivious to content characteristics is highly susceptible to collu-
sion attacks. A content dependent watermark with time dependent embedding strength 
has been proposed as an effective deterrent to collusion based attacks.  In-depth anal-
ysis and design guidelines for collusion-immune watermarking are presented in [28]. 
The work indicates that statistical invisibility can be achieved through content depen-
dent watermarking. Such watermarks exhibit high correlation for similar frames and 
negligible correlation for independent frames. A spatially localized water marking 
technique with random footprints has been proposed along these guidelines [29]. 
Apart from these, watermark embedding has been proposed in the motion vectors 
[30], post quantized transform coefficients [31]. Watermark embedding in motion 
vectors makes the watermark fragile [32] while compressed domain is mostly tied to 
the compression standard. Both achieve the requirements of real time watermarking 
but are intolerable to transcoding, scaling etc. Intermediate transform domains like 
NPT have been used for image watermarking [33]. NPT based image watermarking is 
resistant to noise addition and tolerates high degree of compression. The process  
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embeds only traces of the watermark in the host, not the complete watermark and the 
perturbed part of the original signal that becomes the part of the final signal is tightly 
coupled to the original host. This makes a potential candidate for collusion resistant 
video watermarking. In this study, NPT based watermarking of image has been  
explored and extended for efficient watermarking of video signals.   

3   Design Guidelines 

A transparent and robust watermark should be such that the watermark is present and 
detectable in every frame of the video sequence. Moreover, the watermarked video 
frames should also have high fidelity so that the watermark is not discernable to the 
human eye. These requirements need to be satisfied along with the collusion resistance, 
compression tolerance, noise and synchronization immunity. These requirements and 
constraints can be met through the design guideline that is intuitively developed as 
follows. First, to tolerate compression, the transform coefficients of the watermarked 
signal should be large enough to survive the quantization. In block-based compression, 
quantization is applied on each coefficient of the block to a different degree. These 
coefficients are almost decorrelated. If the watermark is applied in the spatial domain 
and is an independent broadband signal, then, it shall lie in the mid to high range AC 
coefficients where the high quantization level can obliterate these low amplitude wa-
termarks. Moreover, a watermark that is statistically similar to the block it is embedded 
in and also exhibits high pair wise correlation with the target block in the reference 
frame resists both intra and inter-frame compression [36]. Thus, a compression robust 
watermark requires that the watermark signal be a narrow band signal with coefficients 
that are large enough to withstand quantization but low enough not induce visible dis-
tortions. The embedding process or the watermark should be such that the watermark 
coefficients are correlated to one another and to the host signal so that they map to-
wards the DC coefficients in the DCT domain. Transforms that have poor energy com-
paction like Hartley transform can be employed for data hiding [34]. To be immune to 
noise, it is required that different watermark coefficients are correlated and the water-
mark is able to withstand a variance reducing integrate and dump filter type operations 
[35]. Multi-frame collusion attacks manifests in two forms [36]. Type I collusion arises 
when a number of uncorrelated frames of a video sequence are marked with highly 
correlated watermarks. This case arises when a fixed watermark is used to watermark 
all the frames and that watermark is independent of the video sequence.  Type II collu-
sion arises when large number of statistically similar frames of a video sequence is 
marked with linear combination of uncorrelated independent watermarks [15]. This 
happens when a noise like pattern in embedded in the video. Type I Collusion can be 
evaded if the watermark sequence is independent in each frame because the linear 
frame combining will not enhance the watermark. The requirements for Type II collu-
sion are opposite to that of Collusion Type I. If the same watermark is embedded, 
collusion will fail and any averaging would fail to produce a marked free copy. Resis-
tance to collusion amounts to statistical invisibility. A video sequence that is water-
marked exhibits statistical invisibility if and only if the correlation coefficient between 
the host frames is equal to that of the corresponding watermarked frames and the host  
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video is highly correlated to the watermark. The aforesaid observation leads to the 
following design criteria. The first guideline concerns with the original and water-
marked video sequences while the second design guideline ensures correlation between 
the host and the watermark signals.  

The first design guideline states that there should be statistical invisibility of the 
watermark. Statistical invisibility is the consequence of the lack of observable differ-
ence between the host and the watermarked sequence [14]. This can be ensured if 
embedding process is such that the perturbation to the host signal results in a signal 
that differs from the original signal only by a scaling factor i.e the probability density 
functions (pdfs) of the signals are similar. Similarity of the pdfs is possible when the 
variance and other higher moments of the two signals are close to one another. The 
second design principle enshrined in [36] states that that visually similar regions or 
frames of the video are marked by consistent watermarks. Finally, the video should be 
divided into scenes that have the same genre the watermark should be placed in the 
part of a frame that has low difference between adjacent frames. 

4   Proposed Technique 

4.1   Basic Idea 

As in image watermarking via NPT [37], a watermark is embedded in every frame of 
the video. The region is chosen on the basis of interframe similarity. The watermark 
effectively resists collusion based watermark estimation attacks and is impervious to 
noise and lossy compression to a large extent. This immunity is intrinsic to the 
process of generation and retrieval of the watermark by NPT and the underlying trans-
form employed by NPT. To enhance the resistance to collusion based attacks, a non-
overlapping block matching is used to find the region for placing the watermark. The 
iterative process of watermark reconstruction bestows relative immunity to noise and 
quantization error in the compression process.  

4.2   Watermark Embedding with NPT and Non-overlapping Block Matching 

The watermark is embedded and extracted via Naturalness Preserving Transform 
(NPT), an intermediate spatial-frequency domain representation of a signal. NPT, 
which is the intermediate transform, is utilized for embedding and extraction of the 
watermark and representation of the video frames.  NPT is a linear combination of two 
or more transforms in which the individual transforms contribute such that the inverse 
exists. The NPT of an image P of size 2n×2n given as [38]:   

Where  (0 ; ∑ 1)  is a vector of k components.   is the hybrid 
transform operator and is defined as stochastic weights of the set of orthogonal  
matrices: , , … … . . , .    1   1   1 1    
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The three different terms in the right side of the above equation are explained as 
follows. The first term  shows the weighted original image and is the cause of 
visual characteristics of the original image. The second term 1  is the 
weighted version of orthogonal transform. The third term 1   is a 
function of original image and orthogonal transform matrix. This term introduces 
redundancy and can be employed for reconstruction of the missing portion of an 
image. In an image watermarked via NPT, the first term preserves the visual imper-
ceptibility of the image while the third term enhances robustness by aiding in the 
recovery of the watermark in an attacked watermarked image. Each video frame is 
watermarked separately via the NPTation. Except the first frame, the regions of the 
subsequent frames to be watermarked are a function of correlation between the 
frames. Initially, a watermark image that is very small as compared to the frame 
dimension is inserted after deletion of that portion. The NPT transformed frame is 
formed by the addition of a large portion of the modified frame and a very small 
portion from its Discrete Hartley transform (DHT). The transformed image contains 
both the original spatial characteristics as well as the Hartley domain components of 
the image and NPT merely redistributes the watermark image into the original video 
frame. For large values of , NPT is able to invisibly code an image into the host 
frame while preserving the original visual appearance of the host. Once the first 
frame is watermarked as shown in fig. 1, the portion of the subsequent frames where 
the watermarked is to be insertion prior to NPT is decided on the strength of Inter-
frame correlation. In similar frames, the watermark should be placed in regions that 
are visually closest. Identical frames should be worked identically. This is achieved 
by non-overlap block matching to identify the closest regions in the current frame 
corresponding to the regions in the previous frame where the watermark had been 
placed.  The aim of non-overlap block matching is to allow the placement of the 
watermark into positions of different frame with similar genre. The procedure is 
same as conventional block matching with the change that the block is the previous 
frame that is matches to the block in the current frame does not participate in the 
block matching process nay further. The current and previous frames divided into 
8x8 blocks and the block matched in a limited search region. The watermark broken 
into 8x8 blocks are placed in the corresponding blocks of the current frame. For 
example, to determine the portion of the second frame to be replaced by the water-
mark image, a non-overlapping exhaustive search block matching is performed. The 
first frame is taken as the reference frame and the second frame as the target frame. 
Once a block in the reference frame matches with the block in the target frame, the 
block in the reference frame is excluded from the matching process (non overlapping 
search). MSE is used as the search criterion to maximize correlation between the 
blocks. This allows the identification of static scenes in the video that are also highly 
correlated. After the identification of the portion, watermark is embedded at the intra 
frame level. This is repeated for subsequent frames till Interframe correlation falls 
below a certain threshold indicating a new group of frames.  
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                                                             (a)                                      (b)            

Fig. 1. (a) Video Frame (first) to be watermarked; (b) watermark image 

The process of embedding the watermark in a video sequence proceeds through the 
following steps. 

1. To embed a watermark image W into a video, the first frame P of the host 
video V is considered. The size of the watermark W is very small (32×32 in 
the present case) as compared to the frame size (256×256 in the present 
case). The watermark image W is substituted at the place where the correla-
tion of W and the part of P is high. The new image Pappend is transformed via 
the NPT and generates an image called Qappend. The final marked frame is the 
transformed frame Qappend after replacing the watermark image portion by the 
equivalent parts from the original host frame. To smooth the sharp edges that 
result because of this substitution, the replacement is made by the NPT of the 
original frame with very low value of α (0.98 & 0.99). 

2. To embed the watermark into the second and subsequent frames, the original 
first frame and the second frame are divided into 8×8 sub macro blocks and 
non-overlapping block matching is performed between them using the mean 
square criterion. In non-overlapping block match, block in the reference 
frame that has been matched with a block in the second frame does not par-
ticipate in further matching process. The new Pappend frame for the second 
frame is formed after placing the relevant portions of W at the matched plac-
es. Step 1 is then repeated to obtain the watermarked second frame. The 
same procedure is repeated for subsequent frames. 

4.3   Watermark Extraction 

The Hartley transform component ensures that every point of the final image is a 
function of the entire image field and contains information about the entire signal. For 
a range of α below unity, the image displays a high degree of fidelity but there is an 
imperceptible Hartley component. These two properties allow for a unique approach 
to reconstruction of an image from an image embedded in noise. If a section is  
excised, then the total image I can be recovered by positing the contents of the  
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excised area by replacing in the missing region with a suitable candidate region. The 
reconstruction works by minimization of texture noise. The algorithm adjusts the 
noisy, or posits the missing pixels so that the variance of the texture measures of the 
pixel values in the known texture region is minimized by the inverse transform 
process.  The extraction of the watermark requires the original video sequence to 
supply the candidate region. Once, the region for the placement has been identified by 
non-overlap block matching, the watermark is embedded independently in each 
frame. 

The reconstruction of the watermark is performed independently for each frame. 
The iterative process is identical to the procedure illustrated in [37] and proceeds as 
follows. In the watermarked frame, the portion where the watermark was embedded is 
set to zero. The corresponding portion of the original frame is also excised. The itera-
tive process starts with the inverse NPT of the watermarked frame. The coefficients 
generated in deleted portion of the frame as substituted in the original frame and for-
ward NPT is done. The coefficients generated in the excised portion are then used to 
replace the excised portion of the watermarked image. The process of forward and 
inverse NPT is repeated till the watermark is regenerated in the deleted portion of the 
frame. The naturalness-preserving transform is a convex function and the restoration 
method essentially trades a priori information for incomplete information. A solution, 
defined as a vector left invariant under a suitable operation, is sought by successive 
iterations of the suitable operation. The convex nature of the range space ensures 
convergence.  

5   Results and Analysis 

To verify the efficacy of the proposed technique, test video sequence of Miss_America 
video was watermarked via the NPT with non-overlap watermarking. The embedding 
was performed as follows. 

1. The first frame F of Miss_America sequence is considered. A watermark im-
age, IIITM logo, W whose dimensions are small as compared to the frame 
size is chosen (W=32×32 for F= 256×256 in the present case) and shown in 
fig. 1. W should be placed in the region of maximum correlation but has been 
placed arbitrarily for testing in F to form F1 as shown fig. 2. 

2. The NPT FI of F1 is obtained by taking forward NPT with  as 

shown in fig. 3. 

3. The portion of the watermark W is excised from F1 and coefficients of that 
image portion are forced to zero as shown in fig. 4. 

The equivalent portion from the original frame replaces the excised image portion. 
This generates sharp edges. To eschew this, NPT F is taken with  close to unity  
( = 0.98 in over case) to generate F’. The excised image portion is then replaced by 
corresponding portion of F’ to form the final watermarked frame R as illustrated in 
fig.4. The extraction of the watermark from the watermarked signal is performed at the 
frame level.  

39.0=α

α
α
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Fig. 2. Watermark Image S superimposed over original image after Forward NPT 

 

Fig. 3. Image with watermark portion excised 

 

Fig. 4. Final watermarked Image 
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5.1   Collision Attacks and Frame Dropping 

In this section, an approximate analysis is done that indicates robustness of the NPT 
based watermarking against estimation attacks like Collusion I & II and to incidental 
attacks like lossy compression and noise. The analysis assumes that the system under 
intentional or unintentional attacks can be characterized by second order statistics. 
The watermark estimation attacks are point estimates that require the first two  
moments of the process. It is further assumed that the system affected by noise or 
quantization can be modeled or linear system with additive zero mean Gaussian noise.  

The watermarking process essentially perturbs the original signal by adding another 
signal that is function of the host signal. Let the original video sequence be denoted by 

, where  is the frame number. The final watermarked signal  that has been 
watermarked via NPT can be represented as    1  

where,  is the perturbation as generated by NPT and post processing. It is known 
that can be characterized by a generalized Gaussian Distribution [33] for  0.7. The value of  in the watermarking process ranges from 0.9 to 0.95 to en-
sure sufficient frame quality and avoid unnecessary degradation of output video se-
quence.  

Given a watermarked video sequence , 1,2, … , , … . . ,  the linear sum-
mation of the different frames is 

   1   

We assume that the perturbation signal has Gaussian distribution with zero mean and 
a variance of . For this sequence of these random variables, the variance of the 
sum, S is 

          

 ∑    & that of the average is 

   1  

When 0    

Depending on the interdependence between , and , following cases 
may arise. 

i. .  are correlated to one another while . are independent of one another 
and of the . . This case arises when each frame of visually similar  
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sequence is watermarked by a separate watermark that is independent of the 
frame. (Collusion Type I). The correlation   is  
 , 0; , 1; , 0 

 

ii. .   are correlated to one another while W(.) are independent of V(.) but 
correlated to one another. This case arises when each frame of visually simi-
lar sequence is watermarked by a sequence of similar watermarks or a fixed 
watermark that is independent of the frame. , 1; , 1; , 0 

iii. .  and .  are neither correlated to one another or among themselves. 
This happens when a sequence of independent frames are watermark by in-
dependent watermarks. , 0; , 0; , 0 

iv. .  are independent but the .  are correlated. This happens when a 
group of independent pictures is watermarked by a visually similar  
watermark sequence. (Collusion Type II) , 0; , 1; , 0 

v. .  and .  are correlated to one another and each V(i) and W(i) also ex-
hibit pair wise correlation. This is the case of content dependent watermarks. ,  ~ , ; , 1 

In Case (i) frame averaging, frame replacement by average of two similar (contiguous) 
frames may average out the watermark. Since, the watermark signals are uncorrelated, 
the variance of the sum reduces by factor n (number of frames). Thus, collusion I at-
tack behaves as, integrates and dump filter and obliterates the watermark defeating the 
watermarking process.  When uncorrelated frames are watermark by a fixed water-
mark, case (ii), an attack based on difference between the frames is employed to esti-
mate the watermark. The estimated watermark can be used to delete the watermark 
from the video sequence. When a sequence of independent images are watermarked 
independently, collusion based attacks are not relevant (case iii). It is a case of water-
marking images rather than video. Case (iv) constitutes a Collusion II attack; a differ-
ence operation would be similar to a watermark estimation attack, in which the attack 
shall reveal the watermark to the attacker. The watermark can then be erased from the 
video sequence. If the watermark is statistically similar to the host signal then attacks 
based on second order statistics would not estimate or erase the order. 

In the proposed watermarking technique, the watermark information is embedded 
in all the coefficients of the underlying frame through the Hartley transform. Thus, the 
perturbation in the watermarked signal becomes a function of the host signal.  In 
words, NPT renders the watermark dependent on the contents of the host image apart 
from the image used for creation of the perturbation. Though the NPT coefficients are 
characterized approximately by Generalized Gaussian distributions, they tend to other 
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distributions like Gamma distribution. This implies that the first two moments, mean 
and variance, may not be sufficient to guarantee statistical invisibility to focused sta-
tistical estimation attacks. For robustness to attacks, the probability density functions 
of the host and the watermark must be similar. To embed an effective watermark via 
NPT, the shape of the transformed signal histogram should be modeled accurately to 
determine the value of α for which the signal histograms exhibit similarity. The test 
data generated by the watermarking of images like Lena, Baboon and Vegetable were 
considered in lieu of Miss_America sequence. It was found that as α varies, the shape 
of the transformed signal histogram varies. For large values of α, α > 0.92, the histo-
gram of the watermarked frame exhibits the characteristics of the original image his-
togram as shown in fig. 7. It can be seen from the fig.7 a & b that as the value of α 
decreases below 0.90, the histogram exhibits more Hartley histogram characteristics 
and becomes more peaked and narrow. The results indicate that the content depen-
dence and statistical similarity of the watermarked signal to the original signal results 
in a watermark that is tightly coupled with the host signal. This makes it robust to 
estimation or erasure by collusion. 

 
          

 
Fig. 7a. Pixel Distribution for Miss_ America - Original and Watermarked images α=0.95, 
0.90, 0.85  
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Fig. 7b. Pixel Distribution for Lena - Original and Watermarked images α=0.95, 0.90, 0.85 

In the Miss_America test sequence, the following operations were performed to va-
lidate the robustness of the technique. First, watermarking was performed on a se-
quence of 10 frames with an α=0.93. The second, fourth, sixth and ninth frames were 
dropped and regenerated as an average of the preceding and the succeeding frames.  It 
was observed that the watermark is retained even in the averaged frames. The water-
marks extracted from such frames were highly distorted with an average PSNR of 
around 25. However, the extracted watermarks were distinguishable to the human 
eye.  

5.2   Noise, Compression and Cropping 

A video sequence is stored or transmitted in the compressed domain. The process of 
compression usually involves energy concentration by block based DCT followed by 
quantization of the DCT coefficients. The Quantization operation incurs a loss and can 
be characterized as zero mean gaussian noise with a variance σq

2.  In addition, when a 
compressed video is transmitted over a channel, it is further corrupted by a zero mean 
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gaussian noise with variance σn
2. The Hartley transform is like integration over the 

entire image. The transform localizes many essential global features of the image in the 
spectrum. Some of these are the background image intensity, repeating patterns, slow 
variation in intensity, diffused edges etc. On the contrary, features that are localized in 
the spatial domain are spread over the spectrum. These are sharp edges, lines and other 
rapidly varying texture or sharpness of lines and edges are scattered. Any technique 
that works on the synthesis of the image by working via texture synthesis or restoration 
shall remove the effect of noise in the process. The inverse NPT transformation 
process based on Projection on Convex Surfaces is able to achieve this in a precise and 
extendible fashion. Moreover, the location of the errors is not important in NPT. All 
the samples are equally protected because all samples are represented in each element 
of the transformed matrix. The inverse Hartley transform, which is identical to the 
forward transformation, is integration over the complete frame. It involves pair wise 
product and addition of the noisy coefficients. The gaussian noise is thus squared and 
averaged during inverse transformation.  

The effect of both noise and compression can be modeled a linear communication 
system with a square law detector corrupted by zero mean additive white gaussian 
noise, 0, . Given an observed noisy signal , hypothesis testing can be formu-
lated for the detection of the signal E as a ‘0’ (null hypothesis ) or a ‘1’ (alternate 
hypothesis ). Under , it is assumed that the signal is zero and the contribution is 
only from noise. Thus, y is the sum of 2  independent Gaussian random 
riables 0,  and  ~    where    is a (central) chi-squared distribu-
tion with 2M degrees of freedom [38]. 

The probability density  of  under  is  1  12  1  
 

Under the alternative hypothesis , the contribution is from the signal plus noise. 
This generates non-zero mean Gaussian variables.   is the sum of squares of 2  
independent Gaussian random variables with means    and   and therefore is 
distributed as   ~  ;| |  is a noncentral chi-squared distribution with 2  

degrees of freedom and the noncentrality parameter | |  ∑    [38]. 
Thus, the probability density of y under  is given by  

 1 | | 2⁄  | | 2⁄!     
 is the sum of 2  independent random variables (each of them is a squared Gaus-

sian), and therefore, according to the central limit theorem, for large  15 , the 
distribution of  is asymptotically Gaussian. The variance of these gaussian variables 
are  and , indicate that the inverse transformation reduces in the variance 
by . . This makes NPT more impervious to noise & lossy compression as com-
pared to other existing watermarking systems. This is reaffirmed under the test condi-
tions where the watermark could be extracted under mild to severe noise. Gaussian  
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Table 2. PSNR Values for Addition of Gaussian Noise with various standard deviations (SD) 

Standard Deviations SD-1 SD-10 SD-50 SD-100 
Original Watermark &  
Extracted Watermark 

(α=0.93) 
26.39 22.32 15.06 11.86 

Original Watermark &  
Extracted Watermark 

(α=0.90) 
28.31 23.16 16.31 12.01 

Similar trends were observed for lossy compression. To test the robustness of the 
watermark, the watermarked image of Lena was compressed using JPEG compression 
with different quality (90-50). It was observed that, similar to noise addition, the  
quality of the extracted watermark declined with the decrease in the quality of JPEG 
compression as given in table 3. At very low quality of compression as shown in 
fig.9, the PSNR of the extracted watermark was very low (PSNR 9.22 for 50% quality 
factor as 50 and 0.93 and the watermark could not be taken as extracted. Howev-
er, the decreased quality of compression impaired the image beyond reasonable usage 
establishing the robustness of the technique against frame level compression. Further, 
it was found that the watermark is also resistant to cropping. Different degree of crop-
ping from different parts of the watermarked frames was performed. It was observed  
 

Table 3. PSNR Values for various lossy JPEG Compression quality factor index 

% Compression 90 80 70 60 50 
Original Watermark 

&  
Extracted  

Watermark (α=0.93) 

23.09 20.91 15.23 12.90 10.22 

Original Watermark 
&  

Extracted  
Watermark (α=0.90) 

27.04 25.13 19.34 15.69 11.97 

Table 4. PSNR Values for Cropping Attack with various cropped area percentage 

Cropped Dimensions       
(a) Coincide with  

watermark; (b) No coincide 
with watermark 

(a) 
1.25% 

 (b)  
1.25% 

(b)        
6.25% 

 
(b) 

12.25% 
 

Original Watermark & 
Extracted Watermark  

(α=0.93) 
26.57 26.28 23.30 16.93 

Original Watermark & 
Extracted Watermark  

(α=0.90) 
26.49 25.51 24.85 17.28 
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underlying host. The embedded watermark is derived from the host signal and is sta-
tistically similar to the host as well as to the watermarked signal. This renders the 
watermark quite immune to second order statistics based collusion attacks. The vulne-
rability to compression is a function of strength of the perturbation i.e. α. The value of 
α governs the recovery of the watermark from watermarked signal distorted by com-
pression, noise etc and also the fidelity of the watermarked signal. Higher values of α 
ensure recovery at the cost of fidelity and vice versa.  The final value is a tradeoff 
between resistance and fidelity. The texture reduction process of watermark recovery 
imparts a higher degree of noise immunity as compared to other watermarking 
process and the watermark is able to sustain substantial amount of noise, lossy com-
pression and distortions like cropping etc.  However, since the underlying Hartley 
transform does not fully decorrelate the signal, intraframe collusion can be devised to 
estimate or obliterate the watermark. The transform also concentrates the energy of 
the signal at the corner points distorting the frame at the corners. The watermarking 
recovery requires the original frame that limits the applicability of the watermarking 
process. Finally, the robustness of the watermarking technique has not been tested 
against specialized attacks. The immunity of the watermark to video editing etc. also 
needs to be investigated. 
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