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Preface

Welcome to the proceedings of the 2010 International Conference on u- and  
e-Service, Science and Technology (UNESST 2010) – one of the partnering events of 
the Second International Mega-Conference on Future Generation Information Tech-
nology (FGIT 2010). 

UNESST brings together researchers from academia and industry as well as practi-
tioners to share ideas, problems and solutions relating to the multifaceted aspects of  
u- and e-services and their applications, with links to computational sciences, mathe-
matics and information technology. 

In total, 1,630 papers were submitted to FGIT 2010 from 30 countries, which in-
cludes 223 papers submitted to UNESST 2010. The submitted papers went through a 
rigorous reviewing process: 395 of the 1,630 papers were accepted for FGIT 2010, 
while 50 papers were accepted for UNESST 2010. Of the 50 papers 8 were selected 
for the special FGIT 2010 volume published by Springer in the LNCS series. 27  
papers are published in this volume and 15 papers were withdrawn due to technical 
reasons. 

We would like to acknowledge the great effort of the UNESST 2010 International 
Advisory Board and members of the International Program Committee, as well as all 
the organizations and individuals who supported the idea of publishing this volume of 
proceedings, including SERSC and Springer. Also, the success of the conference 
would not have been possible without the huge support from our sponsors and the 
work of the Chairs and Organizing Committee. 

We are grateful to the following keynote speakers who kindly accepted our invita-
tion: Hojjat Adeli (Ohio State University), Ruay-Shiung Chang (National Dong Hwa 
University), and Andrzej Skowron (University of Warsaw). We would also like to 
thank all plenary and tutorial speakers for their valuable contributions. 

We would like to express our greatest gratitude to the authors and reviewers of all 
paper submissions, as well as to all attendees, for their input and participation. 

Last but not least, we give special thanks to Rosslin John Robles and Maricel Bali-
tanas. These graduate school students of Hannam University contributed to the editing 
process of this volume with great passion.  

December 2010 Tai-hoon Kim
Jianhua Ma

Wai-chi Fang
Byungjoo Park

Byeong-Ho Kang
Dominik l zak
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Design and Implementation of a Threaded Search
Engine for Tour Recommendation Systems�
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In-Hye Shin1, and Mikyung Kang2,��
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Abstract. This paper implements a threaded scan engine for the O(n!)

search space and measures its performance, aiming at providing a respon-

sive tour recommendation and scheduling service. As a preliminary step

of integrating POI ontology, mobile object database, and personaliza-

tion profile for the development of new vehicular telematics services, this

implementation can give a useful guideline to design a challenging and

computation-intensive vehicular telematics service. The implemented en-

gine allocates the subtree to the respective threads and makes them run

concurrently exploiting the primitives provided by the operating system

and the underlying multiprocessor architecture. It also makes it easy to

add a variety of constraints, for example, the search tree is pruned if the

cost of partial allocation already exceeds the current best. The perfor-

mance measurement result shows that the service can run even in the

low-power telematics device when the number of destinations does not

exceed 15, with an appropriate constraint processing.

1 Introduction

With the development of vehicular telematics networks, many new services can
be provided to drivers according to their vehicle types. For example, a rent-a-car
driver can retrieve a bunch of real-time information on the current traffic condi-
tion as well as the tourist attraction he wants to visit. In addition, a taxi driver
can pick up a passenger according to the dispatch system [1]. Such telematics
services will evolve along with the development of new vehicular communica-
tion technologies and the performance upgrade of telematics devices. With the
ever-growing communication speed and the sufficient computing power, more

� This research was supported by the MKE(The Ministry of Knowledge Econ-

omy), Korea, under the ITRC(Information Technology Research Center) sup-

port program supervised by the NIPA(National IT Industry Promotion Agency).

(NIPA-2010-(C1090-1011-0009)).
�� Corresponding author.

T.-h. Kim et al. (Eds.): UNESST 2010, CCIS 124, pp. 1–7, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 J. Lee et al.

sophisticated services can be developed and provided to the users, even though
they need to process a great volume of data and run a complex algorithm.

Tour planning is considered to be one of the most promising telematics ser-
vices, especially for rent-a-car drivers on the tourist place [2]. Its main function
is to decide the tour schedule based on personal preference, current traffic con-
dition, tourist attraction information, and so on, as shown in Figure 1. In most
tourist places, the information on each tourist attraction is usually organized
already in the database, or sometimes in ontology [3]. Such information covers
the details on each tour point including how to reach, how much time it takes
on average, activity to do, and so on. Hence, the amount of data and their pro-
cessing grows significantly. Meanwhile, Jeju province in the Republic of Korea
has diverse kinds of unique tourist attractions, such as beaches, volcanoes, cliffs,
mountains, subsidiary islands and so on, while hosting a lot of tour activities
including ocean sport, golf, hiking, and the like within a relatively small area.
Since so many diverse tour plans are possible, the tourist needs the assistance
from an intelligent tour planning system [4].

Fig. 1. Tour planning system

Generally, the tour recommender system consists of two steps [5]. First, the
system selects the candidate POIs sorted by their ranks or scores determined
by the system-specific criteria and algorithms. The second step filters candidate
POIs to generate a corresponding tour schedule, considering calculated ranks,
given time constraint, user location, and current traffic condition as shown in
Figure 2. Particularly, for a tourist who accesses and retrieves information via a
telematics device inside rent-a-car, it is necessary to minimize the response time
to say nothing of the number of user-system interactions. Computing an optimal
route for multiple POIs is an instance of TSP (Traveling Salesman Problem)
which is known to be NP-hard, and the number of candidate POIs is extremely
critical to the response time.

Obviously, the efficient heuristic and the multithreaded program are two best
strategies to speed up the computation time for a complex problem. TSP is
one of the most classical computation-intensive problems for which a lot of
famous heuristic methods have been developed [1]. Most of them, including
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Fig. 2. Example of a tour schedule

Lin-Kernighan algorithm, achieved great improvement in computation speed and
accuracy [6]. However, existing schemes mainly consider just the distance be-
tween the destinations, so it is quite difficult to integrate additional constraints
a driver may specify and submit in tour planning. For example, lunch time
must be put between 12:00 and 13:00 on a specific restaurant type, or the mu-
seum must be visited prior to beach area. Without an efficient heuristic, the time
complexity of O(n!) is very sensitive to the number of POIs that are to be sched-
uled. Moreover, those services need to process a great amount of data includ-
ing personal preference, detailed POI attributes, and the navigation-scale road
network [7].

Even though the execution time grows too much to be used for larger n, a
strong constraint can prune the unnecessary branch in the search space tree.
Moreover, along with a well-defined constraint, the multithreaded execution can
further improve the computation time without sacrificing the accuracy of the
final solution. For the sake of verifying how fast the multithreaded program
can response to the user request, actual implementation and application to the
real data is important. In this regard, this paper is to build a multithreaded
computing framework for the tour planning service and measure its performance,
aiming at providing convenient tour schedule to vehicular telematics users. The
framework includes threaded search engine and constraint processing primitives.

This paper is organized as follows: After issuing the problem in Section 1, Sec-
tion 2 designs and implements the threaded search engine for the tour schedule
Performance measurement results are demonstrated to reveal the practicality of
our implementation in Section 3. Finally, Section 4 summarizes and concludes
this paper with a brief introduction of future work.

2 System Design and Implementation

The overview of our framework is described in Figure 2. The first step is to
process the road network represented by the ESRI shape file format. Based on
this, a route between every pair of POIs can be calculated. In integrating the
up-to-date traffic condition, a commercial or civilian service is available in most
cities including Jeju. This information is mapped to the road network. Second,
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POI details have been organized in travel ontology by another member of our
research team [3]. Third, POIs are classified by their characteristics first and
necessary fields are defined, while each field is associated with the appropriate
attribute [8]. Additionally, how to specify the user preference and constraint
was researched in [9]. Here, user preference is defined by geographical terrain
preference, time preference, and activity preference, based on general attributes
such as demographic information, tour history, and tour motivation.

As a preliminary step to integrate all these components, this paper implements
the multithreaded search space scan engine which assigns subtrees in the search
space to each thread. The multiprocessor architecture is now commonly available
in PCs, notebook computers, and even in vehicular telematics devices. In this
architecture and the Windows-based operating system, each thread is allocated
to each processor and executed. The tour schedule service can run either on
the in-vehicle telematics device or on the remote high capacity server and then
transmitted to the driver via the appropriate wireless communication channel.
Our implementation runs on the machine equipped with Intel Core2 Duo CPU
working at 2.4 GHz clock, 3.0 GB memory, and Windows Vista operating system,
while the measurement of actual execution time can give us a useful guideline,
for example, where the service is placed, how much constraint can be combined,
up to how many destinations the service can provide the reasonable service level,
and the like.

To begin with, this paper makes a program which calculates the distance be-
tween each of n nodes using the A* algorithm [10]. Classical Dijkstra’s algorithm
consumes too much time, as the number of pairs gets larger for larger n. Even
if A* algorithm cannot always find the optimal solution, its execution time is
much short [8]. Moreover, one-to-many version of A* is also available [11]. In the
subsequent version, we will implement a thread that works in background to up-
date the cost between the major POIs according to the traffic condition change.
For n POIs, it is necessary to visit n! leaf nodes, each of which corresponds to
a complete schedule, if we don’t have another constraints. Furthermore, each of
n top-level subtrees has (n− 1)! leaf nodes. In the dual CPU platform, the tour
planner creates two equal-priority threads, each of which processes n

2 subtrees.
If no other constraint is given, the execution time of each thread is the same.
Otherwise, it is advantageous to create n threads and allocate them one by one
each time a thread completes scanning one subtree.

Next, constraint processing can prune unnecessary branch traversal in the
search space tree. Basically, after the search procedure reaches a leaf node, that
is, when a complete schedule is built, the cost for the schedule is calculated. If
the cost is less than the current best, namely the smallest cost, the current best
will be replaced by the new one. However, if the cost for an incomplete schedule
already exceeds the current best, it is useless to execute the remaining allocation,
as adding a new entry will make the cost increase monotonously. Accordingly,
our implementation checks the cost of partial allocation before proceeding to the
next entry allocation. Moreover, for the real-life tour schedule, such constraints
listed in Section 1 can further narrow the search space, reducing the execution
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time. It has the same effect as the reduction in the number of destinations, which
is critical in O(n!) search space processing.

3 Performance Measurement

This section measures the performance of our system implementation. Figure 3
plots the measurement result for the actual execution time of our implemen-
tation. The experiment makes the number of POIs change from 7 to 12. For
simplicity and without losing generality, the cost between each node is selected
randomly. As shown in this figure, the execution time is insignificant until n
reaches 8, where single-threaded version takes 0.01sec and the dual-threaded
version 0.007 sec, respectively. For the number of POIs less than or equal to 10,
it takes less than a second. When the number of nodes is 11, it takes 8.8 sec-
onds to make a tour schedule in threaded version, cutting the computation time
almost by half. The thread context switch and management overhead prevents
further improvement. From here, the program can clearly take advantage of the
threaded execution. However, if the number exceeds 12, even the dual-threaded
version cannot provide a reasonable execution time without a well-defined con-
straint processing.
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Fig. 3. Execution time measurement

Anyway, this result indicates that the tour planner can work also on the
telematics device when n is less than 10. For a single day trip, the number of
POIs generally lies in this range. In addition, threaded version can achieve the
computation speed-up almost proportional to the number of CPUs when n is
larger than or equal to 10, significantly reducing the response time.

Figure 4 plots the effect of constraint processing. For two threads, each thread
routine stores its own current best to alleviate the interference between the
threads in accessing the shared variable. Even if the single common current best
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can further reduce the search space, mutual exclusion on the shared variable
takes indisregardable overhead. The execution time is just 0.39 sec, while the
non-constrained version takes 102.7 sec as shown in Figure 3 and Figure 4. In our
experiment, the execution time is less than 30 sec until the number of POIs is 17,
but it goes to 700 sec when the number of POIs is 18. After all, this experiment
reveals that an efficient heuristic or strong constraint can significantly improve
the execution time. The tour schedule is highly likely to have strong constraints,
as the tourist has different requirements according to his tour length, preference,
and the like. So, our framework can work efficiently in the real-life environment.
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4 Concluding Remarks

This paper has designed and implemented a threaded scan engine for the O(n!)
search space for the tour recommendation system and measured its performance.
The implemented system allocates the subtree to the respective threads and
makes them to run concurrently on a multiprocessor architecture. In addition,
the constraint processing primitive is added to prune the subtree when the par-
tial allocation in progress has no hope to make a solution better than the current
best. The measurement result shows that the service can run even in the telemat-
ics device for the single day trip, even without any constraint processing. In our
experiment, the execution time is less than 30 sec until the number of POIs is 17
on an average performance personal computer. Based on this implementation,
an efficient service framework can be built for the development of prospective
vehicular telematics services by integrating existing POI ontology, mobile object
database, personalization profile.

At the next step, we are to classify the constraints that may be given to our
search engine and measure their effect, namely, how much each constraint group
can reduce the search space. The constraint may be time-based, sequence-based,
similarity-based, group-based, and so on.
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Abstract. This paper addresses how to manage the location history

data collected from the Jeju taxi telematics system and analyzes the

effect of the report position in a link to the average speed and stop prob-

ability. The analysis cannot only quantify how much the speed value,

included in each location report, will be accurate in calculating the ac-

tual link speed but also locate bottle-neck links. Using the road network

represented by an ESRI shape format, a map match scheme is designed

to calculate the position from one of the two end points. Then, the sta-

tistical analysis runs database queries on the vehicle speed and stop

probability for all records, for the records having the passenger-on sta-

tus, and for the records belonging to the hot links. The investigation

finds that the speed difference between the middle and end points of a

road segment can reach 13 kmh on average and locates intersections that

blocks vehicle traffic.

1 Introduction

Nowadays, it has become possible to use cell phones and GPS devices to collect
the movement patterns of people and transportation systems as well as their
spatial and social use of streets and neighborhoods [1]. This data collection can
make it possible to efficiently run urban actuators such as traffic lights, street
signs, and even inhabitants. In addition, we can get a lot of information on
traffic pattern, vehicle speed, and passenger’s waiting time provided that we
are targeting at moving objects in a transportation system [2]. Generally, such
an analysis requires large-scale data manipulation, raw data processing, and
� This research was supported by the MKE(The Ministry of Knowledge Econ-

omy), Korea, under the ITRC(Information Technology Research Center) sup-

port program supervised by the NIPA(National IT Industry Promotion Agency).

(NIPA-2010-(C1090-1011-0009)).
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intelligence in dealing with the unique features of the respective moving objects.
As for the vehicle object, it moves at very high speeds over the wide area, its
trajectory must follow the road network, and its movement varies according to
the vehicle type such as taxi, bus, truck, and the like [3].

For location tracking, a vehicle should be able to determine its location,
typically represented by latitude and longitude, by means of a GPS (Global
Positioning System) receiver. Then, vehicles report to the central server via an
appropriate wireless interface, regardless of whether it infrastructure-based or
ad-hoc style. The cellular network, such as 3G or CDMA (Code Division Multiple
Access) in Korea, belongs to the infrastructure network and provides ubiquitous
connection to all moving objects, even though it’s not cost-free and its bandwidth
is quite limited. A shorter report period, or frequent reports, necessarily creates
more accurate and refined tracking data. However, due to the communication
cost, the resolution of the tracking data must be compromised, even though the
communication rate is usually negotiable with the telecommunication company.
As the report keeps accumulating, the large-scale spatial database is needed for
efficient data storage and processing.

Nominated as the telematics model city by the national government of the
Republic of Korea, Jeju area has launched many research projects, product de-
velopments, and pilot system verification for the last few years. Among these,
the Taxi telematics system keeps track of the location of each taxi for an effi-
cient taxi dispatch, creating movement history data for tens of member taxis
[4]. The collected location data can also yield value-added information such as
pick-up and drop-off patterns, passenger travel time and distance, and dispatch
delays [5]. To say nothing of such vehicle-related information, we can also get the
road-specific information after associating the coordinate to the road segment,
for example, the vehicle speed distribution on the road, whether an intersection
needs to install a traffic signal, or whether its traffic signal blocks traffic. For
such analysis, it is important to know where the report occurs on the road seg-
ment. In this regard, this paper is to design a method to match the location to a
road segment and analyze the effect of such report position to the actual vehicle
speed and stop probability.

This paper is organized as follows: After issuing the problem in Section 1,
Section 2 describes the main features of location history data. Section 3 describes
the details on how hot analyze the position effect and shows the analysis result.
Finally, Section 4 summarizes and concludes this paper with a brief introduction
of future work.

2 Location History Data

In the Jeju taxi telematics system, each taxi reports the location record con-
sisting of time-stamp, taxi ID, latitude, longitude, heading, speed, and status,
either every 1 or 3 minutes according to whether the taxi is carrying a passenger
or not. Its values are mainly achieved from the GPS receiver and the telematics
device in each taxi. Just the taxi ID and status comes from the telematics device



10 J. Lee et al.

which has a dedicated ID and represents the current taxi status. The status field
can have 4 values, namely, empty, passenger-on, dispatched, and in-rest. Our in-
formation processing framework adds two fields, namely, link and position fields
to this basic record. The map match module searches the link closest to the re-
ceived coordinate from the digital map, calculates the position ratio in the link,
and stores in position field as shown in Figure 1. The position ratio can have
the value of 0 through 1. If it is 0.5, the report is created in the middle of a
road segment. Not just for the traditional navigation system, map matching is
becoming more important since vehicles are used as traffic probes in estimating
the current road speed and building a statistical traffic delay model [6].
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(a) Map matching scheme (b) Calculation of pos field
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Fig. 1. Additional fields processing

We have the road network of Jeju area in an ESRI shape file format which
sequentially stores each line segment, or link. Each link, basically connecting
two intersections, is further divided into a series of subsegments. A link also
specifies a boundary box that embraces the whole segment. For a given record
having point, X , the map match module first finds the segments to which X is
included using the bounding box information. Here, considering the GPS and
map plotting error, we add 10 m error margin. For candidate segments, the area
is calculated for each triangle made up of X and two consecutive points along
the segment as shown in Figure 1(a). The segment having the smallest area is
the link for the point X . After selecting the matched segment, we can draw a
perpendicular line and find the meet point as shown in Figure 1(b). In the figure,
l denotes the total length of a line segment and it is calculated by the sum of
the lengths of all subsegments. p is the length from the start point to the meet
point, X

′
. The ratio of p to l is set to the value of the position field. As such,

the whole record is completed and stored in the relational and spatial databases
as shown in Table 1.

Using this location history database, our previous work has conducted several
analyses. First, after building the information processing framework, the dispatch
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Table 1. Location record organization

field type description

tstamp datetime time

tid char(6) taxi ID

x double(11,10) latitude

y double(11,10) longitude

dir double(3,2) direction

speed double(3,2) speed of vehicle

status int(2) current taxi status

link int(6) matched link

pos double(3,2) position ratio

delay and distance are estimated by tracing the status change [7]. Second, to
get the passengers’ travel pattern, the hourly travel distance and the travel time
are estimated for each passenger transaction [8]. Third, for the sake of reducing
the empty taxi ratio, the taxi-side waiting time is analyzed by measuring the
time interval between two adjacent travels [9]. Fourth, we filter the hot pick-up
points and their temporal and spatial distribution to recommend empty taxis to
the area in which they can pick up a passenger [10]. Fifth, based on the GUI
implementation to select the path of interest [11], the speed field of each record
is investigated to check whether the location history data can be used for link
speed estimation [12].

3 History Data Analysis

3.1 Preliminaries

In our previous effort to get diverse information from the Jeju taxi telematics
system, we have discovered that the speed field is significantly affected by the
position in the line segment. In addition, many passenger pick-ups are done near
an intersection, possibly making the road more dangerous and interfering right-
turn vehicles. The position field indicates how close the coordinate is to the
intersection, making the record more descriptive. For example, if this field gets
closer to either 0.0 or 1.0, the point is located near an intersection. It implies
that the certainty of map matching result diminishes. In addition, if a vehicle is
not moving at such a spot, it must be waiting for the traffic signal to change, so
the corresponding record must be excluded in estimating the link speed. After
all, the location record is stored in the database and a sophisticated analysis will
extend the information range we can get.

Road networks for the path recommendation and the traffic information ser-
vice are different in their granularity. In Jeju area, the official road network for
the traffic information service consists of about 1,100 nodes and 3,200 links as
shown in Figure 2. It is much coarser compared with the road network for path
finding, and can’t be used for map matching. As contrast, the road network for
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Fig. 2. Road network for the traffic information service

path finding is made up of about 17,000 nodes and 25,000 links, as will be shown
in Subsection 3.3. For a link which contains just two endpoints in memory, many
points are included in a disk file or database to represent the shape of actual
road segments. It takes a long time to match a location point to a specific road
segment. If the road network gets more complex, the map matching procedure
must be built on an efficient indexing scheme and spatial database. Up to now,
we just store the road network in a sequential file and the relational database.

3.2 Validity of Link Speed

This subsection estimates the average speed according to the position in the
road segment. Two experiments will plot 3 curves. First, the speed fields of the
whole records are averaged after being grouped by the position ratio. Second,
only the records having the passenger-on status are averaged to eliminate the
case an empty taxi is waiting for a passenger without moving. Third, just the
hottest 10 links having the largest number of reports are selected in calculating
the average. For such a case, the average is highly likely to be accurate. The
experiment converts the position ratio into discrete values from 0.1 to 1.0 by
rounding to the nearest tenth. For a road segment, if the position field is 0, it is
the westmost point, namely, the start point at the west. On the contrary, if it is
1, it is the eastmost point. Our shape file stores in this way, and other files can
be converted like this. It is easily expected that the speed in the middle of the
road segment is higher than that in the end points, where a traffic light may be
installed or the car slows down to check other traffic.
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For the case of whole records, the difference between the middle point and the
end point is about 13 kmh on average. The top 10 link case includes the road
segment where an empty taxi waits for a passenger. As the taxi is not moving,
such a link has many reports. Interestingly, they wait around the east end point
more than around the west end point, so the average speed is almost 0 when the
position is 1.0. The speed difference is almost 53 kmh. For the case of carrying a
passenger, we can assume that the taxi is moving at the speed the road network
permits. Even in this case, the eastmost point has the lowest speed, indicating
that the traffic signal system is quite unfair. The difference reaches 27 kmh.

Next, Figure 4 plots the stop probability according to the position field. It
is also expected that the two end points have the higher stop probability. The
result conforms to the case of Figure 3. We can see the differences of 4.2 %,
26.8 %, and 65.8 %, respectively. Even for the curve of passenger-on case, the
east end shows a higher stop probability, indicating longer waiting time in front
of the traffic signal.
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Fig. 6. Bottleneck link plotting

3.3 Locating the Bottleneck Intersection

This subsection attempts to identify the intersection which is likely to block
traffic. To this end, the estimation procedure finds the number of records having
speed of 0 and groups by the link ID. Then, the records having the position value
of less than 0.1 or greater than 0.9 is selected to calculate the ratio between them.
Next, the probability distribution is generated as shown in Figure 5. This figure
indicates that 25 % of links do not have the record having speed of 0 at two end
points. For about 0.25 % of links, more than 90 % of records have the speed of
0 near the two end points. Namely, on such a road segment, the vehicles stop
at the intersection 9 out of 10 times, indicating that it has some problem in the
traffic management.
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Figure 6 depicts the architecture of our information processing framework.
The road network is converted to the graph data structure to provide basic
map functions such as zoon-in, zoom-out, and pan. Moreover, this framework
provides the graphic user interface capable of mapping between WGS (World
Geodetic System) and device coordinates, searching and marking specific nodes
or links. Here, the figure shows the link ID on which many vehicles stop at both
end points. If several links are located in the dense area, some links IDs are
overwritten. The locations of digits correspond to the heavy traffic area such as
the airport, the city hall, the market, and newly-built residential area. Like this
way, we can find the problem of the traffic system using the location history data.

4 Concluding Remarks

This paper has described how to manage the location history data collected
from the Jeju taxi telematics system and how to organize the location record.
An analysis has been conducted to quantify the effect of the report position in a
link to the average speed and stop probability. The analysis estimates how much
the speed value, included in each location report, will be accurate in calculating
the actual link speed and locates bottle-neck links. Using the road network rep-
resented by an ESRI shape format, a map match scheme has been implemented
to calculate the position from the west end point. The position filed makes it
possible to investigate the road network condition at a specific time instance The
analysis finds that the speed difference. between the middle and two end points
of a road segment can reach 13 kmh and locates the 20 intersections that blocks
vehicle traffic.

The location history data and digital road maps are complementary each
other. The road map is created by companies using the specialized vehicles
equipped with GPS to drive the road and record data. An emerging alterna-
tive is to use GPS data from ordinary vehicles driving their regular route [13].
Even though our system is built on top of an existing road map, it can help
to correct the map error by detecting the change in the road network as well
as locating intersections. Particularly, we have implemented the user interface
that filters the location history records belong to a specific path [11]. Regard-
less of the path length, the refined investigation can be conducted to the area
of interest. As future work, we will keep researching what we can get from the
location history data and how to do, for example, appropriately distributing the
taxis over the city area to reduce the empty taxi ratio and waiting time. In our
approach, the taxis will play a role of urban actuators.
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Abstract. Wireless sensor network (WSN) has been one of key technologies for 
the future with broad applications from the military to everyday life [1,2,3,4,5]. 
There are two kinds of WSN model models with sensors for sensing data and a 
sink for receiving and processing queries from users; and models with special 
additional nodes capable of storing large amounts of data from sensors and 
processing queries from the sink. Among the latter type, a two-tiered model 
[6,7] has been widely adopted because of its storage and energy saving benefits 
for weak sensors, as proved by the advent of commercial storage node products 
such as Stargate [8] and RISE. However, by concentrating storage in certain 
nodes, this model becomes more vulnerable to attack. Our novel technique, 
called zip-histogram, contributes to solving the problems of previous studies 
[6,7] by protecting the stored data’s confidentiality and integrity (including data 
from the sensor and queries from the sink) against attackers who might target 
storage nodes in two-tiered WSNs.  

Keywords: two-tiered wireless sensor network, histogram, linear system. 

1   Introduction 

We shall consider two-tiered WSNs with three main actors. Sensors are in charge of 
sensing data. The sink receives queries from users, contacts the inner network to get 
answers, and returns them to users. Storage nodes stores data from sensors and seek 
answers for queries from the sink. This makes query processing more efficient be-
cause the sink needs to contact a few storage nodes instead of all the sensors. Because 
storage nodes may contain vital data, we should recognize that they are vulnerable to 
attack. Therefore, we shall assume that storage nodes are not trustworthy but the sink 
is completely trustworthy. In this paper, we solve the problem in a two-tiered WSN of 
un-trustworthy storage nodes; that is, we devise a way to protect confidentiality and 
integrity of data from sensors and queries (modeled as range queries) from the sink. 



18 V.H. Dang et al. 

Challenges of the problem are limited memory, communication bandwidth, storage 
space, and energy supply of regular sensors. A typical sensor, MicaZ from CrossBow, 
has 128KB of program memory, 4KB of data memory, a 250-kbps bandwidth, and a 
2.4 GHz frequency [9,10]. Because price of sensors becomes the predominant prob-
lem, we shall assume that the hardware constraints of WSNs will remain constant for 
some time [11]. 

The privacy problem in two-tiered WSNs has not been covered much. There are 
only three studies concerning it. One is Sheng & Li’s state-of-the-art scheme [6]; the 
others are Chen & Liu’s [7] and Rui Zhang, Jing Shi & Yanchao Zhang’s [17]. The 
state-of-the-art method has two main drawbacks. Firstly, it uses bucketization. As 
mentioned in [13], the entire bucketization scheme and the exact probability distribu-
tion of values may be estimated. Secondly, if the data are concentrated in a few 
buckets, this method incurs a cost to empty the buckets in order to ensure integrity. 
This increases the transmission cost. Finally, as mentioned in [7], this method is not 
suitable for multi-dimensional data; sensors may be equipped with multiple sensing 
modules measuring temperature, humidity, pressure, etc. However, Sheng & Li’s 
scheme is just for one-dimensional data. Note that we also consider only one-
dimensional data. The method of Chen & Liu [7] also has two drawbacks. Firstly, 
the encrypted parts of the data must be in ascending order. If there is a problem of 
transmitting packets in the wrong order, this will cause errors and possibly false 
negatives about attacks. Secondly, communication is costly without Bloom Filters. 
The solution of the authors is of course to use Bloom Filters. However, this  
technique brings with it false positive errors. In addition, although it referred to the 
problem of replicated values in data, the paper did not present a clear solution. The 
method reduces the cost in comparison with the state-of-the-art method [6] in the 
case of multi-dimensional data. However, our concern is one-dimensional data, so 
we will not look any further into this advantage. Finally, reference [17] aims to  
ensure integrity for multi-dimensional data by using methods called, probabilistic 
spatial crosscheck, probabilistic temporal crosscheck, random probing, and hybrid 
scheme composed of these three methods.  

We propose a novel method called zip-histogram to provide privacy for data in 
the system. The ideas behind this method are to build a histogram, i.e., a set of val-
ues, and to compress the histogram to decrease the communication cost. The com-
pression is based on systems of linear equations and a shared key technique. For 
range queries from users, the sink converts them into random forms and sends them 
to the storage nodes. Storage nodes always return the whole converted histogram to 
the sink. Therefore, the secrecy of the queries is sure to be protected. The storage 
nodes also perform queries without knowing the content of the original histogram. 
The efficiency of the method depends on zip-histogram. It must compress the  
histogram into an acceptable size and recover the histogram. Compared with the 
previous studies, our method has advantages and disadvantages: It discloses nothing 
about queries, while the others disclose some information, and it has benefits for 
high-frequency data. However, it must send the whole histogram, although the com-
munication cost is lowered.  
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2   System Model and Threat Model 

2.1   System Model 

Although the model of a two-tiered WSN was described in previous studies [6,7], it 
will be useful to describe it here briefly. We shall concentrate more on the flow of 
data in the model. To have a full view of data flow, we include other actors connected 
to the system. The first is the environment that the sensors sense the data from. The 
second is the users that request the sink to send queries to the storage node. 

 

Fig. 1. System model 

(1) Phase 1 – Sensing and sending data 
A regular sensor consists of three main components: processing, transferring, and 
sensing units [14]. The sensing unit collects (senses) data from the environment  
(the natural environment, the human body, etc.), and the processing unit preprocesses 
the data. The transferring unit sends data to the nearby storage. To ensure privacy, the 
data must be converted into a meaningless form (by the processing unit) before it is 
sent. In addition, to save energy during the transfer, the data is not sent per item. In-
stead, the sensor senses the data during a time period (called a time slot). Then, for 
each time slot, the sensor sends a set of data items in converted form to the storage 
node: i,t, convert(d1,…,dm), where i is the identification of the sensor, t is the time 
slot, and {d1,…,dm} is the set of original data. 

(2) Phase 2 – Storing data 
The data stored in the storage node has a meaningless form: i,t, convert(d1,…,dm) 

(3) Phase 3 – Requesting query 
The user sends a query to the sink. We shall concentrate on range queries, i.e., queries 
for data belonging to a range [a,b]. We assume that the connection between the user 
and the sink is secure. Form of query: t, [a,b]  

(4) Phase 4 – Sending query 
After receiving a request from the user, the sink preprocesses the query so that the 
storage node will not recognize what the query means. Then the sink sends the con-
verted query to storage. Form of query: t, convert([a,b]) 

(5) Phase 5 – Processing query and replying 
The storage node searches for data which satisfies the query after it receives the query 
from the sink. However, all data are meaningless to the storage, and so is the query. 
The problem we want to solve is how can we process query with encrypted data? The 
storage node returns the result in converted form to the sink: convert(result). 

(6) Phase 6 – Verifying the reply 
The sink must have way to check if the reply is correct and complete. If the reply is 
correct and complete, the sink returns the results to the user. Form of results: result 
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2.2   Threat Model 

We shall consider one type of privacy attack called camouflage adversaries. One can 
insert a node or compromise nodes in order to hide in the sensor network. These 
nodes can conduct privacy analyses [15]. 

There are two kinds of sensor in the system: normal sensor nodes and storage 
nodes. If a sensor node is compromised, the data in it will be stolen. However, data in 
other nodes will still be secure. Because the number of sensors in a network is very 
large compared to only one or few compromised sensors, this kind of attack does not 
cause much damage. If the storage node is compromised, however, it may cause a lot 
of damage because the node stores all data from all sensors. The storage node then 
can reveal the original data or send a wrong result back to the sink as a query result. 

Therefore, we want to ensure the confidentiality and integrity of data sent from the 
sensors to the storage, the data in storage, the queries from the sink, and the results 
from the storage to sink. 

• Data confidentiality: Data sent from the sensor to the storage and the data in 
storage should be kept secure. 

• Query confidentiality: A query from the sink to the storage should be kept se-
cret in storage. 

• Data integrity: The sink must be able to identify if replies from storage have 
been interfered with in some way. For example, the storage node does not re-
ply with all results or changes the results before sending. 

 

Fig. 2. Data in threat model 

3   Related Work 

The main contribution of Chen&Liu [7] is to use prefix membership verification and a 
Bloom Filter (optional) to improve the power usage and data storage in case of multi-
dimensional data. They also proposed a new structure called neighbourhood chain to 
provide integrity.  

The basic idea is to convert a set of sensors data into a set of consecutive ranges (in 
ascending order), then convert those into a minimum set of prefixes. After that, they 
convert the bound values of the range query into sets of prefixes. They use prefix 
membership verification to find the ranges included in the range query. The second 
idea is structure neighborhood chaining that links separate data items into concatena-
tions of pairs of consecutive items. The concatenations not only include information 
about the current data items but also about the previous item; therefore, they can be 
used to check the integrity of data.  

Chen&Liu’s scheme has two main drawbacks: Firstly, the encrypted parts must  
be in ascending order. If packets are not transferred in the right order, this will  
cause errors and may lead to false negatives about attacks. Secondly, the costs of 

Sensor Storage Sink 

Data Data

Data 
Query



 Approach to Privacy-Preserve Data in Two-Tiered Wireless Sensor Network 21 

communication are too high without Bloom Filters. The solution of the authors is to 
use Bloom Filters. However, this technique is subject to false positive errors. In addi-
tion, although it refers to the problem of replicated values in the data, the paper did 
not clarify the solution. This method reduces costs compared to the state-of-the-art 
method [6] for multi-dimensional data. However, we are only concerned with one-
dimensional data Our approach fixes the cost for different numbers of items and does 
not require the order of data items to be kept. 

The main idea of the S&L Scheme [6] is to partition a domain of data into buckets, 
each assigned a label. Each data item is identified by which bucket it belongs to. All 
data values in the same bucket are encrypted  in the same block. the whole input and 
assigned a corresponding label. For each empty bucket, the sensor creates an encod-
ing number which is used for the sink to verify that the bucket is empty. The sensor 
sends all data to nearby storage. When the sink wants to query a range, it converts the 
range into a minimal set of bucket labels and sends these labels to the storage nodes. 
The storage nodes search for data with the labels and returns the data to the sink. The 
sink then decrypts all data from storage and verifies it using encoding numbers.  

There are two main drawbacks with this scheme. Firstly, it uses bucketization 
method. As mentioned in [13], using this technique, the entire bucketization scheme 
and the exact probability distribution of the values may be estimated. Secondly, if the 
data is concentrated in a few buckets, the scheme costs extra size for empty buckets to 
ensure integrity. This increases the transmission cost. Furthermore, as mentioned in 
[7], this scheme is not suitable for multi-dimensional data in case sensors are 
equipped with multiple sensing modules capable of measuring temperature, humidity, 
pressure, etc. The authors’ method and ours are for one-dimensional data. Our ap-
proach prevents the data probability from being approximately estimated.  

For multi-dimensional data, reference [16] proposed query-result completeness 
verifications called probabilistic spatial crosscheck, probabilistic temporal crosscheck, 
random probing, and hybrid crosscheck. The key idea of probabilistic spatial cross-
check is to embed relationships among data generated by different sensor nodes. If the 
storage node omits part of the data in the response, the network owner can decide 
with certain probability that the query result is incomplete by inspecting the relation-
ships among other returned data. The temporal crosscheck relies on queries for con-
secutive epochs. In the random probing scheme, the network owner probes random 
nodes from which no data were returned in the query result. The hybrid scheme is a 
combination of spatial crosscheck, temporal crosscheck, and random probing [16]. 
This scheme is more effective than the one of using an encoding number in [6]. How-
ever, it still has a chance of failing of verification. 

4   Our Approach 

4.1   Theory 

(1) Histogram technique 
Instead of sending raw data, we propose to send a histogram of data. For the sake of 
easy reading, we shall formalize the situation as follows:               

 



22 V.H. Dang et al. 

The sensor node needs to send m data items: { }m

iidd 1== . These may or may not 

contain duplicate values. Each data item belongs to a data range: [ ] iDdnD i ∀∈= ,;,1 . 

Therefore, the histogram of data spans the whole range: { }n

iihH 1== , where hi 

means the counts of value i in d. 

 

Fig. 3. Histogram technique 

With this approach, the communication cost goes up if the data range is large (n is 
large). This is not what we want. We want as small a communication cost as possible. 
Furthermore, if possible, we want to keep the communication cost fixed. 

 
(2) Algebraic approach 
Our approach uses a linear rectangular system of n variables with just k (k<n) equa-
tions to keep the communication cost fixed.  

Let the coefficience matrix be: Ak×n (k<n) ( ) { }ijnk ankA =<× . Let the histogram 

of data be: { }n

iin hH 11 =× = . The histogram is preprocessed before sending, as follows: 

( ) T
nnk HAHT 1×× ×=  (We call T(H) the zip-histogram.) 

The dimension of T(H) is therefore k×1. n (i.e., the size of H) reduces to k (the 
size of T(H)). Moreover, for any value of n, the reduced size is always fixed at val-
ueto k. These are what we want. 

 

Fig. 4. Zip-histogram 

(3) Noise technique and Encryption scheme 
After converting the histogram into a zip-histogram, we apply a noise technique N or 
encryption scheme E to the zip-histogram to make it meaningless:  

( )( )HTND ='  or ( )( ) ( )( )HTAESHTED ==' .  

 

Fig. 5. Noise technique and Encryption scheme 

( ) T
nnk HAHT 1×× ×=  ( )( )HTND =' or ( )( )HTED ='  

( ) T
nnk HAHT 1×× ×={ }n

iin hH 11 =× =  

{d1,…,dm} { }n

iin hH 11 =× =  
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The noise technique creates noisy information by using a hash function with a 
shared key between the sensor and the sink, as well as the time slot t and value of  
bin i as parameters.  

 

Fig. 6. Noise histogram 

Regarding the encryption scheme, there are some researches about suitable ciphers 
for WSNs. Up to now, symmetric ciphers such as Skipjack, MISTY1, and Rijndael 
[11] have been more suitable. We shall assume that the security and memory costs of 
these ciphers will be acceptable for sensors for some time to come. Note that the 
commercial sensor node MicaZ from CrossBow supports AES [9]. 

4.2   Our Approach  

Phase 1 – Sensing and sending data 
A sensor senses a set of data from the environment during a time slot. The sensor 
creates the corresponding histogram from the set of data and uses a linear system with 
a rectangular coefficience matrix to zip the histogram. After that, it may use a noise 
technique or an encryption scheme to convert the zip-histogram into a meaningless 
form. The result is sent to storage. 

 

Fig. 7. Phase 1 

Phase 2 – Storing data 
The data in the storage node are meaningless: {{i,t,D’}} 

Phase 3 – Requesting query 
We assume that all the queries are range queries. Note that the queries in most sensor 
network applications can be easily modeled as range queries [7].  

The user sends a query request to the sink: t,[a,b] 

Phase 4 – Sending query 
The sink then converts the range query into a time slot and sends it to storage. 

 
Fig. 8. Phase 4 

{ }k

iik xT 11 =× =  ( ) ( ){ }k

iik tikeyhashxTN 11 |||| =× +=  

t,[a,b] t

{d1,…,dm} 

{ }n

iin hH 11 =× = ( ) ( )Tnnk HAHT ×× ×= 1
( )( )HTND =' or ( )( )HTED ='  

{i,t,D’} 
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Phase 5 – Processing query and replying 
After the storage receives a set of tags from the sink, it chooses data with the right 
time slot and sends back it to the sink: { i,t,D’}chosen 

Phase 6 – Verifying, filtering and answering to users 
After receiving a reply from the storage, the sink does the reverse process of phase 1 
to get the original data. The sink then filters the data to get the right query results and 
returns them to the user. 

 

Fig. 9. Phase 6 

4.3   Challenge of Our Approach 

The challenge of our approach is in this step. 

 

Fig. 10. Challenge 

There is no problem to convert nH ×1 into ( )HT . But there is a big problem in try-

ing to find nH ×1  from ( )HT . 

Let ( )T
nH ×1  be the solution of the nonhomogeneous system: 11 ××× =× knnk TXA . 

This nonhomogeneous system has more variables than the number of equations. 
Therefore, if this system is consistent (i.e., it has solutions), it will have countless 

solutions. Moreover, it is hard to decide which solution is a real result of T
nH ×1 . The 

only constraints on T
nH ×1 are that all items of the histogram must be zero or positive 

integers and mh
n

i
i =∑

=1

. 

4.4   Solution 

Our approach is to build a coefficient matrix nkA × satisfying these conditions: 

( ) ( )Tnnk HAHT ×× ×= 1
nH ×1

( ) ( )Tnnk HAHT ×× ×= 1

( )( )HTND ='  chosen or ( )( )HTED =' chosen 

nH ×1
{di}chosen {di} 

Result 
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11 ××× =× knnk CXA  has multiple solutions, and 11 ××× =× knnk CXA has only one 

solution satisfying the above two constraints ( ixi ∀≥ ,0  and mx
n

i
i =∑

=1

). 

The principle of our approach is as follows: 

Let two of the solutions of the system be 21, XX  
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We deduce: 
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From this we have: 
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then 21 , XX cannot be solutions at the  

same time.  

* Generate all possible solutions from constraints 
We generate all possible solutions from the following constraints: 

( )n

iixX 1==  ; mxi ≤≤0  ; ∑ = mxi  

Let { } JjX j ∈, be all possible solutions. 
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* Necessary conditions for the system to have only one solution 
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Instead, we can limit the conditions as follows: 
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Along that way, the following is the way to generate matrix nkA × : 

The first (k-1) rows of nkA × can be generated randomly. 

The last row of nkA × must be generated so that it satisfies: 

If { } Jjjkrxaxa ff
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j
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Accordingly, we get a system of inequalities 
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Therefore, we can express this system as products of matrices 0* ≠BAk   
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(*) Solutions of the system of inequalities 
Our system is simpler than ordinary systems of inequalities, because we just need to 
find one arbitrary solution (not all solutions) of a system in the form “≠” (not <, 
≤,>,≥). 
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The system is as follows: ( ) 0
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Each inequality’s geometry is plain (the volume is zero). All possible values not in 
those geometries are solutions of the system. The only way for the system of in-
equalities to have no solutions is if the intersection of those geometries is spread over 
the whole space. This is impossible; therefore, the system always has solutions. 
 
(*) Heuristics for solving the system of inequalities 

Table 1. Heuristics 

 
Input: Matrix B 

Output: ( )1 2, ,...,k k kna a a  

Program: 
Let   

αi be the number of rows of B which have a value at column i 
different from 0 and a product of that row and  ( )1 2, ,...,

T

k k kna a a  

different from 0. 
βi be the number of rows of B which have a value at column i 

different from 0 and product of that row and ( )1 2, ,...,
T

k k kna a a equal 

to 0. 
γ be the number of rows of B having a product of row and 

( )1 2, ,...,
T

k k kna a a equal to 0 

For j = 1 to n 
      Initialize aki = 1 
End for 
 
val1 = 2 
For j = 1 to n 
 Choose akj with the maximum βj. If there are many values  akj 
with the same maximum βj, choose akj with the minimum αj  
 While (true) do 
 if (akj = val2) makes γ smaller 
 Assign xj = val 1 
 val1 = val + 1 
 Break; 
  end if 
 End while 

End for 

4.5   Analysis 

Firstly, for any range queries from users, the sink converts them into random forms. 
Therefore, the secrecy of the queries is sure to be protected.  
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Secondly, because the idea behind our method is using histogram, it has benefits 
for high-frequency data case.  

Thirdly, the histogram is converted into a zip-histogram. This prevents the data 
probability from being approximately estimated. 

Finally, the computational security of our method depends on the difficulty of solv-
ing a rectangular linear system and a hash function (if we use noise technique referred 
to in section 4.1). 

However, our method still has a number of un-resolved problems, as follows. 

4.6   Other Un-resolved Challenges 

The first problem is building the matrix: { }
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The second problem is solving ( ) ( )Tnnk HAHT ×× ×= 1
to find nH ×1 . 

Similarly, we solve the following equations to find H: 
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with constraints ( )mhi ≤≤0  

The current solution is an exhaustive search (trial and error). Although this computa-
tion can be performed by a sink with a powerful computational ability, we should find 
a more effective method to solve these equations. 
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5   Conclusion 

We proposed a novel method called zip-histogram to convert data before sensors send 
it to storage. We also specified the challenges, advantages, and disadvantages of this 
method. The method keeps the communication cost fixed for any type of data. How-
ever, the cost of computations at the sink has not been resolved yet and should be 
studied in subsequent research. The method does not reveal any information about 
data, unlike the other two state-of-the-art methods [6,7]. Although we believe that the 
computation cost of the sensor is reasonably small because of the simplicity of the 
matrix multiplication operations, experimental evaluations also need to be performed 
to verify this supposition. Finally, we should mention that this method may be ex-
tended in order to make it work for multi-dimensional queries. In so doing, the cost 
will increase linearly with the number of dimensions. 
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Record Systems 
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Abstract. There needs to be a strategy for securing the privacy of patients when 
exchanging health records between various entities over the Internet. Despite 
the fact that health care providers such as Google Health and Microsoft Corp.'s 
Health Vault comply with the U.S Health Insurance Portability and Accounta-
bility Act (HIPAA), the privacy of patients is still at risk. Several encryption 
schemes and access control mechanisms have been suggested to protect the  
disclosure of a patient’s health record especially from unauthorized entities. 
However, by implementing these approaches, data owners are not capable of 
controlling and protecting the disclosure of the individual sensitive attributes of 
their health records. This raises the need to adopt a secure mechanism to protect 
personal information against unauthorized disclosure. Therefore, we propose a 
new Fine-grained Access Control (FGAC) mechanism that is based on subkeys, 
which would allow a data owner to further control the access to his data at the 
column-level. We also propose a new mechanism to efficiently reduce the 
number of keys maintained by a data owner in cases when the users have dif-
ferent access privileges to different columns of the data being shared. 

Keywords: Access control, fine-grained access control, database encryption. 

1   Introduction 

Health information today, which is mainly stored on paper, is scattered and discon-
nected. An EHR system is a concept defined as a sysmtematic collection of electronic 
health information about individuals that can be shared via the Internet across various 
health care settings such as: hospitals, clinics, and pharmacies etc. EHR systems pro-
vide online services where patient’s health records are created, used, exchanged, 
stored, and retrieved. There are three main entities in the EHR scenario: the data 
owner - i.e. patient who is the subject of the health records made available for con-
trolled external use; the user – individual or organization that requests data from the 
EHR system; and the server - an organization that receives the data sent from the data 
owners and makes it available for distribution to clients.   
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Fig. 1. Block diagram of an EHR system 

In EHR systems, however, the patients’ data is stored on an external server, which 
is typically not under their control, and it is assumed that this server cannot be trusted 
with the confidentiality of the database’s content. It is important to protect the health 
data of patients from unauthorized access by intruders and even the server’s operators.  

In existing EHR systems such as Google Health or Microsoft HealthVault, patients 
cannot control the providers’ usage of their personal data. Database encryption was 
regarded as a solution for protecting data from unauthorized disclosure. Existing en-
cryption schemes assume that the client has complete access to the query results [8]. 
Such encryption schemes do not fit applications such as the EHR system, where  
the data owner often requires the enforcement of access restriction to different  
users. Some access control mechanisms have recently been proposed, but by using 
them, the data owners can only control access at the tuple-level and they are not  
able to restrict access to some of the more sensitive attributes of the data being shared 
([1], [3], [4], [16]).     

The contributions of this study are: (a) a new access control mechanism called 
FGAC, which would allow a data owner to further control the access to his data at the 
column-level, (b) a new mechanism to efficiently reduce the number of keys 
maintained by the data owner when users have different access privileges to different 
columns of the data being shared.  

2   Privacy Requirement by Legislation 

Privacy is described as “[...] the claim of individuals, groups, or institutions to deter-
mine for themselves when, how, and to what extent of information about them is 
communicated to others” [15]. This description of privacy as informational self-
determination has been a basis for health data protection regulations such as HIPAA 
[9], European Data Protection Direction 95/46/EC [5], and Data Protection Act of 
Japan [11]. From them, and based on [7], we derive the following privacy require-
ments for an EHR system: 

Requirement 1: Every patient should be able to control the flow of information re-
lated to himself/herself. This requirement is very important for information systems to 
preserve patients’ privacy as defined above. Since patient’s records are stored on a 
service provider’s site and the patient is not given enough information about the pro-
vider to decide if they are trustworthy, this leads to 
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Requirement 2: Patients should not be forced to trust any party except ones direct-
ly involved with their treatment. Accessing entire medical records is not always essen-
tial. Any intended purpose of use, disclosure, or request of protected health informa-
tion should be at a necessary minimum. This is stated by 

Requirement 3: Patients can limit usage and disclosure of their personal records to 
the necessary minimum. Linking information from several data requests could 
possibly generate unintended information about patients. This results in  

Requirement 4: Access requests to the patients’ data cannot be used to establish 
the profiles or additional knowledge about patients. Although the privacy mechan-
isms are implemented, they have no value if the user cannot verify that they work 
correctly. To counter this problem we state 

Requirement 5: User should be able to verify that the result returned from the un-
trustworthy server is trustworthy. Security solutions used in an EHR system must 
fulfill the above-mentioned five requirements. 

3   Attack Model and Privacy Problems 

Patients are required to trust the provider when using Microsoft HealthVault [13] or 
Google Health [6]. They cannot control whether the providers really adhere to their 
promises to protect their data and disclose personal data only to parties the patients 
have agreed to. So, Microsoft HealthVault and Google Health fail to guarantee re-
quirements 1 and 2, and thus, any of the remaining requirements. The encryption 
scheme proposed by Hacigümüs et al. [8] can protect data from unauthorized access 
and fulfills requirements 1 and 2. However, this scheme assumes that a user has full 
access to the outsourced databases, so it does not fulfill requirement 3 and cannot be 
used in EHR systems in which the users should have different access privileges to the 
patients’ health records and in which sensitive information needs to be limited in use 
and disclosure. Using the proposed access control mechanisms ([4], [16], [3]), 
patients are unable to restrict access to some sensitive columns, so requirement 3 is 
not guaranteed. Requirements 4 and 5 must be fulfilled by solutions for ensuring user 
privacy and query assurance, respectively, and they are out of the scope of this paper. 
In this paper, we address the first three privacy requirements. It raises the questions: 
“What encryption scheme is suitable for fine-grained access control by the data own-
er?” and “How to manage the access control policies in an EHR system?”  

4   Related Work 

Recent access control approaches combine cryptographic protection and authorization 
access control and enforce access control via selective encryption, which means  
users can decrypt only the data they are authorized to access [1]. They exploit a struc-
ture called the user tree hierarchy to represent the relationship between users and 
information items. The key for accessing lower-level nodes is based on the keys of 
their predecessors by using a family of one-way functions [14]. However, the 
complexity of the algorithm for building the tree hierarchy is exponential and it needs 
reconstruction after most of the modifications of the access control policies have been 
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accomplished. Zych et al. [16] presented a key management scheme that was based on 
a partial order between the user groups and used the Diffie-Hellman key generation 
algorithm for the key derivation. The algorithm for constructing the hierarchy and the 
generation scheme are very complex and costly. El-khoury et al. [4] suggested a key 
management scheme using a structure called binary trie. A binary trie was constructed 
based on the access control policies which are modeled via an access matrix. Keys 
ring for each group of user are generated based on this binary trie structure. The key 
management complexity is reduced and most of the data access policy updates do not 
require significant changes to the structure, which reduces the number of key 
generations and data re-keyings. De Capitani di Vimercati et al. [3] proposed a two-
layer access control mechanism that is based on the application of selective encryp-
tion. This solution has the benefits of being faster and less costly when the authoriza-
tion policy is updated. However, all of the above-mentioned encryption schemes and 
access control mechanisms can only support tuple-level access control and fail to 
guarantee requirement 3. By using them, the data owners cannot restrict access to 
some of the more sensitive attributes of the shared data or have to partition the rela-
tion containing the shared data into fragments with the full share. This creates a lot of 
relations, and thus creates difficulties in effectively managing the database and query 
processing.  

5   Approach for Fine-Grained Access Control in EHR System 

The database encryption with subkeys first proposed by Davida et al. [2] had the ad-
vantages of record orientation, security, and each field can be accessed under a differ-
ent key. Using it, a user can read only some given fields depending on the readable 
subkeys he has without revealing all the attributes’ values. We suggest using the en-
cryption scheme proposed by Hacigümüs et al. [8] for EHR systems, but with a mod-
ification of the encryption function. The encryption scheme with subkeys is used 
instead of the block cipher techniques, such as AES, RSA, or DES as in original 
scheme. For each relation R(A1, A2, ..., An), the data owner stores encrypted relation 
RS(etuple, A1

S, A2
S, ..., An

S) on the server, where the attribute etuple is the encryption 
form of a record using the encryption scheme with subkeys. The data owners follow 
these steps to protect their data:  

Step 1: The data owners encrypt their data by tuples and thereby they grant access 
to their data by tuples. They first partition their data into disjoined row categories. 
Each row category consists of one or more rows. Users who have the same privileges 
to a row category are gathered into a single group. The data owners describe the 
access policies to their data by using an access matrix, called an access matrix by row 
(Table 1). 

Step 2: The data owner constructs the binary trie for the access matrix by row [4] 
to decide the number of keys that will be used to encrypt the data (Fig. 2). The data 
owner restricts the access to the sensitive columns by giving out only the subkeys 
corresponding to the columns that the user has access permission to. The key  
derivation method which is described in section 6, is used to derive the necessary keys 
(Table 2).  
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Step 3: If the users in a group have different access privileges to different columns 
of a row category, the data owner describes the access policies using other access 
matrices, and each is called an access matrix by column, and manages the keys by 
using the binary trie. Users hold only some of the subkeys and derive the necessary 
ones to read the data with the granted permission. Appropriate keys are 
communicated to users by the data owner via a secure channel. Using our approach, 
the patient’s data is protected from unauthorized disclosure and the patient can restrict 
access to sensitive columns of the data being shared. Our approach fulfills 
requirements 1, 2, and 3. 

 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 

 
 

 

6   Key Management for Fine-Grained Access Control in EHR 
System 

Database Encryption with Subkeys: There are variations when using the Chinese 
Remainder Theorem (CRT) for encrypting a database ([2], [12], [10]). In EHR 
systems, the convenience for a user to access data at a service provider is important, 
therefore an encryption scheme requiring less keys held by each valid user was 
chosen. We use an encryption with subkeys developed by Davida et al. [2] in EHR 
systems.  

Let Ci be the ciphertext of an encrypted record, and let dj be the reading subkey for 
field j. There are m records in a relation and n fields in each record. The encryption 
procedure is done by forming = ∑ ||  ,  = 1, 2, … , ; 

 r1 r2 r3 r4 r5 

g1 0 1 1 0 0 

g2 1 1 0 1 1 

g3 1 1 1 0 0 
g4 1 1 1 1 0 

 Keys held Keys derived 
g1 k1 k1111, k1011 

g2 k01, k11 k0111, k1111, k0101, k0100 
g3 k011, k101, k111 k0111, k1111, k1011 
g4 k0111, k1111, k1011, k0101   

 Table 1. Access matrix by row 

Table 2. Keys held by each group of users and keys must be derivable 

Fig. 2. Binary trie structure for access matrix by row 
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where = ∏ , xij is the value of field j of record i, || is the concatenation, rij is 
the random value for field j used for preventing attacks originated from using CRT, rij ||xij < dj, ej is the encryption key for field j, and bj is the multiplicative inverse of D/dj 
with moduli dj. In addition, the decryption procedure is: rij || xij = Ci mod dj, j = 1, …, n. By discarding the random bit rij, one can obtain the jth field data xij of record i.  
Key Derivation Method: When using an encryption scheme with subkeys, the key of 
a security class SCi consists of multiple different subkeys (di1, di2, ..., din), dij is a 
prime and also the decryption key used for decrypting the jth attribute. The key of 
security class SCj, which is an immediate child of SCi, is computed by (f1(di1), f2(di2), 
..., fn(din)), and each fi is a one-way function [14]. The key of the security class SCj 
also consists of multiple subkeys, each subkey must be a prime too (for properly using 
the CRT). So, each function fi must be a one-way function that receives a prime 
number as the input and outputs a prime number, appendix.  

Column-level Access Control: If a user group has full access authorization to all the 
columns of a row category, each user in this group holds all the subkeys of each key 
assigned to each group. By derivation, they obtain the actual keys to access all the 
columns of the row category with authorization. If a user group has access authoriza-
tion to only some attributes of a row category, and the access authorizations are the 
same to all the members of the group, they are given appropriate subkeys to access 
the corresponding columns. In the cases when different users in a user group G have 
different access privileges to different columns of a row category, the data owner 
describes these privileges by using other access matrices, called access matrix by 
column. The number of rows of this matrix is equal to the number of subgroups of 
users in the group G and the number of columns it has equals to the number of groups 
of columns with different access authorizations. We construct the binary trie structure 
corresponding to this column access matrix. Each subgroup of users holds just some 
subkeys. These subkeys can then be used to derive other subkeys in order to access 
the other columns with granted permission. 

Key Management: In our proposed access control mechanism, each user owns some 
subkeys (which are used to derive other subkeys) to access the fields he has access 
authorization for. Management of the number of subkeys is difficult for users. We 
propose using the key management method in [10] to handle this problem. 

(1) Assigns each field a public prime number pj, j =1, 2, …, n. 
(2) Computes the secret master key MKi by CRT for user i: 
 MKi = dj mod pj for some j 1 ≤ j ≤ (n+1) where dn+1 and pn+1 are random secret 

key and the prime number of a dummy field used to prevent users from colluding 
to disclose the secret master key of user i.  

 User i keeps only the secret master key MKi. 
(3) To read the field j, user i computes dj = MKi mod pj to get subkey dj. 

7   Conclusion and Future Work 

We have proposed a new fine-grained access control mechanism based on subkeys. 
Our proposal has the following characteristics:  
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(1) It allows a data owner to further control the access of their data at the column-
level. 

(2) It efficiently reduces the number of keys maintained by a data owner when users 
have different access privileges to different columns of the data being shared. 
These subkeys are encrypted one time more (using CRT) so that each user holds 
only one secret master key, but they can derive the necessary subkeys to access 
data with authorization. 

For future work, we will investigate the dynamic cases of access control in which the 
users and the privileges changed frequently. We will also analyze the system’s per-
formance when we implement our proposals.  
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Appendix  

 
We present a method for constructing a one-way function that receives a prime as an 
input and gives a prime as an output. Using this algorithm, the users with the same 
privileges will generate the same keys at different times for deriving keys to access 
the specific data. 
 
Theorem  
Assume that n -1 = F×R = ∏ p R,…, , where R <√n, and an integer b such 
that bn-1 ≡ 1 (mod n) exists and gcd b / 1, n = 1, i=1,…, s. Then n is a 
prime. 
 
Algorithm G: Generating a prime of d digits with a given seed a. 
(1) Generate a Q that has d-2 digits using the consecutive hash values of seed a:  

Q = h(a)||…||h(a), where || is the concatenation operator. 

(2) Find the greatest R such that (R < Q) and (1 + RQ ≡ 1 (mod 6)).  
(3) If p = RQ + 1 is a pseudo-prime with base 2 and 3 then return p.  
(4) R = R+6. 
(5) Goto (2). 
 
Generating key function  
Let h be a one-way hash function h: Zn → H, i.e. given y∈H, it is hard to find x∈Zn 
such that h(x)=y, where H is the hash value space. For example, MD5 and SHA are 
two popular one-way hash functions. Let g be a generating prime function g: H → P, 
where P is a prime space. Let f: Zn → P be defined by f =goh, then f is a one-way 
function. Indeed, given y=f(x)=g(h(x)), because h is a one-way hash function, it is 
hard to find x∈Zn such that y=f(x)=g(h(x)). To generate a prime, we use the combina-
tion of the above generating prime function and the hash function SHA. 
 
Algorithm F: Generating key based on a given prime p. 
(1) Compute a = SHA (p). 
(2) Generate a prime q using the algorithm G with seed a. 
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Abstract. In this work we focus on the issue of providing individual

help to students in terms of hints. Once a student is suggested to solve a

problem via an intelligence tutoring system an immediate question arises

on how to provide automated assistance if the student experiences some

difficulties in solving that problem. While hints turn out to be quite

useful in that matter, the discussion on how to deliver them is still open.

Keywords: Learning, assessment, intelligent systems.

1 Introduction

Learning management systems (LMS) facilitate sequencing of content and cre-
ation of a practical structure for teachers and students. While being very useful
with respect to content delivery they appeared to be insufficient for develop-
ing higher level thinking skills. Learning management systems are educational
software that among other things should track students’ progress and provide
tailored feedback. They however cannot make reasonable inferences and provide
personalized assistance. A serious step forward satisfying such requirements is
the involvement of intelligent software agents. Generally speaking they are sup-
posed to achieve particular goals in an autonomous fashion, taking responsibility
for its own actions, the creation of its own plans, and the establishment of its
own sub-goals.

Intelligence tutoring systems have been discussed by many authors. In [22]
such a system is defined as ”educational software containing an artificial intel-
ligence component. The software tracks students’ work, tailoring feedback and
hints along the way. By collecting information on a particular student’s perfor-
mance, the software can make inferences about strengths and weaknesses, and
can suggest additional work.” An intelligent tutoring system is defined in [23] as
a ”computer system” based on ”artificial intelligence” designed to deliver con-
tent and provide feedback to its user. The topic received a lot of attention from
the research community since the 1980’s. However it seems that the process of
providing adequate help to users based on their individual responses is still open.

In this work we assume that several hints are associated with a problem
presented to a student via an intelligent tutoring system. In order to find the
most optimal sequence for presenting these hints to the student we arrange them

T.-h. Kim et al. (Eds.): UNESST 2010, CCIS 124, pp. 39–47, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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in different levels based on previous responses, learning stiles and orientations,
and the theory of weak orderings.

The rest of the paper is organised as follows. Section 2 contains definitions of
terms used later on. Section 3 explains how to rank hints according to personal
responses. Section 4 contains the conclusion of this work.

2 Background

Developing a cognitive tutor involves creating a cognitive model of student prob-
lem solving by writing production rules that characterize the variety of strategies
and misconceptions students may acquire. Cognitive tutors have been successful
in raising students’ mathematical test scores in high school and middle-school
classrooms, but their development has traditionally required considerable time
and expertise, [7]. The Cognitive Tutor, [6] is able to understand student knowl-
edge and problem-solving strategies through the use of a cognitive model. A
cognitive model represents the knowledge that an ideal student would possess
about a particular subject.

Learning styles describe the influence of cognitive factors where learning ori-
entations describe the influence of emotions and intentions, [10] and[18]. Learn-
ing orientations describe an individual’s disposition to approach, manage, and
achieve learning intentionally and differently from others, [25].

Student navigation in an automated tutoring system should prevent students
from becoming overwhelmed with information and losing track of where they are
going, while permitting them to make the most of the facilities the system offers,
[9]. A personalized intelligent computer assisted training system is presented
in [16]. An intelligent tutoring system that uses decision theory to select the
next tutorial action is described in [13]. A taxonomy for automated hinting is
developed in [19]. The role of hints in a Web based learning systems is considered
in [5].

Two very interesting problems are considered in [3], namely the problem of
determining a consensus from a group of orderings and the problem of making
statistically significant statements about ordering. An ordered set (or partially
ordered set or poset) is an ordered pair (P,≤) of a set P and a binary relation
≤ contained in P × P called the order (or the partial order) on P such that the
relation is ≤ reflexive, antisymmetric, and transitive.

Two elements a and b where a �= b and a, b ∈ P are comparable if a ≤ b
or b ≤ a, and incomparable otherwise. A relation I is an indifference relation
when given AIB neither A > B nor A < B has place in the componentwise
ordering. A partial ordering whose indifference relation is transitive is called a
weak ordering.

If given two alternatives, a person is finally choosing only one. The natu-
ral extension to more than two elements is known as the ’majority rule’ or
the ’Condorcet Principle’. A relation R(L1, L2, ..., Lk) is constructed by saying
that the pair (a, b) ∈ R if (a, b) belong to the majority of relations Li. The linear
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orderings a b c, b c a and c a b leading to R = {(a, b), (b, c), (c, a)} (three-way
tie), illustrate the ’paradox of voting’. The probability of the voting paradox
for weak orderings is calculated analytically for the three-voter-three-alternative
case. It appears that the probability obtained this way is considerably smaller
than in the corresponding case for linear orderings, [21].

A ’social welfare function’ maps k-tuples of the set of linear orderings of
any b ⊂ A to single linear orderings of B, where A is a set of at least three
alternatives, [1]. An existing social welfare function is provided in [3].

3 Hints

Hints are designed to provide a description of how to sove a current problem. A
complete solution should be provided only as a last resort.

Our approach is based on the well know principle that stating that a successful
problem solving can be achieved by a decomposition of the original problem into
sub problems that can be easily solved. In addition we consider the design issues
pointed in [26], i.e.

– When should the tutor give a hint about the next step? Should it wait for
the student to ask? Should it give unsolicited hints when it detects guessing
or floundering?

– What step should the tutor suggest? For instance, if there are multiple paths
to a solution, and the student appears to be following a long complex one,
should the tutor suggest starting over?

– How can the tutor give hints that maximize learning, keep frustration under
control, and allow the student to finish the problem?

In this particular case a problem that has to be solved by a student is followed
by three hints called a, b, and c. According to the history in a database these
hints can be placed in two or three levels:

– two levels
• one of the elements a, b, c is ranked higher than the other two while those

two are of equal importance
• one of the elements a, b, c is ranked lower than the other two while those

two are of equal importance
– three levels

• consecutive ordering

The expressions an ’element a’ and a ’hint a’ are used interchangeably in this
content.

Cases where two of the elements are placed on the same level can be seen in
Fig. 1, Fig. 2, Fig. 3, and Fig. 4.

Cases where all elements have different levels are presented in Fig. 5, Fig. 6,
and Fig. 7.

Summaries of possible structures for three and four elements where all
elements are presented can be seen in Fig. 8 and Fig. 9 respectively.
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a b

c

b

c

a

level 1

level 2

level 1

level 2

Fig. 1. Elements a, b, c are changing levels of belonging

b c

a level 1

level 2

Fig. 2. Two levels case where one of the elements a, b, c is ranked higher than the other

two while those two are of equal importance

a b

c

level 1

level 2

Fig. 3. Two levels case where two of the elements a, b, c are of equal importance and

are ranked higher than the third

b

ca

level 1

level 2

b c

a level 1

level 2

Fig. 4. Elements a, b, c have the same structure in both orderings
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Fig. 5. Two of the elements a, b, c are changing levels of belonging within the same

structure of three different levels of helpfulness
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Fig. 6. All elements a, b, c are changing their levels of belonging within the same struc-

ture of three different levels of helpfulness
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c

a
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level 1
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level 3

Fig. 7. Two of the elements a, b, c are changing levels of belonging within the same

structure of three different levels of helpfulness

Hints placed on the same level can be further classified using rough sets the-
ory. This can help to avoid ’a danger in going off the rails’ when developers of
the technologies don’t keep in mind what psychologists and other experts have
discovered about how people learn [22].

From a classical stand point of view a concept is well defined by a pair of
intention and extension. Existence of well defined boundaries is assumed and
an extension is uniquely identified by a crisp set of objects. In real life situa-
tions one has to operate with concepts having grey/gradual boundaries, like for
example partially known concepts, [20], undefinable concepts, and approximate
concepts,[11].
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Fig. 8. Structures for three elements

Rough Sets were originally introduced in [14]. The presented approach pro-
vides exact mathematical formulation of the concept of approximative (rough)
equality of sets in a given approximation space, [15]. An approximation space
is a pair A = (U, R), where U is a set called universe, and R ⊂ U × U is an
indiscernibility relation.

Equivalence classes of R are called elementary sets (atoms) in A. The equiva-
lence class of R determined by an element x ∈ U is denoted by R(x). Equivalence
classes of R are called granules generated by R.

Definitions often used for describing a rough set X, X ⊂ U are:

– the R-upper approximation of X ,

R�(x) :=
⋃

x∈U

{R(x) : R(x) ∩ X �= ∅}

– the R-lower approximation of X ,

R�(x) :=
⋃

x∈U

{R(x) : R(x) ⊆ X}
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Fig. 9. Structures for four elements

– the R-boundary region of X ,

RNR(X) := R�(X) − R�(X)

It is important to mentioned the need of a large pool of problems related to an
intelligent tutoring system. according to [26], a 13 week semester requires 130
problems at minimum, and the number of problems can go up to 500 if course
designers want freedom to choose their own problems.

Another important issue is related to response clustering. Clusters’ of respon-
dents sharing the same preferences enable the viewer of such information to
understand the propensity of a given ’cluster’ to behave, react, respond, and



46 S. Encheva

perform, [27]. Cluster analysis considers the problems of measuring similarities
between samples as well as the problem of the partitioning sets of samples into
clusters.

4 Conclusion

Ranking of hints based on students’ responses presents a better picture of the
learning progress compare to interviews with individual students or group
representatives.
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Abstract. This paper proposes a u-learning management system (ULMS) ap-
propriate to the ubiquitous learning environment, with emphasis on the signifi-
cance of context awareness and adaptation in learning. The proposed system 
supports the basic functions of an e-learning management system and incorpo-
rates a number of tools and additional features to provide a more customized 
learning service. The proposed system automatically corresponds to various 
forms of user terminal without modifying the existing system. The functions, 
formats, and course learning activities of the system are dynamically and  
adaptively constructed at runtime according to user terminals, course types, 
pedagogical goals as well as student characteristics and learning context. A pro-
totype for university use has been implemented to demonstrate and evaluate the 
proposed approach. We regard the proposed ULMS as an ideal u-learning  
system because it can not only lead students into continuous and mobile  
‘anytime, anywhere’ learning using any kind of terminal, but can also foster en-
hanced self-directed learning through the establishment of an adaptive learning 
environment. 

Keywords: Learning management system, ubiquitous learning management 
system, u-learning system. 

1   Introduction 

The e-learning environment that began with the advent of the personal computer, 
modern communications, broadcasting, and digital technology in education has 
moved from m-learning, which emphasizes mobility, to t-learning, which utilizes 
television, both analog and digital, as a medium for learning. Today, it continues to 
evolve into the u-learning environment, which enables users to learn at any time and 
any place, using wired or wireless networks, regardless of the type of device. That is, 
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the current learning environment is becoming a ubiquitous environment where  
all communication media are interconnected through wired or wireless networks  
with sensors and radio frequency identification (RFID) embedded objects in our  
surroundings [1]. 

E-learning can be defined as a form of learning that utilizes computers, network-
ing, and broadcasting technologies, through which people acquire and develop new 
knowledge and skills, individually or collaboratively [2]. M-learning enhances the 
transportability of e-learning and promotes mobile learning using wireless communi-
cations technology with portable devices such as personal digital assistants (PDAs) 
and pocket-size terminals [3]. T-learning makes use of analog or digital television, 
using one-way or two-way audio/video and data broadcasting [4]. 

Ubiquitous learning (u-learning) is a new form of mobile technology with sensors 
and wireless communications [2]. It has provided new directions for learning, while 
initiating a ubiquitous learning environment in which students can learn continuously 
and overcome limitations of time and place. It can be said that u-learning is a com-
prehensive learning system built on the core features of ubiquitous computing, such as 
pervasiveness, portability, embeddedness, connectivity, and context awareness. 
Hence, by inferring a student’s learning context and level of knowledge, u-learning 
can create a more creative and individualized self-directed learning environment, 
leading to an optimized learning environment for students [5]. 

In e-learning, learning management systems (LMSs) cater to overall educational, 
administrative, and deployment requirements [6]. There are many different kinds of 
LMSs and representatives, including Moodle (Modular Object-Oriented Dynamic 
Learning Environment) [7], [8], LAMS (Learning Activity Management System) [9], 
[10], Blackboard [11], [12], and Sakai [13], [14]. However, the existing LMSs cannot 
easily accommodate various types of terminal in the ubiquitous environment, such as 
personal media players (PMPs), smart phones, and other portable devices, because the 
systems were designed to operate in a limited, PC-based environment. In other words, 
the current LMSs need to be updated to support new devices. They usually operate on 
PC-based web browsers and Microsoft Windows. Thus, the systems are not ideal for 
supporting mobile learning [15]. Moreover, in existing LMSs, the learning activities 
provided for courses are fixed and are not capable of flexibly adapting to a student’s 
level of knowledge, learning style, or course type.  

We propose a u-learning management system (ULMS) that automatically accom-
modates various terminals without modifying the existing system appropriate to the 
ubiquitous learning environment. The functions, formats, and learning activities of the 
system for courses and students are dynamically and adaptively constructed at run-
time based on the situational learning context, such as user terminal, course type, 
pedagogical goals, student profile, and environment. Context is an essential feature in 
designing a more adaptive mobile learning system [16], and “learning must occur 
embedded in the context in which it occurs” [17]. That is, a stronger view of learning 
theory puts more emphasis on the significance of learning context [17], context 
awareness, and adaptation in mobile learning [18]. Based on this view of learning 
theory, we seek to develop a context-aware u-learning system by taking into account 
the knowledge of the surrounding conditions. We aim to establish an optimally adap-
tive learning environment that allows students to learn and receive education ‘any-
time, anywhere,’ and using any kind of terminal by seamlessly adapting the functions 
and formats of the system to the user terminal and learning context. Note that the 
contents of this paper have been partially reported in earlier work [15], [19]. 
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This paper is organized as follows. Section 2 reviews the existing literature on 
LMSs and adaptive e-learning systems. Section 3 describes the main components, 
additional functions, and supporting tools of the proposed u-learning management 
system. Section 4 gives examples of implementing features. In Section 5, we offer 
conclusions and future research ideas. 

2   Related Work 

A learning management system (LMS) is a software application for administrating, 
tracking, delivery, and reporting of educational programs [20]. There are many differ-
ent types of LMSs based on development platforms, purposes and features; however, 
they generally share many common characteristics such as managing users (including 
user registrations and profiles), creating and managing courses, learning content and 
activities, administrating assessments, tests and educational records, generating re-
ports, supporting course calendars and bulletin boards, among others. The well-known 
LMSs are Moodle [7], [8], LAMS [9], [10], Blackboard [11], [12] and Sakai [13], 
[14], among many others.  

Moodle [7], [8] is a course management system (CMS) similar to a learning man-
agement system. It is a free web application that allows educators to create online 
courses that focus on interaction and collaborative learning. Moodle has many fea-
tures typical of an e-learning platform and can be used for education, training, and 
business settings [7]. It also supports the use of web 2.0 technologies such as blogs, 
wikis, and web applications [11]. LAMS [9], [10] is a learning activity management 
system “for designing, managing, and delivering online collaborative learning activi-
ties” [9]. It provides a visual authoring environment for creating learning activities 
and their sequences. LAMS can be used for individual tasks, small group work, or 
whole class activities. Blackboard [11], [12] is a course and content management 
system that supports the management of e-learning, transaction processing, and online 
communities for synchronous learning and collaboration. Sakai [13], [14] is a com-
munity of academic institutions that develop a common collaboration and learning 
environment. It is also known as CMSs, LMSs, or Virtual Learning Environments 
(VLE). The Sakai software supports many of the common features of CMSs, includ-
ing generic collaboration tools such as a wiki, announcements, mailing list distribu-
tion and archiving, forums, and an RSS (Really Simple Syndication) reader. However, 
these are all limited in the aspect of supporting not only personalization, but also user 
terminals. They were designed to operate in a limited, PC-based environment, thus it 
is difficult to accommodate various types of user terminals in the ubiquitous environ-
ment. And they also provide only static fixed courses so that they do not allow users 
to have a highly customized and self-directed learning experience based on their 
learning characteristics and circumstances. 

In response to these problems of the existing LMSs, some projects were performed 
to make LMSs adaptive and personalized. The e-learning platform iLearn [21], [22] 
attempted to provide personalization for learners based on learners’ pedagogical 
needs and learning styles within common LMSs. To determine the customized  
e-learning package for a specific learner, it uses the semantic processing engine based 
on semantic web technologies. The GRAPPLE [23], [24] project has been launched to 
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integrate an adaptive learning environment with existing LMSs to provide learning 
contents and activities tailored to students’ needs. It includes five LMSs, three open-
source LMSs (Claroline, Moodle, and Sakai), and two commercial LMSs (IMC CLIX 
and learn eXact). The GRAPPLE adaptive learning environment supports an author-
ing tool to allow course creation, a user model framework for providing a proper user 
data, and an adaptive learning engine to deploy adaptive courses and guidance. It 
provides personalization based on individual goals, level of knowledge, learning 
styles, context of use, as well as group characteristics and goals with collaborative 
work [24]. However, these are also limited in terms of support adapted to various 
forms of user terminals in the ubiquitous environment, even though they have pro-
ceeded to support personalization based on user profiles and pedagogical goals. Fur-
thermore, they only focus on adaptive features to address the limited personalization 
within existing LMSs, rather than develop an overall u-learning management system 
adequate for the ubiquitous learning environment. 

3   Ubiquitous Learning Management System 

The proposed u-learning management system undertakes the overall administration of 
educational tasks related to teaching and learning in a u-learning environment, includ-
ing teaching and learning support, and learning-content management. The system also 
offers tools such as a learning-content creator, learning-content viewer, and multime-
dia editor, as well as additional functions, such as student profile analysis, inference 
engine, e-portfolio, and search functions. These functions allow the user to manage 
system users, administer courses, track and record learning activities, and generate 
diverse e-portfolios for these activities. In addition, the system manages online educa-
tion and facilitates collaborative learning. Above all, the system enables continuous 
education regardless of time and place by supporting different forms of system inter-
faces adapted to various user terminals. 

Communication between the system and user terminals is accomplished by a sim-
ple object access protocol (SOAP), which guarantees system security and enables 
interoperability between programs running in different operating systems. Further-
more, each function in the system is developed as a module based on object-oriented 
architecture and component-based development, and the realized learning system is 
automatically built by selecting and combining these components in an arrangement 
tailored to a specific user terminal. That is, the realized functions, formats and inter-
faces of the system appropriate to the user terminal are dynamically assembled from 
the components at runtime. 

3.1   System Architecture 

Fig. 1 shows the architecture of the proposed u-learning management system. The 
architecture consists of five main components: user connection, teacher support, stu-
dent support, administration support, and course management. 

User Connection. Users can connect to the system using a variety of terminals. First, 
the system identifies the connected user terminal and automatically reformulates  
the functions and formats of the system to suit the user terminal. Then, the learning  
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Fig. 1. Architecture of the proposed u-learning management system  

system provides this derived user interface to the user. The system also dynamically 
chooses a display resolution according to the user’s network bandwidth and terminal 
type. For example, when a user connects to the system with a PMP over a network 
link with low bandwidth, the system displays the learning content at low resolution 
and with low-level text rather than at high resolution with colored graphics or videos. 

 
Teacher Support. This feature provides an environment in which teachers can open 
and operate regular courses by building up teaching and learning modules and creat-
ing content. This feature supports instructor-led activities that allow instructors to 
open and run courses, create content, conduct quizzes, surveys and reports, and man-
age students. Course materials can be previewed and modified. Teachers can also 
monitor the students' progress and learning activities while running the courses. In 
addition, teachers can evaluate the overall status of their students’ understanding and 
achievement and provide comprehensive evaluation results to the students at the end 
of the course. Teachers can also check all activity information using e-portfolios. 

 
Student Support. This feature assists students in their general learning activities. 
Students can search through courses and check their progress in the courses in which 
they are registered. They can also use the system to check their records and class 
assignments, take quizzes or examinations, and review their improvement using e-
portfolios provided in various forms. Furthermore, students can create their own in-
formal lectures and share them with other students. 

 
Administrator Support. This feature allows administrators to direct the learning 
system by managing users, content, activities, and the flow of courses. This function 
interface also allows administrators to control information on all devices connected to 
the system. Administrators may need to arrange the development of some modules for 
newly released terminals.   
 
Course Management. This feature allows users to create and use learning activities 
such as bulletin boards, notebooks, e-mails, unified messaging services (UMS),  
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single-choice/multiple-choice questions, surveys, videos, resource sharing, video 
conferencing, chatting, voting, file uploading, multitasking, forums, Q&As, 3D 
graphics, and calendar. These learning activities are all implemented as modules 
(components). Then, the learning activities for a specific course are dynamically con-
structed at runtime based on course type and student learning context. Providing the 
course content in this flexible configuration is more helpful to teachers and students, 
resulting in seamless context adaptation in mobile learning. In addition, all interac-
tions between users and the system are logged in databases that are systemically man-
aged through e-portfolios. Users can view the log information in real-time. This way, 
teachers and students can monitor their teaching and learning processes. Users can 
easily create learning content without installing additional software and freely cus-
tomize the web page layout of the learning system. Furthermore, they can add other 
web-based functions. 

3.2   Support Tools 

The tools provided by the system include a learning content creator, multimedia edi-
tor, and content viewer. We set up a rich internet application (RIA) environment with 
Flex2 to enhance the usability of these tools through a more interactive interface. 

3.2.1   Learning Content Creator 
Fig. 2 shows in detail the internal structure of the learning content creator. The con-
tent creator consists of three main modules: dynamic interface, user-created content 
(UCC) multimedia edit, and content management [19]. The sequence of a learning 
process is designed with learning activity units. 

 

Fig. 2. Internal structure of the learning content creator (left) and content viewer (right) 

The dynamic interface module provides the design environment for learning activi-
ties. It arranges each learning activity using drag-and-drop, and allows users to design 
the sequence of learning activities, add details, and import external content. The UCC 
multimedia edit module loads the multimedia editor. It allows users to import external 
multimedia data and edit images and videos. The content management module man-
ages created learning activities, converts them into extensible markup language 
(XML) format, and saves the XML data to the u-learning content database. Each 
designed learning activity is created and saved to a data file in the XML structures, 
along with an index of its contents and learning sequence. Then, the XML data files 
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are integrated into one XML document file based on the sequences of each learning 
activity, and the XML document file is saved to the database. This module also man-
ages XML metadata to support the conversion of XML files to Sharable Content 
Object Relation Model (SCORM) format. 

3.2.2   Learning Content Viewer 
The learning content viewer consists of the three modules shown at the right in Fig. 2. 
First, there is an HTML authoring module, which builds web pages presented to us-
ers. This module converts XML data into HTML documents using an XML parser 
and optimizes the HTML documents to suit the user's device. The second module is 
the multimedia data viewer, which displays videos and images in a web browser. The 
third module is the content loader, through which users can access the learning con-
tent from the learning content databases [19]. 

3.2.3   Multimedia Editor  
The proposed system provides an authoring/editing tool that allows users to edit mul-
timedia such as images and videos and import them as data to the learning content. 
Various other multimedia editing tools are widely used; these tools are generally 
based on ActiveX. This means that users must download and install these tools before 
they can be used. However, Asynchronous JavaScript and XML (Ajax) techniques 
allow the immediate use of the multimedia editor, which is provided by the proposed 
system, without installing anything first. Fig. 3 illustrates how Ajax techniques work 
in the system. Ajax-based web applications run in web browsers. Here, a web browser 
is used as a client. A client requests data from a database server using XMLHttpRe-
quest and function codes with JavaScript. The XMLHttpRequest object provides a 
method for asynchronous data exchange between browser and server [25]. Therefore, 
users can more easily and efficiently utilize web applications by reducing considera-
tion of their computing environment. 

 

Fig. 3. Ajax web application model (left) and internal structure of the multimedia editor (right) 

The multimedia editing tool was designed to edit images and videos, but it also in-
cludes a simple tool that allows users to edit educational cartoons. Fig. 3 shows the 
working structure of the multimedia editor. Users can load image/video files into the 
multimedia editing server. The uploaded files are stored in a temporary folder on the 
server, and the users can edit the files using a variety of editing functions, such as 
filtering, resizing, reversing, cropping, revolving, rotating, inserting frames, adjusting, 
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merging, encoding inserting captions, and others. Edited files are saved in a number 
of different versions corresponding to each terminal and are separately managed [19]. 

3.3   Additional Functions 

The u-learning management system provides a number of additional functions, such 
as analysis of student characteristics, an inference engine, e-portfolios, and learning 
content search. To facilitate a more effective self-directed learning environment, the 
system supports some functions for the analysis of a student’s background knowl-
edge, level of understanding, learning style and preferences, learning history, and 
learning context [26]. The proposed u-learning system provides the student analysis 
functions which consist of a number of component units, such as academic achieve-
ment and individual information (transcript, résumé, self-introduction, internships, 
learning styles and preferences, learning coaching, and learning history), learning 
results, learning assessments, learning goals, and other associated activities (volunteer 
activities and recommendation letters). And we also provide the inference functions 
for diagnosing and analyzing each student’s characteristics and content needs through 
the overall learning process. To analyze the appropriateness of learning content for 
each student, we employ three data mining methods: proportional reporting ratio 
(PRR) [27], reporting odds ratio (ROR) [28], and the information component (IC) of 
the Bayesian confidence propagation neural network [29]. 

The e-portfolio system included in the proposed u-learning system manages and 
presents the learning processes in various forms with text and multimedia, including 
audio, video, images, and graphics. The system consists of two main modules: the 
teacher-support module and student-support module. The teacher-support e-portfolio 
includes course information for ongoing classes. Teachers can design and suggest the 
syllabus to students based on the students’ learning status, which involves their atten-
dance, bulletin board participation, learning participation, questions, debates, quizzes, 
assignment scores, grades, and previously taken courses. This e-portfolio also in-
cludes teaching history, research history, and educational background. The student-
support e-portfolio includes course information for the classes in which the student is 
enrolled. It aims to improve student learning abilities by facilitating an enhanced, self-
directed learning environment through the analysis and accommodation of various 
student learning orientations, based on individual learning activities. The e-portfolio 
also includes student name, identification (ID) and social security number (SSN), 
résumé, self-introduction, and study plan. 

The search function in our proposed system helps teachers and students easily lo-
cate the learning content they want through text-based retrieval and/or XML-based 
retrieval mechanisms. 

4   Examples 

A prototype has been implemented to demonstrate and evaluate the proposed ap-
proach. The system was developed using ASP.NET 2.0, Microsoft SQL 2.5, and Vis-
ual Studio .NET 2003 on Windows 2008 and Microsoft Internet Information Services 
(IIS) 6.0 as a web server. We adapted the RIA-based Microsoft Silverlight 2.0 to 
maximize the user experience of creating learning content and activities. 
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Fig. 4 shows the main screen of the system, which consists of five main menus: 
‘my lecture,’ ‘my study,’ ‘portfolio,’ ‘community,’ and ‘user service,’ on a desktop 
computer. Under the ‘my lecture’ menu, teachers can manage courses they have 
opened and check the registered student information. After opening lectures, teachers 
can add related lecture notes. Each lecture note is composed of several activities in 
various forms with text and multimedia objects; that is, the contents of a lecture note 
consist of a number of activities. Fig. 5 shows the process of creating a lecture note by 
adding an image activity. Students also can open their own informal lectures and 
share them with others.  

 

Fig. 4. Main screen of the u-learning management system 

 

Fig. 5. Example of the creating of a lecture note by adding an image 

Under ‘my study,’ students can register, take lectures, manage courses they have 
taken, and check their records and required materials. Under the ‘portfolio’ menu, a 
user can freely create various forms of e-portfolio by combining supported learning 
elements. Users can also view information on all teaching and learning activities, as 
well as the activity log of system events. All interactions between the system and 
users are logged to identify factors that could later help in enhancing learning activi-
ties. Fig. 6 shows examples of screens connected using a smart phone. 
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Fig. 6. Examples of screens connected using a smart phone (a) initial screen (b) login screen (c) 
course inqurey screen 

5   Conclusion 

Through this study, we proposed a ubiquitous learning management system (ULMS) 
that automatically adapts to various types of terminal. The functions and formats of 
the learning system are dynamically configured according to the user terminal. There-
fore, the system allows students to learn using wired or wireless networks, with any 
kind of terminal, without being limited by time or place. Furthermore, to support an 
enhanced, self-directed learning environment, the system dynamically constructs 
course learning activities at runtime based on course types, pedagogical goals, and 
student learning circumstances and characteristics (student background knowledge, 
learning styles, preferences, and learning context), with an emphasis on the signifi-
cance of adaptation to context in learning. 

The basic architecture of the system is composed of five main functions: user con-
nection, teacher support, student support, administration support, and course man-
agement. The system also provides several tools, including a learning-content creator 
and viewer, which allow users to create and view a variety of educational content. 
The tools also include an Ajax-based multimedia editor, which allows users to edit 
multimedia data such as images and audiovisuals and insert the multimedia data into 
learning content. Furthermore, the system provides a number of additional functions 
that can analyze student characteristics and infer similarities between students and 
learning content to provide a highly personalized, independent, and self-directed 
learning environment. The system also allows users to create various types of e-
portfolio. The ultimate purpose of these additional functions is to provide a more 
customized learning service. Finally, the system offers two search mechanisms to help 
users more readily locate the learning content they need. 

In addition, the proposed u-learning system develops each function as a component 
unit based on an object-oriented approach. It automatically and dynamically builds 
the learning system interface by compiling in real time functions corresponding to 
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each terminal environment. Using the fixed interface approach makes it necessary to 
develop a new system version to support new terminal types; but with this dynamic 
interface approach, the system needs only to add certain modules to process the new 
terminal type. Thus, we regard the proposed ULMS as an ideal ubiquitous learning 
system optimized for a ubiquitous environment that supports uninterrupted learning 
activities using various terminals regardless of time and location. 

We have not yet completed development of the proposed approach, and a number 
of issues still remain. Practical trials must be conducted to further evaluate the pro-
posed system. Also, investigations into improvements suggested by students in a wide 
range of case studies should be continued. Nonetheless, our system is valuable for 
ubiquitous learning because it provides students not only an ‘anytime, anywhere’ 
continuous and mobile learning experience with any device but also an enhanced, 
customized learning environment created by analyzing student learning circumstances 
and characteristics. 
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Abstract. Recent surge of social networking websites in the world supports a 
widely accepted assumption that people aspires to be recognized online by shar-
ing information with others, perceive enjoyment and keeps to use their social 
networking site continuously. Different from traditional social networking sites 
(SNSs) like Cyworld and Facebook, Twitter is famous for its short message and 
ease of sharing knowledge with others in a prompt manner. Therefore, Twitter 
is preferred most by many people who seem innovative generically. In this 
sense, Twitter accumulates its fame as the most influential SNS media among 
users. However, there is no study to investigate why people holds continuous 
intention to use the Twitter from the perspective of knowledge-sharing and so-
cial presence. To resolve this research issue, this paper adopts six constructs 
such as personal innovativeness, knowledge-sharing intention, perceived ease 
of use, perceived enjoyment, social presence, and intention to continuously use. 
Empirical results with 105 valid questionnaires revealed that the proposed re-
search model is statistically significant, and people's intention to use the Twitter 
continuously is influenced by social presence, perceived enjoyment, and per-
ceived ease of use.   

Keywords: intention to continuously use, Personal innovativeness, Perceived 
ease of use, knowledge-sharing intention, social presence, perceived enjoyment. 

1   Introduction 

The Internet is used by many to develop relationships and share information. Re-
cently, to effectively support such interactions, social networking sites such as Cy-
world, Facebook, MySpace, and Twitter have been launched. Boyd and Ellison [1] 
define social networking sites as “web-based services that allow individuals to con-
struct a public or semi-public profile within a bounded system, articulate a list of 
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other users with whom they share a connection, and view and traverse their list of 
connections and those made by others within the system.” In a social networking site 
(SNS), users post on the site their current feelings, touring information, restaurant 
menus, and photographs.  

These SNSs are popular throughout the world. According to the New York Times, 
the number of Facebook users in 2010 is estimated over 500 million, compared to the 
200 million users of one and a half years previous [2]. However, the fastest growth of 
an SNS occurred with Twitter from December 2008 to December 2009 [3]. In Twit-
ter, users send/receive messages, or “tweet,” by writing a maximum of 140 characters 
using a PC or smart phone. The number of registered users in Twitter in 2010 is esti-
mated at over 105 million [4]. In Korea, Twitter has become popular since Yuna Kim, 
a 2010 Olympic champion in women figure’s skating, registered for the service. As 
many Korean celebrities and movie stars are registering for this service, the number 
of Twitter users is increasing.  

Due to the increasing use of SNSs and their popularities with users, many re-
searchers have studied user behavior and adoption of SNSs [5-10]. However, even 
though new services such as SNSs may attract many users in the beginning, retaining 
these users is very difficult because of competition from new rival services or the 
deterioration of a site’s attractiveness. Therefore, the more important research topic is 
the retention of SNS users. Currently, research studies that consider not only continu-
ous use intention, but also user characteristics in relation to SNSs, such as the intent to 
share knowledge and personal innovativeness, are limited.  

In this paper, we focus on the intention to continuously use SNSs and, in particular, 
the intention to participate in knowledge sharing, personal innovativeness, social 
presence and the perceived ease of use and perceived enjoyment of these sites. 

2   Previous Studies 

2.1   Social Networking Sites (SNS) 

Three different approaches - surveys, traffic logs, and crawling - have been used to 
analyze SNS users [5]. In a survey, researchers aim to understand why users use the 
SNS [6], and why users disclose personal information [7, 8]. In traffic logs, research-
ers want to know how users behave on the site. For example, Benevenuto et al. [11] 
found that many users browse friends’ pages rather than writing a text/message in 
online social networks. Burke et al. [12] found that newcomers receiving feedback 
and having many friends actively engage in a site. In crawling, researchers want to 
know who contributes the most and which term or topic is the most popular [9, 10].  

2.2   Intention to Continuously Use  

In information systems, including electronic commerce sites, the intention to continu-
ously use is related to perceived usefulness, satisfaction, confirmation, and loyalty 
incentives [13, 14]. Kang et al. [15] focused on self-image congruity and regret to 
analyze continuous use behavior in a SNS. Along these lines, Mäntymäki and Salo 
[16] analyzed the effects of trust and social presence as they affect continuous  
use intention. However, Lin et al. [17] stressed perceived playfulness as a factor for 
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ensuring the continued use of a Web portal, and Thong et al. [18] emphasized per-
ceived ease of use and perceived enjoyment as factors in the continued use of mobile 
internet services. In addition, Hong et al. [19] underscored perceived ease of use as a 
factor for continued use of mobile Internet services. 

From these data, we find that perceived enjoyment (playfulness) and perceived 
ease of use are more important factors in the use of Web portals or mobile Internet 
services than they are for information systems including electronic commerce sites, 
even though perceived usefulness, satisfaction, confirmation, and loyalty incentives 
are also important. Furthermore, we realize that other factors such as self-image con-
gruity and regret, trust, and social presence should also be considered.  

3   Hypothesis Development 

3.1   Personal Innovativeness 

In explaining the adoption of IT, Agarwal and Karahanna [20] created a new con-
struct called PIIT (personal innovation in the domain of information technology), 
which describes "the willingness of an individual to try out any new information 
technology." Even though personal innovativeness is not related to ease of use in  
the adoption of mobile commerce, it is related to ease of use in PDA acceptance  
of healthcare professionals [21] and Internet use and adoption by knowledge  
workers [22].  

Twitter is relatively new to Internet users and is increasing rapidly worldwide. In 
SNSs, innovative persons are typically the first to use the site, added by their typical 
considerable knowledge of IT. Therefore, a person’s perceived ease of use depends on 
his/her level of innovation. Hence, we form the following hypothesis: 

 
Hypothesis 1: Personal innovativeness in information technology is positively  

related to perceived ease of use. 

3.2   Knowledge-Sharing Intentions 

Prior to the introduction of high-speed Internet and mobile/smart phones, “knowledge 
is shared mainly through person-to-person contacts.” [23] However, since the incep-
tion of Web 2.0, whose main features are collaboration, participation, and openness, 
was introduced in 1994, much knowledge has been shared on open websites such as 
Wikipedia. In addition, when a person interacts with others in SNSs, s/he tends to 
share a deeper level of information with his/her friends or unknown persons. In this 
situation, a monetary or tangible reward motivates people to share knowledge. How-
ever, some people derive enjoyment from sharing knowledge in online communities 
without a reward [24].  

In Twitter, many people write about experience with or knowledge of recently pur-
chased (used) products (services). In addition, a person can obtain feedback from other 
people. This response pleases most people. From these facts, we hypothesize that 
 

Hypothesis 2: The intention to share knowledge is positively related to perceived 
enjoyment. 
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3.3   Perceived Enjoyment 

Davis et al. [25] defined perceived enjoyment with regard to computer usage as ‘‘the 
extent to which the activity of using the computer is perceived to be enjoyable in its 
own right, apart from any performance consequences that may be anticipated.” Agar-
wal and Karahanna [20] thought that such enjoyment is similar to pleasure and intrin-
sic interest. This kind of enjoyment is positively related to perceived ease of use in 
adopting Web-based information systems [26] and positively impacts the intention to 
use computer software, such as word processing software and business graphics pro-
grams [26]. In addition, Lin et al.[17] and Thong et al.[18] found that perceived en-
joyment is associated with the intention to continuously use a Web portal or mobile 
service.  

Twitter is a Web-based service and users want to use this site for enjoyment. 
Henceforth, the following two hypotheses are induced.  
 

Hypothesis 3a. Perceived enjoyment is positively related to perceived ease of 
use. 

Hypothesis 3b. Perceived enjoyment is positively related to intention to continu-
ously use a service. 

3.4   Social Presence 

Social presence is the degree to which a person perceives communication media, such 
as face-to-face communication, on a socio-emotional level [27]. In other words, it is 
the degree to which one person experiences the presence of another person. Many 
prior studies [28, 29] found that this social presence is increased by the provision of 
graphical product and service information.  

As for eldercare, the more a person senses social presence while interacting with a 
robot or screen agent, the more s/he perceives it to be enjoyable [28]. In the cases of 
commercial websites, the more the users perceive a high social presence, the higher is 
their e-loyalty and the better are their attitudes toward the product or service [30]. In 
SNSs, social presence affects the intention to continuously use products in social 
virtual worlds [16].  

In Twitter, a person is able to receive instant feedback. In other SNSs, a person up-
loads images related to her/his personal life and comments on the pictures/writing of 
others. Based on these interactions, users may feel as though they are interacting in 
person. In this regards, the following hypotheses are derived.  

 
Hypothesis 4a: Social presence is positively related to perceived enjoyment. 
Hypothesis 4b: Social presence is positively related to intention to continuously 

use a service. 

3.5   Perceived Ease of Use 

In the Technology Adoption Model [31], two major constructs, usefulness and  
ease of use, impact behavioral intention. Recently, many new IT products such as 
smart phones have been introduced. Ease of use is important in the adoption of these 
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products and services because new and unfamiliar products and services are often 
considered to be difficult to use. In addition, the relationship between perceived ease 
of use and intention to continuously use was supported by Thong et al. [18], and Hong 
et al.[19].  

Twitter is a new service for Internet users, and most people are not familiar with it. 
Therefore, the current and continued use of this service depends on its ease of use. 
Therefore, we hypothesize as follows: 
 

Hypothesis 5: Perceived ease of use is positively related to intention to continu-
ously use a service. 

4   Empirical Analysis  

4.1   Questionnaire Survey and Sample Statistics 

Survey items were adapted from previous studies to investigate the relationships 
among factors that affect the intention to continuously use a service. For example, in 
the case of personal innovativeness, four survey items were developed based on Agar-
wal and Prasad [32] and Agarwal and Karahanna [20]. To analyze social presence, four 
survey items were adopted from Schmitz and Fulk [33] and Short et al. [27]. After 
creating the questionnaire, we randomly selected a sample of Twitter users in South 
Korea. The number of initial respondents was 118, which was reduced to 105 after we 
assessed the response qualities. Of these participants, 57 were male and 48 were fe-
male. All respondents were college students in the same university class. To ensure 
that the data were reliable, respondents received extra credit from a professor. 

4.2   Reliability and Confirmatory Factor Analyses 

The statistical tools of SPSS 17.0 were used for the preliminary analysis, after which 
measurement and the structural model were analyzed using the partial least squares 
(PLS) approach which is useful in analyzing descriptive and predictive relationships 
[34]. Furthermore, this method is suitable for analyzing data from a small sample (i.e., 
less than 200 respondents) [35].  

Preliminary analysis 

Six constructs were used for testing the hypotheses in the research model: personal 
innovativeness, social presence, perceived enjoyment, intention to continuously use, 
knowledge-sharing intention, and perceived ease of use. Table 1 shows results from 
the reliability test. The Cronbach’s alpha values for the six constructs, all of which 
were greater than 0.7, indicate that these items were reliable. Next, principle compo-
nent factor analysis with varimax rotation was used to analyze the data. The first  
factor, personal innovativeness, explained 36.0% of the variance; the second factor, 
social presence, explained 15.3%. On the basis of these results, we concluded that the 
measurement items were statistically valid. 
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Table 1. Reliability and Factor Analyses 

 Cronbach a INNO SP EN CU KS EU 
Innovativeness1 0.931      
Innovativeness2 0.903      
Innovativeness4 0.875      
Innovativeness3 

0.93 

0.853      
Socialpresence3  0.893     
Socialpresence1  0.828     
Socialpresence2  0.818     
Socialpresence4 

0.90 

 0.678     
Enjoyment1   0.835    
Enjoyment2   0.783    
Enjoyment3   0.777    
Enjoyment4 

0.92 

  0.702    
Continuous use3    0.812   
Continuous use1    0.799   
Continuous use2 

0.90 

   0.797   
Knowsharing1     0.886  
Knowsharing3     0.873  
Knowsharing2 

0.86 

    0.823  
Ease of use1      0.835 
Ease of use2      0.779 
Ease of use3 

0.75 

     0.763 
Eigenvalue 7.564 3.222 2.148 1.705 1.229 1.088 

Variance explained 36.017 15.343 10.227 8.117 5.852 5.182 
Total variance explained (%) 36.017 51.361 61.587 69.705 75.557 80.739 

Note: INNO: Innovativeness, SP: Social presence, EN: Perceived enjoyment, CU: Intention 
to continuously use, KS: Knowledge-sharing intention, EU: Perceived ease of use. 

The measurement model 

Confirmatory factor analysis was performed to test our measurement scales with re-
spect to reliability and validity. On the reliability test, a composite reliability greater 
than 0.7 and an AVE (average variance extracted) greater than 0.5 indicate an ade-
quate fit [36]. On the validity test, the correlation between two factors should be less 
than the square root of the AVE value of each factor [36]. As shown in Table 2, these 
data are valid because they satisfy the criteria.  

Table 2. Correlations of latent variables and AVEs 

Construct 
Composite 
Reliability 

INNO SP EN CU KS EU 

Innovativeness 0.94 0.89      
Social presence 0.93 0.12 0.88     

Perceived Enjoyment 0.94 0.31 0.63 0.90    
Continuous use 0.94 0.28 0.55 0.64 0.91   

Knowledge sharing 0.91 0.23 0.16 0.28 0.23 0.88  
Perceived ease of use 0.86 0.22 0.22 0.33 0.36 0.25 0.82 

Note: Values on the underlined diagonal are the square roots of the AVEs.  
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The structural model 
 
This study’s hypotheses were tested using SmartPLS 2.0 with the bootstrapping  
procedure, and we found that we could accept all of the hypotheses except for that 
linking personal innovativeness and perceived ease of use. The results indicate that 
perceived ease of use, perceived enjoyment, and social presence account for 46.9% of 
the intention to continuously use. 

Social 
Presence

Personal
Innovativeness

Intention To 
Continuously Use

(R2=46.9%)

Perceived 
Ease of Use
(R2= 12.3%)

Perceived 
Enjoyment
(R2=43.7%)

Knowledge-
Sharing 
Intention 

0.129

0.185*

0.166*

0.288**

0.604**

0.443**

0.228*

: not significant

* p<0.05,   ** p<0.01  

Fig. 1. Results 

4.3   Discussion 

This paper investigated which personal characteristics are influencing people to con-
tinuously use Twitter. Results tell us that the short message nature of Twitter limits 
people’s personal innovativeness to affect the perceived ease of use when using Twit-
ter. Besides, Twitter facilitates knowledge sharing among people due to its short mes-
sage nature. Such facilitated knowledge sharing attitude on Twitter tends to increase 
users’ perceived enjoyment. This result is backed up by people’s altruism on the cy-
ber world [37]. When a person shares her/his knowledge with other people, s/he gets 
feedback. Through this feedback a person established and builds social relationships. 
Social bonds motivate a person to share her/his knowledge more actively than before. 
In addition, a person derives enjoyment from helping other people even though they 
do not receive a monetary reward. Such altruism is a motive for knowledge sharing 
[37]. Therefore, a person with knowledge-sharing intention can derive enjoyment 
from using Twitter much more.  

In addition, we found that social presence features of media helped users to con-
tinuously use Twitter. Social presence urges users to feel more intimate sense with 
others. According to Aragon [38], various types of media features such as an immedi-
ate response by e-mail, frequent feedback, and humor increase the perception of  
social presence. Also a sense of social presence increase by allowing users to person-
alize services [39]. Twitter includes various forms of social presence features such as 
enabling users to send and check messages through smart phones or other mobile 
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devices, and more personalized and immediate feedback systems. Therefore, social 
presence features of Twitter increases users’ intention to continuously use it.  

5   Concluding Remarks 

Internet users often want to meet and communicate with other people as they do in the 
real world. SNSs help meet this need. Until now, many SNSs including Facebook, 
Cyworld, MySpace, and Twitter have launched. Therefore, an Internet user should 
select a SNS from many SNSs. Among SNSs, the number of Twitter users is quickly 
increasing. If a person is not satisfied with a current SNS, s/he will switch other 
SNSs. Since a person can easily switch from one SNS to another, user retention is an 
important issue.  

In this paper, we analyzed the factors that affect the continuous use of Twitter. To 
meet this research objective, we applied the PLS procedure. In addition, we selected 
Korean Twitter users as a sample because many Internet users are already familiar 
with these kinds of SNSs, and Twitter is increasing in popularity. 

From this PLS analysis, we found, first, that perceived ease of use, perceived en-
joyment, and social presence are important factors in the intention to continuously use 
the service. Second, personal innovativeness is not related to perceived ease of use. 
Third, as a person has the high intention to share knowledge, s/he gets much enjoy-
ment from it. Fourth, the social presence in SNSs is important because it gives en-
joyment to users and impacts to continuously use. 

This study’s results will help not only the Twitter Company, but also other SNSs. 
On the basis of these results, operators of SNSs should improve factors positively 
related to user retention. 
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Abstract. The objectives of this paper are to empirically investigate the fact 
that the factors affecting individual creativity differ depending on team charac-
teristics and the fact that its practical implications are plentiful, especially for 
those who are concerned with how to design team network structures with a bid 
to motivate individual creativity. From previous studies, this paper suggests 
crucial factors for facilitating individual creativity: intrinsic motivation, organ-
izational learning culture, and network structure. To maximize practical impli-
cations, we divide team characteristics into two types: task force teams and 
R&D teams. A task force team is organized with a clear mission to be com-
pleted within a rather short period. In contrast, an R&D team exists for a long 
time with numerous projects to finish with various terms and conditions. Em-
pirical results reveal that individual creativity in the task force team should be 
controlled by adjusting the organizational learning culture and degree centrality, 
while individual creativity in the R&D team must be administered in a way that 
the individual’s intrinsic motivation is stimulated and encouraged through the 
use of a structural hole through which external information from outside team is 
available.  

Keywords: Individual creativity, Team characteristics, Intrinsic motivation, 
Organizational learning culture, Network Structure. 

1   Introduction 

For the firms struggling to survive in hyper-competitive markets, how to increase 
individual creativity emerges as an important strategy. Creativity has been receiving 
great attention from both researchers and practitioners as a last resort available 
through which firms’ competitiveness can be enhanced dramatically.  

In firms, individuals work in different types of teams. Creativity can be pursued in 
an individual perspective (individual creativity), team perspective (team creativity), or 
organizational perspective (organization creativity). In this paper, the main emphasis 
is placed on individual creativity. Most firms operate both temporary teams and per-
manent teams. As an example of ad hoc teams, a task force team (hereafter, TF team) 



 Exploring Individual Creativity from Network Structure Perspective 71 

is typical. Its mission is clear, and team members are usually recruited from other 
teams who seem to fit the mission. TF teams are supposed to last only temporarily. 
Meanwhile, an R&D team is an exemplar of a permanent team, and its mission is 
expected to be pursued long-term. Another point we need to discuss here before pre-
senting research questions is the network structure that is formed by relationships 
among team members. Also, we need to consider the organizational learning culture, 
which is believed to influence individuals greatly. However, if individuals have a 
strong intrinsic motivation to upgrade their own creativity to get their jobs done well, 
their individual creativity is also changed favorably.  

Then research questions become clear. (1) Are the organizational learning culture 
and individual’s intrinsic motivation making significant influences on individual crea-
tivity? (2) Do network structures, such as degree centrality and structural hole, affect 
individual creativity? (3) How do the team characteristics of a TF team and an R&D 
team moderate the relationship between individual creativity and its antecedents, such 
as intrinsic motivation, organizational learning culture, and network structures?  

2   Theoretical Background 

2.1   Creativity 

Creativity is a series of processes that is capable of inducing innovative results based 
on the ability to create something new and innovative [1]. Creativity does not happen 
inside people’s heads, but in the interaction between a person’s thoughts and a socio-
cultural context. Creativity can be viewed as a systemic rather than an individual 
phenomenon [2]. In this sense, individual creativity is related to team characteristics 
because team characteristics can be regarded as a kind of working environment where 
individuals reveal their creativity. Team characteristics are the subset of the character-
istics of the context in which an individual works. For example, there are two types of 
teams, temporary teams and permanent teams, in most firms. A TF team is a typical 
temporary team, and an R&D team is a permanent team. The objective of  an R&D 
team is to achieve scientific improvement and enhancement of products and technol-
ogy, not focusing on ordinal and formal work. Therefore, employees’ creativity is 
essential for R&D teams, and such creativity contributes to the organization’s com-
petitive edge by creating new knowledge and developing it into concrete ideas. More-
over, it is important to create an environment where each individual’s various creative 
ideas can be harmonized. On the contrary, SI (System Integration) companies are 
facing severely tough requirements from clients to submit highly creative proposals. 
These companies create TF teams whose mission is very clear. TF team members 
who seem to fit the mission are usually recruited from other teams. A proposal TF 
team usually consists of about 10 members and is supposed to last only temporarily. 
Essentially, it has unique team characteristics that are required for obtaining short-
term creativity under the time pressure. 

2.2   Social Network Perspective 

The social network perspective draws on the patterns of interactions and exchanges 
within social units in which an actor is embedded to explain outcomes experienced by 
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the actor [3]. In this perspective, an employee’s position in a social network is linked 
to performance [4]. The structure of social interactions enhances or constrains access 
to valued resources. In research using social networks, the relative merits of different 
network patterns as determinants of network outcomes have long been debated [5, 6]. 
Debate has particularly focused on two network patterns, network closure and struc-
tural holes. Network closure [6] refers to a pattern of dense, mutually interconnected 
ties among the members of a network. A network rich in structural holes [5] is one in 
which the different parts of the network are largely disconnected but bridged by a few 
nodes, which have the potential to act as brokers. 

Network density or social "closure" inside a group indicates the likely absence of 
"structural holes," and is thought to foster identification with the group and a level of 
mutual trust, which facilitates exchange and collective action [6]. Density thus en-
ables the joining of individual interests for the pursuit of common initiatives. Tsai 
(2000) found that teams with high network degree centrality can increase their acces-
sibilities to information quality, which enables them to be able to easily apply the 
knowledge and activities of other teams dealing with similar complex tasks [7]. Cen-
trality describes the consideration of an actor's position relative to the entire social 
network. Although social network literature defines centrality in a various ways, such 
as degree, betweenness, and closeness [8], we have chosen degree centrality. Mean-
while, the concept of structural holes helps to explain how certain team members who 
span boundaries can play a key role in recombinant activity. In a team network where 
everyone is connected to everyone else, there are no structural holes [5]. The underly-
ing mechanism posited by Burt (1992) is that actors in a network rich in structural 
holes will be able to access novel information from remote parts of the network, and 
exploit that information to their advantage [5]. An individual who spans a structural 
hole benefits by brokering and controlling flow of information between the uncon-
nected individuals.  

3   Research Hypotheses 

Individual creativity is believed to develop differently according to the individual’s 
position in the network and other behavioral factors, such as intrinsic motivation and 
organizational learning culture. Accordingly, a research model was organized as 
shown in Fig. 1, where network structure represents degree centrality and structural 
holes, and behavioral factors encompass intrinsic motivation and organizational learn-
ing culture. Further, since we are planning to compare R&D teams with TF teams, 
“team characteristics” is used as a moderating variable.  

There are two types of motivation based on different causes that give rise to an 
event. Intrinsic motivation refers to the motivational state in which an individual is 
attracted to their work in and of itself, not due to any external outcomes that  
might result from task engagement [9]. On the other hand, extrinsic motivation is 
derived from external pressures or constraints. Research on creativity has found that 
individuals will be most creative when they are primarily intrinsically motivated, 
rather than extrinsically motivated by expected evaluation, dictates from superiors, or  
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Fig. 1. Research model 

the promise of rewards [10]. Moreover, intrinsic motivation is the motivation to work 
because the activity is interesting and personally satisfying. Thus,  
 
H1: Intrinsic motivation will positively influence individual creativity 

 
Senge (1990) defined organizational learning as “a continuous testing of experience 
and its transformation into knowledge available to whole organization and relevant to 
their mission” ([11] p. 6). It is viewed as one that has capacity for integrating people 
and structure to move an organization in the direction of continuous learning and 
change. Thus, learning organization involves an environment in which organizational 
learning is structured, so that teamwork, collaboration, creativity, and knowledge 
processes have a collective meaning and value. Organizational learning culture, by 
definition, refers to an organization skilled at creating, acquiring, and transferring 
knowledge, and at modifying its behavior to reflect new knowledge and insights [12]. 
Accordingly, we propose:  

 
H2: Organizational learning culture will positively influence individual creativity 

 
A number of prior studies based on social network theory have used cross-sectional 
data to understand the influence of network structure on creativity and organizational 
effectiveness [13]. The relationship between network position and creativity at work 
is influenced by certain contextual characteristics, such as diversity relative to the 
network, cultural norms, and tightness of the symbolic structures. Degree centrality 
explains the extent of individuals’ communication activity [8]. Individuals who have a 
high degree of centrality are likely to hold positions of prominence that are character-
ized by high communication and knowledge exchange activities, increased access to 
resources and information, and by a high potential to create new linkages that enhance 
social capital and organizational capabilities [7]. Individuals with a lower degree of 
centrality generally hold peripheral network positions that are not conducive to high 
volumes of communication [8]. In a directed information network, it is necessary to 
consider the “direction” of the relations. In-degree indicates the extent to which an 
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individual serves as a knowledge source or advisor to other team members. Individu-
als with high in-degree centrality are sought after, thus enabling them to build up a 
diverse set of resources, skills, and knowledge. Thus, the higher an individual’s in-
degree centrality, the greater his creativity, which yields the following hypothesis: 

 
H3: Degree centrality will positively influence individual creativity 

 
The concept of structural holes is that the extent to which an actor in a network has 
access to unconnected non-redundant contacts impacts the actor’s information bene-
fits [5]. Therefore, it helps to explain how certain individuals who span boundaries 
can play key roles in recombinant activity. In the context of task force and R&D 
teams, a structural hole would be an intermediary between team members that are 
themselves not connected. The more structural holes an individual spans, the fewer 
his redundant contacts. This means that he is able to have more chances to obtain 
various amounts of information, assisting individual creativity. Hence, 

 
H4: Structural holes will positively influence individual creativity 

 
According to previous studies, intrinsic motivation, organizational learning culture, 
and network structure are the crucial factors that influence individual creativity. As 
stated above, creativity does not happen inside people’s heads, but in the interaction 
between a person’s thoughts and a socio-cultural context [2]. Creativity can  
be viewed as a systemic rather than an individual phenomenon. Therefore, the 
strength of influence on individual creativity depends on team characteristics and its 
environment [14]. 

Mostly, an R&D team is required to show innovative performances for which it 
plays an essential role in obtaining novel information by interacting with other people 
who have different experiences, skills, and knowledge. Especially, they have to con-
centrate on not losing their novelty and diversity of ideas, which can disappear as time 
goes on, in order to perform continuing novel creativity as is required for a stable 
department in an organization. To maintain their novelty, it is important to develop 
relationships with externally disconnected groups and to gain access to a broader 
array of ideas and opportunities. Those kinds of efforts can be facilitated by each 
individual’s motivation. In particular, individuals bridging structural holes may be 
able to access resources from unique parts of their network or may hear about cutting-
edge technologies and opportunities more quickly than others not so positioned [15].  

Meanwhile, a TF team is naturally composed of team members with heterogeneous 
backgrounds, such as education, tenure, gender, experience, etc. Therefore, those TF 
team members must be controlled in line with a set of specific rules, so that the as-
pired level of team performance can be obtained. Accordingly, it leads to the assump-
tion that organizational learning culture plays a much more crucial role on the TF 
team than the R&D team. Moreover, mutual trust and extreme focus on cooperation 
are emphasized on the TF team, putting weight to degree centrality from the network 
perspective. Based on such arguments, a hypothesis about team characteristics is 
suggested as follows.  
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H5: Team characteristics will moderate the relationship between individual crea-
tivity and its antecedents, such as intrinsic motivation, organizational learning 
culture, and network structure. 

4   Experiments 

4.1   Measurement and Survey 

All items used to measure the non-network related construct (intrinsic motivation, 
organizational learning culture, and individual creativity) were adapted from reliable 
literature and measured on a 7-point, Likert-type scale. Network structure measures 
(degree centrality and structural hole) were calculated from the survey results that 
show the network relationships between team members. Measurement of structural 
hole is calculated by dyadic constraint [5]. For the sake of the survey, seven TF teams 
with 74 members were selected from three SI companies as were and six R&D teams 
with 63 members from 6 companies. Therefore, 137 valid questionnaires were col-
lected. 80.3% of the respondents were male, and 19.0% were female; 51.8% were in 
their thirties. 

4.2   Results 

By referring to SmartPLS version 2.0, Partial least square (PLS) was used for meas-
urement validation and testing the structural model shown in Fig. 1. Network struc-
ture for the study was calculated using UCINET 6.1. The individual item reliabilities, 
composite reliabilities (0.882~0.953), Cronbach’s alphas (0.799~0.935), and average 
variances extracted (0.715~0.839) by the constructs for each team indicated that they 
had acceptable levels of convergent validity and reliability. For discriminant validity 
to be significant, the AVE from the construct should be greater than the variance 
shared between the construct and other constructs in the model. In all cases, the AVE 
for each construct was larger than the correlation of that construct with all other con-
structs in the model. Therefore, structural model can be calculated as shown in Fig. 2. 

 

   
(a) Proposal TF team                                (b) R&D team  

*p<0.10, **p<0.05, ***p<0.01 

Fig. 2. Path Estimate by PLS Analysis 
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First, as hypothesized, intrinsic motivation has a significant influence on individual 
creativity for both TF teams (b=0.445, p<0.01) and R&D teams (b=0.489, p<0.01), 
validating H1. Second, the coefficient between organizational learning culture and 
individual creativity was significant for both TF teams (b=0.268, p<0.01) and R&D 
teams (b=0.235, p<0.01), thus supporting hypothesis H2. Third, degree centrality has 
a significant positive impact on individual creativity for TF teams (b=0.249, p<0.05) 
but has a negative influence on it in case of R&D teams (b=-0.167, p<0.10), thus 
partially supporting H3. Finally, structural holes affect individual creativity signifi-
cantly for TF teams (b=-0.008, n/s) and R&D teams (b=-0.161, p<0.10). H4 is also 
partially supported. 

In terms of the moderating effect, the analysis revealed that team characteristics 
moderated the relationship between individual creativity and intrinsic motivation 
(tspooled = 2.148), organizational learning culture (tspooled = 1.674), degree centrality 
(tspooled = 21.426), and structural holes (tspooled = 6.586). Thus, H5 is supported. 

5   Discussion and Conclusion 

This study has several key findings that are validated by empirical studies with two 
different team characteristics (TF teams and R&D teams). First, the results confirm 
the significant influence of behavioural factors, such as intrinsic motivation and or-
ganizational learning culture, on individual creativity. Second, by showing the impact 
of both network structures and behavioural factors on individual creativity, this study 
contributes to the creativity literature that is provided with the integrative study ap-
proach. Finally, the relationship between individual creativity and its antecedents is 
moderated by team characteristics. In terms of behavioral factors, organizational 
learning culture affects individual creativity significantly in the case of TF teams 
while intrinsic motivation has a significant influence on individual creativity for  
the R&D teams. Additionally, from the perspective of network structures, degree 
centrality influences individual creativity significantly in the case of TF teams. This is 
comparable with the fact that structural holes have a significant impact on individual 
creativity for the R&D teams. 

This paper’s primary contribution is to introduce team characteristics as key mod-
erating variables in a model that explains the revelation of individual creativity. Com-
paring the TF team with the R&D team, we found very interesting results regarding 
the influence of network structure on individual creativity. Degree centrality shows a 
significant influence on individual creativity even under a 10% significance level. 
However, H3 is supported for the TF team where short-term performance is empha-
sized. This pressure of short-term accomplishments catalyzes degree centrality among 
team members. In contrast, H3 is not supported in R&D teams where relatively long-
term performance is weighted, resulting in a loose network relationship emphasizing 
structural holes. Such an assumption that the degree of influence of network structure 
on individual creativity is different depending on team characteristics was tested rig-
orously by using team characteristics as a moderating variable. Moreover, by viewing 
the revelation of individual creativity as being from behavioural factors, this study 
introduces a set of practical implications. Organizational learning culture should be 
built in such a way that individual creativity can grow quickly in a rather short period 
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for the TF team. Since time is tight, reasonable compensation policies, leader's initia-
tives, and learning culture formation should be done in a short period, so that mutual 
trust is quickly built among members and necessary knowledge and information can 
be rapidly learned. Meanwhile, for R&D teams, the permanent teams, it should be 
kept in mind that the degree of each individual employee’s intrinsic motivation in 
their job determines the level of individual creativity. It is not easy for employees to 
concentrate on retaining their novelty and diversity of ideas. Therefore, the team 
ought to consider motivating their employees intrinsically to encourage each mem-
ber’s efforts to maintain their novelty. Attempting to explain and predict revelation of 
individual creativity in an organization without understanding the moderating role of 
team characteristics and their nature is likely to result in theories that are incomplete 
and potentially misleading. 

In summary, individual creativity on the TF team should be controlled by adjusting 
the organizational learning culture and degree centrality because the TF team exists 
temporarily until their assigned mission is finished, and therefore, each individual 
ought to focus heavily on their works garnering all kinds of available information. On 
the contrary, empirical results show that indvidiual creativity on the R&D team must 
be administered in a way that stimulates individual’s intirnisic motivations and 
encourages the use of structural holes through which external information is available.  

Studying creativity in an R&D context that needs to be concerned with the 
individual level, team level, and organizational level, which are all interconnected 
within a wider social system, is a possible area for future research. 
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Abstract. This paper suggests an incremental information extraction method 
for social network analysis of web publications. For this purpose, we employed 
an incremental knowledge acquisition method, called MCRDR (Multiple Clas-
sification Ripple-Down Rules), to classify web page segments. Our experimen-
tal results show that our MCRDR-based web page segments classification  
system successfully supports easy acquisition and maintenance of information 
extraction rules.   

Keywords: Information extraction, social networks, knowledge acquisition. 

1   Introduction 

Many web applications are developed to help the user to find or browse information 
effectively. For example, search engines can propose a list of webpages that the user 
might be interested in response to the keywords entered by the user, and web monitor-
ing applications can gather newly uploaded information from the chosen webpages 
and report it promptly. Modern web pages are usually very complex, because they are 
often organized to represent different information to the users in a single page. On the 
one hand, this is useful, because it is attractive, atheistic, and convenient for the users. 
On the other hand it might cause negative effects on the web applications. The web 
pages might contain many “noise” such as navigation, decoration, interaction and 
other special words include the copyrights and contact information which is harmful 
to the retrieval performance [1].  

Most webpages are divided into segments according to their structure and the seg-
ments contain various types of information, including target information that the user 
interest in. The segment classification aims to classify segments with their structural 
attributes to identify specific information types of a given webpage. Easy mainte-
nance of the classification knowledge is essential for the segment classification,  
because there are changes in the webpages of interest or changes of classification 
scenarios. Even though this requirement is important, there is limited research on 
adaptive classification method [2-5].  

We propose an incremental knowledge-based webpage segment classification 
method, which employs an incremental knowledge acquisition method called MCRDR 
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(Multiple Classification Ripple-Down Rules) to implement the webpage segment clas-
sifier. The method supports web page segment classification and easy maintenance for 
the classification knowledge. Experiments were conducted to evaluate the following 
issues: Firstly we examined whether or not our method can be used to deal with web-
page segment classification problem. Secondly, we also evaluated whether or not our 
method successfully supports easy maintenance of the segment classification knowl-
edge to manage different segments. The following contents are organized as follows: 
Section 2 summarizes previous studies, including webpage segmentation and classifi-
cation approaches. Section 3 explains our method for the webpage segment classifica-
tion problem. Section 4 describes experimental design and Section 5 experimental 
results. Our conclusion and further study will be discussed in Section 6. 

2   Related Studies 

Webpages are usually presented in a “human-oriented way”. Human can easily dis-
tinguish different segments in a webpage by understanding of content, or by discern-
ing visual elements, but it is not easy for computers to understand webpages. Web 
information extraction research aims to extract specific information from the given 
webpage. Web Information Extraction (IE) research is grouped into two approaches, 
the structure or position-based IE and ontology-based IE [2]. The ontology-based IE 
uses domain knowledge, such as relationships, lexical appearance, and context key-
words, to describe data. Even though this approach is inherently resilient and general, 
it requires that extracting information can be fully described using page-independent 
features. However, not all interesting information is necessarily meet this requirement 
[5-6]. The structure-based IE [4, 7-9] relies on inherent structural features of HTML 
documents, such as informative content blocks [8, 10-14] and content template  
[15-18]. Basically, structure-based extraction tools use a HTML parser to construct a 
parsing tree and extraction rules are written to locate specific information based on 
the parse-tree hierarchy. The structure-based extraction is very accurate, but it fre-
quently fails. It is necessary to maintain extraction rules to ensure the performance of 
the IE systems. There is limited research on this issue. For the adaptive capability, 
whereas some is based on machine learning techniques[5], others rely on knowledge 
acquisition methods [2].  

We use structure-based IE method and employ MCRDR (Multiple Classification 
Ripple-Down Rules) method to manage structural changes incrementally. The 
MCRDR method is an enhanced version of RDR [19-22]. It is not only preserves the 
benefits and fundamental RDR idea but also has the ability to produce multiple classi-
fications for a given case. It is also powerful in single classification domain, because 
it has been proved to allow coverage of the domain quicker than RDR [23]. MCRDR 
supports error-driven knowledge acquisition and each rule is acquired to remedy error 
[24]. MCRDR has been used in personalized web document classification domain. 
The results of the experiments in the study shows the good performance of MCRDR 
based document classifier and the approach of using MCRDR in web document clas-
sification are recommended [25]. We view MCRDR is appropriate for our study, 
because it ensures incremental knowledge acquisition by the domain users, and over-
comes knowledge acquisition problem with exception-based rule acquisition.  
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3   Incremental Webpage Segment Classification System 

Our Incremental Webpage Segment Classification System (IWSCS) was implemented 
to classify segments of webpages incrementally based on MCRDR. IWSCS retrieves 
the corresponding webpages from the given URLs and generates small blocks, called 
segments. We used “<div>” tag for this purpose, because modern webpages usually 
use this tag to make segments with CSS style definition. IWSCS extracts various 
attributes such as “id” and “class” of a <div> tag, number of hyperlinks in the seg-
ments, and other structural characteristics. Each segment is stored into a database as a 
case for further processing with the extracted attributes as well as the whole copy of 
HTML source code of the cases.  

 

Fig. 1. Main Interface of IWSCS 

Fig. 1 illustrates the main interface of IWSCS, which is divided into three main ar-
eas – the topic tree, the case viewer, and the case list viewer. The user can select any 
cases in the case list views, which displays available cases. When the user selects a 
case from the case list, the system displays details of the chosen case in the case 
viewer as illustrated in Fig. 2. The system is not only displays the attributes of a case, 
but also shows how does this case looks like when it was in a webpage. This feature is 
helpful to the user, as human can easily distinguish the content in web page and to 
make rules for the segment classification.  

When the user selects a case from the case list, the system also displays the fired 
topic types in the topic tree as illustrated in Fig. 3 (a). If the user satisfies the sugges-
tion by the system, he/she approves classification by click the approve button on the 
case in the case list. If the system does not provide recommendation or provide wrong 
suggestion, the user can initiate the knowledge acquisition. Fig. 3 (b) illustrates how 
to add conditions to the rule. The user can select an attributes, type in condition words 
in the text field and select the relationship between the attribute and condition words. 
The generated rules are stored to database for further process. 
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Fig. 2. Main Interface of IWSCS 

  

(a) The Topic Tree (b) The Condition Editor 

Fig. 3. The Topic Tree and the Condition Editor of IWSCS 

4   Experimental Design  

The experiment was designed to evaluate whether or not our IWSCS successfully 
manage webpage segment classification problem incrementally. For this purpose, our 
system is tested in an incremental case environment. Different cases extracted from 
different webpages are more likely have different attribute values, and these attributes 
will be used to create webpage segment classification rules. At the beginning of the 
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experiment, IWSCS contains no rules or topic classifications. There is no external 
expert involved in this experiment, because there are no specific requirements of 
knowledge for domain. Anyone who is familiar with HTML programming or web-
page design could be able to produce adequate rules to classify webpage segments 
based on their knowledge and experience. The system also provides a friendly inter-
face to display cases, including attributes and content of a given case. The feature 
allows the tester to make a judgment easily and allow the tester to write a rule easily. 
In addition, the system also provides a function to allow the tester to switch the cur-
rent case to other classified case to make a comparison. Every action on IWSCS dur-
ing the experiment such as rule creation and classification recommend approval will 
be stored in to the database with a timestamp. Finally, the data will be used to analyze 
knowledge acquisition results in the following aspects: 

(1) Growth of Knowledge Base: This analysis was designed to discover rule creation 
trend. During the experiment, the actions of the tester were recorded and analysed 
to discover how many cases had been approved by the tester and how many rules 
were in the knowledge when the tester was moving to next case.  

(2) Time Spend: This analysis was designed to find out how much time the tester 
spent to add rules. This experiment can be used to demonstrate whether or not 
knowledge base is easy to maintain by using our IWSCS. This experiment result 
is calculated based on the timestamps, which was recorded when the tester ap-
proved a case or added a rule each time.  

(3) Classifications per Case: This analysis was used to indentify how many classes were 
assigned to each case at end of the experiment. This experiment demonstrates 
whether or not multiple classifications are necessary for segments classification. 

(4) Growth of Mistakes: This analysis was designed to analyse incorrect classifica-
tion trends. It is expected that the number of mistakes will generated when more 
cases are added into knowledge base. Aim of this analysis is to examine how well 
IWSCS manage misclassified cases. 

(5) Correct Classifications: This analysis was designed to find out how correctly 
IWSCS classified cases during the experiment period. The result of this analysis 
presents performance of IWSCS.  

5   Experiment Results  

5.1   Growth of Knowledge Base 

The number of rules is illustrated in Fig. 4., where horizontal axis represents the num-
ber of cases classified and the vertical axis represents the number of rules. Although 
the number of rules increased in a fluctuant way, it shows that knowledge base in-
crease is slow down when more cases were added. This means IWSCS  is able to 
classify more cases correctly without adding rules to the knowledge base.  

5.2   Time Spend 

Fig. 5 shows that time spent increase lineally as more cases were classified by the 
tester. Average time spent per case is only about 18 second. In a generally the time  
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Fig. 5. Time Spend 

spend trend become flatten during the experiment, which means less time was spent 
on cases, because the system acquired enough knowledge to make suggestions and 
they are directly approved by the tester.  

5.3   Classifications per Case 

Many cases belong to more than one classification as illustrated Fig. 6. This result 
supports that multiple classification is reasonable. However, it is notable that some 
cases were not classified any categories, because the classification categories did not 
cover all possible categories in the web pages.  

5.4   Growth of Mistakes 

Obviously, the tester is expected to make more mistakes if more cases were analyzed. 
However, the growth of mistake was slow down as illustrated in Fig. 7. This supports 
that our system seems to be a good at assisting the tester to detect and correct his 
previous mistakes. Although mistakes cannot be avoided, it is useful if the system 
supports easy correction mechanism.  



 Webpage Segments Classification with Incremental Knowledge Acquisition 85 

Number of Classification per Case has

0

1

2

3

4

5

6

1 40 79 118 157 196 235 274 313 352 391 430 469 508 547 586 625 664 703

Case Number

C
l
a
s
s
i
f
i
c
a
t
i
o
n
 
f
o
u
n
d

 

Fig. 6. Classifications per Case 
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Fig. 7. Growth of Mistakes 
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Fig. 8. Correct Classification Found 

5.5   Correct Classifications 

Fig. 8 illustrates how many percent of the conclusions for each case suggested by the 
system is approved as correct classification by the tester. At the beginning of the  
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experiment, correct suggestion percentage is unstable, but it went steady after ap-
proximately 150 cases had been classified. This means that IWSCS requires a learn-
ing phase to produce more accurate results. In addition, correct classification seems 
relatively high percentage within short time, since the trend-line has reached about 
80% correct classification toward at the end of experiment period.  

6   Conclusions 

Incremental classification of the webpage segments is essential for information ex-
traction, as there are different types of webpages exist and they change over time. We 
proposed an incremental segments classification system using MCRDR to resolve this 
problem. We conducted an experiment with different webpage data set to evaluate 
whether our system successfully support easy rule acquisition. Our experimental re-
sults shows that our system is suitable to classify webpage segments from different 
web pages, and this system is also able to provide the reason why a conclusion was 
made. The system is very easy to use, because the time spent test result shows the 
tester only spent about 18 seconds to classify a case, and the whole classification time 
is only about 2 hours. In addition, the classification performance is promising because 
the system has reached about 80% classification success rate at the end of experiment. 
In addition, this system seems to be very useful to assist the experts to correct their 
previous mistakes while ensuring consistency of classification.  
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Abstract. If a person drives a optimization route recommended by his naviga-
tion, considering the person has specific driving habits and propensity and there 
are many circumstances changes, it is said that the route recommended by a 
navigation is not optimized. 

The prey pursuit problem has being put to use in multi-agents researches 
with the food chain system using multi agents in the virtual grid space. In this 
paper, we suggest the limitless space just like reality and the new algorithm to 
explain reality far enough than the existing grid space. 

Keywords: multi agent, prey pursuit problem, personalization, optimized path, 
dynamic environment.  

1   Introduction 

In this paper, we propose the route recommendation system which is a part of person-
alizing information method. 

Personalizing information service, providing the optimization information to users, 
is the core technology of ubiquitous, and it is required to get profiles based on indi-
vidual Characteristics. There are many generative methods of personal profiles, such 
as the method of data retrieval accumulating user's activity data(migratory routes, 
movements, manipulations), and the method of recommendation utilizing data of 
existing users who have similar propensities. Each of all drivers has specific charac-
teristics, such as a person who insists on driving in first lane or right turn, and a per-
son who misses the recommended route with low concentration on his navigation.  

It's not an useful way for users to get the average shortest route that agents analyze 
routes based on existing services from navigation, and also it doesn't consider envi-
ronment variables concerning solutions. In the reality, they are environment variables 
to decide an optimization route that are frequent changes or driving environments, and 
specific personal driving habits.  
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Fig. 1. Prey pursuit problem 

Currently it's possible both-way data transmission and reception by the generation 
of communication technology and computer high technology, in this paper, we  
suggest the heuristic approach for the providing system of personal optimization  
route with considering a variety of environment variables. Let's set the dynamic envi-
ronment information is n's agents and the prey(target, result), that agents seek, is P. 
And we propose the heuristic approach based on experiments that n is track down and 
capture P.[1,2,3,7,8]  

It starts from the researches about multi-agents developed for satisfying user's 
needs and solving their problems. Therefore multi-agent system cooperated agents is 
suggested to find solutions for complicated problems which can't be solved by a sin-
gle agent. M. Benda proposed the prey pursuit problem to express complicate reality 
as a typical experiment model of the efficient multi-agent system, and it is a research 
about capture 1 target by 4 independent agents in the limited grid space.[2]     

The basic experiments environment of the prey pursuit problem is that there are 4 
agents and 1 target and agents capture the target through cooperation between 
them.[3] The prey is a target what agents reach, and it's the goal of multi-agent re-
search that each agents reach the target efficiently through the lowest cost. But previ-
ous experiment environment is restricted by a space of n*n leading a lack of reality 
and is solved the problems by only capture prey of agents. 

In this paper, we suggest a new experiment environment, the circular grid space, 
trying to express the reality similarly. Also we express relation of agents and agents, 
prey and agents to the direction vector so that we make a new heuristic approach 
concerning distance, location and directivity.  

2   Background 

2.1   Grid Space of Circular Type That Considers the Actuality World 

The experiment environment of general prey pursuit problem is restricted space that 
all sides are blocked, and when prey was driven to one direction, imperfection capture 
can happen. Even if strategy to capture effectively was developed, restricted space 
and imperfection capture were still lacked actuality and efficiency[4,5,6,7].  
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Fig. 2. Grid Space of Circular Type 

For this reason, we proposed continuous grid space of circular type that reflects the 
actuality to differ with general experiment environment, show Figure.1. It is work 
from infinite space that agent captures prey in the actuality world. But, in case of  
transport speed of prey is same with agent from infinite space, if agents have gathered 
to one direction and prey runs away only to one direction, capture is impossible. We 
consider problems that can appear from these infinite space, made continuous grid 
space of circular type. That is, from grid space between (0,0) and (0,9), we make (0,9) 
that right is blocked by circular state and do (0,9) and (0,0) adjoin.  

For example, top, bottom, right and left of (3,3) are (2,3), (4,3), (3,2) and (3,4) re-
spectively. but top, bottom, right and left of (0,0) become (9,0), (1,0), (0,9) and (0,1). 
Therefore, in case of transport speed of prey is same with agent, capture is possible 
because it is multi agent system. Also, we wish to give prey ability that can get away 
from agent and prove efficiency of new capture strategy.  

2.2   Capture Strategy of Prey Using Direction Vector  

When prey moves to agent's opposite direction in infinite space, capture is impossible. 
As grid space of circular type is endless circular environment similar to infinite space, 
it is hard to capture by general strategy. Therefore, we suggest new strategy that ex-
press distance relation between prey and agent by direction vector.  

Agent confirms position of other agent and prey, and moves to the capture direc-
tion. Prey calculates distance relation with agent to get away from agent and move 
from all agents to the farthest space.  

If transfer speed of prey is same with agent and prey moves faster than agents, we 
may know that capture is fairly difficult.  

Agent need strategy that achieve capture effectively and prey need strategy that can 
have the ability that recognize neighborhood state space and get away from agent. We 
introduced direction vector to make these strategies. The strategy is made by vector 
that reflects distance with agents and prey, distance relation between agents.  

A. Escape direction vector of prey from agents  
Prey(P) moves to opposite direction of agents to get away from agent( iA ), as distance 
between agents and prey is near, transfer direction vector of prey grows. Prey gets 
away from agents using resultant vector of Eq.1.  
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B. Transfer direction vector of agents to capture prey 
The direction vector( PAi

) that agent(
iA ) moves to prey(P) reflects distance with prey 

and agent. The size of direction vector( PAi
) between each agent and prey is inversely 

proportional to the distance between prey and each agent. But, the problem of colli-
sion between agent happens at transport process of agents. We made vector function 
that consider distance relation between agent and agents to solve this problem with 
(Eq.2). This is vector that grow to opposite direction as is near with other agents. The 
repulsion vector(

iRA ) value of agent(
iA ) is expressed to total sum of direction vector 

between each agent.  
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Here, 
ij AA  is direction vector between agent(

jA ) and agent(
iA ). This grows to opposite 

direction as distance between agents is short. The size of direction vector(
ij AA ) be-

tween agent and other agents is inversely proportional to the distance between agents. 
There is effect that this become more distant between agents. Therefore, we can solve 
the problem of collision between agents. Transfer direction vector(

iVA ) of agent is an 

resultant vector of PAi
 and 

iRA   with Eq.3.  
 

iii
RAPAVA +=                                         (3) 

 

when we produced transfer direction vector(
iVA ) of agent, applied weighted value to 

PAi
 and 

iRA   with Eq.4. We decide that it is suitable that agents move to a direction 

according to weighted value(α, β). ( α> β, because it is important more than prevention 
of collision between agents that go toward prey)  

 

iii RAPAVA ⋅+⋅= βα                                           (4) 
 

Prey and agents may not move. It is a selection method that is in place. Agents need 
not to move if transfer direction is worse than current position. This problem can be 
solved using 

iVA  value. Agents move to next position if conflict happens.  

Figure.4 is transfer strategy using direction vector and Figure.3 is prey pursuit 
problem algorithm that uses direction vector. 
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3   Estimation 

Usually, the performance evaluation is based on success rate of capture and the num-
ber of each agent's state transition in prey pursuit problem.  

In this paper, we wish to capture 100% and collision escaping strategy between 
agents by standard of estimation through presenting grid space of circular type newly. 
Also, this experiment environment removes element that is imperfection capture con-
sidering actuality, and initial position of prey and agents are given randomly, and we 
did perfection capture of prey on end condition. 

Examining experiment result of Table.1, we could prove the efficiency of algo-
rithm that considers direction vector by weighted values(α, β) of prey and agents. 

/* Initialization phase */ 
Set an initial position for prey and 4 agents position. 
/* Main algorithm */ 
Loop  

1. Initialize weighted values α and β for agents 
α : agent to prey , β : agent to other agent 

2. Prey applies the prey escape vector PE  using 
(Eq.1) to choose position to escape from each agents.  

3. Agents(A
i
) applies the vector 

iRA  using (Eq.2) to 

prevent conflict with each agents. 

4.Applies weighted value α and β to (Eq.3), and Agents(A
i
) 

applies the real moving vector 
iVA  using (Eq.4) to move the 

position to capture prey 

Fig. 3. Prey Pursuit Problem Algorithm 

 

Fig. 4. Transfer strategy using direction vector 
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We could see various results by size of grid space. When α value is more than 4 
from 30×30 grid space and more than 0.7, 0.1 from Table 1, effective state transition 
and 100% capture were seen (1000th) . We are find the impotent α is impotent in this 
paper.   

Table 2 is a comparative table. That is make a comparative study of original 
method effect of agent control strategy and reinforcement learning strategy in the new 
environment.[5,6,7,8,9,10] 

Table 1. The result of prey pursuit problem on the weighted value 

30×30 50×50 100×100  
(α) 

 
(β) Capture 

probability 
State 

transition 
Capture 

probability 
State 

transition 
Capture 

probability 
State 

transition 
0.1 0.1 3% 107 1% 230 0.2% 872 
0.2 0.1 42% 98 19% 251 8% 864 
0.3 0.1 55% 91 26% 223 11% 820 
0.4 0.1 78% 79 32% 210 23% 795 
0.5 0.1 84% 67 54% 182 31% 757 
0.6 0.1 92% 69 62% 171 42% 693 
0.7 0.1 100% 63 75% 144 50% 610 
0.8 0.1 100% 64 81% 130 62% 625 
0.9 0.1 100% 61 92% 128 69% 612 
1 0.1 100% 62 100% 111 75% 602 

Table 2. Applied Original strategy in the new environment 

Grid Space of Circular Type 50×50 

Capture probability 6.2% effect of agent control strategy 

State transition 56.4% 

Capture probability 34% reinforcement learning strategy 

State transition 24.1% 

4   Conclusion and Future Work 

Now, various experiments on multi agent system are carried out. The prey pursuit 
problem is using much within this various experiments. The reason is that prey pur-
suit problem was expressed most similarly with the actuality world. However, we can 
know that an experiment that is achieved in limited grid space differs much with the 
actuality world. The actuality world is environment of infinity space. We need to 
achieve more researches through experiment environment that can express the so 
complex and various actuality world. The grid space of circular type that is proposed 
in this paper is continuous space  that express the actuality world similarly.  

We can prove prevention of collision between agents and efficient capture through 
heuristic using direction vector in this new experiment environment. Also, through 
capture strategy that uses proposed direction vector, we can verify the efficiency in 
random arrangement state.  
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But, because probability of prey capture is low in specific situation(that initial po-
sition is assigned to one direction), we more research that can solve this. And we will 
need more research about agent system that can be applied to new environment. 
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Abstract. Zhang et al. proposed a method for content-based phishing detection 
(CBD) and reported its high performance in detecting phishing sites written in 
English. However, the evaluations of the CBD method performed by Zhang et al. 
and others were small-scale and simply measured the detection and error rates, 
i.e, they did not analyze the causes of the detection errors. Moreover, the 
effectiveness of the CBD method with non-English sites, such as Japanese and 
Chinese language sites, has never been tested. This paper reports our in-depth 
evaluation and analysis of the CBD method using 843 actual phishing sites 
(including 475 English and 368 Japanese sites), and explains both the strengths 
of the CBD method and its limitations. Our work provides a base for using the 
CBD method in the real world. 

Keywords: Phishing attack, Network security, web. 

1   Introduction 

Phishing is a fraudulent activity in which the perpetrator creates a website that mimics a 
legitimate website, such as that of a financial institution, in an effort to obtain the 
personal information of people who believe they are accessing the legitimate site. It has 
become prevalent in the U.S., and is now increasingly common in other countries such 
as Japan. 

In contrast to most methods of phishing detection [1,2,3], which are based on 
blacklists and whitelists of websites, the content-based phishing detection (CBD) 
method developed by Zhang et al. [4] extracts keywords from a suspect website, uses 
them in an Internet search to identify the original legitimate site, and compares the 
suspect site with the original site. It uses neither whitelists nor blacklists, eliminating 
the need to maintain such lists. The experimental evaluation performed by Zhang et al. 
[4] showed that the CBD method has a 95% accuracy rate in detecting phishing sites. 
There are, however, some issues regarding its effectiveness: 
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– The evaluations performed by Zhang et al. and others [5] used only 100–200 
Websites. They simply measured the detection and error rates—they did not ana-
lyze the causes of the detection errors. 

– The CBD method was applied only to websites written in English—its effectiveness 
with non-English sites, such as Japanese and Chinese sites, was not tested. 

– The algorithm used may not be effective for websites with little text. 
– The false positive rate is high—it often judges legitimate sites as phishing sites. 

We addressed the first and second issues using 475 English and 368 Japanese phishing 
sites found in the wild. All these sites were taken from JPCERT/CC’s phishing data 
repository that contains files from live phishing sites. Our findings also shed light on 
the third and fourth issues.  

Section 2 of this paper surveys previous methods for detecting phishing. It also 
describes the basic CBD algorithm, evaluations previously performed, and previous 
methods to improve the basic CBD method. Section 3 describes our implementation of 
CBD and a preliminary evaluation using it. Section 4 describes CBD improvements we 
made. Section 5 describes our main findings that demonstrate the effectiveness of CBD 
to both English and Japanese sites, while also showing its limitations. Section 6 con-
cludes the paper. 

2   Related Work 

2.1   Overview 

The most commonly used phishing detection methods use a blacklist of known 
phishing sites. These methods do not cause false positives as long as the list is correct. 
However, phishing sites are not recognized until they are added to the list, and phishing 
sites have an average lifetime of only 3.1 days [6]. Blacklist-based methods thus have 
an inadequate detection rate (i.e., true positive rate). Moreover, the list requires regular 
maintenance. The performance of the blacklist-based methods can be improved by 
using complementary heuristics, as exemplified by anti-phishing toolbars such as 
SpoofGuard [1] and Netcraft [2]. 

Whitelist-based methods, in contrast, use a list of sites that are known to be legiti-
mate. These methods have a 100% true positive rate as long as the list is correct, but the 
false positive rate is high because all legitimate sites cannot be included in the list. 
Moreover, the whitelist-based methods also require the continuous maintenance of the 
list. The method developed by Cao et al. [3] automatically learns a whitelist for each 
user using a Bayesian classifier so that it contains the sites regularly logged in by the 
user. A potential problem with this method is that the listed sites can change over time 
(e.g., their IP address might change), leading to false positives. 

A third type of method uses heuristics to improve performance. These heuristics are 
based on observations such as that phishing sites are likely to have recently registered 
domain names and to use IP-based URLs. Such methods typically identify heuristics 
and tune them using learning with training samples. For example, logistic regression 
[7], a decision tree [8], and a support vector machine [9] have been used for the learning 
method. One problem with heuristics methods is that they must continuously learn new 
heuristics to keep up with new types of phishing sites. They do this by continuously 
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collecting new website samples. Another problem is that phishers can circumvent such 
methods once these heuristics are known. For example, the heuristic that phishing sites 
tend to use recently registered domains can be circumvented by renting a cheap do-
main, holding it for a sufficiently long time, and then using it for phishing. 

The content-based detection (CBD) method developed by Zhang et al. [4] assumes 
that there is text-level similarity between a phishing site and the corresponding le-
gitimate site. It uses neither blacklists nor whitelists and does not need training. It is 
difficult to circumvent because users will be suspicious if the phishing site is not similar 
to the legitimate site. Since it relies on a very simple and general assumption, i.e., there 
is similarity between the phishing and legitimate sites, it can be used in combination 
with other methods. Although it has some obvious strength, the effectiveness of the 
CBD method has not been evaluated in depth. The evaluation reported here aims to 
overcome this deficiency. 

Methods similar to CBD make use of visual similarity between phishing and le-
gitimate sites [10, 11]. Another type of phishing detection method is identity-based; 
i.e., such methods estimate the identity (i.e., brand name) that the suspect site falsely 
uses [12, 13]. One such method [13] searches the Internet using the set of two key-
words, the domain name of the targeted brand and the domain name of the suspect site. 
If no site is found, i.e., the targeted brand and the suspect site are not related, the method 
judges the suspect site to be phishing. 

2.2   Content-Based Detection Method 

Algorithm. The CBD algorithm has three steps (see Fig. 1) 
Step 1: Extract N keywords from a suspect website using a standard method (e.g., 
TF-IDF). 
Step 2: Search the Internet using the same N keywords. The original legitimate website 
is assumed to be included in the top M results returned. 
Step 3: If the suspect site matches one of the top M retrievals, it is judged legitimate; 
otherwise, it is judged phishing. They are considered matching if their domains are the 
same. 

Previous evaluation. Zhang et al. used 100 legitimate sites to estimate the true positive 
rate of detection and 100 phishing sites to estimate the false positive rate [4]. All the 
sample sites were written in English. Five keywords (N) were extracted in Step 1, and 
M was set to 30 in Step 2.Their evaluation showed that CBD method had a high true 
positive detection rate as well as a high false positive detection rate of 30%. 

2.3   Problems with Content-Based Methods 

As mentioned in the introduction, there are some issues with content-based methods. 

– The evaluation by Zhang et al. used 100 phishing and 100 legitimate sites. Those by 
Nakayama [5] used 172 phishing and 172 legitimate sites. These evaluations simply 
measured the detection and false positive rates; they did not analyze the causes of 
the detection errors. 
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Suspect Web site

Extract keywords

Search Internet

Compare domains

Internet

Keywords

Original site
Phishing site

Original site

Judge legitimate Judge phishing

Same Different

 

Fig. 1. Algorithm of content-based method 

– Content-based methods have been applied only to Websites written in English; their 
effectiveness for non-English sites, such as Japanese and Chinese sites, has not been 
evaluated. 

– The algorithm may not be effective for Websites that have little text. 
– Despite the improvements described in Section 2.2, they still have high false  

positive rates. 

We specifically addressed the first and second issues. We also shed some light on the 
third and fourth issues by analyzing why some legitimate sites were not retrieved in the 
detection process. 

3   Preliminary Evaluation 

3.1   Implementation 

We implemented the CBD method for both English and Japanese Websites. The system 
implemented for English sites was the same as that described by Zhang et al. except for 
the use of Yahoo API instead of Google API and some details that they did not address: 
extraction of text content from HTML files and morphological analysis of the text. Our 
system extracted the text content by using regular expressions and replaced HTML tags 
with spaces. The system implemented for Japanese sites was the same except that it 
used MeCab [14] for the morphological analysis. We also implemented a dispatcher 
that infers the language used in the target Website and passes the site data to either the 
English or Japanese system accordingly. Lingua:: Language Guesser [15] was used to 
infer the language. We used 7 sleds to execute our system, leading to average one 
second of judge time on a personal computer with 2.4GHz dual CPUs and a 4.0GB 
main memory. 

3.2   Procedure 

Among the four modes of Zhang's evaluations mentioned in Section 2.2, Basic TF-IDF 
evaluated the performance of CBD while other three modes evaluated effects of  
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heuristics, such as ZMP. Because our purpose was to evaluate CBD, not evaluate 
heuristics, we used Basic TF-IDF mode. 

We applied the system to 17 actual phishing sites written in English and to 10 actual 
Japanese phishing sites. Out of these 27 sites, our system correctly judged 24 as 
phishing, did not judge 2 because no potential original sites were retrieved, and mis-
judged one site as legitimate. 

3.3   Misjudgment 

The one phishing site misjudged as legitimate was itself retrieved and included in the 
top 30 retrievals. This is because it had existed for a long time and was ranked high by 
the search engine. This exemplifies a serious limitation of CBD: detection will likely 
fail if the phishing site has a long life span and is ranked high. This limitation can only 
be overcome by shutting down phishing sites before they become old and highly 
ranked. 

3.4   Failure in Retrieving Legitimate Sites 

The legitimate sites were identified (i.e., included in the top 30 retrievals) for 17 of the 
24 sites that were correctly judged as phishing. Those for the remaining seven sites also 
judged as phishing were not identified because none of the retrieved sites matched the 
suspect site. The original site was not retrieved for the one phishing site that was mis-
judged Neither the original nor other irrelevant sites was retrieved for the two phishing 
sites that were not judged. In short, the legitimate sites were not correctly retrieved for 
ten sites. 

These retrieval failures suggest a risk of false positives if the system is applied to 
legitimate sites. We therefore analyzed these retrieval failures and identified five 
causes. Because the causes overlapped, i.e., a retrieval failure could have more than one 
cause, the total is greater than ten. 

HTML parsing (two websites). A failure in HTML parsing produced keywords that 
did not appear in the Web text. For example, “<font>F</font>orgot” was divided into 
two words, “F” and “orget,” and “orget” was selected as a keyword. In another case, the 
Web content expression was not in accordance with HTML expression rules. For 
example, “<” and “>” were used in tag strings. These irregular expressions were not 
correctly parsed. 

Morphological analysis of diacritical marks (one website). Tree-Tagger, the English 
morphological analyzer, cannot correctly analyze character strings that contain 
diacritical marks such as those used in “espaňol” and “français.” For example, 
“espaňol” was divided into two words, “espa” and “ol.” 

Phishing sites containing little text (two websites). One phishing site contained only 
frame tags and linked to URLs. The other site contained mostly images and had little 
text. The system could not extract keywords from either site. A similar problem would 
occur with a page containing only a URL transition (used in old pages to transit to a 
new page). 
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Phishing sites containing no identifying words (three web sites). These sites were 
those of companies whose names were combinations of very common words, e.g., 
“Bank of America.” Any single word (e.g., “Bank,” and “America”) in the site text was 
not unique and thus not a useful keyword for retrieving the original site. 

Phishing sites different from the original (four web sites). Some phishing sites 
contained character strings that were similar to but different in code from strings in the 
legitimate sites. For example, one site used “YAH00!” (with zeros instead of “O’s”). 
The three other sites used hosting services. Advertising words were added to their 
pages by the services, and these words were selected as the keywords. Such keywords 
are useless for retrieving the legitimate sites. 

4   Improvements  

We improved our system to overcome some of the limitations described in Section 3.4. 

HTML parsing. We modified our parser so that it took into account the inline and 
block attributes of the HTML language and so that it could handle the irregular ex-
pressions that often appeared. We also implemented another parser using Lynx [16] 
rendering software. The text rendered by Lynx was used as the parsing result. 

Morphological analysis of diacritical marks. We modified the morphological ana-
lyzer so that it removed words containing diacritical marks and replaced them with 
similar words, e.g., “espaňol” was replaced with “espanol.” 

Phishing sites containing little text. The system was extended to recognize the pat-
terns of frame-tag pages and to check the frame content pages instead of the tag pages. 
The problem with redirect pages was overcome by having the system check the des-
tination pages. If the suspect page was neither a frame tag nor a redirect page and 
contained little text, the system used the words in the title of the suspect page as key 
words. 

Table 1. Parsing HTML and treating diacritical marks 
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Our system had two alternative operation modes for HTML parsing (using regular 
expressions or Lynx) and three for treating diacritical marks (doing nothing, removing 
words containing diacritical marks, or replacing the words with similar words). There 
were thus six alternative operation modes, as shown in Table 1. 

5   Evaluation 

5.1   Procedure 

We applied our improved system (described in Section 4) to 843 actual phishing sites 
(475 English and 368 Japanese). The operation mode was Basic TF-IDF because of the 
reason mentioned in Section 3.2. We use two metrics: the true positive rate and the 
original site retrieval rate, i.e., the number of times the original site was included in the 
top 30 retrievals against the total number of searches. 

We used the second metric because failure in retrieving legitimate sites suggests that 
there would be false positives when checking legitimate sites. 

5.2   True Positive Rates 

– The true positive rate for the English phishing sites was 96.4%, i.e., 458 out of 475. 
The previously reported high performance of the CBD method in detecting English 
phishing sites was therefore confirmed by this larger scale evaluation. 

– Seventeen English phishing sites were misjudged. One of these sites was included 
in the top 30 retrievals and was thus judged legitimate. No potential legitimate sites 
were retrieved for the other 15, so the system did not judge them. 

– The true positive rate for the Japanese phishing sites was 99.7%, i.e., 367 out of 368. 
This shows that the CBD method also has high performance in detecting Japanese 
phishing sites. 

– One Japanese phishing site was not judged because no potential legitimate sites 
were retrieved for this site. The granularity of disclosure control should not be the 
whole text but the words in the text. Thus, any word that could reveal private in-
formation should be detected. 

5.3   Legitimate Site Retrieval Rate 

We tested the performance of the six alternative operation modes (see Table 1) for 
parsing and treating diacritical marks. 

Treating diacritical marks. As shown in Fig. 2, removing words contained diacritical 
marks was the best alternative, and replacement was worse than doing nothing. 

HTML parsing. HTML parsing using Lynx was less effective than using regular 
expressions for retrieving the legitimate sites. This was because Lynx output strings 
that were not included in the text but were generated by Lynx in place of images and 
tags ([INLINE], [EMBED], [BUTTON], etc.). These strings were sometimes selected 
as keywords, leading to retrieval failure. Figure 3 shows the relation between the results 
of using regular expressions and using Lynx when removing words contained  
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diacritical marks. Since the Lynx result did not completely overlap the regular ex-
pression result, the retrieval rate could be increased by also using Lynx (from 83.6 to 
87.9%). 

Effects of other techniques 
– Frame-tag and transition pages 

Two of the 843 sites were frame-tag and transition sites. The legitimate sites were 
correctly retrieved by using the techniques for phishing sites containing little text 
described in Section 4.1. 

– Title keywords 
Our system used the words in the suspect page title as keywords when the page 
included less than seven words. Seven pages met this condition. All of them mostly 
consisted of images. The legitimate sites were correctly retrieved for six of them 
while only one was retrieved when the title words were not used as keywords. 

Use regular expressions Use Lynx

843 cases

Do nothing

Remove word

Replace word

Treating 
diacritical marks

 

Fig. 2. Original site retrieval rate 

Regular 
expressions

705 cases (83.6%)

843 cases
Regular expressions

with Lynx consideration
741 cases (87.9%)

Lynx 
590 cases (70.0%)

 

Fig. 3. Identifying original sites by using regular expressions and Lynx 
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5.4   Causes of Failure in Retrieving Original Sites 

The original site was not identified for 102 of the 843 sites. Our analysis identified 
seven reasons for this. 

Login page characteristics (37 websites). Some online banking login pages could not 
be retrieved because these pages used robots.txt and meta tags. For other login pages, 
words that are peculiar to login pages, i.e., examples of IDs and passwords, were se-
lected as keywords. These keywords matched only the login pages, which were ranked 
low by the search engine, and did not match other pages in the same domain, which 
were ranked higher. Thus, using these keywords resulted in neither these login pages 
nor pages in the same domain being included in the top 30 retrievals. This use of in-
appropriate keywords could be prevented by using the domain-keyword method [5] 
described in Section 2.2; i.e., extract keywords from not only from the target page but 
also from the surrounding pages.  

Phishing site containing no peculiar words (22 websites). As explained in the item 4 
of Section 3.4, peculiar words were not selected as keywords for Websites of the 
companies such as “Bank of America” whose names consisted of only common words. 
Another example is “Alliance & Leicester” in Britain, where “Leicester” is a 
well-known address. 

Phishing site with frequently changing text (four websites). Pages on online shop-
ping sites, such as eBay and Amazon, have text parts that are changed frequently (e.g., 
those showing new goods). Some keywords that were selected from these parts had just 
appeared there and were not yet registered in the search engine's index, so using these 
keywords resulted in a retrieval failure. This problem could be solved by using the 
time-invariant-keyword method [5] described in Section 2.2. 

Very minor website (one website). Appropriate keywords were extracted, but the 
legitimate site was not retrieved because it was a minor page and thus ranked low by the 
search engine. 

Failure in Japanese morphological analysis (one website). Morphological analysis 
failed for a Japanese phishing site that contained colloquial expressions. Appropriate 
keywords were thus not extracted. Morphological analysis fails more frequently for 
Japanese than for English because words in a Japanese sentence are not divided by 
spaces—they are written continuously. Other languages such as Chinese have the same 
characteristic, so they would have the same problem with morphological analysis. 

Phishing site different from legitimate site (67 websites) 
– As described in the item 5 of Section 3.4, some phishing sites contained character 

strings that were similar to but different in code from strings in the legitimate sites. 
The legitimate sites were not retrieved when these character strings were selected as 
keywords. 

– The legitimate site changed after it had been mimicked by the phishing site. The text 
in the phishing site was therefore different from that in the legitimate one. The 
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keywords extracted from the phishing site were thus useless in retrieving the le-
gitimate site. 

– Some phishing sites did not mimic a legitimate site; instead, they were created from 
scratch. For example, one phishing site had a page containing a bank's questionnaire 
and stated that the bank would send a reward to anyone who answered the ques-
tions. The bank site did not have a corresponding, legitimate page. 

None of these three cases suggests that false positives will occur when the suspect site 
is a legitimate website. That is, similar-appearance strings appear only on phishing 
sites, an old page that has been mimicked will not be found on a legitimate site, and 
phishing sites created from scratch cannot be legitimate sites. 

The first of the failure reasons (login pages characteristics) suggests that false posi-
tives will occur when the system is used for legitimate login pages, but this can be 
avoided by using the domain-keyword method. The third reason (frequently changing 
text) suggests that false positives will occur, but this can be avoided by using the 
time-invariant-keyword method. The sixth reason (a phishing site different from the 
legitimate site) does not suggest false positives. 

Therefore, there are three essential problems with the CBD method in terms of false 
positives. 

– The problem of judging a legitimate site with no identifying words as phishing (the 
second reason of failure) can be addressed by extending the keyword extraction 
algorithm to accept a word sequence as a keyword. Although possible, this is not a 
trivial task because there are many sub-tasks: determining the maximum length for 
such sequences, determining how to select keywords from a set of sequences having 
different lengths, determining how to avoid increasing the processing time, etc. 

– The problem of handling minor legitimate sites can be addressed by increasing M, 
but the trade-off between this and misjudgment must be considered. 

– The problem of handling colloquial expressions can be addressed by improving the 
morphological analysis, which is not a trivial task. 

6   Conclusion 

We have implemented and evaluated content-based phishing detection for Websites 
written in either English or Japanese. The large-scale evaluation clarified the strengths 
and limitations of the CBD method. 

– The previously reported high performance of the CBD method in detecting English 
phishing sites was confirmed (96.4% detection rate). 

– The CBD method was shown to also have high performance in detecting Japanese 
phishing sites (99.7% detection rate). 

– The CBD method has trouble detecting phishing sites that are long lived and thus 
ranked high by search engines as they appear like legitimate sites in search results. 
A solution to this problem is to detect phishing sites quickly before the search en-
gines rank them high. Automatic detection and quick takedown are thus critically 
important. 

– The CBD method may produce false positives when it checks a legitimate Website 
containing no peculiar words or that is a very minor Website. It may also produce 
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false positives for legitimate Japanese sites that have colloquial expressions. This 
language-rooted problem would occur not only for Japanese but also for other 
languages that are more difficult to analyze morphologically than English, such as 

– languages that are more difficult to analyze morphologically than English, such as 
Chinese. 

We also suggested methods for selecting more appropriate keywords so as to reduce the 
false positive rate. 

– Use of the Lynx rendering software with the HTML parsing method would improve 
the handling of irregular but frequent HTML expressions. Removing words with 
diacritical marks would reduce the number of inappropriate keywords. Use of this 
improved parsing would increase the retrieval rate of the original site to 87.9%. 

– Use of frame tags and transition pages to check the frame content and the destina-
tion pages would increase the original site retrieval rate. With this method, two 
additional original sites were retrieved. 

Our work provides bases for using the CBD method in the real world. 
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Abstract. In this paper, we develop tool for collecting spatial data based on 
Google Maps API. The tool is implemented using AJAX and XML technology. 
It helps marking the maps in various forms. Then, after the users define the  
regions in the maps, the associated data can be described and stored in the data-
base. The data can be further analyzed and displayed in the GIS. The tool sup-
ports the KML and NMA files where the user specification can be export and 
the offline data in such a form can be imported to the system as well. We dem-
onstrate a case of using the tool to collect the spatial data in agriculture area. 

Keywords: Google Maps API, Spatial data, AJAX, XML, NMEA. 

1   Introduction 

The popularity in GIS applications leads to development in various GIS tools. The 
software helps manage geographical information in many ways such as collecting 
associated data for landmark in traveling and directions. Google maps become popu-
lar tools which provide maps as well as tools for user data. With its open technology, 
the users can share information, ideas, or develop their owns applications using 
Google maps API [3]. 

Also, there are others GIS technology. Though they are powerful, some of them are 
commercials which are still expensive. To develop applications based on them will be 
costly and complex.  

Various applications are developed based on Google Maps such as the work by 
NECTEC [2]. This work proposed a way to estimate the travel time in Bangkok using 
Google Maps. The work by WLHP [9] presented a GIS application to display pollu-
tion. Hrvoje Podnar et.al. [1] visualize the students population using Google Maps. 
Shinji Kobayashi et.al. [6] use Google Maps to refer the patients to the nearest hospi-
tals. Bruce A. Ralston [8] presents a tool to generate areas using KML for population 
survey in the United States. 

In this work, we take advantage of the Google Maps API , including the online 
maps, and geographical coordinates. We develop the tools to record GIS data from 
various sources such as user inputs, and from KML as well as NMA formats. Then, 
the data is recorded in the database for further development in GIS applications. 
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2   Backgrounds   

In this section, we briefly describe the necessary backgrounds in GIS technology as it 
is related to our work. 

Geographical information systems are the systems which take advantages of spatial 
data and define the relationships to the interest issues. The information may be the 
home address, for example, which is mapped to the spatial data such as the latitude 
and longitude. Then the database further stores more information about the address. 

The important part in developing the GIS applications is the data capture and storage. 
The data which includes the spatial coordinate and associative database needs to be pro-
vided in any valid means. The spatial data may be imported from interactive equipments 
or files. Then the coordinate is converted appropriately. Many applications are  
available to help import data such as ArcInfo (http://www.esri.com/software/ 
arcgis/arcinfo/index.html), ArcView (http://www.esri.com/software/arcview/index.html), 
Mapinfo (http://www.mapinfo.com), ERDAS (http://www.erdas.com) etc. After that,  
the associated database is imported by any normal program. To store spatial information, 
it is common that the vector format is used. The storage may keep only points, lines, or 
areas [3]. 

Google Maps [5] is an open technology that provides maps. The user can use the 
web browser to look at the maps. Several convenient tools are built-in such as zoom-
ing in and out, marking, view satellite data, etc.  While Google maps provide map 
information, Google Earth [4] is a software to view satellite data in high resolutions. 
It can save the data in KML file. The KML file is extended from XML which is used 
to describe the data[11-12]. The KML file can be used together with the Google as 
shown in Figure 1. Besides the KML file, NMEA 0183 is a standard for GPS data. It 
is the protocol used by GPS producers to communicate with other devices [13]. In this 
work, we also consider to import data from GPS device as well.   

 

Fig. 1. KML used in Google Maps [8] 
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3   Tool Architecture 

In the development tool, it contains 5 modules as in Figure 2. 

1. User module: it is to communicate with the users by importing or exporting 
spatial data in NMA files or KML files, or by user input specification. 

2. GPS module: it is used to store data from GPS devices and convert NMA files 
to XML files for display. 

3. Converter module: it is to convert KML files to XML files for the display  
purpose. 

4. Presentation module: it takes the spatial data in the database table and convert 
to XML for display. When converted to XML, we also tag whether it is a point, 
line or area. 

5. Drawing model: it will take the XML files from other modules to overlay  
on Google Maps in various forms according to the coordinate specified in the 
database. 

 

Fig. 2. Architecture of the tool 

 

Fig. 3. Overview of the tool interaction 

Spatial DB 

NPRU Tool using 
Google Maps 
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Figure 3 presents how the tool interacts to the other parts. It will invoke the online 
map from Google Maps and use XML to creates markup. It communicates with 
Google Earth using KML files. It also reads the data from to the GPS receivers via 
NMA files.    

4   Results and Discussion 

Our developed tool is called NPRU tool. We test the usability of the tool for each 
function as shown in Table 1. It is seen that the user can specify using points, lines 
and areas. These inputs support the functions specified in each column.  

Table 1. Functionality of the tool 

Function Add Delete Update  Save Import Export  Display  Symbol Attributes Data  

points           
lines           
area           

The comparison of our tool and others are shown in Table 2. Column “Network 
connection” means the tools required network connection or not. Column “Satellite 
View” implies the tool can show satellite view. Column “Data Format” implies the 
data format that is supported by the tools. Column “GPS Support” implies the tool can 
read data from GPS or not.  It is seen that our tool is capable about the same as 
Google Maps except that we are interested in the support of KML and data can store 
locally where it can be manipulated easily.  

Table 2. Comparsion of the tools 

Tool  Network  
Connection 

Satellite View Data Format GPS support 
(NMA) 

Google Maps 100% Yes RSS, data stored 
on google server 

Mobile support, 
Yes  

ArcGIS Some Plugin .SHP,db,*KML Yes 
MapInfo Some Plugin .SHP,db,*KML Yes 
Google Earth Some Yes KML, KMZ No 
Point Asia 100% Selective Cannot record Yes 
NPRU 100% Yes KML,  data 

stored in 
database 

Yes  

 
We use our tool to develop GIS for agriculture in Nakorn Pathom area. In the area, 

it is the province that contains 25 sub-district and 217 villages.  
Figures 4-5 show the user interface where a user can overlay on the Google Maps. 

The user uses the provided drawing tools to create the overlays. The coordinates are 
extracted from the Google Maps and stored in the database. Figure 6 displays the 
coordinate displayed from the database.  
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Fig. 4. Defining regions 

 

Fig. 5. Define sub-regions 

 

Fig. 6. Coordinate display 

From the tool, the satellite view can be shown Figure 7. The user can create his 
own database to store their local data. In the application, we are interested in the agri-
culture product in the area. The production data are given in the database. Then, it can 
be linked and displayed in many ways. Figure 8 shows the production by regions. 
Figure 9 shows the production by types. 
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Fig. 7. Satellite view overlays 

 

Fig. 8. Production by regions 

 

Fig. 9. Production by types 

5   Conclusion 

In this paper, we present a tool to help gather the GIS data. We take advantages of 
Google Maps so that we can define coordinates in various forms. Also, the spatial 
data can be gathered from user input, GPS receivers, or Google Earth. Thus, the tool 
can import the data from these sources using the KML or NMA format. We compare 
the functionality of the tools and demonstrate the usage of the tool to develop the 
agriculture application.  In the future, the tool will be revised accordingly: display 
geographical coordinates in many forms, communicate with the GPS device to get the 
coordinate online and exports the data for into local database for future uses. 
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Abstract. In this paper, we propose an application tool to help analyze the  
usage of a mobile phone for a typical user. From the past usage, the tool can 
analyze the promotion that is suitable for the user which may save the total ex-
pense. The application consists of both client and server side. On the server 
side, the information for each promotion package for a phone operator is stored 
as well as the usage database for each client.  The client side is a user interface 
for both phone operators and users to enter their information. The analysis en-
gine are based on KNN, ANN, decision tree and Naïve Bayes models. For 
comparison, it is shown that KNN and decision outperforms the others.   

Keywords: Mobile phone usage analysis, Phone promotion package, KNN, 
ANN, Decision tree, Naïve Bayes. 

1   Introduction 

Nowadays, mobile phones are commonly used for not only voice communications, 
but also others such as watching movies, listening to the music, surfing the Internet, 
SMS, etc.  There exists several phone operators in the country. Each of them provides 
many promotion monthly packages for the phone user. Each user needs to decide 
whether the package is suitable for him/her.  

Based on the information previously recorded, it is possible to analyze the usage. 
Then the cost of the monthly payment if the package were selected is presumed. In 
this work, we propose an application which helps the phone users as well as the phone 
operators to decide the right package. The application consists of the server side 
which stores usage and promotion database. The client side is just only the web appli-
cations for user interface. The analysis engine is based on three models: KNN, ANN 
and Naïve Bayes. From the three different models and the experiment data, it is 
shown that KNN and decision tree performs better than the others. The error in the 
prediction is 0.2% 

Several phone operators propose the promotion package for their users. For exam-
ple, [5,7] proposes a web application which suggest the package for the users. They 
consider the specific usage records and suggest the supplementary package only deal-
ing SMS, MMS and  EDGE/GPRS. They do not take all the types of usages due to 
their policy.   
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Data mining technique is commonly used for knowledge management. [3] uses Na-
ïve Bayes  for the knowledge management in the restaurant and bakery business. In 
particular, the technique is used for information classification in the organization. In 
[4], ANN technique is used to analyze the risk factors in money saving for Thai peo-
ple in rural area. The technique is able to extract  factors that are important to the 
money saving behavior. In [1], data mining technique is used to predict the purchas-
ing, inventory and selling. Association rules are applied for classification in this case. 

This paper is organized as following. Section 2 presents some backgrounds on data 
mining, decision tree, ANN, KNN and Naïve Bayes. Section 3 applies the techniques 
to analyze the phone usage behavior. Section 4 presents the experimental results com-
paring the performance of these techniques. Section 5 presents the whole application. 
Section 6 concludes the paper. 

2   Backgrounds 

Data mining is the process that takes large amount of data and analyzes them to find 
hidden relations or patterns. It is applied in many areas including business, science, 
medical, etc. It is usually important when especially when building decision support 
systems. 

Knowledge discovery is a way to features of the data. It takes several steps starting 
data selection, preprocessing, data transformation, data mining, and result analysis. In 
steps data transformation and data mining, the data is probably changed in to some 
form using algorithms and data mining techniques are applied. Many artificial intelli-
gent techniques are important in data mining to look for some properties of the data. 

A decision tree shows alternatives. At each node a decision needs to be made. For 
classification, the tree contains nodes which represents features. The leaf nodes repre-
sent the classification.  

 

Fig. 1. Artificial Neural Network structure 

From Figure 1, Artificial Neural Network (ANN) has three layers: input layer, hid-
den layers and output layer[6]. Input layer takes input to the network. The input is 
assumed to be preprocessed. Hidden layers connect the input layer to the output layer. 
There may be many hidden layers. The output layer computes the output of each node 
using the following function. 
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 (1) 

where xij is the input from other nodes and wij is the weight for each connection. 
Learning for the ANN can be supervised or unsupervised. The network can be 

either feedforward or feedback network. 
For Naïve Bayes, we base the prediction on the probability. We compute the 

probability of being in each class. Assume that each feature used to compute is 
independent. We pick the class that has the highest probability. 

 

 

Fig. 2. Decision tree 
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where Π is the production of P(ai|vj) and ai is the feature. 

K-nearest neighbour (KNN) measures the closeness of the groups. It groups the 
data that are close together K items. The distance between items is measured using the 
Euclidian distance.  
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where  dist(xi,xj) is the distance between and xi, and xj, n is the total samples, xi, and k 
is the feature k of xi sample. Then we pick the K nearest neighbour for each group. 

3   Usage Modeling Samples 

We take the sample data from users and their promotions. The model learns the be-
haviors of the users using such a promotion. We select user data from several phone 
operators. The following features are extracted: outgoing call time and network opera-
tor destination. Then types of usages in the supplement service are considered: SMS, 
MMS, downloading, voting, voice mail, special number calling, and automatic re-
sponse. Then, we have implemented three models for the usage behavior of a user: 
decision tree, ANN, KNN and Naïve Bayes respectively. 

Figures 2-5 shows the models and their characteristics obtained using the decision 
tree, Naïve Bayes, KNN, and ANN respectively. 

 

Fig. 3. Naïve Bayes 
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Fig. 4. KNN 

 

Fig. 5. ANN 
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Fig. 5. (continued) 

4   Model Comparison and Measurement 

From the test data, we obtain at least three-month usage records for each user. Then 
the promotion model is built for a variety of users. For KNN case, we test various K 
values to find out which K value gives the highest correctness. In Figure 6, rows  
 

 

Fig. 6. A proper K value for KNN 

Means 
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contains the promotion model name. The figure shows that K=10 is the best for our 
experiment data.  

For training, we train the promotion model based on the users using that promo-
tion.  Then we obtain the model for each promotion. For a specific user, various mod-
els are tried for a user to see which model gives the good correctness. If two models 
give the same correctness, we select the model that gives the least cost per month. For 
example, user A’s data is  applied against all the four models. The result is shown in 
Table 1. 

Table 1. Comparison of the correctness of a user data using various models 

Promotion 
model 

Decision 
Tree 

K-nearest 
Neighbor  

Naive Bayes 
Classifier 

Artificial Neural 
Network 

D52008 79.6813% 79.6813% 79.6813% 79.6813% 
D52014 96.9456% 96.9456% 77.4236% 91.8991% 
D52017 69.0571% 69.0571% 69.0571% 79.6813% 
G52001 98.008% 98.008% 90.3054% 97.6096% 
G52003 69.0571% 69.0571% 69.1899% 69.0571% 
G52009 98.008% 98.008% 96.9456% 97.6096% 

It is shown that G52001 and G52009 for decision tree and KNN give the better 
correctness (98.008%). Then we take both promotion information and applied to the 
usage data to compute the cost if the user uses the promotion. 

For example, if the user data is as following. 

Table 2. Example usage data 

Type of usage Unit 
Outgoing calls 240 mins 
SMS 19 msgs 
MMS 1 msg 
GPRS 214 mins 

Model G52001, the promotion is :  basic monthly rate 200 baht, free calls every 
network 200 minutes, extra minute is 1.50 baht/min, SMS costs 2 baht/msg, MMS 
costs 6 baht per message, and GPRS cost 1 baht per minute. This cost 554.26 baht per 
month including 7% VAT compared to Model G52009, which costs 331.7 
baht/month. Thus, G52009 is suitable for the user. 

5   Application Systems 

We develop the application which integrates the database of promotions and users’ 
usage data together.  
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Fig. 7. Architecture of the application 

 

Fig. 8. ER diagram for storing usage and promotion information 
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Fig. 9. The user can view their current usage by month 

 

Fig. 10. The proper promotion is introduced to a user 

In Figure 7 the server stores database containing the usage records and promotions. 
Weka [8] is used to analyze the usage data and predict the expense. The user logons to 
the system for recording the usage, view current available promotion and his promotion. 
After analyzing, if the change of promotion saves costs, the system sends the SMS mes-
sage alert to him to suggest the promotion. 
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Fig. 11. The user can compare the expense of  using various promotions  

 

Fig. 12. The phone operator can update their current promotion 

We design several tables in the database to store information about usage and pro-
motion as shown in Figure 8. The tables includes promotions and fees, member and 
payment records, current promotion he/she uses.  

On the web client, the user needs to login to the system. Their usage records are 
stored and can be viewed as in Figure 9. Periodically, the usage data is analyzed 
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against the previous models. Then the calculation for the expense for each promotion 
is performed. The user is suggested with a new promotion in Figure 10. Also, the user 
can compare the expense if different promotion package is used (Figure 11). On the 
other hand, the phone operator can update their promotions periodically (Figure 12). 

6   Conclusion   

In this paper, we propose an application which help suggest a proper promotion for 
mobile phone users. The applications take advantage of data mining technique. Lots 
of usage data are analyzed and models for each promotion are extracted. The model is 
applied to a specific user data to suggest whether the user should change the promo-
tion to save the monthly expense. Features of user data are extracted and used in 
modeling. We study 4 techniques for modeling the promotion: ANN, KNN, Naïve 
Bayes and decision tree. From the experiments, it is shown that decision tree and 
KNN performed better compared to ANN and Naïve Bayes.   

In the future, when more usage data is stored, the system can automatically update 
or improve the stored model. Also, when looking at certain group of user’s data, a 
new promotion can be suggested to the system to promote a group of user.  
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Abstract. In a system where distributed network of Radio Frequency 
Identification (RFID) readers are used to collaboratively collect data from 
tagged objects, a scheme that detects and eliminates redundant data streams is 
required. To address this problem, we propose an approach that is based on 
Bloom filter to detect duplicate readings and filter redundant RFID data 
streams. We have evaluated the performance of the proposed approach and 
compared it with existing approaches. The experimental results demonstrate 
that the proposed approach provides superior performance as compared to the 
baseline approaches. 

1   Introduction 

RFID technology enables capturing large volumes of data at high speed and can be 
used for identifying, locating, tracking and monitoring physical objects without line of 
sight. This capability makes RFID technology desirable for many applications such as 
supply chain management. Large-scale RFID-enabled systems are composed of 
multiple networked RFID readers and physically distributed tags, the middleware 
software that processes and manages the information gathered, and the enterprise 
applications that implements the enterprise business logic, and the enterprise database 
management systems. 

In this paper, we address the problem of detecting and eliminating redundant data 
streams in a system where distributed network of RFID readers are used to 
collaboratively collect data from tagged objects. This is important as multiple readers 
are used in many applications for a variety of reasons such as to increase the reading 
reliability [1]; to read objects passing  through  different doors at warehouse [2]; in 
supply chain [3] and object’s location sensing [4]. However, reading tagged objects 
by multiple readers could create duplicate readings when multiple readers read the 
same tagged object simultaneously. The problem of duplicate reading is common in 
RFID and an approach that efficiently detect duplicate readings is required [5]. 

In this paper, we propose an approach that is based on Bloom filter [6] for 
detecting and filtering redundant data from RFID data streams. The performance of 
the proposed approach is studied and the experimental results demonstrate that the 
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proposed approach provides superior performance as compared to the baseline 
approaches. 

The rest of the paper is organized as follows. Section 2 presents the related work. 
Section 3 explains the proposed algorithms in detail. Section 4 presents the 
performance analysis of the proposed algorithm. We use the sliding windows-based 
approach in [7] as well as the approach proposed in [8] to compare the performance of 
the proposed algorithm. We also discuss the results. The conclusion is presented in 
Section 6. 

2   Related Works 

Figure 1 shows RFID-enabled system of interest. The system is assumed to contain 
multiple networked RFID readers (i.e., reader1, readeri, readern) deployed to 
collaboratively collect data from tagged objects. In this paper, we focus on passive 
RFID tag. These tags are widely used especially in supply chain because of its cheap 
prices. The RFID readers query tags to obtain data and forward the resulting 
information through the middleware to the backend applications or database servers. 
The applications then respond to these events and orchestrate corresponding actions 
such as ordering additional products, sending theft alerts, raising alarms regarding 
harmful chemicals or replacing fragile components before failure. 

 

Fig. 1. RFID-enabled system architecture 

In RFID-enabled systems, a reading can be defined as duplicate if it is repeated and 
did not give new information to the system. Redundant readings are useless and 
should be removed from the data stream without affecting the system. RFID data 
duplication problem can be discussed at data level or reader level [5]. Duplicate 
reading at a reader level occurs when an object is covered by more than one reader. In 
contrast, duplicate reading at data level occurs when RFID readers can repeat reading 
of the same object as long as the object is within its read range.  

In this paper, we focus on reader level data duplicate filtering problem. There are 
many approaches proposed to filter data level duplicate reading [7][8][9][10][11].  An 
approach that uses a sliding window to group a number of readings  and compare 
them with each other is discussed in [7]. Only single occurrence from a number of 
similar readings will be output from that particular window. Another way to remove 
data level duplicate readings is by using query [9][10]. Query is imposed on the 
database records to retain only single reading that will represent the others in the 
given time frame. In [11], new record is made up to represent all other similar reading 
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by specifying the initial and last time of detection. An approach that deferred reading 
output is discussed in [9][10][11]. This approaches is not suitable for use with 
applications that demand real time processing.  

There are also several approaches proposed in the literature to filter reader level 
RFID data duplicates. An approach based on a radio frequency absorbing material to 
controls the RFID propagation from dispersing to neighboring reader’s area is 
discussed in [2]. The material is placed between readers to prevent a reader from 
reading neighboring tags. However, this solution is not feasible in most application 
because of design constraint and its high cost. Another approach based on complex 
computations for detecting the location of the tags from the reader is discussed in 
[12]. Our aim is to identify which reader should preserve the readings so every reader 
will only report on their own objects.  

Approaches that explore the Bloom filter [6] for filtering duplicate data in RFID 
has recently emerged in the literature [8][13].  An approach that used the original 
Bloom filter to remove the duplicate is discussed in [8]. The main idea of the standard 
Bloom Filter (BF) is to represent an element in a form of positive counter in a bit 
array of size m using k number of hash functions. All bits in BF are initially set to 0 
and will be replaced by 1 when it is hashed by the elements. To test whether an ele-
ment is a member of a set, the element will be run through the same hash functions 
used to insert the elements into the array. The element is said to be the member of the 
set if all the bits in which the element was mapped to is positive. For each new ele-
ment, the corresponding k bits in the array are set to 1.  

Two approaches were proposed in [8]: eager and lazy approach that use Bloom 
filter to filter duplicate data. Generally, when a new reading comes at local reader, it 
will be inserted in the Bloom filter. The filter then will be sent to the central filter for 
update. Central filter is coordinating readings from all the readers under its network. 
In eager approach, the copy of the Bloom filter will be sent to every other reader to 
avoid the same reading from entering through them again. However it is too costly to 
update all the reader every time new reading arrives. In lazy approach, only reader 
that sends new reading will have new copy of the Bloom filter from the central filter. 
In our approach, we focus only filtering at the central filter to preserve the reading 
only to the authorized reader.  The work in [14] filters duplicate readings at a single 
reader. In contrast, the work presented in this paper takes into account multiple 
distributed RFID readers. Thus our work can be considered as complement to these 
previous works.   

The proposed algorithm is based on the Counting Bloom filter [15], which was  
introduced to allow counting and deleting operations that cannot be performed with 
the standard Bloom Filter [6]. In the proposed approach, if the new readings on the 
same object from different readers have a higher number from the previous reader, the 
new reading will replace the old reading in the filter. In this paper, we model the 
relation between the reader read rate and the distance between the reader and the tag 
based on the work of [16]. The reader detection range can be classified as a major 
detection region and a minor detection region. Tags read inside the major detection 
area will have about 95% read rate while the tag read in the minor detection region 
will have about 5% read rate [16].  
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3   RFID Data Stream Filtering Scheme 

Double Comparison Bloom Filter (DCBF) uses CBF1 and CBF2 filters to represent 
the count of the readings and the reader identification (RID) respectively. Fig. 2 
shows the pseudo-code of the DCBF algorithm. The input to the DCBF is the reading 
count for each tag (C), the tag identification (TID) and the reader identification (RID). 
The reading count (C) is needed to compare which reader (based on RID) have the 
higher reading on the tag (identify through TID).  

In step 1, reading count for each tag is done at each reader and is sent with the TID 
and the RID to the global filter which will run this algorithm. For step 2-8, each 
incoming TID will be hashed and checked on its condition. If the hashed counter have 
0 values or smaller than C, or RID is the same in CBF2 hashed counter,  the position 
will be retained in an array named CounterNum. If one of the hashed counters did not 
satisfy the condition in step 4, the algorithm will exit (step 7) from all loop and start 
back to step 1 to receive new reading. If all hashed counters satisfy the condition in 
step 4, step 10-14 is carried out where the new value of C is stored in the CBF1 
counter and RID in CBF2 counter.  

Algorithm DCBF 
INPUT: C, RID, TID 
BEGIN 
1:  FOR (each incoming TID)  DO 
2:          FOR (i=1 TO k)  DO 
3:               Pos  Hashi(TID) 
4:               IF (CBF1 [Pos] == 0) | | (C > CBF1[Pos]) | | (RID > CBF2[Pos])  THEN 
5:                     CounterNum [i]  Pos 
6:               ELSE 
7:                      EXIT 
8:             ENDIF 
9:         ENDFOR 
10:       FOR (i=1 TO k)  DO 
11:           Pos  CounterNum [i] 
12:           CBF1 [Pos]  C 
13:           CBF2 [Pos]  RID 
14:       ENDFOR 
15:   END FOR 
END DCBF 

Fig. 2. Double Comparison Bloom Filter Algorithm 

We give example of inserting values in DCBF from the hashing process. Let say we 
have tag 1 from reader 1 with reading counts of 30. Tag 1 is hashed 3 times and the 
first hashed return 0, the second hash return 1 and the third hash return 3. The value of 
30 will be inserted to these hashed counters in CBF1 and CBF2 as shown in Table 1.  

Table 1. The condition of CBF after tag 1 is hashed 3 times 

CBF1 30 30 0 30 0 0 
CBF2 1 1 0 1 0 0 

Counter 
positions 

[0] [1] [2] [3] [4] [5] 
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To have the complete views,  here is another example how DCBF works.  Initially, 
all the counters in both filters are set to 0. When new reading record arrives, CBF will 
only insert the count of the reading if the count is higher than current hashed counters 
values. For each time a reading is inserted into CBF, it means at that time the reader 
has the highest reading on that tag. 

For example refer to table 2 and Fig. 3. Table 1 list the readings on tag 1 and tag 2 
by two readers which are R1 and R2. Each reader will send the number of readings on 
their tag for every 100secs to the global filter. Initially all counters both CBF1 and 
CBF2 are set to 0 as shown in Fig. 3(a). At time 100, R1 sends reading on tag 1 which 
is 12. The tag 1 is hashed k times and will be inserted in filters since there were no 
other readings previously. 

Table 2. Reading on tag A1 by different reader 

Time Reader ID Tag ID Count of readings 
100 R1 1 12 
100 R2 1 3 
200 R1 2 3 
200 R2 2 10 

All the hashed counters (shaded boxes) in CBF1 will be given value of 12 to 
represent the number of count while hashed counters in CBF2 is given value 1 to 
represent the reader ID as shown in Fig. 3(b). Then reading on tag 1 by R2 arrived 
with number of readings 3. Tag 1 is hashed and returns the same counters like the 
previous reading. However this reading will be ignored by the filter because the 
number of readings by R2 on tag 1 is lower than the previous (Fig. 3(c)). 

 

Fig. 3. The state of CBF1 and CBF2 based readings in Table 1 

We need to keep track on how many tagged objects that each reader has. Based on 
table 2, at time 100, R1 has one object while R2 has none. At time 200, R1 arrived 
with reading on tag 2 with number of readings 3. Tag 2 will be inserted in the filters 
since all the hashed counters returns 0 which means this is the new reading for tag 2 
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(Fig. 3(d)). Now R1 has 2 objects (including tag 1). When reading from R2 arrives, it 
also reads tag 2 but with the higher reading than R1 did. The algorithm will insert the 
new number of readings on tag 2 by R2 in the filter and remove the previous reading 
of tag 2 by R1 (Fig. 3(e)). By storing the reader ID the filter can answer the query to 
which reader that a tag is belong to.  

4   Performance Analysis 

In this section, we present the performance analysis of the proposed algorithm. We 
will first discuss the experimental setup. We then discuss the results of the 
experiments. 

4.1   Experimental Setup 

As in [16] and [17], we generated the data streams using Binomial distribution. We 
use the sliding windows-based approach the Baseline algorithm [7] and the original 
Bloom filter [8] to compare the performance of the proposed algorithm.  

4.2   Analysis of False Positive Rate 

In this experiment, we want to analyse the false positive rate (FPR) of DCBF. A false 
positive will occurs in DCBF when a reading is detected incorrectly as a duplicate in 
the same window. We perform this experiment to find out the ratio of array size m to 
the number of readings n along with number of hash functions k that will return the 
lowest FPR. The result from this experiment will be used to set the parameters in the 
next experiments.  

 

Fig. 4. False positive rate in DCBF 

Result for the first experiment is shown in Fig. 4. DCBF is run under different 
number of hash functions with varied ratio on number of readings n to the array m. 
From Fig. 4 we can see that FPR rate reaching almost zero when the number of hash 
function is more than 4 and the size of n is 1/9 to the size of m. Based on this result 
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we will run DCBF on next experiments  with 7 hash functions and set the size of m 9 
times bigger than number of elements n to get the best results.  

4.3   Comparative Analysis of the Algorithms 

In this experiment, we investigated the rate of incorrect filtering by DCBF, Baseline 
and Bloom filter. Incorrect filtering means that the tag with lower reading count failed 
to be filtered and have been inserted into the filter. For this experiment we generate 
200 tags readings for 2 readers. The number of overlapped readings will be varied 
from 5% to 50% for each data sets. Tag that located in the major detection region will 
have 80% read rate while minor detection region will have 20% read rate. The reading 
cycle will be repeated for 10 times. The overlapped readings were scattered randomly 
in the data stream.  

 

Fig. 5. Percentage of unfiltered duplicate readings 

Results on Fig. 5 shows that DCBF performs better than Baseline and Bloom filter 
to filter the duplicate readings. DCBF has the lowest unfiltered reading rates among 
the other algorithms. The highest is the Bloom filter [8]. This is because Bloom filter 
could not stored the data on the number of readings and reader ID which is needed to 
perform this task correctly. For sliding windows approach they have problem to filter 
correctly when duplicate readings are scattered in the data stream. The RFID readings 
can be scattered and non-continuos due to the outside interference and signal 
weakness. When the readings are scattered there are readings that cannot be compared 
with each other while it is need to be done to filter the duplicate. This left some 
duplicate readings in the windows.  

4.4   Execution Time 

In this experiment, we measure the execution time of DCBF, Baseline and Bloom 
filter to perform the filtering tasks. The data set generated have different number of 
reading arrivals per cycle is set to 20, 40, 80, 160, 320, 640 and 1280. 
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Fig. 6. Time execution comparison to filter the duplicate readings 

From Fig. 6, DCBF perform better in terms of time execution than Baseline. 
Baseline which is based on sliding windows approach takes more time to execute 
especially when the reading getting high arrival rate per cycle. This is because it has 
to go through along the windows that become bigger with the increase of tag arrival 
rate for each new coming reading. This is different from DCBF where the arrival rate 
does not have exponential effect on its time processing. Unlike Baseline, DCBF does 
not have to go through along the windows to check for the duplication. Its only need 
to hash the tag ID to check whether it is a duplicate reading or not. For Bloom filter 
the performance is same like DCBF. However as the previous result shows it has very 
high unfiltered duplicates which make it is not suitable to perform this task.  

5   Conclusions 

In this paper, we studied the problem of RFID data duplicate problem and proposed a 
new approach that is based on Bloom filter ideas. We compared the performance of 
the proposed approach with several existing approaches. The results show that 
proposed approach has low false rate and best execution time as compared to the 
existing approaches.  
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Abstract. Educational technology is constantly evolving and growing, and it is 
inevitable that this progression will continually offer new and interesting ad-
vances in our world. The instigation of calm technologies for the delivery of 
education is another new approach now emerging. Calm technology aims to re-
duce the "excitement" of information overload by letting the learner select what 
information is at the center of their attention and what information need to be at 
the peripheral. In this paper we report on the adaptation of calm technologies in 
an educational setting with emphasis on the needs to cater the preferences of  
the individual learner to respond to the challenge of providing truly learner-
centered, accessible, personalized and flexible learning. Central to calm  
computing vision is the notion of representing learning objects as widgets, har-
vesting widgets from the periphery based on semantic wikis as well as widgets 
garbage collection from the virtual/central learning memory.  

1   Introduction 

The need for computing in support of education continues to escalate. Until recently, 
everyone assumed that educational computing required desktop computers. Today 
wireless-enabled laptops, PDAs, iPads and Smart phones make it possible for students 
to use their time more efficiently, access databases and information from the Internet, 
and work collaboratively. Through this flexible learning approach, students can suc-
ceed in selectively incorporating critical input from their peers and instructor, then 
revising their documents based on their own interpretation of facts and theory. This 
technology will soon give students full-time access to computation and wireless con-
nectivity, while expanding where educational computing can take place to the home 
and field. This is an important equity issue because these computers will provide 
much of the educational benefit of more expensive computers in an inexpensive for-
mat that has many advantages over desktops. Connectivity for these devices will soon 
be the norm rather than the exception. As they become more functional and  
more connected, the possibility for completely new and unforeseen application in-
creases. However, the conventional learning packages use some legacy Web-based 
distant learning software (e.g. Blackboard, WebCT, WebFuse, CoSE, TopClass, We-
bEx, VNC, SCORM, and Tango) that luck portability, ubiquity and scalability as well 
as it does not support collaborative composition of new learning materials. It is of 
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substantial benefit to learners with ubiquitous devices if we can have an integrated 
collaboration environment over the Internet, enabling users to compose their own 
personal learning environment. Actually, the emerging paradigm of Web 2.0 is trans-
forming traditional Internet from a mass media to a social media mode. In Web 2.0, 
applications are delivered through Web browsers and they are responsive to users 
through rich application interfaces, often including pre-built application components 
or service widgets. Mashups are the essence of such applications. A mashup is an 
application that combines content from more than one source into an integrated ex-
perience. Today mashups are very common as the new authoring tools and middle-
wares are being developed that will produce new applications and services without 
much programming. As tools and middleware like these become more robust, we will 
see increasing use of mashups in teaching and learning. There are many mashup  
applications, such as Yahoo! Pipes1, Google Earth2, Video Mash-Up3 and News 
Mash-Up4. However, how to mash up information effectively is a challenging issue. 
For this reason, the 2008 Horizon report [1] classifies mashups into three categories 
with increasing level of semantics awareness. Figure 1 illustrates them. 

 

Fig. 1. Mashups Semantic Awareness Categories 

Whatever a mashup category is, it boils down to the following architectural issues [2]: 

• Accessibility to the existing enterprise services and data/content repositories 
• The ability to perform Web-based mashup assembly and use (using SaaS style) 
• Availability of user-friendly assembly models 
• Availability of mashup management and maintenance module 

Mashup services must be based on some sort of content aggregation technologies. The 
traditional content aggregation technology was until recently based on Portals and 
Portlets. Portals are designed as an extension to traditional dynamic Web applications, 
in which the process of converting data content into marked-up Web pages is split 
into two phases - generation of markup "fragments" and aggregation of the fragments 
into pages. Each markup fragment is generated by a "portlet", and the portal combines 
them into a single Web page. Portlets may be hosted locally on the portal server or 

                                                           
1 http://pipes.yahoo.com/pipes 
2 http://earth.google.com 
3 www.wikieducator.org 
4 www.feedchronicle.com 
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remotely on another server. However, the portal technology is about server-side, pres-
entation-tier aggregation and it cannot be used easily to drive more robust forms of 
application integration. Mashup services are more loosely defined where content 
aggregation can take place either on the server or on the client side. The base stan-
dards for the mashup content aggregation are the XML interchanged as REST or Web 
Services. Lightweight protocols such as RSS and Atom are commonly used for the 
purpose of facilitating the content aggregation. The major difference between portals 
and mashups is in the way content or services composition is administered. Portals 
achieve composition through the use of application server as a mediator between a 
client browser and services. Mashups, however, perform composition directly from 
the end user’s browser. Although the client-side architecture helps mitigate a per-
formance problem by avoiding the use of the application server, it can introduce its 
own problems in the design, use and maintenance of mashup applications where often 
such application users find participating in mash-up process as time-consuming or 
even a trouble. To address this problem, we require an environment that seamlessly 
integrates devices and services into the physical world as well as to provide semantics 
for mashing up. Mark Weiser, a researcher at Xerox PARC, called such environment 
as “Calm Computing” [3,4,11]. Calm computing enables new ways of processing, 
integrating and consuming information. In particular, it advocates peripheral  
awareness of activity in a virtual world and ability to move easily from a service at 
the periphery of our attention, to the center, and back according to the learning re-
quests and needs. In this article, we present a general framework that enables the 
development of calm personal learning environment using emerging technologies like 
Enterprise Mashup, Widgets, Web-Harvesting, Garbage Collection and Web Intelli-
gence. Figure 2 illustrates our general vision. More details on this vision can be de-
picted from the following sections. 

 

Fig. 2. Framework for Developing Innovative Personal Learning Environments 
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2   Towards Developing Personal Learning Environments 

There are many historical attempts to develop a framework for developing personal 
learning environments (PLEs) including Learning portals, Web-Based Learning 
(WBL), Web-Based Instruction (WBI), Web Based Training (WBT), Internet-Based 
Training (IBT), Distributed Learning (DL), Advanced Distributed Learning (ADL), 
Distance Learning, Online Learning (OL), m-Learning, Remote Learning, Off-site 
Learning and a-Learning (anytime, anyplace, anywhere learning). However, a per-
sonal learning environment consists of a dynamic mix of many different types of 
resources and facilities, which should be aware of, and adapt to, the learner in his/her 
current context. This multiplicity of technologies including the recent waves of Web 
2.0 and Web 3.0 demands sort of service-oriented approach. Figure 3 illustrates the 
different generations of personal learning environments.  

 

Fig. 3. Personal Learning Environments Generations 

 

Fig. 4. The notion of Learning Object 
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Central to any type of personal learning environment is the notion of Learning Ob-
ject [5]. Figure 4 illustrates the major components of typical learning objects.  

The 1st generation of personal learning environments was based on standalone 
LCMS, where learning objects are deposited a central repository for possible future 
usage (Figure 5). 

 

Fig. 5. Personal Learning Environment as Learning Content Management System (LCMS) 

 

Fig. 6. The 2nd Generation Personal Learning Environment 

The 2nd generation PLEs utilize web and service based framework to share learning 
objects on the web (Figure 6) but they do not promote collaboration and learning objects 
annotation and mashups. Such functionalities are part of the new technology trend which 
is generally termed as ‘Community Computing’ [6]. In fact, the idea of community com-
puting is not totally new. By several projects such as PICO [7] and GAIA [8], commu-
nity concept had been introduced. Yet despite these interests, a number of fundamental 
questions remained unanswered. In particular, the development model used is not well 
defined. In order to find an answer, we have researched on the development model and 
the development process to generate the community computing PLEs. As a progress, we 
find the Cloud infrastructure [9] as a satisfying model for developing community based 
PLEs. In this direction, learning objects can be shared based over the cloud users using 
what is known as bundles. In fact, bundles are sort of generic components that can be  
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Fig. 7. The Future Generation of Personal Learning Environments 

identified by a web-based infrastructure (e.g. Distributed OSGi5) and be mashed up or 
composed with other bundles (Figure 7). 

Based on infrastructures like the Distributed OSGi cloud, composite learning ob-
jects can be constructed using an Enterprise Mashup middleware which has the fol-
lowing components [10]: 

• Services and information produced in a format that can be mashed, such as 
RSS/Atom, Web services, bundles or REST (representational state transfer)  

• Visualization components such as portlets, widgets, and gadgets  
• A tool to compose the mashup and wire components together  
• A robust infrastructure to manage all the change and new combinations  

Examples of Enterprise Mashups include JackBe6, WebGlue7, Oracle Fusion Middle-
ware8, WSO2 Middleware9, Kapow Mashup Server10, SnapLogic11 and Apache 
XAP12. Generally, the architecture of an Enterprise Mashup consists of two compo-
nents: Mashup builder and Mashup Enabler. The mashup builder produces the user 
interface of the resulting mashup through connecting several required widgets to cre-
ate a composite application. The mashup enabler accessing the mashed-up unstruc-
tured data and makes the internal and external resources available based on REST, 
RSS or Atom. Both components may be called an Enterprise Mashup Server. Figure 8 
illustrates the general structure of Enterprise Mashup Server.  
                                                           
5 http://cxf.apache.org/distributed-osgi.html 
6 www.jackbe.com 
7 www.webglue.com 
8 www.oracle.com/middleware 
9 http://wso2.com/ 

10 www.kapowtech.com/ 
11 www.snaplogic.org 
12 http://incubator.apache.org/xap/ 
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Fig. 8. The main components of Enterprise Mashup Server 

The 2008 Horizon Report [1] calls the Enterprise mashup as the Social Operating 
System as it represent the base the organization of the network around people, rather 
than around content. However, the architecture of such social operating system be-
comes more complex as the degree of semantic awareness increases as well as with 
the increasing freedom of calm computing. To reduce such complexity, we propose a 
web or cloud widget approach, where the bundles can have more semantic capabilities 
when created and published as ready-to-use learning object components which can 
easily and cost-effectively be added to any learning applications. A web widget is a 
reusable, compact software bundle that can be embedded into a learning object or 
learning application to provide an added functionality. Most useful web widgets also 
combine on-line data resources with the learning site data to create mash-ups  
(e.g.  Google Maps and Google AdSense web widgets). Web widgets can also be 
combined together and published as new components/bundles (e.g. with the Yahoo! 
Pipes service). Moreover, web widgets can have more semantics if they are hooked up 
with either metadata sources such as ontologies or the processed outputs of other  

 

 

Fig. 9. Widget-Based Learning Object 
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components. Figure 9 illustrates our vision to the next generation PLEs learning ob-
jects which can coop with functionalities like mashups and harvesting required for 
future generation of learning systems.  

3   Harvesting Learning Objects: The Calm Wiki Approach 

The most important functionality in any calm computing learning application is the 
ability of harvesting relevant learning objects from the periphery repository and 
moves it to the learner active working area. For this purpose, PLEs require to have an 
underlying model of the knowledge described in its learning objects. Regular, or syn-
tactic, learning objects have structured metadata text with some untyped hyperlinks. 
Semantic-based learning objects, on the other hand, provide the ability to identify 
information about the data within learning objects, and the relationships between 
learning objects, in ways that can be queried or exported like a database. Imagine a 
semantic-based learning system devoted to food. A learning object for an apple would 
contain, in addition to standard text information, some machine-readable semantic 
data. The most basic kind of data would be that an apple is a kind of fruit. The learn-
ing system would thus be able to automatically generate a list of fruits, simply by 
listing all learning objects that are tagged as being of type "fruit". Further semantic 
tags in the "apple" learning object could indicate other data about apples, including 
their possible colors and sizes, nutritional information and serving suggestions, and so 
on. These tags could be derived from the learning object metadata text but with some 
chance of error - accordingly they should be presented alongside that data to be easily 
corrected. If the learning system periphery exports all this data in RDF or a similar 
format, it can then be queried in a similar way to a database - so that an external 
learner could, for instance, request a list of all fruits that are red and can be baked in a 
pie. However, to implement new learning applications (e.g. food cataloguing system) 
with semantic capabilities requires a lot of functionality dealing specifically with 
ontologies and metadata. Currently, needed functionalities are typically created for 
each learning application individually, requiring a lot of work, time and specific 
skills. Being able to lower these implementation costs would be hugely beneficial. In 
developing any learning ontological system, finding and selecting the right concepts 
and instances is a central task of its own in ontological user interfaces. For end-user 
applications, any search usually begins by first finding the right concepts with which 
to do the actual ontological querying. For efficient semantic content indexing, accu-
rate indexing entities need to be found with as little effort as possible. Also ontology 
developers need concept search when creating links between concepts, especially 
when developing distinct, yet heavily interlinked ontologies. For this purpose, finding 
and harvesting relevant learning object from the periphery requires sort of semantic 
wiki. Actually, wikis replace older knowledge management tools, semantic wikis try 
to serve similar functions: to allow users to make their internal knowledge more ex-
plicit and more formal, so that the information in a wiki can be searched in better 
ways than just with keywords, offering queries similar to structural databases. The 
amount of formalization and the way the semantic information is made explicit vary. 
Existing systems range from primarily content-oriented (like Semantic MediaWiki) 
where semantics are entered by creating annotated hyperlinks, via approaches mixing 
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content and semantics in plain text, via content-oriented with a strong formal back-
ground (like KiWi), to systems where the formal knowledge is the primary interest 
(like Metaweb), where semantics are entered into explicit fields for that purpose. 
Also, semantic wiki systems differ in the level of ontology support they offer. While 
most systems can export their data as RDF, some even support various levels of on-
tology reasoning. 

For the purpose of illustrating the difference between a plain keyword-based search 
and a semantic wiki search that uses an ontology, we compared our semantic wiki 
approach with the twitter widget searching that is based on pure keywords search-
ing13. Figure 10 illustrates an example for searching for the keyword hardware using 
the twitter widget searching. 

 

Fig. 10. The Twitter Widget Keyword Search Engine 

However, we developed our own semantic wiki prototype is called “Twitter Image 
Search” where we can provide ontology for some selected words like hardware and 
cat (Figure 11). 
 

 

Fig. 11. The Twitter Image Search Engine (Keywords or Ontology) 

                                                           
13 http://twitter.com/goodies/widget_search 
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Table 1. Comparing Keyword Search with Wiki Based Ontological Search 

 

 

Fig. 12. (a) Keyword Search for Hardware. (b) Ontological Search for Hardware. 

  

Fig. 13. Comparing Normal Keyword Search with Wiki-Based Ontological Search 
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Table 1 and Figures 12, 13 illustrate our findings. Certainly having an ontology-
based Wiki enhances the search relevancy. 

4   Learning Objects Garbage Collection: The Calm Approach 

Garbage collection systems were first developed around 1960 and have undergone 
much research and refinement since then. The mechanism of garbage collection is 
fairly simple to describe although the implementation is more complicated. The gar-
bage collector's goal is to form a set of reachable objects that constitute the "valid" 
objects in your application. When a collection is initiated, the collector initializes the 
set with all known root objects such as stack-allocated and global variables. The col-
lector then recursively follows strong references from these objects to other objects, 
and adds these to the set. All objects that are not reachable through a chain of strong 
references to objects in the root set are designated as “garbage”. At the end of the 
collection sequence, the garbage objects are finalized and immediately afterwards the 
memory they occupy is recovered (Figure 14). 

 

Fig. 14. The notion of Learning Objects Garbage Collection 

There are several points of note regarding the type of learning objects/widgets gar-
bage collector that can be used in any calm learning system: 

• The collector is conservative. It never compact the heap by moving blocks of 
memory and updating pointers. Once allocated, an object always stays at its origi-
nal memory location.  

• The collector is both request and demand driven. The implementation makes 
requests at appropriate times. You can also programmatically request considera-
tion of a garbage collection cycle, and if a memory threshold has been exceeded a 
collection is run automatically.  

• The collector runs on its own thread in the application. At no time are all 
threads stopped for a collection cycle, and each thread is stopped for as short a 
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time as is possible. It is possible for threads requesting collector actions to block 
during a critical section on the collector thread's part.  

• The collector uses hybrid strategies (Open and Closed). Most garbage collec-
tion systems are “closed”—that is, the language, compiler, and runtime collabo-
rate to be able to identify the location of every pointer reference to a collectable 
block of memory. In contrast to closed collection systems, “open” systems allow 
pointers to garbage collected blocks to reside anywhere, and in particular where 
pointers reside in stack frames as local variables. Such garbage collectors are 
deemed "conservative." Their design point is often that since programmers can 
spread pointers to any and all kinds of memory, then all memory must be scanned 
to determine unreachable (garbage) blocks. This leads to frequent long collection 
times to minimize memory use. Memory collection is instead often delayed, lead-
ing to large memory use which, if it induces paging, can lead to very long pauses. 
As a result, conservative garbage collection schemes are not widely used. How-
ever, it is possible to strikes a balance between being “closed” and “open” by 
knowing exactly where pointers to scanned blocks are wherever it can, by  
easily tracking "external" references, and being "conservative" only where it  
must. By tracking the allocation age of blocks, the collector implements partial 
(“incremental”) collections which scan an even smaller amount of the heap. This 
eliminates the need for the collector to have to scan all of memory seeking global 
references and provides a significant performance advantage over traditional con-
servative collectors.  

5   Conclusions 

This article describes our vision to the future generations of learning systems that are 
based on calm computing technologies. Central to this vision is the representation of 
learning objects as lightweight widgets where the learner can mash them up to com-
pose new learning objects. Two major calm computing services are provided in our 
vision: The widgets harvesting from the preprimary repositories of widgets and the 
widget garbage collection from the learners virtual/central widget memory. The re-
search described in this visionary article is far from complete as it currently works in 
progress. A comprehensive prototype is almost complete that utilizes a cloud comput-
ing infrastructure [9]. 
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Abstract. Recently, due to the global enforcement of obligations to reduce 
green house gases and various environmental regulations, low carbon green 
growth strategies are required. Currently, in our country, environment friendly 
logistics activities are staying in the early stage compared to advanced countries 
because of our country's large energy consumption type industrial structures.  
As a measure to respond to the trend of the reinforcement of international envi-
ronmental regulations in the sector of logistics, active green logistics systems 
should be established and to solve this problem, this study is intended to de-
velop a monitoring system that can manage the carbon emission of logistics 
equipment(container truck, discharging equipment etc) in real time using a new 
technology named IP-RFID. The monitoring system developed in this study can 
actively manage the carbon emission of individual logistics equipment by at-
taching IP-Tags that can measure the carbon emission of individual logistics 
equipment in real time and transmit the information obtained from the meas-
urement directly to users through IP communication. Since carbon emission can 
be managed by logistics equipment and drivers can check the carbon emission 
of equipment through this system, the carbon emission generated in the logistics 
sector may be reduced by using this system.  

Keywords: Green Logistics, Monitoring system, Carbon Emmission, IP-RFID, 
i-tag. 

1   Introduction 

Globally, the average temperature on the earth has increased by 0.7℃ over the last 
100 years and the average temperature is expected to increased by maximum 6.4℃ in 
the 21st century and thus global attention to and concern about climate changes are 
rising. These climate changes are working as a threatening factor on the survival of 
mankind with meteorological disasters or the destruction of ecosystems and resultant 
economic loss is increasing every year. 
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In the midst of the rising attention to global warming after the Kyoto Protocol, ad-
vanced countries and developing countries decided to allocate the amount of reduc-
tion of green house gas emission by country in order to reduce the emission of green 
house gases such as carbon dioxide and methane in particular among many factors 
that cause environmental pollution in order to prevent global warming. In the case of 
our country, total yearly green house gas emission was ranked around the tenth in the 
world and according to OBCE IEA data, carbon dioxide emission in Germany has 
decreased by 15.9% for 15 years from 1990 to 2005 while carbon dioxide emission in 
our country has increased by 97.6% for the same period and thus the increase rate  
was the second highest in the world next to China and it was expected that it would 
increase by maximum 38% by 2020. Although our country is not a country of obliga-
tory reductions now, it is expected that our country will be imposed with the obliga-
tion to reduce the emission from 2013 and thus it is expected that carbon emission 
reductions will approach businesses in Korea as a new cost burden.[1][3][4][5] 

Accordingly, the government became to declare the low carbon green growth vi-
sion and thereafter, various related government departments including the Ministry of 
Knowledge Economy(green IT industrial strategy, January 15, 2009), the Ministry of 
Public Administration and Safety(green information system plan, January 16, 2009) 
and the Korea Communications Commission(master plan for implementing green 
broadcasting and communication, April 8, 2009) have been developing environment 
friendly technologies and introducing environment friendly policies.  

In the sector of logistics too, the air pollutants emitted from concentrated discharg-
ing equipment and trucks have been assessed to be at quite high levels and it is  
expected that of the entire CO2 emission in our country, the part attributable to the 
transport sector will increase from 20.3% in 2002 to 23.9% in 2020. This means the 
importance of environment friendly logistics activities in transport which is an impor-
tant function of logistics and thus efforts to improve the state are necessary.  

Therefore, this study is intended to discuss a monitoring system that can manage 
carbon emission by logistics equipment(container truck, discharging equipment etc) 
in real time to reduce green house gas emission by applying a new technology named 
IP-RFID. 

2   Carbon Emission Calculation Methods 

There are two carbon emission calculation methods including a direct method that 
directly measures the concentration and flux etc of carbon at the outlets of emission 
sources using measuring devices to calculate carbon emission based on the results and 
an indirect method that theoretically estimates emission considering the kinds and 
amounts of burnt fuels, their combustion efficiency and emission coefficients etc. 
Although the direct method has an advantage that accurate information on the final 
emission can be obtained as fuel burning processes are reflected, great deals of time 
and money are required for the installation and operation of necessary equipment and 
there are limitations in measuring. The indirect method has an advantage that calcula-
tions using this method are easy but has a disadvantage that the accuracy and reliabil-
ity of data are low as the method calculates data through coefficients. 
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Table 1. Comparison between the carbon emission calculation methods 

Calculation 
method 

Advantage Disadvantage 

Direct Accurate information on 
the final emission can be 
obtained 

The installation and operation 
of necessary equipment require 
time and money 

Indirect Easy calculation Low accuracy and reliability of 
data 

Currently, most countries measure carbon emission with the indirect method and 
due to the inaccuracy of data presented above, some opinions are being raised that 
measures to accurately measure carbon emission are necessary.[2] This is because 
certificated emission reductions are currently transacted and have functions like those 
of cash. Therefore, in this study, a monitoring system that will enable accurate man-
agement of carbon emission will be presented.  

3   IP-RFID Based Carbon Emission Monitoring System 

3.1   Concept of IP-RFID 

IP-RFID is a method that combines the advantages of RFID(Radio Frequency  
Identification) and USN(Ubiquitous Sensor Network) technologies and minimal IPv6 
technology it is a technology intended to ensure wide expandability and mobility by 
loading IPs on tags in order to maximize the synergy effect of the combination of 
existing IP infra and USN & RFID infra and to directly manage and control the tags.  

In the case of existing RFID Systems, user could not firsthand access to RFID Tags 
to obtain desired information. In addition, multiple users could not access to a single 
RFID Tag to register their information nor could enter the time to receive certain 
information and kinds of data to be received in order to receive the requested informa-
tion at the time intervals to receive the information and there was no function to set 
threshold values for certain information so that users are notified when the informa-
tion exceeds or falls shorts of the threshold values either.  

When providing RFID services, IP-RFID uses the code information of existing 
RFID Tags as the IP address(or IP address and contents index) of the contents server 
that provides contents so that contents services can be provided quickly/easily and it 
can provide RFID Tags for IP address based RFID services that will enable fast re-
sponses to changes in the contents provided and methods for IP address based RFID 
services at RFID terminals or contents servers using the RFID Tags.  

It was attempted to develop a system that can measure carbon emission utilizing 
these characteristics of IP-RFID that directly provides the information required by 
users.  

3.2   System Concept Diagram 

In this system, in order to manage in real time, the carbon emission of various types 
of logistics equipment that are used in the area of logistics, IP-Tags are attached to  
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Fig. 1. Difference of RFID and IP-RFID environments 

areas near the outlets of the equipment and the location information and carbon emis-
sion information of the logistics equipment are collected in real time through commu-
nication with the SPs(Smart Points) installed in the region to enable the management 
of carbon emitted in the area of logistics. A related conceptual diagram is shown in 
<Figure 2>. 

 

Fig. 2. System concept 
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3.3   User Interface 

This system is characterized by the fact that user interfaces vary by party due to dif-
ferences in the information to be utilized by different parties. First, container terminal 
operating companies have diverse types of logistics equipment and thus they should 
manage carbon emission by equipment. As shown in <Figure 4>, daily, weekly, 
monthly and quarterly pieces of emission information are managed depending of the 
types of equipment and through this, the carbon emission from each unit of logistics 
equipment occurring in the port is managed.  

 

Fig. 3. Container Terminal User Interface 

Secondly, in the case of transport companies, since they own and operate multiple 
cars, they should manage their total carbon emission through the management of the 
carbon emission of each car. These data can also be used when cars with similar mile-
ages and specifications show different carbon emission values for follow-up actions 
such as car maintenance.  

 

Fig. 4. Transport Company & Car Owner User Interface 
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Finally, car owners (drivers) that drive cars should be also provided with informa-
tion because they perform activities related to carbon emission. As with total mileages 
that can be identified from instrument panels, carbon emission should be also identifi-
able and it is necessary to enable the drivers to identify information through mobile 
devices such as mobile phones when they wish to identify daily or monthly carbon 
emission. 

4   Conclusion 

In this study, a system that can measure and monitor the carbon occurring in the area 
of logistics was presented for the management of green house gases that are becoming 
an issue recently.  

Existing methods indirectly manage carbon emission information through emission 
coefficients and they have problems in the accuracy and reliability of the carbon in-
formation resulting from the carbon emission coefficients that vary every time they 
are measured and other factors. As regulations on green house gases are being in-
creasingly reinforced, these problems should be solved and to this end, carbon  
emission should be accurately managed through directly measuring methods.  

In this respect, this study presented a system to provide information to parties in 
logistics through directly measuring method by attaching IP-Tags to the outlets of 
logistics equipment to sense carbon emission information and transmit it to parties in 
logistics through the SPs installed at many places in transport regions. Since different 
parties in logistics have different types of equipment to be managed and even the 
same equipment can emit different amounts of carbon depending on the situations of 
operation and management, the parties are enabled to immediately respond to changes 
through the monitored carbon emission information. They can screen out those units 
of equipment that emit large amounts of carbon in ordinary times to receive mainte-
nance services and it can be expected that the information can help parties in logistics 
in their decision making for matters such as buying certified emission reductions if 
carbon has been emitted more than expected.  
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Abstract. RFID technology in container management field is considered for in-
creasing productivity and efficiency in logistics industry. But there are a lot of 
problems caused by inappropriate application of RFID technology in shipping 
logistics. Therefore, technology development based on IP is needed for accept-
ing diverse technology applied before and offering better service to develop 
container management technology involved with RFID. In this study, realtime 
container monitoring system using IP-RFID is designed and implemented for 
supplementing weakness of information gathering using existing RFID and 
transferring data in real time to user. 

Keywords: RFID, IP-RFID, Container, Monitoring System. 

1   Introduction 

The 2009 world port container traffic reached 586.93 million TEU involving an in-
crease by 8.6% compared to the previous year and world port container traffic is con-
tinuously increasing every year (Drewry, 2008). Containers are a packing measure 
that is the most important and the most frequently used in port logistics. In addition, 
most of newly ports are constructed as dedicated container terminals. However, the 
development of methods or information systems for efficiently managing these con-
tainers is insufficient. Even when shipping companies or logistics related parties wish 
to the locations, states(full/ empty) or number of their containers, there is no way to 
efficiently support them. In addition, active management of container cargoes is insuf-
ficient. To check the states of container cargoes loaded in three to four layers, humans 
go up firsthand on ropes and when weather on the sea is bad, accidents with casualties 
occur sometimes (Yang Hyeon-Suk, 2007). Therefore, systems that can monitor the 
locations and states of containers are necessary.  
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Recently, diverse technologies such as RFID and e-seal are applied to containers 
and these technologies are to support efficient transport rather than to manage con-
tainers per se. The reason why RFID technology is applied to containers is to effi-
ciently classify containers and grasp the flow of containers (Lim Seong-Woo, 2009, 
Choi Jong-Hee, 2007) and the reason why e-seal technology is applied to containers is 
to reinforce the security function of container logistics(Ryu Ok-Hyeon, 2007). 

In this respect, this study is intended to present an information system for effi-
ciently managing containers. In this study, IP-RFID technology was used for real time 
container management. IP-RFID technology refers to a new technology that incorpo-
rated IP technology into RFID technology to enable RFID tags to implement IP com-
munication (Choi Hyung-Rim, 2010). Since IP-RFID tags (hereinafter IP tag) have 
their own IP addresses they can be globally tracked and the information stored in or 
created by the tags can be directly transmitted to diverse users. In the case of existing 
RFID systems, tags per se do not have IP addresses to be connected to Internet and 
the reader or middleware is connected to Internet and thus global tracking using tags 
is difficult. Therefore, in this study, a monitoring system that can manage container 
locations and states etc using IP-RFID technology that can perform global tracking 
was developed.  

In chapter 2 of this study, the IP-RFID technology utilized to develop the container 
monitoring system is introduced, in chapter 3, the structure and functions of the con-
tainer monitoring system are presented and in chapter 4, the results of tests of the 
system are presented. 

2   IP-RFID Technology 

IP-RFID is a method that combines the advantages of USN and RFID technologies 
and minimal IPv6 technology and it is a technology intended to ensure wide expand-
ability and mobility by loading IPs on tags in order to maximize the synergy effect of 
the combination of existing IP infra and USN & RFID infra and to directly manage 
and control the tags(Choi Hyung-Rim, 2010).  

Since existing RFID systems have been mainly used for limited use of transmitting 
simple recognition information stored in tags, their major objectives were minimizing 
their system resources and producing the systems at low costs. Therefore, it has been 
perceived that communication protocols that consume large amounts of system re-
sources such as TCP/IP are not suitable. However, for a tag to serve the role as a new 
information provider, IP technology should be utilized. The effort to incorporate IP 
technology into USN technology in order to create new value can also be understood 
in this context. Based on existing IP infra, IP-RFID can provide wide expandability, 
ensure tag mobility and provide diverse services at desired places in linkage with 
Internet infra such as BcN(Broadband Convergence Network), IPv6(next generation 
Internet address system), Wibro and wireless LAN.  

The IP-RFID developed in this study can firsthand manage tags in addition to util-
izing existing IP infra and services, enable two-way communication between tags and 
users and apply RTLS (Real-Time Locating System) technology using the CSS (Chirp 
Spread Spectrum) method of IEEE 802154a.  
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Fig. 1. RFID System and IP-RFID System 

In existing RFID systems, tag information has gone through the reader to be stored 
in a certain information system altogether. Therefore, users could identify and utilize 
tag information only in the form provided by the certain information system. Fur-
thermore, users could not store any information in tags or revise or delete the informa-
tion because existing RFID systems are for one-way communication that can only 
provide the information stored in tags to users. In addition, unless a certain informa-
tion system install readers throughout the world, no tag can be globally tracked.  

However, in IP-RFID systems, tags have IP addresses and thus they can be tracked 
through Internet no matter where in the world they are and diverse kinds of informa-
tion can be exchanged between the systems and users. In addition, users can directly 
receive any information they want from any tags they want. Furthermore, since Raw 
data can be collected, users can utilize information in any form they want in any ap-
plication they want. 

In IP-RFID systems, tags can serve the role of a new information related party to 
collect and provide diverse kinds of information and directly exchange the informa-
tion with users. 

 

Fig. 2. Multi-Subscription Concept 



 IP-RFID Based Container Monitoring System 157 

To provide tag information to diverse users, IP-RFID systems utilize 'Multi-
Subscriptions'. Multi-Subscriptions refer to multiple users' registrations of their in-
formation and desired data in IP tags in advance in order to be provided with their 
desired information from the IP tags. The IP tags can accurately deliver the necessary 
information to diverse users based on the registered information. Users can change 
online, their desired data and time of provision any time.  

In this study, an information system was developed that can manage containers lo-
cated anywhere in the world online utilizing these IP-RFID tags.  

3   IP-RFID Based Container Monitoring System 

3.1   System Structure and Services 

The IP-RFID based container monitoring system installs IP tags in containers to  
provide state information such as container locations, whether cargoes are contained 
in the containers and temperatures/humidity/illuminance directly to diverse users in 
real time. 

 

Fig. 3. System's Conceptual Diagram 

The IP tags installed in this system are attached with temperatures/humidity/ 
illuminance sensors and thus they can provide ambient temperature, humidity and 
illuminance information to users. The Smart Points used to transmit IP tag informa-
tion to users are network devices that serve the same roles as those of the readers of 
RFID and the routers of IP communication. The IP tags provide information to users 
through S/P but can also transmit data to users through existing AP when necessary.  

Once a container installed with an IP tag has gone into the RF area of S/P or the 
area of AP, the IP address of the IP tag and the specific Global ID will be combined to 
create an IPv6 address. Then, the user table will be inquired to provide subscribed 
users with information stored in the IP tag and sensed information. The information of 
the IP tag will be provided only to subscribed users.  
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Table 1. Details of major functions  

Service type Detail Content 

Car identification 
Services that can identify the cars where tags are attached 

utilizing unique information of Tags to manage 

individual cars separately Provision of 

information in real 

time Container 

identification 

Services that can identify the containers where tags are 

attached utilizing unique information of Tags to monitor 

and manage to containers 

Collection of state 

information through 

sensors 

Services that can collect the state information of the 

containers or cars attached with tags in real time through 

sensors contained in the tags Provision of state 

information in real 

time Transmission of 

monitored 

information  

Services that provides tag information as information that 

can be monitored in real time through IP 

Provision of 

statistical 

information 

Creation of statistical 

information through 

the storage of Raw 

Data 

Services to store the raw data transmitted from Tags in 

DB in order to utilize for statistical purposes 
(ex: yearly travel distances, the number of times of 

occurrence of dangers) 

APP-A : View NCMA : View Smart Point IP-TAGAPP-B : View

Network Connection 
Management Application

3: subscribe(S:10M)
4: subscribe(S:10M)

5: subscribe ack
6: subscribe ack

7: subscribe:21,20,19
8: subscribe:21,20,19

13: subscribe:21,20,19

14: subscribe:21,20,19
15: send(21,20)

16: update

9: send(21,20)

10: update

1: request(id)

2: serch_ip(id)

11: send(19)

12: update

17: send(19)

18: update

 

Fig. 4. Message exchanging between the IP tag and the application program 

The services provided by this system are largely divided into three types including 
the provision of location information in real time, the provision of state information in 
real time and the creation of diverse statistics. Since all containers have their unique 
IP address values, their locations can be tracked no matter where they are in the world 
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and through the sensors attached to the IP tags, temperature, humidity and illumi-
nance information that is essential to container management can be monitored in real 
time. In addition, since users can firsthand collect Raw data through IP tags, they can 
create diverse statistical information using the raw data.  

3.2   Design of Communication Protocols 

A protocol for mutual communication between IP tags and application program was 
designed. Fig. 4 shows the messages exchanged between IP tags and applications in 
chronological order using a sequence diagram.  

The user inquires IP tag information using a program that can search tags and man-
age connections and selects an IP-TAG for subscription. The user creates a subscrip-
tion message based on [Table 4] and transmits it to the IP tag through Internet.  

Table 2. Response Type, Separator and Parameter types 

Response 
Type 

Separator Parameter Description 

Temperature 0x15 21 �  
Humidity 0x20 32% 

Photometer 0x35 53lx 

All 

: 
0x15  
0x20  
0x35  

temperatures, humidity, 

illuminance 

The subscription message indicates the data required by the user.  
The subscribed IP tag transmits a subscribe ask message to the user and provides 

sensed data such as temperatures and humidity in designated periods. Each applica-
tion program uses the data received in real time through Internet to store them in the 
database and renew the screen. 

Table 3. The form of the message sent by the user to the IP-TAG 

UDP Packet Message Format 
(User to IP-TAG, IP-TAG to User) 

(Command, Response) 

Type 
Separate Parameter 

1 Byte 1 Byte N Byte 

3.3   Design of User Interfaces 

In the RFID based container monitoring system, information systems for diverse 
purposes can be developed depending on how the user utilizes IP tag information. 
Even if the same IP tag information is provided, the functions of applied information  
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Fig. 5. Various Application of IP tag Information 

systems will vary depending on for what purpose the information is utilized. In this 
study, interfaces of systems that can be developed from the standpoint of transport 
companies and shipping companies were designed. Transport company should require 
dynamically moving location information rather than static container locations and 
will require state information only in the case of special containers such as refriger-
ated containers. Shipping companies should require information on where their con-
tainers are, whether cargoes are contained and the state of the containers etc. That is, 
as shown in Fig. 5, even the data provided by the same IP tag can be diversely utilized 
depending on users' purposes.  

 

Fig. 6. Network Connection Management User Interface 

shows an interface for managing networks with multiple tags(subscribed tags) that 
provide information in individual applied information systems. The user can check 
the list of the tags that provide information, can add or delete the tags and can check 
the state of connections of individual tags. In addition, the user can subscribe to indi-
vidual tags or withdraw the subscriptions and identify the log information transmitted 
from the tags. 



 IP-RFID Based Container Monitoring System 161 

 

Fig. 7. State Information Management User Interface 

shows the interface of the applied information systems that can be utilized by trans-
port companies to identify dynamic locations of containers in real time. The locations 
of containers provided in real time are shown as a map.  

 

Fig. 8. Location Information Management User Interface 

shows the interface of the applied information systems that can be utilized by ship-
ping companies which provides container location and state information in real time. 
The state information provided by IP tags is provided in the form of a chart that can 
be easily understood by users. The information system includes a function to enable 
users to easily perceive any state information that is outside the normal value. 

4   Implementation and Test 

In this study, in order to test the feasibility and applicability of the IP-RFID based con-
tainer monitoring system, a demo system was developed and tested. Major purposes of 
the test are to check if communication is properly implemented between IP tags and 
applications in IPv6 environments and check if the information created in the IP tags can  
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Fig. 9. Test Environment 

be utilized in diverse applications. User interfaces were developed by Flex, communica-
tion modules were developed by JAVA and UDP packets were utilized.  

In the test, IP tags were attached to cargoes on cars in the same way as done in 
cases where container cars are actually moving and S/Ps were installed at five loca-
tions to check if tag information would be transmitted to two applied information 
systems. 

 

Fig. 10. Test Fulfillment 

The two applied information systems are the‘application for transport companies’ 
and the ‘application for shipped companies’ presented in chapter 3 and it was checked 
and tested if the information created in the tags was properly provided to the two 
applied information systems.  

Based on the results of the implementation of the test, it could be identified every 
time a car loaded with IP tag cargoes passed an S/P, the information of the tags was 
provided to the two applications. 
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5   Conclusion 

This study developed a system that can manage the locations and states etc of con-
tainers using a new technology named IP-RFID. Existing systems and studies had 
been focused on efficient transport of containers while this study presented a system 
intended to efficiently manage containers per se.  

Since this system can transmit the information created in IP tags directly to diverse 
users, it will be able to provide new value to diverse container related parties in logis-
tics such as shipping companies, transport companies and , container terminals. Since 
shipping companies can identify where their containers are, they can enhance the 
utility of containers and since transport companies and container terminals can iden-
tify the locations and states of containers in real time, they can enhance the efficiency 
and stability of their works.  

In addition, this study discovered a new area of application where the new technol-
ogy named IP-RFID can be applied. For the diverse applied information systems 
using IP-RFID technology to be utilized in the field, methods should be presented that 
will enable users to efficiently manage the data provided in real time by IP tags. 
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Abstract. The aids to navigation that are separated by a secondary route of the 
ship to safety covers a large salvage ship safety and is an important role in 
accident prevention. Most of the equipment as high as the real-time safety and 
asset management needs, but the mechanisms behind this system is still lacking. 
Currently these are controlled by people directly, and there are some cases 
which is introduced for managing system. But it has an issue with lack of safety 
and compatibility, excessive operating expenses, volume, etc. In this study, 
management measure for course assistance facility is suggested that is applied 
IP-RFID technology integrated RFID technology and IP technology for solving 
these problems. Scenario is developed for efficient and rapid management with 
finding out problems of current course management, and then required service 
is suggested for integration management system which is applied IP-RFID 
technology.  

Keywords: RFID, IP-RFID, i-Tag, Aids to Navigation. 

1   Introduction 

The majority of current domestic export/import traffic depends on maritime 
transportation. and the increase of freight space and traffic resulting from far bigger 
and faster vessels makes the maritime transport far more complex, with even greater 
loss of life and property and environmental damage caused by marine accident 
different from the past. Continuous efforts are being made to improve the 
management of navigation aid facilities which play the important role of preventing 
marine accidents and ensuring the safety of vessels, but the system is still in 
insufficient situation. Accordingly, this study tries to suggest the ways to efficiently 
manage navigation aid facilities by applying IP-RFID technology which grafts IP 
technology onto RFID, for which the management status and system of navigation 
aids were analyzed first of all. Further, in this study, scenarios and service for 
management of navigation aids are developed and the ways to apply and utilize this 
service are suggested.  
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2   Management Status of Navigation Aid Facilities 

Harbor facilities can be defined as all facilities necessary to satisfy the harbor 
functions including anchorages, wharfs in the harbor and their accompanying 
structures and facilities, among which artificial facilities installed for safety of vessels 
and for increased efficiency of maritime transportation such as navigation aids are 
again distinguished as navigation aid facilities. Types of navigation aid facilities can 
be classified by location communication methods such as beacon, image, color, 
sound, and radio waves, which can be diversely used to communicate the location of 
the vessels even in nighttime and bad weather because it is necessary to always 
confirm the location of the vessels for safe navigation. Navigation aids can be 
classified as following table 1.  

Table 1. Types and kinds of navigation aids 

Type Kind 

Manned/Unmanned Lighthouse 

Light Beacon 

Leading Lights 

Searchlight 

Lantern 

Light Pole 

Light Signal 

Light Buoy 

Image Signal Erect/Floating Buoy 

Sound Wave Signal Air/Electric/Motor Siren 

Wireless Signal 

DGPS 

RACON 
Radio Wave Signal 

LORAN-C 

VTS 
Special Signal 

Wave Signal Station 

In Korea, the first navigation aid was installed by 'Ganghwado Treaty' in 1983, and 
total 94 units of navigation aids were identified in the survey of location and kinds of 
navigation aids in domestic coastal areas in 1901, and currently total 3,498 units are 
operated as of 2006 through continuous extension. Korea joined IALA in 1962, and 
domestic navigation aids are being managed on national level in accordance with 
'navigation aids act', 'navigation aid facilities management guidelines', and 'standard 
for functions and specifications of navigation aids'.  

The characteristics of such navigation aid facilities play an important role of 
assuring the safety of vessels and preventing marine accidents, basically having 2 
requirements. First of all, these navigation aid facilities should be always fixed so that 
their locations can be identified, and they should be always available to check their 
situations for immediate inspection and use. Navigation aids should be internationally 
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easy to identify by anyone, for which they should be always fixed at certain place and 
should be exactly operated. So, the navigator can either disregard them at normal 
times or immediately use them whenever necessary. The safety and reliability which 
are emphasized as above can make the navigator depend on navigation aid facilities 
by removing the risk factors of maritime safety.  

But, due to the characteristics of installation and operation environment, it is 
difficult to have navigation aid facilities always fixed. There can be a situation that 
light buoys are lost due to the damage in fastening device which can maintain the 
location for reasons of vessel collision or high waves. Or there can be a case that light 
buoys don't properly function even if they maintain their places because the life of 
lighting device completed its span or was damaged. Recently, regular container 
shipping companies are pursuing the large-scaled economic effects with their super-
large container ships, making loaded/unloaded traffic rapidly increase, so it is 
expected that the number of ports of call will be decreased to a few hub ports but 
feeder container shipping will be increased instead. Accordingly, as it is expected that 
maritime traffic will be rapidly increased with far more congestion, navigation aid 
facilities which don't function properly can cause fatal large-scale marine disasters.        

Currently, the management, maintenance, and repair work of most navigation aid 
facilities are conducted by use of log lines, checking their overall functions and 
conducting management activities such as maintenance and repair. But, this method 
can not check the status in real time, and observing the location with naked eyes can 
make mistakes. Recently, locating system by use of GPS or DGPS receivers, or 
control and monitoring system by use of wire/wireless remote control devices are 
being introduced and applied, but they are not still widely used due to the problems of 
communication breakdown or operation cost, etc.  

3   Definition and Characteristics of IP-RFID Technology 

As all of network technologies are combined into IP(Internet Protocol) technology 
recently, RFID(Radio Frequency Identification) and USN(Ubiquitous Sensor 
Network) technologies are also being combined into IP communication. IP-RFID is a 
technology to directly manage and control the TAG which can assure wide 
extensibility and mobility by loading IP on TAG for maximization of synergy effects 
between existing IP infra and USN/RFID infra by grafting advantages of USN/RFID 
technologies onto minimum IPv6 technology. 

Existing RFID system has some limits to development  of application areas 
suitable for ubiquitous computing environment because it is one-way communication 
system which can provide the information stored in TAG only to specific system or 
limited number of users. On the contrary, IP-RFID system can play the role of new 
information source through the convergence of IP technology into TAG, where real 
time information can be obtained by directly connecting to TAG like visiting  
web-sites for specific information. Information stored in TAG or generated through 
sensors can be directly delivered to various users, and interactive communication 
between TAG and users is possible. Further, it is possible to develop various 
application areas suitable for ubiquitous computing environments. 
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Table 2. Comparison of IP-RFID and RFID Technology 

Division IP-RFID RFID 

Target of Information Provision Directly to Users Specific System or Limited Users 

Communication Interactive One-Way 

Development of Application Area Various Areas Limits 

As a characteristic of IP-RFID, it is low-electricity Sensor Network Model the 
most suitable for WiFi Mesh which can extend existing IP World to RFID areas. 
Further, it can directly manage and control the node and realize RTLS(Real-Time 
Locating System) by use of CSS(Chirp Spread Spectrum) method in IEEE 802.15.4a. 

 

Fig. 1. Difference of RFID and IP-RFID environments 

In existing RFID model, users must communicate through middle ware in order to 
request specific data to RFID TAG or to receive data from RFID TAG. So, middle 
ware should have all information about TAG, and particularly for communication 
between users and TAG, there should be separate Mapping Table which manages 
TAG. But, in IP-RFID model, various information can be utilized because TAG can 
directly provide information through Internet. 

4   Service Development for Management of Navigation Aid Facilities 

4.1   Requirements and Applied Scenarios 

In order to extract requirements and scenarios for management of navigation aid 
facilities, analysis was conducted through literature research and expert interview, 
considering technical and environmental characteristics of IP-RFID. As previously 
described, navigation aid facilities need confirmation of location and real time 
operation status for the safety and operational efficiency. 
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Table 3. Requirements for Management of Navigation Aid Facilities 

Division Confirmation of Location Confirmation of Status 

Requirements 
Confirmation of normal location 

and drifting location 
Functional remote control of 
normal/abnormal operation 

The result of interview with experts showed that the locations of marine buoys are 
identified by their administrators one by one with their naked eyes. Generally, 
navigation aid facilities are fixed to their locations by establishing sinker in ocean 
floor, but they can get out of their normal location and drift due to high waves or 
collision, which is difficult to identify with naked eyes. For confirmation of location 
through system, normal locations of buoys are being frequently or regularly watched 
by installing DGPS receiver on relevant signals, but this method were also incurring 
the relevant installation and operation costs.      

Currently, relevant institutions are conducting maintenance and repair works by 
use of vessels, measuring overall functions. While they are sailing within the effective 
boundary of radio wave signals, they are measuring the location level of each system, 
receiving conditions of radio waves, and actual intensity and conditions of light 
signals, directly checking the storage battery, solar cells, light bulbs, and 
charge/discharge controllers. But, real-time condition checking and immediate 
discovery of the problems are not conducted. Accordingly, management scenarios 
were organized, considering two situations such as location management through 
identification and tracing of navigation aid facilities, and equipment management 
through remote control and collection of information on conditions. 

First, exact location of navigation aid facilities was made to be easily confirmed 
through identification of each facility and by recognizing the facilities when they 
enter near IP-RFID network even if they get out of normal locations. At this time, the 
information needed by user can be directly provided and utilized thanks to the 
characteristics of IP-RFID, and the location of the missing equipments can be 
identified by use of RTLS technology.  

 

Fig. 2. Container Terminal User Interface 

And in functional control, movement of installed navigation aid facilities is remote 
controlled, and particularly, functions of light-on and light-out, flickering cycle, and 
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intensity of light are controlled. Further, condition information related to movement 
and function of the facilities is collected by use of sensors, and in case abnormal signs 
are discovered, their information is delivered to the administrator in real-time. The 
information on condition collected at this time is communication condition, lamp 
condition, battery condition, intensity of light, temperature, and the impact, etc. This 
applied scenario is operated with following procedures as in Fig. 3.  

 

Fig. 3. Transport Company & Car Owner User Interface 

① Exchange of condition information between IP-TAG installed in navigation  
signals and Smart Points. 

② Control of navigation signals through control technology or RTSL technology  
or transmission of location information to ground receiving station.  

③ Transmission from ground receiving station to control station. 
④ Relevant transmitted information is provided to navigation signal general  

management center, management office, private navigation signal  
installer/commissioned management company  

⑤ The problem of functional disorder or equipment is immediately informed to  
management ship to check and repair relevant navigation signal 

4.2   Service Functions and Main Contents 

For management of navigation aid facilities utilizing IP-RFID, scenarios and services 
were developed on the assumption that IP-RFID TAGS or SmartPoint which can 
receive information from them are installed on navigation aid facilities, through 
which network can be established in coastal areas with the characteristics of infra as 
shown in Fig. 4, and can be utilized in relevant scenarios and systems related to traffic 
control of coastal areas and management of fish farm facilities and fishing gears as 
well as management of navigation aid facilities. Fig. 4 shows that navigation aid 
facilities management system utilizing IP-RFID is operated through the control of 
general port facilities control center, which can produce and utilize additional various 
services. 
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Fig. 4. Transport Company & Car Owner User Interface 

Table 4 shows the data provided from IP-TAG, which was organized in order of 
number, kinds, location of navigation signals, kinds of sensors, and number of IP-
TAG. The number and kind are for identification of navigation signals, and 
navigation signal number is imposed according to order of installation, and the 
number is also imposed to kind of navigation signals according to the form and type 
of the signals based on IALA standard. Location of navigation signals refers to fixed 
location where the navigation signal was first installed, shown in 8 digits of 
latitude/longitude coordinate. The kind of sensor refers to the information transmitted 
by the sensor for confirmation of any abnormal function or condition of navigation 
signals with 4 digits which transmits data according to each situation in case any 
abnormal condition is found. And finally, IP-TAG unique number is for identification 
of IP-TAG, which is imposed according to production order. 

Table 4. Data provided by IP-RFID 

Division Digit Expression Remark 

Navigation signal Number 4 Digits AIR1 (#AIR 1 Signal) - 

Kind of navigation signals 2 Digits 
Navigation Signal International 

Standard 
- 

Location of navigation signals 8 Digits Latitude/longitude coordinate - 

Kind of sensor 4 Digits 
Attach sensors for illumination 

intensity and impact  
4 digits by each 

sensor 

IP-TAG 
Unique Number 

5 Digits 00001 (IP-TAG number 1) Production order 

IP-RFID based navigation aid facilities management system provides relevant data 
to navigation signal general management center and marine traffic control center. In 
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addition, it also directly provides relevant data to navigation signal management 
center and private navigation signal installation company and commissioned 
management company which are main agents of management, making real-time 
management of navigation aid facilities possible.   

Kinds of service are divided into total 2 kinds as described in Table 5 below, and 
can be classified into 5 detailed services. 

Table 5. Detailed Contents of Each Major Service 

Kind of Service Details Contents 

Identification 
Service 

A service where management by each navigation signal is 
possible by confirming on which navigation signal IP-TAG is 
attached utilizing unique information of IP-TAG 

Locating and 

Tracing Service 

Location tracing by applying Smart Point or communication 

between facilities IP-TAG is installed or by applying RTLS 

technology 

Real-Time 
Information 

Service 

Operation Status 

Notification Service 

A service which directly provides information in real-time to 

relevant agents(general management center, installer, 

commissioned management company) by utilizing IP on IP-

TAG  

Functional Remote 
Control Service 

A service which remote controls the functions of navigation 
signal equipments 

Remote Control 
Management 

Abnormal function 

and problem 

notification service 

A service which notifies the problems in operation of 

navigation signals, brightness of light beacon, collision with 

vessel or floating matters, and battery condition, etc identified 

through sensors attached on IP-TAG  

5   Conclusion 

As a way of real time management and efficient operation of navigation aid facilities, 
this study developed applied scenarios utilizing a new technology of IP-RFID and 
suggested relevant data and services. 

By applying IP-RFID technology which is being developed, it is expected that time 
and cost can be saved for management/maintenance of navigation aid facilities which 
can be directly connected to large scale maritime accidents. Further, by being able to 
transmit the information to administrator and users in real time, reliability and safety 
of navigation signals can be improved, contributing to safety of the vessels and 
prevention of maritime accidents.   

In this study, technical development is being conducted at the same time with 
development of applied scenarios and services, with system development and 
realization also in progress, and it is considered necessary to additionally carry out 
research on equipment installation and network organization for marine navigation 
aid facilities in the future. 
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Abstract. The loss of aquaculture farm facilities occurring from natural 
disasters of accidents can cause not only property damage but also marine 
environmental pollution and vessel safety accidents. When aquaculture farm 
facilities have been lost to sink down to the bottom of the water, those should 
be picked up through direct searches but it is difficult to find them because they 
cannot be visually identified and they are in the sea. In this study, a system that 
can efficiently manage aquaculture farm facility loss using a new technology 
IP-RFID will be presented. By attaching IP-Tags to aquaculture farm facilities, 
this technology enables the transmission of facility information and locations to 
diverse users in real time through the IPs and through this, the efficiency of 
aquaculture farm facility management and supervision can be improved and 
marine environmental pollution can be reduced. 

Keywords: IP-RFID, Aquaculture farm loss, marine environmental pollution. 

1   Introduction 

With the elevation of the standard of living and the increase of demand for marine 
products, the perception of the finishing industry is switching from a catching 
industry to a raising industry and the importance of the aquaculture industry is 
increasing. Along with this, four major ills of farms including unlicensed farming, 
farming outside of fisheries, the use of mineral acids and acts of violating the rules 
that limit fishing are repeatedly occurring. Farming outside of fisheries among them 
and facility loss are causing marine pollution and threatening safe ship sailing and to 
solve these problems, the Ministry of Food, Agriculture, Forestry and Fisheries, the 
Korea Coast Guard and individual local governments are jointly performing guiding 
and controlling activities but they are experiencing many difficulties due to wide 
management areas and small numbers of personnel. In this respect, this study is 
intended to discuss aquaculture farm facility loss management systems for preventing 
and efficiently managing aquaculture farm facility loss. 
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2   Present State and Problems 

It is estimated that approximately 400,000 tons of marine wastes are deposited in the 
coastal waters of our country and 150,000 tons of wastes are being dumped at sea every 
years. However, less than a half of them are being collected and thus they are being 
accumulated and neglected. If aquaculture farm facilities installed at sea are lost or sink 
due to natural disasters like typhoons or accidents, they will become marine wastes to 
cause marine pollution. Since it is difficult to identify the locations of lost aquaculture 
farm facilities, the locations should be identified firsthand through searches and sunken 
aquaculture farm facilities should be collected by mobilizing divers. Since methods 
require great deals of manpower and time for searches and collections and searching and 
collecting activities are done in the wide sea, it is impossible to remove the facilities 
dumped in wide areas and only some of them can be collected. In fact, the collecting 
activities done by local governments are not done in the entire waters but the waters are 
divided into certain zones to do the works in rotation every year. Since the facilities not 
collected but neglected will cause marine pollution and will threat safe ship sailing by 
being wound on ship screws or otherwise if the lost facilities flow into sea route areas, 
measures to solve these problems are necessary. 

3   Farm Facility Loss Management System 

3.1   Concept of IP-RFID 

The IP-RFID is a method made by integrating the advantages of USN and RFID 
technologies with minimal IPv6 technology. This technology loads IPs on tags to 
maximize the synergy effects of the combination of existing IP infra and USN and 
RFID infra in order to ensure wide expandability and mobility and directly manage 
and control the tags. 

 

Fig. 1. Comparison between RFID and IP-RFID 

3.2   Overview of the System 

This system enables the management of general aquaculture farm facilities and lost 
aquaculture farm facilities that have been done firsthand by the naked eyes by local 
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governments that are aquaculture farm facility management institutions to be 
implemented efficiently by collecting aquaculture farm facility registration 
information and location information in real time through communication between the 
IP-Tags installed in aquaculture farm facilities and the Smart Points installed in sea 
route assistance facilities and fishing guiding ships.  

 

Fig. 2. Aquaculture farm facility loss management system configuration diagram 

The components of this system consist of IP-Tags, Smart Points and sensors and 
the technologies required by this system include the communication technology to 
collect and transmit information from the IP-Tags attached to facilities, the RTLS 
technology for grasping the locations of the Tags and tracking the Tags and the 
sensing technology for detecting facility loss or sinking. Participants in the system can 
be divided into the local governments/the Korea Coast Guard that manage aquaculture 
farm facilities, implement guiding and controlling works and search/collect lost 
facilities and facility operators that produce marine products using the aquaculture 
farm facilities owned by them. 

The IP-Tags that contain aquaculture farm facility registration information and 
location information are attached to aquaculture farm facilities and since IP-Tags 
cannot communicate in water, communication will be disabled if aquaculture farm 
facilities sink. Therefore, to maintain communication with the Smart Point always 
above the water, a structure as shown in the <Figure3> was designed. If the facility is  
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lost and sinks, the floating body part of this device will be separated from the facility 
to float on the surface of the sea. In this case, the connecting wire wound on the roller 
on the bottom of the floating body will be unwound so that the connected state can be 
maintained while the floating body keeps floating on the surface of the sea. Through 
this way, the IP-Tag in the floating body can communicate with the Smart Point and 
can transmit information on the location of the lost facility. 

 

Fig. 3. IP-Tag structure 

The operating procedure of this system consists of the steps as shown in the 
<Figure4>. 

 

Fig. 4. Aquaculture farm facility loss management system's procedure 
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① Information from the IP-Tags installed in the aquaculture farm facility is 
perceived by the Smart Points installed in the sea route assistance facility 
and the fishing guiding ship 

② The Smart Points collect the aquaculture farm facility's basic registration 
information and location information while transmitting the information to 
the integrated system DB at the same time 

③ The collected information is provided to individual parties(local 
governments/the Korea Cost Guard, facility operators) 

④ Based on the information grasped in real time, the lost or sunken facility is 
searched 

3.3   Services to Be Provided 

Through this system, aquaculture farm facility registration information and location 
information can be grasped in real time and services provided through this 
information are largely divided into general facility management services and lost  
 

Table 1. Details of major services 

Kind of service Details Content 

Identifying facility 
(fishing gear) 
registration 
information 

Individual facilities can be managed separately using 
the facility or fishing gear information stored in IP-
Tags 

Providing facility 
(fishing gear) 

location and state 
information 

Providing farm facility or fishing gear location 
information and state information utilizing the unique 
information of IP-Tags and RTLS technology 

Fishing activity 
location tracking 

Grasping the locations of installed fishing nets with 
fishing gear location information obtained using the 
IP-Tags installed in fishing gears 

General facility 
management 

service 

Illegal facility 
(fishing gear) 

controlling 

Facilities can be checked to see whether they have 
been registered or whether they are installed and 
operated as registered using the facility or fishing 
gear registration information stored in IP-Tags 

Transmitting 
facility 

(fishing gear) 
loss warning 

messages 

Services to transmit facility or fishing gear loss 
warning messages immediately if any facility loss 
has occurred such as sinking into water 

Lost facility 
collecting 

service Providing lost 
facility 

(fishing gear) 
location 

information 

Even if facilities(fishing gears) are lost and sink 
into the water, their locations can be grasped 
through the unique information of the IP-TAGs that 
are connected to the floating body and floating on 
the surface of the sea and RTLS technology 
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facility collecting services. The general facility management services are enabling 
local governments to manage each facility using the facility information stored in the 
tag of each facility and the lost facility collecting services are collecting lost facilities 
through location tracking. If a aquaculture farm facility attached with an IP-Tag is lost 
while floating on the surface of the sea, the location of the lost facility can be grasped 
through the Smart Point. If the facility sinks and the IP-Tag connected to the floating 
body is separated from the facility, the IP-Tag will transmit loss warning messages at 
the moment and will float on the surface of the sea while being connected to the 
facility with the connecting wire so that the location of the lost facility can be 
grasped. In addition, these services can be applied to diverse fishing gears used on the 
sea in addition to aquaculture farm facilities and functions such as tracking the 
location of fishing activities that grasp the locations where nets have been installed, 
preventing the robbery of fishing gears and controlling illegal fishing gears can be 
also provided. The services provided through this system are summarized as per the 
<Table1> shown above. 

Aquaculture farm facility information expressed in the system can be shown as per 
the following <Figure5>. User interfaces are configured differently depending of the 
parties. Common parts are registration information such as farm facilities' IP-Tag 
numbers, facility numbers and registered locations and state information such as 
current locations, water temperatures and air temperatures and differences are that 
local governments/the Korea Coast Guard can register, inquire and revise facility 
information for managing and controlling the facilities and facility operators can be 
provided with their facilities' registration information and state information. 

 

Fig. 5. User interface (local governments, the Korea Coast Guard / facility operators) 

4   Conclusion 

In this study, a management system was presented that can efficiently collect lost 
facilities and implement aquaculture farm management by attaching IP-Tags to 
aquaculture farm facilities. The aquaculture farm management systems using RFID 
technology and USN that have been studied previously are mainly purposed to 
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efficiently support the work of fishermen who operate aquaculture farms but the 
aquaculture farm facility management system presented in this study is differentiated 
in that the system is purposed to support not only the work of fishermen who operate 
aquaculture farms but also the work of institutions that manage aquaculture farm 
facilities such as responding to aquaculture farm loss. In addition, through this 
system, aquaculture farm facility registration information and state information can be 
grasped in real time and thus environmental changes such as natural disasters or 
accidents can be immediately responded and lost aquaculture farm facilities can be 
quickly collected without unnecessary waste of time and manpower through grasping 
the locations of lost facilities. In addition, the effects to prevent the environmental 
pollution occurred due to lost facilities and enable safe ship sailing can be expected. 
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Abstract. The problems of dispatch planning for container truck are classified 
as the pickup and delivery problems, which are highly complex issues that 
consider various constraints in the real world. However, in case of the current 
situation, it is developed by the control system so that it requires the automated 
planning system under the view of nationwide integrative planning. Therefore, 
the purpose of this study is to suggest model to develop the automated dispatch 
system through the constraint satisfaction problem and meta-heuristic 
technique-based algorithm. In the further study, the practical system is 
developed and evaluation is performed in aspect of various results. This study 
suggests model to undergo the study which promoted the complexity of the 
problems by considering the various constraints which were not considered in 
the early study. However, it is suggested that it is necessary to add the study 
which includes the real-time monitoring function for vehicles and cargos based 
on the information technology. 

Keywords: Dispatch System, Container Transport, Constraint Satisfaction 
Problem, Decision Support System. 

1   Introduction 

Since the dispatch planning for the container cargos has been still controlled by 
manually for each district respectively, it could cause some adverse problems such as 
doubled route and inefficient vehicle assignments etc. Therefore, it requires system 
which could integrate the subdivided planning for each district as well as automate the 
dispatch planning which was controlled by manually. The dispatch planning problem 
of container vehicle has the characteristics of pickup and delivery problem with start-
end time order constraints so that a number of study has been researched in order to 
resolve these problems. However, little study that considers capacity classifications, 
time window and decision support of user at the same time has been undergone. 

Therefore, the purpose of this study is to propose model of the system which could 
support to plan for nationwide one-day integrative dispatch based on constraints from 
the site operations. In order to achieve the purpose, process and framework of 
dispatch system is suggested for solving problem. And solution structure based on 
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CSP(Constraint Satisfaction Problem) and meta-heuristic technique is proposed to 
design algorithm in the future study. Besides, this study proposes the DSS(Decision 
Support System) model which enables the solution to be utilized under the views of 
practical business. 

2   Literature Review 

2.1   Types of Dispatch Planning Problems 

The dispatch planning problems can be classified into VRP(Vehicle Routing 
Problem), VRPTW(VRP with Time Window), VSP(Vehicle Scheduling Problem) 
and VRSP(Vehicle Routing and Scheduling Problem) according to the various 
constraints.(Lee et al., 2004). In terms of these problems, Berger et al.(2003) 
researched the VRP which aimed to minimize the moving distance and Nazif et 
al.(2010) reported VRPTW problems which are to satisfy the transportation requests 
from the customers at the set time with the minimum costs. Also, Park(1997) 
introduced the VSP which is to minimize the total vehicle running and transportation 
delay time and Choi(2006) researched the VRSP which sets the optimized route for 
the container vehicles with the constraint of transportation time. 

On the other hand, in this study, as the type of VRSP and VRPPD(VRP with 
Pickup & Delivery), the constraints such as multiple vehicle and container, time 
window with the different capacity of vehicle, and so on are considered. 

2.2   Solution of Vehicle Scheduling Problems 

In the existing study, the solution of dispatch planning problems had been approached 
with optimized model and heuristic model. Jang(2003) suggested the classification of 
these solutions<Figure 1>. 

 

Fig. 1. Solution of Dispatching Problem in the existing study 

On the other hand, in recent, some studies have been undergone in order to solve 
the dispatch planning problems with CSP technique. Kim et al.(2002) underwent the 
research to develop the vehicle scheduling system using the constraint programming 
and meta-heuristic system. Jeon et al.(2003) executed the research to establish the bus 
service scheduling along with the case-based reasoning and CSP technique 
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simultaneously. Also, Gacias et al.(2009) suggested the architecture to support the 
decision making of vehicle route problem through the domain analysis and constraint 
programming, however, some constraints such as pre- and post-transportation 
constraint and vehicle capacity that should be considered under the container 
transportation constraints had been disregarded. 

Differently from the general vehicle route problems, the vehicle dispatch planning 
problem of container vehicles can be regarded as the Multiple vehicle dial-a-ride type 
which transports the container with pre- and post-constraints of loading and unloading 
according to customers' requests through the multiple vehicles with capacity 
limitations. With regards to this, Maxwell and Muckstadt(1981) suggested vehicle 
movement model which minimizes the empty transfer under the transportation 
constraints and Yun et al.(1999) modelized the dispatch planning problems to 
minimize the empty vehicle movement and container movement time. However, both 
studies did not fully consider the time window. Therefore, it is considered that it is 
necessary to suggest the system which has the function of decision making that 
supports the flexible basic information management and rescheduling as well as 
considers the practical constraints which were disregarded in the existing studies. 

Thus, in this study, based on the purpose to minimize the empty transfer distance, 
the method is suggested to realize the decision support function by reflecting the 
changed constraint of planning as well as reducing the time and costs through the CSP 
and meta-heuristic based algorithm.  

3   Development of Dispatch Planning Support System 

3.1   Definition 

In this study, problems of vehicle scheduling to transport 1000TEU of container 
amounts which are dispersed at 18 transportation spots nationwidely to 400 vehicles 
are dealt with through the case of comprehensive transportation company in Korea. 
For this reason, in this chapter, considering the classification standards suggested by 
Giaglis et al.(2004), the purpose and constraints are suggested as followed. 
  ▪ Objective function 
     - Minimization of empty container transference distance 
  ▪ Constraints 

- Transportation constraints: Multiple Pickup & Delivery, Multi Depot, Time 
Window, Consideration of dynamic events 

- Cargo constraints: Cargo capacity, Priority of cargo transportation, weight 
limitation, Consideration of dynamic events 

- Vehicle constraints: Multi vehicle, Vehicle capacity, Multi-rotation 
transportation, Priority of vehicle scheduling, Vehicle returning, Consideration 
of dynamic events 

3.2   Solution of Problems 

In order to standardization of the problems to be solved, the requirements from site 
operation such as the Kukbo corporation and SC global Busan branch is analyzed  
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Fig. 2. Problem-solving process 

through the interview. Based on these results, the problem with the solution is shown 
in the <Figure 2>. 

3.3   Function and Structure of the System 

This system is the decision supporting system which can amend and manage the basic 
information that can be changed during the planning process under the view of users 
and reflect the assessment for finally drawn solution. It is constructed with the system 
framework in the <Figure 3>. 

 

Fig. 3. Framework of dispatch support system 
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The framework of this system is composed by 5 kinds of modules. First, the basic 
information management module, as the module to manage cargo information and 
vehicle information that are necessary for dispatch planning, supports flexible planning 
and amendment/re-planning process. The pre-planning setting module supports the pre-
constraint and parameter that should be considered to be reflexed to the planning. On the 
other hand, the planning module based on CSP and meta-heuristic technique reduces the 
errors that can be occurred during the handworks, enhances the quality levels of the 
planning and supports planning result management. The planning amendment and re-
planning modules supports scheduling process based on the rule and manual in order to 
reflect the dynamic events caused after the planning to the early planning. The 
assessment module supports the drawing of the most preferable proposal by comparing 
and examining the variously established planning results.  

On the other hand, the CSP technique in the above expresses the problems to be solved 
as constraint and finds the solution, which is relatively recently introduced for the dispatch 
planning problems compared to other solutions. With regards to this, Kim et al.(2002) 
suggest dispatch planning solution using constraint programming technique as ILOG 
Dispatcher solution structure. However, in this study, since it is necessary that the rule-
based decision making function to support systematic basic information management and 
re-planning and amendment should be additionally considered, the solution structure 
which is mentioned in the above is described as followed in the <Figure 4>. 

 

Fig. 4. Solution structure of this problem 

3.4   Implementation 

▪ Data base 
The DB structure of this system can be described as the <Table 1>. However, since 
the <Table 1> is the example of DB structure for dispatch planning by Kim(2002). 
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Table 1. Structure of Database(example) 

Table Field Description 

car_kubun Classification of Vehicle 

car-no Vehicle number 

driver_name Name of driver 

driver_phone Cellphone number of driver 

load_status Constraint of load 

Vehicle 

car_size Vehicle size(20feet/40feet) 

start_addr Address of pickup position 

start_time Pickup time 

end_addr Address of delivery position 

end_time Delivery time 

cont_size size of cargo(20feet/40feet) 

Cargo 

cont_wgt weight of cargo 

c_code Client code 

c_kubun Classification of client 

tel Telephone 

crg The person in charge 

Shipper 

addr Address 

: : : 
Source : Kim(2002) 

 

Fig. 5. Interface of this system(example) 
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▪ Interface 
Considering the basic data in the above and planning constraints, the interface can be 
constructed as the <Figure 5>. This interface is utilized for more systematic display 
while realization of the system in the future. The example of interface in this system 
is as below. 

In this chapter, based on the proposed direction of system development, it is 
planned to develop the real system in the further study. This system requires Window 
2003 server with MS-SQL 2000 DB based on J2SE language and undergoes the 
drawing solution process through CSP technique and meta-heuristic technique along 
with pre-fixed constraint and data. 

3.5   Assessment Plan 

As the result of further study, it analyzes the function of algorithm in order to assess 
the developed system. For this reason, the differences between the required time for 
the planning by adding the meta heuristic technique to CSP technique and the 
required time for the scheduling with CSP technique is compared. In addition, the 
degree of solution that is improved by adding meta heuristic technique to existing 
CSP technique is compared with ultimately saved number of vehicles and rate of 
empty vehicles during the planning process by each solution. 

4   Conclusion 

The problems of container dispatch planning that transport the cargos nationwidely 
are very complicated problems which should consider the practical and various 
constraints. In order to solve these problems, in the existing study, various solutions 
for the heuristic technique-based solution have been introduced, however, there are 
the constraints in the practical site operation. Therefore, in this study, based on the 
collected data from the various constraints and site operation which have not been 
considered in the existing study, the method is suggested for the development of the 
nationwide one-day integrative dispatch planning support system. Also, the system 
structure is provided that requires CSP and meta-heuristic technique, and organize 5 
kinds of modules that construct the systems for this reason. This study promoted the 
practical utility by considering the constraints such as vehicle and capacity, amounts 
load regulations etc and the priority of transportation in the site operation. In the 
further study, the realization and development of dispatch planning system that 
supports users' decision making based on the solution and system structure proposed 
in this study and compare the various planning results to assess the system. 
Nevertheless, it is suggested that it is necessary to undergo the study which includes 
IT-based real-time vehicle and cargo monitoring function such as RFID and GPS etc 
in order to support more appropriate and rapid decision making than this system. 
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Abstract. Technological convergence has been an important source of 
technological innovation in industries. We take a microscopic approach to the 
question for measuring and evaluating the level of technological convergence 
using patent citation analysis. We develop a convergence indicator that shows 
the relative convergence degree of a patent. This indicator is based on the 
backward and forward patent citations that could assess the extent of the level 
of convergence or originality. In this paper, we test the method that could 
evaluate the relative level of convergence in individual patents. 

Keywords: Technological Convergence, Convergence Indicator, Patent 
Citation Analysis.  

1   Introduction 

Technological innovation is widely considered as one of the most important indicators 
for understanding the industry trend. In recent years, the main paradigm of 
technological innovation has been represented by the term ‘convergence.’ 
Technological convergence is a phenomenon of collective technological innovation 
[1], occurring in the course of resolving technical problems faced by various 
industries. Technological convergence is considered an essential phenomenon in the 
march of progress in scientific, technology and industry fields. As a phenomenon 
which is an integral part of the process of technological innovation, technological 
convergence is indeed a necessary step for developing cutting-edge technologies. This 
is one reason why it is perceived in many countries around the world as a 
strategically-important process, which can tremendously contribute to the creation of 
high added value. The US National Science Foundation, stating that the ultimate goal 
of technological convergence is to enhance human capabilities, proposed a 
technological convergence framework, with nanotechnology, biotechnology, 
information technology and cognitive science as its main pillars [2]. In Europe, partly 
out of the concern that American-style technological convergence may overly 
emphasize the development of artificial technologies, a roadmap for convergence has 
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been issued, resting on a broader definition of convergence and focused on human-
oriented technologies. Convergence, according to this roadmap, is a larger 
phenomenon touching fields like sociology, anthropology, philosophy and geography, 
as well as nanotechnology, biotechnology, information technology and cognitive 
science [3]. 

In academic researches, where technological convergence is also a hot topic, the 
phenomenon is studied primarily to discern related trends, either through analysis of 
patterns of convergence or attempts at identifying promising fields of convergence. 
Most of these studies investigate the phenomenon of technological convergence from 
a macroscopic perspective, examining convergence between industries from a 
statistical approach based on patent analysis [4, 5, 6, 7]. Macroscopic studies, 
although they provide useful indicators for assessing the level of convergence 
between two different technology fields, are not without some major flaws. On the 
one hand, a macroscopic analysis requires numerous operational definitions when 
selecting patents or processing patent classes, and on the other hand, due to its top-
down approach, this method is limited in terms of ability to assess the level of 
convergence according to a practical definition of convergence. Even though it is a 
fine method for understanding the trend characteristics of technological convergence 
or characteristics of convergence in specific fields, a macroscopic approach does not 
allow for a direct assessment of the level of convergence between individual 
technologies, and is, for this reason, unable to explain the practical process of 
technological innovation. To remedy this limitation in the existing literature, in this 
study, we conduct a microscopic investigation of technological convergence through 
patent citation analysis, from a bottom-up approach. 

2   Literature Review: Research on Technological Convergence 

Technological convergence has begun in the Industrial Revolution in England. 
Rosenberg confirmed the emergence of technological convergence through analysis 
of the history of technological innovation in British machine tools [1]. The 
phenomenon of technological convergence, first discovered by Rosenberg, reached 
further conceptual refinements, when Kodama used the alternative term, ‘technology 
fusion.’ Kodama classified technological innovation in two categories, breakthrough 
and fusion, describing ‘technology fusion’ as a phenomenon in which the 
convergence between two distinct technologies gives birth to new functions absent in 
existing technologies [8]. In many studies, the term ‘convergence’ is used 
interchangeably with ‘fusion,’ and technological convergence, similar to technology 
fusion as an innovation process, ultimately includes the latter in its scope. Therefore, 
in this study, we considered that these terms, taken in their broad sense, designate an 
identical type of innovation and decided to use the term ‘convergence,’ having a more 
inclusive meaning. 

In recent years, statistical analysis has become the preferred method among many 
researchers for studying technological convergence. In order to ensure objectivity and  
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validity, an analysis of technological convergence must use publicly-available 
statistical data. Patents, given their leading role in technology development, are data 
that are particularly suited for understanding technological convergence, and their 
statistical use is broad and varied. Jung-Tae Hwang investigated the multi-technology 
capabilities of Korea and Taiwan by analyzing patterns in creative research activities 
from the perspective of technological convergence, using patent bibliometrics [4]. 
Clive-Steven, meanwhile, developed a patent indicator for converged monitoring of 
the nutraceuticals and functional foods (NFF) and information and communication 
technology (ICT) fields [5]. Kong-rae Lee researched on the pattern and process of 
technological convergence in the intelligent robot field through the analyses of the 
level of patent concentration and patent citations [6]. Hyun Joung No, in his study of 
technological convergence, measured the degree of fusion in cross-disciplinary 
technologies to classify the trajectory patterns [7]. 

3   Method 

Based on the results of the above-described studies, we conducted, in this study, an 
analysis of technological convergence from a microscopic perspective. As was 
revealed through the literature review in the preceding section, a considerable number 
of studies on technological convergence were conducted from a macroscopic 
approach, through patent analysis, to measure the level of convergence between 
technology fields or between industry fields. The results of these macroscopic studies, 
as they were conducted under subjective and qualitative assumptions formulated by 
researchers, are limited in terms of usability. Further, the classification of patents 
within a specific technology field often consists of statistically-determined categories, 
and convenience is a major criterion. In studies based on such a classification system, 
a researcher is forced to rely on his or her subjective judgment to assess the level of 
convergence. For example, when defining technological convergence in the ICT field, 
researchers define a certain patent class as belonging to the ICT field, and the rest of 
patent classes as non-ICT patents. The results of a study involving such a 
classification process are bound to be exposed to criticism about taxonomic 
limitations. All of these problems are issues stemming from the top-down approach to 
the analysis. In this study, to overcome these issues, we devised a new analytical 
method consisting in determining the level of convergence of individual patents. 

From a microscopic perspective, the level of convergence in a given technology 
field may be considered equal to the average level of convergence among patents 
belonging to this field. This means that the level of convergence in a given technology 
field can be determined based on the level of convergence of individual technologies 
in the same field. Meanwhile, evaluating the absolute level of convergence in a patent 
requires assessing the actual value of the patented technology and the value of the 
existing technologies that were converged to create the new technology. As doing this 
is impossible, based on basic patent data, in this study, we propose a new method 
allowing for the measurement of convergence from a relative perspective. 
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4   Empirical Analysis 

For an empirical analysis of convergence, we used citation information obtained from 
the US patent information database and derived convergence level. Two patents were 
selected for testing the methodology proposed in this study: ‘Remote Broadcast 
Recording’ (patent registration # US7130623B2, 2006); and ‘Personal Video 
Recording Device’ (patent registration #US7778520B1, 2010). The citation 
information on these two patents is as follows: 

Table 1. Patent citation information 

Patent Timeline 
# of 

forward citations 
# of backward citations 

Depth 1 Depth 2 Depth 3 

Remote 
Broadcast 
Recording 

No limitation 4 10 95 742 

Up to 10 years 
before 

4 8 21 42 

Personal 
Video 

Recording 
Device 

No limitation 0 8 60 536 

Up to 10 years 
before 

0 6 21 29 

Table 2 provides citation information on a root patent by timeline. In this study, for 
comparison purposes, we calculated the level of convergence in the two patents for 
both timelines; namely, the unlimited timeline and the limited one up to ten years 
before the patent registration. 

Table 2. Convergence Indicators by Timeline and Backward citation depth 

Patent Timeline 
Convergence 

Indicator 
Avg. CI in backward citations 
Depth 1 Depth 2 

Remote 
Broadcast 
Recording 

No limitation 0.15 0.08 0.17 

Before 10 years 0.64 0.40 0.62 

Personal 
Video 

Recording 
Device 

No limitation 18.93 2.37 0.914 

Before 10 years 4.91 0.82 0.86 

The results are provided in Table 2 above. In the case of ‘Remote Broadcast 
Recording,’ the CI under an unlimited timeline was fairly low at 0.15, whereas the 
corresponding figure under a limited timeline was much higher at 0.64. This result is 
explained by the fact that there are a large number of patents cited by the patent in 
question, that are receiving many forward citations. In other words, many of the 
existing patents cited by this patent had become generalized to a high extent by the 
time it was registered. Meanwhile, the fact that the CI of this patent is higher in value 
when the timeline is restricted means that the level of convergence is higher, when the 
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evaluation only considers more recent patents, excluding older ones that are quite 
widely known. As for ‘Personal Video Recording Device,’ the CI had quite a high 
value of 18.93 when there was no timeline restriction, and a lower value of 4.91 when 
the timeline was restricted. The CI value is lower under a restricted timeline due to 
the fact that a significant number of existing patents cited by this patent have lost 
much of their value and are no longer cited as much. This shows that when patents 
with little or no remaining value are excluded from cited patents considered, the 
convergence level of a patent can be lower. 

As for the average CI of the two patents by backward citation depth, when there is 
no significant difference in the value of CI, it means that a patent and the patents cited 
by it are not much different in terms of level of convergence. If the value of CI 
increases, this indicates that the level of convergence increased at the point in time 
where the CI is higher. While there was little difference in the value of CI for the 
‘Remote Broadcast Recording’ patent, a sharp increase in the value of CI was noted 
for the ‘Personal Video Recording Device’ patent. A sharp increase in CI means that 
the patent is rather new and is not yet cited much by others at the current point in 
time, and that it cites patents that show a high level of convergence. 

5   Conclusion 

In this paper, we aimed at testing our concept for measuring the level of technological 
convergence in individual patents by calculating a convergence indicator based on the 
results of a patent citation analysis. The methodology proposed in this study is not 
adapted to a macroscopic analysis of technological convergence, but rather to a 
microscopic one based on the citation analysis of individual patents. This method, 
allowing for the evaluation of the relative level of convergence in individual patents, 
has the merit of minimizing the amount of operational definitions required. We plan 
to apply this method, in future researches, to the evaluation of convergence level in 
different patent subclasses within a given technology field so as to assess convergence 
trends. We also plan to expand this method by developing a method for analyzing 
technological convergence based on the co-classification of patents, so as to more 
accurately measure levels of technological convergence. 
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Abstract. Convergence is a term which often used to explain the change of 
current society, but the meaning of the convergence differs according to the 
context. This paper defines convergence based on other research and analyzes 
40 articles about convergence in the ICT area. Each paper was gathered from 
journals and databases in August of 2010 and was analyzed through a 
qualitative meta-analysis method based on the PEST concept. The result of the 
meta-analysis can be used to understand the current trends in convergence in 
ICT environments and to develop a future convergence strategy. 

Keywords: Convergence, Information, Communications, Meta-Analysis, 
Trends, PEST. 

1   Introduction 

In the information and communications area, there have been several paradigm shifts as 
new technologies have been developed. These changes have become familiar to not only 
scholars or engineers but also to the public. However, few can discuss convergence 
clearly because the uses of convergence differ according to the context. Therefore, 
defining and understanding convergence requires realization of current social and 
technical trends as well as business models which rapidly change with every day. This 
paper defines convergence based on related literature and discusses convergence based 
on a meta-analysis of recent literature in the information and communications sector. 
This approach can assist with an understanding of the current trends in convergence and 
develop a future strategy in the area of information and communications.  

2   Convergence and Study Selection 

Although the term convergence is used widely and has become one of the most 
important trends in current society, the term is used with different meanings in 
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different contexts. Therefore, it is necessary to define convergence clearly before 
research can be done in this area. Wikipedia defines convergence as “the approach 
toward a definite value, a definite point, a common view or opinion, or toward a fixed 
or equilibrium state” [2]. It explains convergence via a dictionary definition and lists 
different meanings in different areas. Deloitte (2005) characterizes convergence as 
combining two or more previously discrete lines of business to create something new 
– a new product or service, a new alliance, a new value chain structure, or a new 
economic model – that generates greater value for a business and its customers [3], 
whereas Tang (2006) distinguishes it as a process of qualitative change that connects 
two or more existing, previously distinct markets [4, 5]. Deloitte also classified 
convergence into the three levels of platform, organization, and products and services, 
and Tang categorized it into three types – industrial, service, and technology 
convergence. Deloitte and Tang saw convergence in light of business regardless of the 
applicable area. Although these definitions were drawn based on the trends in the 
information and communication technology area, they are too broad to utilize in a 
specific area. The OECD (2004) defines convergence as the process by which 
communications networks and services, previously considered separate, are being 
transformed such that: (1) different network platforms carry a similar range of voice, 
audiovisual and data transmission services (2) different consumer appliances receive a 
similar range of services and (3) new services are being created [6]. This paper 
defines convergence in the information and communication sector as a process of 
combining information and communication technology with one or more types of 
technology, service or product out of the ICT sector to create new value.  

Table 1. Paradigm shift [1] 

Legacy Paradigm changes into New Paradigm 
Static market  Dynamic Market 
Divergence  Convergence 
Circuit-switched  Packet-switched 
Local  Global 
Low-speed  High-speed 
Switch-on  Always-on 
Fixed  Mobile + Fixed 
Single medium  Multi-media 
Distinct  Bundled 

This paper utilizes qualitative meta-analysis to grasp convergence. It is customary 
to collect literature from top journals to do, but, in addition to journals, this research 
makes use of two large databases: SCOPUS [7] and NDSL [8]. Three keywords were 
used for the topic search: convergence and ICT and IT. Although some regions use 
fusion rather than convergence, the search results at the initial stage were scant; 
therefore, fusion was ignored and convergence was focused on in a meta-search. 
Initially, the searched papers were refined again based on their title and abstracts.  
For instance, NDSL papers published before 2005 were omitted. Finally, all 
remaining papers were reviewed in detail and 40 papers were selected at last and 
analyzed. 
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The structure of this paper is as follows: Chapters 1 and 2 introduce convergence 
and explain the details of this paper. Chapter 3 argues the results of meta-analysis 
from selected 40 studies, and chapter 4 then draws implications from the findings in 
chapter 3, discusses the limitations of this research, and suggests subsequent 
researchable topics.  

3   Results of the Meta-analysis and Discussion 

3.1   Sources and Publication Period 

As mentioned in chapter 2, 40 studies were selected for the meta-analysis. Table 2 
shows the number of papers according to the database and the source journals and the 
databases of the selected research. 

Table 2. Sources for Meta-Analysis 

Database Journal Number 
 Communications & Convergence Review 8 

Emerald Emerald Journal 
Management Decision 
Journal of Management Development 

7 
1 
1 

NDSL Public Relations Review 
IEEE Transactions on Consumer Electronics 
IEEE Transactions on Signal Processing 
Wireless Personal Communications 
Automation in Construction 
Nuclear Instruments & Methods in Physic Research 
The Howard Journal of Communications 
International Journal of Wireless Information Networks 
Telematics and Informatics 
The International Information & Library Review 
SIAM Journal on Applied Mathematics 
Journal of Korean Home Management Association 
Journal of the Korean Society of IT Services 
Journal of Broadcast Engineering 

1 
1 
1 
5 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

SCOPUS 
 
 
 
 

The 4th International Workshop on SDL and MSC, SAM 2004 
IFIP International Federation for Information Processing 
Automation in Construction 
Telecommunications Policy 
Future Generation Computer Systems 

1 
1 
1 
1 
1 

Total  40 

Figure 1 shows the publication period of the selected papers by year. Through the 
refining process, numerous papers published before 2005 were excluded, but four 
papers from the Emerald journal remained. The number of papers is relatively small 
from 2007 to 2008 compared to 2005, 2006 and 2009. Most of the papers in 2003 and 
2004 were rejected during the refining process, and many studies were selected from 
August of 2010; therefore, the numbers of papers in 2010 and the number before 2005 
are small. As mentioned in chapter 2, during 2004-2006, there were many studies on 
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convergence, including the definition by the OECD (2004). The number held steady 
for two years after that period, and then the lull finished with rapid changes in 
business models and technologies, such as smart phone and TVs, application stores, 
the future internet/network and other such areas. 

 

Fig. 1. Numbers of Studies by Years 

3.2   Focused Areas 

This paper uses a PEST analysis to understand the current issues in convergence. The 
selected 40 papers came from diverse journals and different areas. Thus, it is 
necessary to understand their focus and topic. PEST refers to political, economic, 
social and technological. Occasionally this is referred to as PESTLE with the addition 
of legal and environment, but in this research legal and regulation issues are included 
in politics, and social issues includes environments. In addition, business/industrial 
issues are categorizes as economical issues. Studies were also categorized into 
quantitative and qualitative research, and case studies were counted separately.  
Table 3 shows the result. 

Table 3. Focused Area of the Studies based on PEST 

PEST Qualitative Quantitative Total Case Study 
Political 6 - 6 1 
Economical 8 2 10 3 
Social 6 2 8 1 
Technological 10 6 16 - 
Total 30 10 40 5 

The number of technological studies is the highest among all areas, and economics 
and social studies follow. Most of the studies were done qualitatively, and there are 
several case studies in each category except for technological studies. 

3.3   Topics in Detail 

Politics. In the political area, there were six studies, including one case study. Shin 
(2009) researched regulatory issues around mobile DMB (digital media broadcasting) 
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and suggested multi-sector regulations [9]. Henten et al. (2003), Wu et al. (2004) and 
Yoo (2009) studied regulatory issues focusing on the telecommunication sector [10, 
11, 12]. Yoo (2009) discussed the convergence between telecommunications and 
broadcasting, and Henten et al. (2003) and Wu et al. (2004) focused on regulation of 
communication technologies. Garcia-Murillo (2005) analyzed the regulatory 
convergence of the UK, India, Malaysia and South Africa and showed the similarities 
and differences between the countries [13]. Menon (2005) discussed Indian regulatory 
and institutional contexts regarding convergence in telecommunications [14]. 

All of these studies researched regulatory issues in various ways, but all of them 
are also qualitative research, including the case study, in the four countries. This is 
quite natural because these are regulatory studies. Although these studies focused on 
slightly different sectors, the scholars suggested a new concept for regulation and 
regulatory agencies. As convergence emerges, legacy regulations had become a 
barrier to advanced technology and business models. As Garcia-Murillo (2005) 
showed, the regulations have been changing to adopt convergence, but there remain a 
number of limitations. Regulatory issues in convergence represent an important area 
of further study. 

Economics. Unlike political research, the selected studies showed different 
approaches in the business area. Wei (2008) carried out a survey of 208 users to show 
different motivations predict diverse uses of mobile phones [15]. His research 
recognized that people use mobile phones for instrumental purposes and for 
entertainment. In addition, the study showed differences according to the device and 
the age of the user. 

Degkwitz (2006) showed an overview of the convergence of services via the case 
of the ICMC/IKMZ of Cottbus University in Germany [16]. The ICMC/IKMZ was 
founded in 2004 to provide the converged service of a library, a multimedia center, a 
computer center and an administrative data processing center. Founding it, the 
organization and its service needed to be highly developed. This paper showed the 
details, limitations and implications of the work for other organizations.  

Palmberg and Martikainen (2006) and Kumaraswamy et al. (2006) discussed R&D. 
Kumaraswamy et al. (2006) studied two cases of the development of Information and 
Knowledge Management systems and showed the importance and the roles of 
technological convergence [17, 18]. Palmberg and Martikainen (2006) analyzed 
patentable technologies of Finnish telecom firms statistically and showed that the 
Finnish telecom industry had diversified from its technological base while the impact 
of R&D alliances grew.  

Kim et al (2010), Kwon and Lee (2010), and Godoe and Hansen (2009) discussed 
convergence issues pertaining to mobile technology [19, 20, 21]. Kim et al (2010) 
discussed UCC (User-Created Content) in this area. Their paper showed that mobile 
video UCC could have superior value compared to existing mobile services and it 
discussed the implications on various groups, including users, MNOs, 
content/software providers and terminal vendors. Kwon and Lee (2010) discussed the 
hegemonic struggle between mobile network operators and banks in Korean mobile 
banking. In another way, Godoe and Hansen (2009) insisted that there are some 
technological regimes in m-commerce and that a strategy of convergence based on 
symbiosis and co-operation could result in a rapid diffusion process of m-commerce.  
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Rangone and Turconi (2003) discussed the television business, which is rapidly 
changing with the development of technology [22]. The paper showed related 
technology and new business models including a new service and value chain. Lee et 
al. (2010) focused on context-aware computing and developed a new conceptual 
framework for designing business models [23]. Chang (2009) also discussed 
industrial digital convergence theoretically in detail [24].  

The papers selected in the economics area studied business applications of 
convergence between information and communications technologies along with the 
legacy value chain. As Kwon and Lee (2010) and Godoe and Hansen (2009) showed, 
convergence does not promise success in business. However, convergence can create 
a new value chain and deliver higher value to industrial players as well as end-users. 

Society. Papers categorized in the social area consider how society reacts to 
convergence. These studies discussed philosophy, culture, individual reactions and 
differing sizes of communities in the face of convergence.  

Christians (2009) discusses convergence based not on technology and business, but 
on philosophy [25]. The paper discusses the emerging issues of the invasion of 
privacy and government surveillance and shows how these issues should be 
addressed. Bradley (2006) analyzed social changes related to the use of information 
and communications technologies [26]. The paper studied workforces, organization 
design and structure, psychological communications, and work content. It also 
suggests a theoretical model which describes the relationship between ICT, 
globalization, the life environment, the life role and the effects of humans. Bradley 
tried to explain social changes through a developed model.  

Mehra and Papajohn (2007) analyzed Internet use patterns of international teaching 
assistants quantitatively and found communication-convergence in their use of the 
Internet as a global network as well as a local network – the authors termed this a 
“Glocal” network [27]. Barry (2005) studied another topic at a university in Egypt in 
a case study [28]. Through the case study, he found that computer skills and the 
English language can affect public relations education. This research showed another 
example of the effect and importance of convergence. A study of the business model 
and value chain of video UCC was done in the economical area, and another study 
was conducted in the social area.  

Kim and Park (2008) researched customer behavior in the face of changes in the 
communication environment [29]. They analyzed secondary data from Internet 
service companies and found that a web-based customer acts as a “Prosumer,” 
although there were some differences according to age, gender and other factors. Na 
(2009) also discussed the changes in audiences caused by convergence [30]. This 
paper insists that the audiences, or the customers, of media were passive receivers but 
changed into active participants. The audiences are also active appliers as well as 
dynamic creators. Both Kim and Park (2008) and Na (2009) argued that customer 
behavior changes as technologies develop and converge.  

Mitra (2009) reviewed the literature about flagship projects and the implementing 
process of ICTs in government and found dependencies of the public sector on private 
sector in ICT projects [31]. Megwa (2007) showed the role of ICTs in a community 
radio station in South Africa [32]. He used face-to-face interviews, document 
analysis, observation, and community conversation. His study proved the importance 
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of radio stations in South Africa and showed how ICTs can contribute to radio 
stations and to the rural community.  

Technology. Each paper in the technological area discusses different technologies. It 
is difficult to understand the details of many of these papers, though this is not the 
purpose of this paper. Unlike other areas, the studies will be categorized in terms of 
the topic and convergence area. 

All of the papers in technological area focused on the development of a new 
system or model, apart from one paper. Lee et al. (2010) studied broadband diffusion 
and bandwidth capacity in OECD countries empirically [33]. Other studies 
investigated topics that were more technological. 

 

Fig. 2. Numbers of Papers according to the Technological Area 

As Figure 2 shows, more than half of the studies focused on communication 
technology. Communication technology includes wired and mobile networks as well 
as related services and technologies, such as transmission. Two papers among 10 
studied convergence between communication and broadcasting [34, 35]. They 
suggested system improvements in a multimedia framework of BcN and home-based 
networks. Another paper introduced a new service model based on convergence 
between communication and navigation [36]. In addition, two papers focused on 
mobile networks, developing a service development framework [37] and discussing a 
paradigm shift in processor development [38]. Nielsen and Jacobsen (2005) suggested 
new system, service, and strategy of an All-IP environment [39], while Madsen 
(2006) studied a unified global physical infrastructure [40]. In addition, Aguiar et al. 
(2009) discussed an operational conceptual model for a global communication 
infrastructure [41]. Ferreira et al. (2006) and Dahl et al. (2007) focused on more 
detailed technologies [42, 43]. Ferreira et al. (2006) discussed convergence between 
mobile and wireless communications conceptually and Dahl et al. (2007) studied 
convergence in TDD MIMO communication. Bræk and Floch (2005) brought up 
modeling issues in ICT system modeling [44] and Buyya et al. (2009) studied cloud 
computing in detail [45]. Vinogradov (2007), Jha (2007), and La and Ranjan (2007) 
discussed technologies focused on computing hardware and software [46, 47, 48]. 
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The 15 aforementioned papers can be categorized as studies that focused on 
hardware, software, a concept/model, a platform and combinations of these, as shown 
in Figure 3. 

  

Fig. 3. Numbers of Papers according to the Category. Some studies are repeatedly counted in 
different categories. 

Most of the papers studied hardware and platforms, or infrastructure. It is notable 
that most studies of convergence were focused on hardware convergence. It is also 
quite interesting that more than half of the papers studied a concept or model of 
convergence. This shows that convergence in the ICT sector has many possibilities in 
the near future.  

4   Conclusion 

This paper defines convergence around the ICT sector and reviews recent literatures 
on convergence around the ICT sector using a meta-analysis based on the concept of 
PEST (Politics, Economics, Society and Technology). Forty papers were chosen by a 
developed process and the selected papers were analyzed qualitatively. The results of 
the meta-analysis showed that convergence is discussed in various areas and in 
various ways. Although there are many differences in different research fields, there 
are a number of broad trends in the study of convergence, including regulation in 
political areas, developing new business models in economics, social changes, and 
developing new hardware technologies in communication technologies. These studies 
also show the potentiality of convergence in different sectors.  

It is not possible to conclude that the selected studies represent all of the research 
on convergence. Although it is challenging to analyze the literature on convergence 
statistically, a quantitative meta-analysis of the large number of studies can be helpful 
to those to attempt to understand the trends and the issues associated with 
convergence more precisely. 

In addition, this paper centers on political, economical, social and technical 
research. Another meta-analysis, focusing on other areas, may show results that add 
depth and augment the findings here.  
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Abstract. In this paper, we use patent statistics as the recent status of R&D in 
international patents. The number of patents was used to compare different 
countries’ share in the overall number of technology patents. Using the degree 
of patent citations, the influence and technological prowess of patents were ex-
amined. Also, implications were drawn from an analysis of patent contents for 
realistic media. 
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1   Introduction 

The rapid development of digital and network transmission technologies has led to the 
appearance of new, diverse multimedia services. In the 2000’s, the boundary between 
broadcasting and communication fields has broken down, and broadcasting and tele-
communication convergence services, reflecting their respective strengths, are cur-
rently being provided. With the appearance of such new media, keen attention is being 
paid to an improvement of the quality of multimedia that can stimulate the user’s five 
senses to allow him/her to feel a sense of immersion. Realistic media constitute a new 
concept of media that can enhance the quality of information on the five senses, simi-
lar to a realistic feeling. In developed nations, fierce competition is already being 
made to develop realistic media technologies and secure the relevant patent rights. 
Notably, acquisition of international patents is the key to R&D efforts.  

In order to acquire international patent rights, a systematic survey of previous rele-
vant patents is essential. Information on those patents makes it possible to eliminate 
duplicate R&D investments, and formulate key technology strategies, through selec-
tion and concentration. Patent information is essential for understanding new tech-
nologies, and is widely used in analyzing technological levels and in determining the 
direction of innovation [1]. 
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Most studies on patents have thus far centered on their importance as econometric 
indices to show a firm’s R&D strength or each country’s governmental patent policy. 
Few studies have concentrated their attention on strategic viewpoints. This lack of stra-
tegic viewpoint may arise from the conventional notion that a patent application is only 
an ex post facto process following inventions in R&D. Now, analysis of the target pat-
ents necessary for a particular product development is needed. Researchers can then 
start their actual R&D activity. In this way, they are able to acquire effective patents and 
form an adequate functioning portfolio. Moreover, in their examination of a series of 
technologies to be developed, the selection of research themes is made so that they 
effectively complement others already in the comprehensive group of patents [2]. 

Thus, an analysis of patents was conducted in order to select realistic media R&D 
projects. Micro Patent’s Aureka program was used to analyze the relevant databases. 
Keywords were searched to extract the relevant data. The examination period spanned 
from 2001 to June 2009. To obtain quality data, patent data from intellectual property 
offices of the US, the EU, and Japan, along with WIPO (World Intellectual Property 
Organization) data, were examined.  

2   Theoretical Foundations 

Patent statistics have been used as a reliable measure of the output of inventive activi-
ties [3]-[6], innovative activities [7], technological changes [8], technological 
strengths [9], accumulated capabilities [10], and specialization [11] in many indus-
tries, and thus are widely accepted. Patent statistics are publicly available, remain  
up-to-date, and provide very specific and detailed information for tracing inventive 
activities over time [12]. Furthermore, patent statistics are the only formally and  
publicly verified output measure of inventive activities. For these reasons, researchers 
have begun to favor patent statistics and use them exclusively as measures of innova-
tion and inventive activities [7], [13]-[15]. 

A patent index is an excellent technology analysis tool that enables us to under-
stand various characteristics of new technologies from both a macroscopic and 
microscopic perspective. Patent indices are widely used to determine innovation 
factors and factors driving economic growth, trace the extent of diffusion of a 
technology between technology fields, countries, regions and companies, and to 
measure technology development accomplishments, the structure of an industry 
enabled by a given technology and its level of development [16]. 

Since Schmookler first interpreted patent statistics from an economics perspec-
tive in the late 1950s, many organizations including NBER and Yale University 
are using patent analysis. Patent indices are considered today the best indices 
available for measuring innovation. 

Patent information is used in research primarily for two purposes: one is to un-
derstand the correlation between R&D and patent production, as exemplified  
by the work of Hall and Grilliches [17], and the other is to derive R&D strategies,  
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examples of which include works by the US DOC and Japan’s METI. Patent in-
formation analysis is used particularly frequently for developing R&D strategies 
in government-sponsored studies. 

In 1994, the OECD issued its Patent Manual, as part of the group of manuals 
(Frascati Family) devoted to the quantitative assessment of science and technol-
ogy activities. Since then, the OECD has published various analytical guidelines 
for the statistical analysis of patents. More recently, the OECD developed a patent 
analysis index, based on data from patents registered with organizations like the 
EC (European Community), EPO (European Patent Office), JPO (Japan Patent 
Office), NSF (National Science Foundation), USPTO (United States Patents and 
Trademark Office) and the WIPO (World Intellectual Property Organization), 
which is being used in projects for promoting industrial growth and scientific and 
technological progress. 

The US NBER (National Bureau of Economic Research) conducts the statisti-
cal analysis of patents using macroeconomic indices. Patent analysis services are 
provided, meanwhile, by CHI and other private-sector organizations, using their 
own patent indices, based on US patent citation information. 

As for Japan’s METI (Ministry of Economy, Trade and Industry), it has pub-
lished guidelines on its intellectual property strategy index [18]. 

In Korea, the STEPI (Science and Technology Policy Institute) evaluates the 
level of technology development in the IT and BT fields, using the patent index 
developed by the US company, CHI, publishing also policy reports on policy 
implications of the state of technology thus measured [19]. 

In this paper, we use patent statistics as the recent status of R&D in international 
patents. Also, the number of patents was used to examine the development trends of 
particular technologies and to compare different countries’ shares in such technolo-
gies. Using the degree of citations of patents, the influence patents and technological 
prowess were examined. Also, implications were drawn from an analysis of patent 
contents of realistic media.  

3   Results and Implications 

Certain keywords were searched in the titles and abstracts of patents and were used in 
order to create a database for patent analysis. On the basis of an examination of exist-
ing literature on realistic media, the keywords, i.e., those that could represent realistic 
media the best, were set as “realistic and media”, “immersive and media”, “single and 
media and multi and device”, “SMMD”, and “five and sense and media”. The search 
found 1,157 patents, of which 16 duplicate patents were excluded, leaving 1,141 pat-
ents to be analyzed.   

3.1   Quantitative Analysis and Implications 

First, to review the overview of patent registration for realistic media, the data were 
analyzed yearly. The yearly analysis is shown in Table 1. 
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Table 1. Yearly registration of patents for realistic media 

Year JPO EPO WIP USPT Total
2001 - 5 29 11 45
2002 1 2 44 63 110
2003 - 7 38 80 125
2004 - 14 17 82 113
2005 - 7 40 109 156
2006 1 11 42 105 159
2007 1 4 56 110 171
2008 1 8 42 100 151
2009 1 5 23 82 111
Total 5 63 331 742 1,141

As shown in Table 1, as time went on, the registration of realistic media patents in-
creased. The patent database was built as of June, 2009, and thus the total number of 
patents for the whole of 2009 is estimated at over 220. By patent office, as shown in 
Table 2, a greater number of patents were applied for and registered with patent of-
fices, including WIPO in foreign countries such as the US, rather than in the countries 
to which those patents belonged. This is true of most patent analyses, proving that the 
US is forecasted to be the largest market for realistic media patents, and offering im-
plications for patent applications.  

Table 2. Yearly patent registration for realistic media 

Year KR JP etc. EU US Total 

2001 3 2 - 4 36 45 

2002 - 3 5 3 99 110 

2003 - 6 5 8 106 125 

2004 1 6 16 7 83 113 

2005 1 6 18 14 117 156 

2006 7 14 8 16 114 159 

2007 9 5 13 9 135 171 

2008 4 7 4 12 124 151 

2009 5 2 6 6 92 111 

Total 30 51 75 79 906 1,141 

The largest patent holders include Microsoft (47 patents), Silverbrook (22 patents), 
IBM (17 patents), and Samsung Electronics (17 patents); universities filed applications 
for and registered only 12 patents. Large IT companies are leading the R&D efforts. This 
suggests that realistic media, technologically, are more like application and commerciali-
zation technologies rather than fundamental technologies, and this point should be taken 
into account when selecting target R&D projects.  
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3.2   Qualitative Analysis and Implications 

Numerous attempts have been made over the years to make use of patent informa-
tion for the assessment of the competitiveness of a given technology field and for 
the development of national R&D policies. The US DOC (Department Of  
Commerce), for example, analyzes the competitiveness of five technology fields 
using five patent indices (PA, AI, TCT, CII, TS) and applies the results in plan-
ning science and technology policies [20]. Some of the most notable of the many 
varieties of patent indices are listed in Table 3 below. 

Table 3. Types of Patent Indices 

Patent Index Type Definition Calculation Use 

Activity Index 
(AI) 

Measurement of 
innovation 
activities 

Patent activities in 
a specific 

technology field 

AI = (Total patents of a patentee 
in a specific technology 
field / Total patents in the 
same technology 
field)/(Total patents 
granted to a patentee /Total 
patents) 

Companies, 
governments 

Patent Family 
Size (PFS) 

Measurement of 
market potential 

Number of family 
patents 

PFS = Average number of 
international families of a 
patentee / Average 
number of total 
international families 

Companies 

Ratio of 
Dependency 

(RD) 

Measurement of 
technology 
protection 

Degree of 
technology 

protection in a 
country 

RD = Number of patents 
registered by a foreign 
national in a given 
technology field/ Number 
of patents registered by a 
citizen in the same 
technology field

Governments

Cites Per Patent 
(CPP) 

Technological 
competitiveness/ 
market potential 

indicator 

Average number 
of times a given 

patent was cited by 
subsequent patents

CP P= Number of citations 
received /Number of 
patents 

Companies, 
governments 

Patent Impact 
Index (PII) 

Measurement of 
technological 

competitiveness 
Quality of a patent

= The ratio of citations received 
by a patentee in a specific 
technology field / Total ratio 
of citations received 

 = CPPa (Number of citations 
received in a specific 
technology field / Number of 
patents in the same 
technology field)/CPPt (Total 
number of citations received 
/Total number of patents) 

Companies, 
governments 

Technology 
Strength (TS) 

Measurement of 
technological 

competitiveness 

Technological 
competitiveness 

indicator 

TS = Number of patents * 
Patent impact index (PII) 

Companies, 
governments 
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The Activity Index (AI) is an indicator measuring the concentration of a  
specific technology in a company’s patents or total registered patents. When the 
value of the index is greater than 1, this means that a company’s patent activity in 
a given technology field is above the average. Technologies or companies whose 
AI exceeds 3 are referred to as “highly-specialized technologies” or “highly-
specialized companies.” The specialization indicator does not compare a company 
with others, but measures, instead, whether a given company is specialized in a 
specific field, and is expressed most often as a LQ (location Quotient). Patent 
family size (PFS) is an indicator of market share competitiveness.  

Each patent registered for a given invention is called a family patent, and given 
the fact that patents are filed in a third-party country only when there is a commercial 
interest in this country or a relationship of technology competition with it, the greater 
the number of family patents, the greater the market potential of a patented invention 
is deemed. The ratio of dependency (RD) is an indicator of the extent of technology 
protection in a given country, based on the ratio of patents registered by its nationals 
and foreign nationals. Cites per patent (CPP) is a mean value of citations received by 
a given patent from other patents registered subsequently.  

The greater the value of CPP, the greater the number of essential or fundamen-
tal patents. In other words, a rights holder of a patent which is frequently cited has 
a competitive advantage over others. The patent impact index (PII) measures past 
technology activities from a specific point in time and is an indicator of the qual-
ity of technology possessed by a given patent owner. When the PII has a value of 
1, this indicates that the citation frequency is average, and when it is at 2, the 
citation frequency is above average. Technology strength (TS) is an indicator of 
technological capacity; the greater the value of TS, the stronger a country’s  
technological capacity. 

In this study, we only included CPP, PII and TS in the scope of consideration. The 
goal of this study being to analyze technological competitiveness in realistic media 
and derive implications for future R&D directions, we only considered those patent 
indices that are suited for measuring technological competitiveness in this field. 

The results showed that US patents had the highest CPP, PII and TS, and Ko-
rean patents the lowest. Korean patents’ scores in CPP and PII were less than half 
those of US patents, and in TS, a mere 2% of the latter.  

The quality of the realistic media patents of various nations was examined using 
CPP, PII, and TS indices, the results of which are shown in Table 4. The analysis 
indicates that the US patents boast the highest CPP, PII, and TS, suggesting a great 
dependence upon the US for realistic media technologies.  

Table 4. Qualitative analysis of realistic media patents 

Country CPP PII TS 

KR 0.93 0.46 13.80 

etc. 1.05 0.52 38.94 

JP 1.82 0.90 45.84 

EU 1.43 0.70 55.69 

US 2.21 1.09 986.73 
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3.3   Content Analysis and Implications 

A theme map1 for content analysis, which adopts the data-mining technique, shows 
that Create Interactive, Optical Light, Image Display, and Wireless Transmitting are 
located at high altitudes on the contour lines, and of the five senses, the development 
of technologies focused on the visual sense and those using video games is prominent. 
This suggests that when selecting new realistic media technologies for development, 
it is desirable to select non-visual technologies, and that the initial realistic media 
technology markets are forecasted to be activated in game markets.  

 

Fig. 1. Theme Map of Realistic media 

4   Conclusion 

In this paper, we use patent statistics as the recent status of R&D in international pat-
ents. Some results and implications were drawn from an analysis of the quantity, qual-
ity, and contents of realistic media patents. The results and implications presented in 
this paper will perhaps provide some ideas and directions for selecting R&D projects. 
This paper serves as a good starting point from which to clarify certain implications. 
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Abstract. Indexing virtually integrated distributed, heterogeneous and defrag-
mented resources is a serious challenge that so far was not even considered in 
the database literature. However, it is difficult to imagine that very large inte-
grated resources (millions or billions of objects) can be processed without in-
dexes. This paper presents the pioneering approach to solve the problem. Our 
idea is based on SBQL object-oriented virtual updatable views that are imple-
mented in the ODRA system. SBQL views have full algorithmic power con-
cerning mapping of stored objects into virtual ones and full algorithmic power 
in mapping updates addressing virtual objects into updates of stored objects. An 
important concept that allows to achieve that is called virtual identifier. Virtual 
identifiers can be used as non-key values in indexes. Because an integrator of 
Distributed, heterogeneous and defragmented resources can be implemented as 
an SBQL view, it is possible to use its virtual identifiers to create any indexes 
addressing such resources. The paper presents the motivation for the research, 
explains the idea of SBQL views and presents the idea of such an index.  

Keywords: object-oriented, database, query language, ODRA, SBQL, distributed 
database, heterogeneous database, query optimization, index, updatable view. 

1   Introduction 

Integrating distributed data and service resources is an ultimate goal of many current 
technologies, including distributed and federated databases, brokers based on the 
CORBA standard [1], Sun’s RMI, P2P technologies, grid technologies, Web Services 
[2], Sun’s JINI [3], virtual repositories [4], metacomputing federations [5, 6] and 
perhaps others. The distribution of resources has desirable features such as autonomic 
maintenance and administration of local data and services, unlimited scalability due to 
many servers, avoiding global failures, supporting security and privacy, etc. On the 
other hand, there is a need for global processing of distributed resources that treats 
them as a centralized repository with resource location and implementation transpar-
ency. Distributed resources are often developed independently (with no central man-
agement) thus with the high probability they are heterogeneous, that is, incompatible 
concerning, in particular, local database schemas, naming of resource entities, coding 
of values and access methods. There are methods to deal with heterogeneity, in  
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particular, federated databases, brokers based  on the CORBA standard and virtual 
repositories.  

If a global defragmented collection is very large (millions or billions of records) it 
would be practically impossible to process it sequentially record-by-record. Hence 
some optimized query language is required. For instance, some optimization methods 
such as query rewriting and indexes are described respectively in [10, 11] and in [12]. 
To some extent, these methods can also be applied to distributed heterogeneous data-
bases with the fragmentation transparency, but their scope is limited. Distribution, 
heterogeneity and defragmentation concerning object-oriented databases imply very 
challenging optimization problems which are practically not considered so far in the 
database literature. 

The rest of the paper is organized as follows. Section 2 presents the motivation of 
global indexing. Section 3 presents ODRA virtual repository which is an existing 
implementation of SBQL and the updatable views. This implementation, including its 
indexes, will be a start point for our further research. Section 4 presents, in more de-
tail, the idea of SBQL updatable views that are crucial for our idea towards global 
indexing architecture. Moreover we include here a simple exemplification of our idea. 
Section 5 presents the concept and the architecture supporting indexing distributed 
and heterogeneous resources. Section 6 presents our conclusion and future work. 

2   Motivations of Global Indexing 

In this paper we present our approach to indexing distributed and heterogeneous  
collections with the fragmentation transparency.  

Classical centralized indexes have many physical forms (B-trees, hash tables, etc.) 
but from the conceptual point of view they can be understood as two-column tables, 
where the first column contains key values (e.g. strings being surnames of employees) 
and the second column contains non-key values, usually references to database enti-
ties (objects). In object-oriented databases a non-key value is an object identifier 
(OID). It is implicitly assumed in all existing systems that knowing an OID allows for 
practically immediate access to the corresponding object. Note that this idea works 
also for updating: if a non-key value is an OID then it can be used as an l-value in 
assignment statements, as an argument in delete statements, etc. How the situation 
with indexes is changed when one would attempt to develop such a feature for dis-
tributed, heterogeneous and defragmented object databases? First radical change con-
cerns the non-key column from the described above index conceptual model. Objects 
delivered to global applications are virtual, given by specifications of wrappers and 
mediators. Physically they do not exist, hence there are no OIDs. Any form of materi-
alizing virtual objects is unacceptable, because it would compromise autonomy and 
scalability. Moreover, local servers have own methods assuring fast access (e.g. local 
indexes) that should be utilized by global applications. These methods can be  
different for different servers.  

The problem looks as terribly challenging. However, lack of a solution of this 
problem causes that the idea of distributed, heterogeneous and defragmented data-
bases is unrealistic for global applications addressing millions or billions of objects.  
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Summing up, we are facing the following knot of problems:  

• What kind of entities are to be stored as non-key values in a global index to  
heterogeneous, distributed and defragmented resources? 

• How these entities are to be processed by queries? 
• How procedural parts (methods) implemented on the side of local servers can be 

utilized through the index? 
• How such an index is to be defined and populated by proper data? 
• How materialization of objects on the side of the global server can be avoided? 
• Can such an index be used to support updating operations acting on local  

databases?  

We show that it is possible to develop a very general solution that answers positively 
to all the above questions. To understand our idea of indexing distributed and hetero-
geneous resources it is essential to realize how our updateable views work. The major 
concept we call virtual identifier. A virtual identifier is a triple <flag, viewId, seed>, 
where flag distinguishes virtual identifiers from ordinary object identifiers, viewId is 
an identifier of a compiled view definition and seed is some value (usually named 
object identifier) that allows to uniquely distinguish a virtual object. A collection of 
seeds is returned when a view is called; then they are turned into the collection of 
virtual identifiers. Virtual identifiers behave very similarly to ordinary identifiers 
concerning query operators. However, when an updating (or dereferencing) operation 
is attempting to process a virtual identifier <flag, viewId, seed>, due to the flag it is 
recognized that the action concerns a virtual rather than stored object. In this case a 
proper overloading function from the view definition identified by the viewId is  
chosen. Then the function is called with the seed as a parameter. 

The idea of indexing distributed and heterogeneous resources assumes the use of 
virtual identifiers as non-key values of the indexes. In this case a virtual identifier 
must be extended with a symbolic identifier (e.g. IP address) of a local server. The 
key value of the index can be chosen according to current indexing needs, as in cen-
tralized indexes. Physical organization of such indexes does not differ from physical 
organization of ordinary indexes. Although the idea looks a bit sophisticated for per-
sons not familiar with SBQL, it is indeed very simple, powerful and universal. We 
illustrate it on comprehensive examples (but for full understanding we recommend 
reading various sources on the SBQL web site [9]).  

3   ODRA Virtual Repository 

ODRA has been developed within two big European projects eGov Bus [18] and 
VIDE [19]. It is also the basis of several other projects, in particular devoted to work-
flows. ODRA is a combination of object-oriented database management system with 
an own query and programming language (SBQL), virtual updateable views, stored 
procedures, stored classes and methods and with many interoperability modules that 
can be used in different configurations, depending on needs of a particular applica-
tion. In Fig.1 we present some architectural variant for a virtual repository that can be 
developed for distributed applications.  
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An integration view on an ODRA server allows for the virtual integration and  
defragmentation of data and services supplied by distributed sources, supporting data 
and function abstractions. If the integration view is stateless then it may be copied to 
many servers. In this way the availability of resources and scalability of applications 
can be much increased. 

 

Fig. 1. Reference architecture of an ODRA virtual repository 

4   Integrating Heterogeneous Resources – Example 

As already mentioned in section 3 ODRA based virtual repository architecture allows 
for the virtual integration. SBQL database updatable views are the main program-
mer’s facility for implementing virtual repositories, as shown in Fig.1. They present 
the most distinguishable feature of ODRA. The most important property of views is 
transparency, which means that the user formulating a query needs not to distinguish 
between stored and virtual data. Transparency is easy to achieve for read-only views. 
In such a case a view is a function (returning a collection) that is known from a lot of 
programming languages, including SBQL. Actually, SQL views are programming 
functions with a single return statement parameterized by a query.  

4.1   Seeds of Virtual Objects 

SBQL view does not return complete virtual objects as the result of a view invocation. 
This feature is motivated both by the new concept of views and by performance.  
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Invocation of an SBQL view returns only seeds of virtual objects. A seed is a small 
piece of a virtual object that uniquely identifies it. The nature of seeds is not  
constrained, it can be a reference to an object, a value, a structure, etc. The rest of a 
virtual object is delivered according to the need of an application. For instance, if a 
virtual object has a virtual attribute address, but an application does not use it, then 
address is not delivered. Seeds are also the conceptual basis for updating virtual ob-
jects: they parameterise updating operations that are specified by the view designer. 

The first part of a view definition is a declaration of virtual objects. It states their 
name, type and cardinality after the keyword virtual. The second part of the view 
definition body has the form of a functional procedure named seed. A seed procedure 
returns a bag of seeds. Seeds are then (implicitly) passed as parameters of procedures 
that overload operations on virtual objects. Usually, seeds have to be named. This 
name is used in overloading procedures and within sub-views. 

4.2   View Example 

For exemplification of the idea, we are describing a simple integrated auctioning sys-
tem. Concerning this introductory article it is focused on main integration and indexing 
goals and therefore the example is constrained only to basic level. Omitting the pro-
duction environment complexity will help here to clearly introduce the target solution. 

Description of the distributed resources is based on two parties, each involving 
separate database scheme and data model origin. Both database schemes are containing 
the same set of integrated data however represented with different database scheme. 
The aspect of diversity in both database schemes is clearly depict in Fig. 2 and Fig 3. 

 

Fig. 2. First integrated auction site 

Each of the sites participating in auctioning system needs to start an ODRA in-
stance to introduce its contributory view. Thanks to a wrapper infrastructure present 
in virtual repository enabling access to generic data scheme became intuitive.  
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Wrappers, present at each site instance, enables creation of contributory views (here 
basing on schemes depict in Fig.2 and Fig3).  

 

Fig. 3. Second integrated auction site 

Auction site 1: 
 

view contribAuctionUserSite1_Def {  

   virtual AuctionUSerSite1 : record {  

      subject: string;   seller:     string;

      minPrice: real;   minIncrement:real:

      winPrice: real;     startDate: date;  

      endDate: date;     endStatus: string;

      buyNow: bool;      currency: string; language: string;

   }[0..*];  

   seed: record {AI: ref Auction_Item; currency : string;   
     language : string}[0..*]{   

      return (Auction_Item as AI, "USD" as currency, "ENG(US)"  

      as language);   

 } 

on_retrieve  {  

return AI.(description   as subject,  

   (Users where idUsers = A.Sellers_idUsers) 

.deref(fullname)+deref(email)) as seller,

              minPrice   as minPrice,  

              minIncrement as minIncrement,  

              winPrice   as winPrice,   

              startDate   as startDate,  

              endDate   as endDate,  

              comments   as endStatus,  

              hasBuyNow   as buyNow  

             ); 

 }}  
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Auction site 2: 

view contribAuctionUSerSite2_Def {  

   virtual contribAuctionUserSite2 : record {  

      subject: string;   seller:     string;

      minPrice: real;   minIncrement:real:

      winPrice: real;     startDate: date;  

      endDate: date;     endStatus: string;

      buyNow: bool;      currency: string; language: string;

   }[0..*];  

seed: record {A: ref Auctions; currency : string;   
         language: string}[0..*]{  

        return (Auctions as A, “PLN” as currency,  

        “PL” as language);  

  } 

on_retrieve  { 

return A.(ref (AuctionItems where   

  Auctions_idAuctions = idAuctions).itemName  

      as subject,  

   (Sellers where idSellers =   

    Sellers_idSellers).deref(name)+deref(email))  

      as seller,  

   ref (AuctionItems where A.idAuctions =  

      Auctions_idAuctions).minPrice  

      as minPrice,  

   ref (AuctionItems where A.idAuctions =   

    Auctions_idAuctions).minIncrement  

      as minIncrement,  

   winPrice   as winPrice,   

   startDate   as startDate,  

   endDate   as endDate,  

   auctionStatus  as endStatus,   

   hasBuyNow   as buyNow  

  ); 

 } 

}  

Construction of each of the contributory views is relevant to the present local 
scheme but as a result produces an output that must conform the contributory scheme. 
In our example the contributory scheme has been determined in a way introduced in 
virtual part of each of the views. However, one needs to remember that this contribu-
tory scheme can be determined in a completely different form (e.g. having only  
subject and winprice fields) determined by virtual repository admin depending on 
current integration needs. At this stage, having the contributory views ready to be 
integrated, the ODRA admin can define the integration view collecting the data gath-
ered from the virtual repository underlying, integrated resources. Here we assume that 
the data is present in UK English and currency is the Euro (€€ ). 
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view auctionIntegrator {  

  virtual contribAuctionSite2 : record {  

       subject: string;   seller:     string;

       minPrice: real;   minIncrement:real:

       winPrice: real;     startDate: date;

       endDate: date;     endStatus: string;       buyNow: bool;

 currency: string; // expressed in euro currency  

  language: string;// in uk English  

  }[0..*];  

  seed: record { a: Auctions }[0..*] {   

  return {connect(Site1).contribAuctionUserSite1

   union 

   connect(Site2).contribAuctionUserSite2 as a; } 

  }

  view subjectDef {
   virtual subject: string;  
   seed : record {s: string;} {  
     return a.subject as s;
    } 
   on_retrieve { return  
   Translator.translate (a.language, "ENG(UK)", s);
   }
  }

//...
  view winPriceDef {
   virtual winPrice: real; 
   seed : record {wp: real;} { 
     return a. winPrice as wp;
   } 
   on_retrieve { return  
   CurrencyConverter.convert(a.currency, "EUR", wp);
   }
  }
//...
}

 

The function connect with site as a parameter belongs to the communication proto-
col and returns a reference  to the site, which is treated by SBQL as a reference to a 
large object containing all database objects. The connection protocol may include 
more such functions, for instance, pinging a site, calculating the transmission time, 
finding an alternative route, processing exceptions, etc. Seeds returned by the function 
seed are references to remote objects named a in the above example. The name is 
local to the view definition, it is not seen outside it. Virtual objects are identified by 
name auctionIntegrator; their original names contribAuctionUserSite1 and contri-
bAuctionUserSite2 are not seen.  In ODRA a remote reference consists of an internal 
unique identifier of a remote site and an internal identifier of an object from this site, 
unique for it. Alternatively, we can assume that a seed is a pair: 

record{s: site_reference, e: object_reference} 
 

where s and e are names chosen by the view programmer. 
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Moreover what needs to be noticed is the fact of the currency calculator and a 
translation used as integration scheme criteria. Each site is expected to have data 
represented in its local scheme language and currency. Integration of such data is 
possible thanks to wrappers representing the local schemes in an unambiguous way. 
However, the data itself would still be present in local format of currency and de-
scribed in terms of the local language. Our endeavor to integrate the heterogeneity 
will be pushed forward not only to the level of the data schemes but we move one step 
further i.e. manipulating the data content itself. Our idea involves the Web Services 
and data scheme modification. In this particular case this would mean, two additional 
fields, representing local currency and language,  to be included into the contributory 
and integration views. Their values are set at the stage of forming the contributory 
view. Those values are later utilized as an input for two Web Services objectsi.e. 
Translator and CurrencyConverter both vested with dedicated methods. Each method 
operates on the value provided by the appropriate field of the contributory view (i.e. 
currency and language), the target integration criteria determined by a string field 
(e.g. ENG(UK)) and the adequate seed. Those Web Service objects are placed in 
on_retrieve procedure and therefore produces the actual result when user application 
retrieves the processed field. 

4.3   Indexing the Integrated Resources – Example 

At this stage having the resources of auction information integrated from those two 
sources we can easily process with the indexing of this data. For instance let us as-
sume that the goal is to index the auction items by their names, here the subjects 
field of the integrating perspective. The ODRA administrator in such case would 
create the index with the following construct: 

create index  IndexAuctionItem for auctionIntegrator using subject;
 

Then while a query would request for auctions involving particular item i.e. a book 
worth more than 50 Euro and has ‘buy now’ option the use of index and integration 
perspective is depict in following query: 

IndexAuctionItem ( “book”) where winPrice > 50 and buyNow;  

5   Conclusion and Future Work 

We have shown that apparently terrible challenge of defining indexes addressing 
distributed, heterogeneous and defragmented resources has a reasonable and hope-
fully efficient solution on the ground of SBQL virtual updatable views. Seeds of vir-
tual objects, wrapped within virtual identifiers, unify the problem of such indexes 
with the problem of ordinary indexes. However, we are at the beginning of the  
research. A lot of development and experimentation should be performed to turn the 
idea into the feasible and practical technology.  

Note that there is a problem concerning refreshing a global index in response to 
updating local databases. This feature is solved and implemented in ODRA for  
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centralized applications, but for a global index addressing virtual resources there is no 
solution that does not violate the autonomy of local servers. Such a feature requires 
informing the global server on changes that happened on local servers. This topic will 
be the subject of our next research. 
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Abstract. The Tasmanian ICT of CSIRO developed a Sensor Web test-bed sys-
tem for the Australian water domain. This system provides an open platform to 
access and integrate near real time water information from distributed sensor 
networks. Traditional hydrological models can be adopted to analyze the data 
on the Sensor Web system. However, the requirements on high data quality and 
high level domain knowledge may greatly limit the application of these models. 
To overcome some these limitations, this paper proposes a data mining ap-
proach to analyze patterns and relationships among different hydrological 
events. This approach provides a flexible way to make use of data on the Hy-
drological Sensor Web.  

Keywords: Sensor Web, data mining, association rules, knowledge discovery, 
data presentation. 

1   Introduction 

The Sensor Web is a distributed information system that connects sensors, observa-
tion archives, processing systems and simulation models using open web service 
interfaces and standard information models [14]. As shown in Fig. 1, the Sensor Web 
is targeting at providing an open platform for users in different domains and organiza-
tions to share their data, information and knowledge. It can enable the integration of 
web-enabled sensors and sensor systems for a global scale collaborative sensing.   

The Tasmanian ICT Centre, as part of CSIRO Water for Healthy Country Flagship 
project, has developed a Sensor Web system called the South Esk Hydrological  
Sensor Web1 (SEHSW) [15]. It collects sensor data from five water agencies, and 
real-timely monitors the South Esk catchment, which covers an area of approximately 
3350 square kilometers in north-east of Tasmania. SEHSW makes the South Esk 
catchment a sensor-rich environment with an opportunity to study the hydrology  
phenomenon in a catchment and test-bed to study the development of Sensor Web 
systems. Fig. 2 shows sensor distribution on the SEHSW.  
                                                           
1 http://www.csiro.au/sensorweb/au.csiro.OgcThinClient/OgcThinClient.html 
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Fig. 1. Conceptual Architecture of Sensor Web 

 

Fig. 2. Sensor distribution on the South Esk Hydrological Sensor Web 

With the deployment of the SEHSW, huge amount of real time data are collected 
from the physical environment and shared on an open platform. Meanwhile the value 
of data needs to be exploited by some data analysis and knowledge discovery ap-
proaches. In the water domain, hydrological data are normally manipulated and inter-
preted by traditional hydrological models. These models are very powerful in stream 
forecasting, water quality monitoring, etc. However, most hydrological models have 
some limitations which can block their applications: 

• Most of hydrological models ask for high level domain knowledge to generate 
the structure and analyze data. 

• Most of hydrological models require high quality data. Due to the particularity 
of water related data, the real water data ask for the integrity and veracity. The 
data also need to manipulate accuracy during the process. 

• Most of hydrological models have the specific region. 
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Compared with hydrological models, data mining provides a more flexible way to 
achieve knowledge discovery [10]. It can analyze hidden patterns and relationships 
among data from a data-driven perspective. Namely, it can be operated based on 
available data. In this paper, we propose the use of association rule based approach to 
analyze hydrological data. The proposed approach can interpret data on the SEHSW 
to useful information without high domain expertise.  

2   Methodology  

The process flow of the approach is illustrated in Fig. 3. In the approach, hydrological 
data are transformed into a proper format and sent to the association rule analysis 
component. Then a number of association rules will be generated from the rule analy-
sis component. These rules will be pruned and stored in a rule base. Finally, the stored 
rules can be presented based on users’ queries.  

 

Fig. 3. The process flow of mining hydrological sensor data 

2.1   Association Rules Method Description 

Association rule mining is an application which leads to the discovery of associations 
and correlations among different items in related data sets [1]. A classic example is 
the market-basket problem [3]. In transactional data-sets of supermarkets, rules like 
{bear} {diapers} means that most of customers buy bears, meanwhile, they may buy 
diapers as well. Such rules will then suggest the supermarket managers to put bear 
and diapers together which may improve their profits. From this example, it can be 
seen that association rules provide a useful mechanism for discovering relationships 
among the underlying data.  

In this research, we define a rule is defined as a form A = {L=> R}, where A is an 
association rule, L and R are two disjointed item sets of event E (L ∩ R =φ ). L is 

called the antecedent of A; and R is called the consequent of A. There are two impor-
tant constraints for selecting useful rules, i.e., the minimum thresholds on support and 
confidence [8]. Support is the ratio of the number of transactions that include all items 
the antecedent (see Equation 1). Confidence is the probability of finding the conse-
quence in transactions under the condition that these transactions also contain the 
antecedent (see Equation 2). 
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S(L, R) = P(L)                         (1) 

C(L, R) = P(L | R)                          (2) 

There are a number of learning algorithms which can find association rules based 
predefined support and confidence thresholds. In this research, the Apriori algorithm 
[1] was adopted build up rules.  

2.2   Data Collection and Normalization  

We are expecting to discovery spatio-temporal patterns in different hydrological 
events. In this research, we particularly focus on analyzing the relationships between 
rainfall events and other phenomena, e.g., humidity, air-temperature, etc.  

To achieve the purpose, firstly, we record the maximum or minimum values of 
rainfall events from the sensor web, and extract them into a new database. In addition, 
to simplify the implementation, we also assign an index to each location and phe-
nomenon type. Table 1 describes index values for different location and phenomenon 
types. In this table, location 1 represents the locations that a corresponding phenome-
non may happen (e.g. Humidity). Location 2 represents the locations of rainfall 
events. 

Table 1. The description of location and phenomenon 

Location 1 Index (J) Phenomenon Index(K) Location 2 Index (L) 

Ben 
Lomond 

1 Humidity 1 
English 
Town Road 

1 

Story 
Creek 

2 
Air-
Temperature 

2 
Valley 
Road 

2 

Ben Ridge 
Road 

3 Evaporation 3 
Hogans 
Road 

3 

Avoca 4 Transpiration 4 
Mathinna 
Plains  

4 

Tower Hill 5 Wind-Run 5 
Tower Hill 
Road 

5 

From Table 1, we can calculate the time gap between the maximum value or 
minimum value of a rainfall event and another event within the same day by using 
Equation 3. Then, we can get two sets of time gaps which indicate the time differ-
ences between the rainfall event reaches the maximum value and another event 
reaches the maximum and the minimum values. The time gaps are described in a 
continuous data type. However, association rules can only take nominal or ordinary 
data types as inputs. To satisfy this requirement, the continuous values need to be 
transferred to a nominal style. Here, we use a simple clustering technique to achieve 
the conversion. Figure 3 shows the clustering method we used. The method transfers 
the continuous values into nominal items by generating different clusters. Each cluster  
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Fig. 4. Transfer data into nominal style 

contains a range of continuous time gaps. For instance, the cluster (Max_Gap(0_4)) 
covers the time gaps between 0 to 4 hours.  

Max_Gap(Min_Gap)JK = Max(Min)JK – MaxL (3) 

2.3   WEKA Workbench  

We described the processes for data pre-processing in the previous subsections. Finally, 
we can operate association rule mining on a platform or workbench. There are a number 
of data mining tools which can conduct association rule mining. In this research, we 
select WEKA workbench to analyze hydrological data. WEKA, which was developed by 
the University of Waikato in New Zealand, provides a uniform interface to lots of algo-
rithms for pre and post-processing, and evaluating the results of learning schemes on any 
datasets. The WEKA work bench not only includes a library that contains a number of 
data analysis algorithms, more importantly, it can also allow users to modify the algo-
rithms in the library or add their plug-ins based on their needs [11].  

WEKA requires a specific input file format named ARFF. Fig. 5 shows the data 
format of ARFF files. The attributes refer to the titles of items. The data in brackets  
 

 

Fig. 5. ARFF data file 
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(after each attribute) indicate the possible values of that attribute. The data after the 
label “@data” are values of items in transactions. 

2.4   Generate Association Rules 

We built up a dataset which concludes 443 instances to generate related rules. During the 
process, we input 400 instances to generate rules and set up 43 instances (10%) to evalu-
ate rules. We set the support threshold as 10% to 100%, and the confidence threshold as 
0.5. Due to the features of the hydrological data, the confidence threshold was not set to 
very high. Table 2 displays the result and evaluation of the association rules. 

Table 2. The result of association rules 

 Rules Accuracy (40 instance evaluate) 
Total number 10 Average 80% 
With confidence > 80% 4 85% 
With confidence (<80%) 6 75% 

After the analysis, we get some rules for hydrological data and the following is an 
example: 

Rule = {(max_gap:[3-7]) => (item: humidity)} 

This rule means that regardless the location, the humidity should get the maximum 
value 3 to 7 hours later than rainfall get the maximum value. For instance, if a rainfall 
event gets the maximum value at 9:00 am, the humidity will get the maximum value 
between 12:00pm and 16:00pm.  

The rules are basically related with phenomenon types and time gaps. Based on identi-
fied rules, we can find the relationships between some specific phenomenons (e.g. rain-
fall and humidity), and furthermore, make some predictions on hydrological events.  

In general, traditional hydrological model can generate more accurate results but 
with very high costs. For example, the hydrological model can give predictions about 
a specific location and phenomenon, e.g., water level in location A will increase by 
10cms in the next 10 hours. However, these results are generated based on high qual-
ity input data. In addition, these models may require over 10 years data for calibration 
and training purposes. Such requirements will lead to very high cost on data prepara-
tion, and greatly limit the applications of the models. On the other hand, data mining 
methods have much lower requirements on data quality. Most data mining methods 
are purely data driven. Namely, the discovered information/ knowledge is based on 
the data availability. Hence, even without long period and high quality data, we still 
can find some useful patterns from the data. Meanwhile, these patterns are easier to 
understand for general users without too much domain knowledge.  

3   Rule Presentation 

In order to facilitate users to understand discovered knowledge, data presentation 
becomes to an important issue for the success of the approach. Data presentation is a  
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Fig. 6. Tree view structure of the sensor web 

 

Fig. 7. Application of rules from data mining 

suitable way to transfer the obscure data information into perceptible information [9] 
[13]. A good presentation can let data easy to understand and provide clear informa-
tion from data to potential audience. Data presentation also can prune the redundant 
data and provide the friendly interface.  

In this research, we focused on the presentation of discovered association rules and 
try to embed the presentation with the current interface of the South Esk Hydrological 
Sensor Web. In order to describe the rules clearly, we built up a tree view structure to 
describe the relationships between locations, sensors and phenomenon types (see  
Fig. 6). In this structure, locations, sensor types and phenomenon types are shown 
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clearly. So it can also help the users to understand the relationships between observed 
phenomenon types and locations.  

To present the rules, we provide a set of selection boxes to allow users to choose 
their preferred rules (see Fig.7). Based on the “maximum value time” of a rainfall 
event, there are four selection boxes to allow users to select locations, phenomenon 
types, value types and time gaps. When a user sets three attributes from any three 
boxes, the value of the other box can be generated based on the association rules in 
the rule base. For example, if the rainfall gets the maximum value at 10:00 am, and 
we select the location as BenLomond, phenomenon type as Humidity and the value 
type as Maximum Value, then the rules will be invoked and it can be found that the 
maximum value time will at 13:00 pm in same day. In addition, the application will 
give the support and confidence values of the association rule as well. This applica-
tion of data presentation is the extension of the rules from data mining approaches 
which can visualize the rules and make rules easy to understand. In addition, it also 
provides a friendly interface to let user can manipulate rules and know how rules 
work in sensor data. 

4   Conclusion and Future Works 

Event prediction plays an important role in the water domain. In this research, we 
focused on using data mining approaches to achieve knowledge discovery. We select 
the association rules to analyze the relationships and patterns among different sensor 
observations on the Hydrological Sensor Web. Compare with traditional hydrological 
models, data mining methods have lower requirements on data quality and domain 
expertise. In this paper, we described how to collect and prepare data from the Sensor 
Web, and use a specific data mining workbench to achieve knowledge discovery by 
using association rules. In addition, we also introduced the presentation of discovered 
rules. The future work of this research will be the investigation of the applications 
other data mining in environment monitoring. In addition, we will work on the model-
ing of user preferences, so that to more user friendly interface for data/knowledge 
presentation.  
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