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Preface

While information systems continue to transform organizations, organizational IT 
infrastructures and business models are themselves beginning to change. There is an 
increased focus on service orientation and performance levels of IT infrastructures 
and systems. Outsourcing and off-shoring strategies are evolving to include utility-
based approaches to computing. These developments are showing promises of a  
renewed period of innovative thinking in e-business technologies. The progress in  
e-commerce and the global information infrastructure has increased access and  
improved the promise for a better tomorrow. New initiatives such as cloud computing 
and collective intelligence are rapidly becoming active research areas. Directions for 
future research and development in e-commerce include the area of Web-based multi-
sided platforms (MSP) supporting micro-transactions. The workshop on e-business 
provided an opportunity for the interaction and exchange of ideas among IT research-
ers and practitioners wishing to explore and respond to the grand challenges of next 
generation e-business systems. 

The primary objective of this Lecture Notes on Business Information Processing 
volume on Exploring the Grand Challenges for Next Generation E-Business is to 
mobilize a collective awareness in the research community of the leading and emerg-
ing developments in e-business. The contributions in the lecture notes highlight the 
enormous potential in e-business as we usher in a new era of cloud computing, collec-
tive intelligence, and multi-sided platforms. The volume is a compendium of some of 
the cutting-edge work going on in various areas of fundamental and applied areas of 
e-business research.  

The papers in this volume have been shepherded from the papers presented at the 
Eighth Workshop on E-Business, held in Phoenix Arizona. Out of nearly 70 research 
papers that were featured at the workshop, we invited a select set of papers for the 
lecture notes. As a result, the volume contains a total of 30 chapters. These chapters 
have been organized into two broad themes: core organizational e-business informa-
tion system issues and contemporary issues in e-business. The papers grouped within 
the first theme cover the areas of ontology, semantic issues and cognitive absorption, 
supply chain and RFID issues, process modeling and standardization, and security, 
privacy and extreme events. The papers grouped within the second theme focus on the 
areas of social networking, gender and mobility, e-services and market mechanisms, 
IT portfolio management, and special topics in e-business. 

As program chairs and editors of this volume, we would like to express our grati-
tude to the conference co-chairs, Prof. Michael Shaw (University of Illinois at Urbana 
Champaign) and Prof. Ting-Peng Liang (National Sun Yat-sen University) for their 
unrelenting support throughout the process. There were a number of members of  
the AIS Special Interest Group on E-Business who helped in the organization of the 
workshop and served in various capacities such as organizing committee members, 
international liaisons, focused session chairs, and program committee members. The 
Workshop on E-Business is organized as an activity of the AIS Special Interest group 
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on E-Business and garners much support for the Assoication of Information Systems. 
As a workshop we received logistical support for AIS staff and our gratitude and 
thanks go to them. We interacted closely with Ms. Lise M. Fitzpatrick, who was pa-
tient with us and we are indeed grateful for the help we received and we would like to 
acknowledge her for that. Finally the conference and this volume would not have 
been possible without the support of the authors who submitted their papers to  
the workshop and to this volume. Our gratitude also goes to Andrew B. Whinston 
(The University of Texas, Austin) for serving as the honorary chair for the workshop. 
The workshop was sponsored by (a) the University of Florida, (b) the W. P. Carey 
School of Business, Arizona State University, (c) the College of Business Administra-
tion, Sacramento State University, (d) the College of Business, University of Illinois 
at Urbana-Champaign, (e) the School of Management, University at Buffalo, The 
State University of New York and (f) the Springer Information Systems Frontiers 
Journal. In this regard, our sincere thanks go to Prof. Selwyn Piramuthu serving as  
the sponsorship chair and helping the workshop secure these sponsorships. Several 
students volunteered during the workshop to ensure the smooth functioning of the 
event and we acknowledge their contributions. A number of graduate students 
(Karthic R. Raghupathi, Haricharan Rangamani, Mahesh Thiagarajan Venkatramani, 
Divya Narayana, Insu Park) at The State University of New York at Buffalo helped 
with the publication of this proceedings. Graduate students from Arizona State Uni-
versity (Aaron Baird and Karthik Janardhan) provided invaluable local support during 
the workshop. Prof. Ron Freeze (Emporia State University, Kansas) and Prof. Beom-
Jin Choi (California State University, Sacramento) handled all the local arrangements 
at the workshop. Prof. Divakaran Liginlal has contributed to the organization of the 
Workshop on E-Business for the past several years and this year was no exception. 
We would like to take this opportunity to thank him for his service for his help. A  
lot of conference-related work gets accomplished by people behind the scene.  
Prof. Sanjukata Das-Smith served as the review chair and helped with the manage-
ment of all pre-workshop activities as a review coordinator, and this preface would 
not be complete without our acknowledgement of her efforts. Our thanks go to her as 
well. Finally we would like to express our thanks to Prof. Mike Shaw (University of 
Illinois at Urbana-Champaign) and Ralf Gerstner and Christine Reiss of Springer for 
agreeing to support the publication of this Lecture Notes in Business Information 
Processing volume.  

September 2010 Raj Sharman
T.S. Raghu

Raghav Rao
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Abstract. The web is the world’s most valuable information resource. How-
ever, a wide gap has emerged between the information available for software 
applications vis-à-vis human consumption. In response to this problem, new  
research initiatives have focused on extracting information available on the web 
with machine-processable semantics. Ontologies play a large role in informa-
tion extraction, particularly in the context of semantic web, and applications 
should be able to find appropriate ontologies on the fly. However, existing  
tools do not adequately support information extraction and ontology selection. 
This research-in-progress paper presents the architecture for an information  
extraction system which relies on domain ontologies and lexical resources. We 
also provide an approach for easy identification of appropriate ontologies for a 
particular task.  

Keywords: Information Extraction, Semantic Web, Ontology, Ontology Selection. 

1   Introduction and Motivation 

1.1   Introduction  

The development of the web has seen an exponential expansion of information avail-
able to users. It contains huge collections of documents that span different domains, 
languages and levels. Hence, turning the web into the primary source of information 
for many users and its associated information services will undeniably be the richest 
source of information. The web serves a huge, widely distributed, and diverse com-
munity of users. 

The diversity and density of the web has created a significant data extraction prob-
lem as its present structure makes it difficult to make use of that information in a 
systematic way [4]. The content of the web is created and managed by many indi-
viduals and organizations and adhere to various standards and formats, which provide 
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undeniably convenient and intuitive ways of representing and using information to 
humans. However, this imposes a real challenge to machines and the automatic ex-
traction of relevant knowledge and information. Hence, this limits the benefits the 
web could bring to some communities and is frustrating when searching for incom-
plete, imprecise and ambiguous information. Hence, knowledge discovery from web 
resources is becoming a priority for many researchers and industries. The most com-
mon way currently in use for searching and retrieving information from the web is 
based on keywords search or similarity based search using one or more search en-
gines, and then in order to extract relevant information, the user has to browse the 
large number of returned URLs. Moreover, these approaches can encounter many 
major difficulties including synonymy and polysemy problems. 

On the other hand, the development of the semantic web aims at reducing these 
difficulties by stressing more on the semantics associated with the web content than 
its keyword based search. There are various definitions and developments of the se-
mantic web which is becoming the main research interest of many communities that 
include artificial intelligence, and information retrieval and extraction communities. 
Ontologies are seen as the backbone of the semantic web research. In this paper, we 
present an architecture to support efficient information extraction from web resources. 
This architecture is based on domain specific ontologies and is aimed to be generic 
enough to be applied to various domains. In addition, we present an approach for the 
selection of the best ontology for specific domain searches. 

1.2   Research Context and Limitations 

There are two approaches to information extraction, the knowledge engineering ap-
proach and the automated training approach [7]. In the knowledge engineering  
approach, a knowledge engineer will develop some hand crafted rules to use on a 
specific corpus. Being an interactive process, the rules will be improved until they 
yield a satisfactory result. Although intuitive, relatively easy to develop and not re-
quiring high computational resources, it is hard to generate rules that are general 
enough to be used on unseen documents and applied to different domains [15]. On the 
other hand, extensive corpora annotation is used in the automated training approaches. 
The Information Extraction (IE) system has to learn extraction patterns from the an-
notated corpora. This approach requires human intervention for the annotation of 
large corpora and is known to require extensive computational resources. In our  
research, we adopt a knowledge engineering approach for two main reasons.  

1. The model we are developing is not a single architecture that will fit all domains, 
but a generic one whose instances can be applied for specific domains. Hence the 
rules will be specific to a single domain and different domains will require differ-
ent sets of rules.  

2. We attempt to minimize human intervention and particularly the manual annota-
tion of large corpora. It is just not feasible to annotate large corpora for systems 
that attempt to extract knowledge from the web.  

 
The proposed architecture does not support the development of ontologies but at-
tempts to use existing ones. Indeed, experts suggest that in the semantic web, it  
is unlikely that we will have a large number of comprehensive, high-quality ontolo-
gies but rather many smaller, domain-specific ontologies [6,13]. Based on these  
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assumptions, our system attempts to make use of this plethora of ontologies and in-
corporate in the architecture a component that selects the most suitable ontology for 
the application to be considered.  

The rest of the paper is organized as follows. Section 2 summarizes the benefits 
and vision of the semantic web and in section 3 we introduce the concept of ontolo-
gies and their use in information retrieval. We describe our proposed system in sec-
tion 4 and the ontology selection process in section 5. Section 6 concludes the paper. 

2   Semantic Web 

The web contains a huge collection of documents, which are read, understood, and 
processed mainly by humans and its current structure is not machine friendly. The 
amount of electronic information keeps on growing and the internet users are facing 
the information overload paradox and existing tools and techniques do not provide 
adequate relief from this problem. Moreover, they are not able to exploit the semantic 
content of these information sources, so it can be hard at times to find out meaningful 
relationships between different pieces of information. 

These and many other similar problems are the bottlenecks for the future growth 
and utilization of the web, and in order to overcome them, web contents should be 
processed by computers if we want to achieve the vision of the semantic web which 
aims at providing an information enriched with machine processable semantics. This 
will allow various intelligent services to understand the information and to perform 
knowledge level information transformation, search, retrieval and extraction [2]. 

Ontologies are no doubt the most important form of knowledge representation cur-
rently in use for the semantic web. In order to overcome the problems caused by pre-
sent search and retrieval techniques to access information, ontologies are providing 
ways to retrieve and extract information based on the actual content of a page and 
help navigate the information space based on semantic concepts. Tools like ontologies 
facilitate access to and description of the content of documents and are an important 
step towards offering efficient resource discovery on the web. They can be generic, 
for example WordNet (http://wordnet.princeton.edu/), or can be domain dependant 
covering the concepts related to a particular domain. The proposed architecture will 
be using domain ontologies, which will provide concepts related to a domain of inter-
est, in order to disambiguate word sense, automatic query expansion and for efficient 
information retrieval and extraction. 

3   Role of Ontologies in Information Extraction 

The use of ontologies to overcome the limitations of keyword-based search has been 
put forward as one of the motivations of the semantic web since its emergence in the 
late 90’s [14]. Ontology driven information extraction methods extract relatively 
shallow information from a very large corpus of documents, instead of performing 
more exhaustive (and expensive) processing of a small set of documents [9]. Ontolo-
gies can be used for both knowledge engineering and automated training approaches 
[15]. In the knowledge engineering approach, ontologies can be used in the develop-
ment of rules as well as automated training for the annotation of corpora.  
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The advantages of using ontology driven information extraction include: 

• Driving the entire information extraction process directly from the ontology 
presents a very natural path for exploiting all kinds of ontological data [9].  

• Search-based system using ontologies, allow users to consider a much larger 
set of documents than could be handled via individual, document-driven 
processing for example [9]. 

• Ontology-driven information extraction can be easily focused on the desired 
results rather than processing all the content from some documents [9].  

• Domain knowledge in form of an ontology makes it possible to develop port-
able Information Extraction system [15].  

4   The Proposed Architecture 

We propose a generic ontology based information extraction system that constitutes a 
suitable basis for building an effective solution to extracting unstructured information 
from the web by providing an extensible architecture and will provide fast and accu-
rate selective access to this information; performing selective dissemination of rele-
vant documents depending on filtering criteria. 

The architecture aims at providing a set of integrated software components for ac-
cessing heterogeneous data sources and extracts the required information based on 
domain dependent ontologies. However, ontology selection will be based on the search 
criteria and the information users are requesting. The architecture of our system is 
shown in Fig.1. It is composed of 5 modules, which are briefly described below. 

 

Query Processing Module: The query component handles the user’s query which is 
expected to be in a free format probably in natural language or some known key-
words. A suitable interface will be developed and this is the main input to the system 
and if necessary, the query will be pre-processed to remove stop words, stemming etc.  

Ontology Selection Module: This component has two tasks. The first is to identify 
the domain of the ontology if this is not known to the system or provided by the user. 
This task will rely mainly on the components of the user query and will attempt to 
link the query to a known domain. The second task is the selection of the best ontol-
ogy among a set of ontologies. This task is described in details in section 5 of this 
paper.  

Searching Module: This component performs the usual web search based on users’ 
requirements and the ontology. Query expansion and refinement can be performed at 
this stage. The output of this component would be a set of documents or websites 
containing the requested information. 

Information Extraction Module: Once the documents are retrieved, this module 
attempts to extract the required information. It uses a variety of natural language 
processing techniques, text summarization, etc. As mentioned earlier, in its early 
implementation, our system will adopt a rule based approach for information retrieval. 

User Interaction and Presentation Module: This module’s task is to gather user input 
and present the results in a layout suitable to the user needs such as tables, templates etc. 
The module can be extended to personalize the output taking into account user profiles. 
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Fig. 1. Proposed Information Extraction System Architecture 

5   Ontology Searching and Selection Methodology 

Some ontology search engines have been discussed in the literature. For example, 
SWOOGLE [5] uses traditional Information Retrieval (IR) techniques to retrieve 
ontologies using keywords. It indexes ontologies primarily designed using OWL 
language which supplies a set of metadata that could be used for identification of 
semantic web documents. Since the terms are usually compounded into Uniform 
Resource Index (URI) reference terms, this approach is not very effective in identify-
ing relevant ontologies. Similarly, link analysis is used to rank ontologies with respect 
to queries in the OntoSearch system [16] and in the OntoKhoj system [10]. These 
approaches are limited in focus and do not scale up. Also, they place the burden on 
the user to determine the appropriateness of the ontologies for the task at hand [1].  

Another issue in ontology selection is the difficulty in assessing the quality of on-
tologies. As the number of available ontologies increases, the evaluation of these 
ontologies becomes more difficult. A few ontology evaluation approaches have been 
discussed in the literature. For example, Porzel and Malaka [11] propose an evalua-
tion approach that primarily focuses on the syntactic aspects of ontologies. However, 
it does not take into account the semantic aspects and user context. The OntoMetric 
approach [8] establishes a set of processes to evaluate ontologies. It uses predefined 
characteristics such as ontology language, the methodology used to develop the on-
tology, and the software environment used. While this is an interesting approach, it 
greatly depends on the user’s familiarity with the domain and is applicable for only 
small ontologies. The proposed approach attempts to minimize the cognitive burden 
on the end user who may not be well versed in ontology engineering. 

One of the goals of this research is to develop a framework using a novel ap-
proach for assessing and selecting the most appropriate ontology for a particular task 
on the semantic web and implement it in a proof-of-concept prototype system. This 
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system will make use of external knowledge sources available on the web, as well as 
an internal knowledge repository that contains various ontology evaluation metrics 
for ranking ontologies and selecting the most appropriate ontology based on task 
characteristics. 

The proposed framework is being implemented using a suitable open source CASE 
tool and other open source utilities such as inference engines, ontology editors, dic-
tionaries and natural language processors for supporting the various functionalities. 
The resulting system is expected to enhance the efficiency of systems analysts in 
developing different types of semantic web applications that require the use of on-
tologies. The utility and effectiveness of the system will be assessed by comparing it 
to other ontology search and selection tools such as SWOOGLE. It is anticipated that 
the users and applications can find their web resources, namely ontologies, on the web 
more effectively compared to the existing tools. 

Our approach for the selection of ontologies on the semantic web consists of the 
following three steps (Fig. 2): 1) identification of the initial ontology set, 2) ontology 
evaluation and 3) ontology selection. Users can start the search for ontologies using a 
natural language query and specifying the domain. The system will initiate the search 
for the available ontologies in the knowledge-base (KB) repository and identify on-
tologies within that domain. Then, the ontologies are evaluated and ranked using 
appropriate metrics. With user feedback and taking into account the task characteris-
tics, the system will recommend the best ontologies to use. The individual steps are 
briefly discussed below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 

Fig. 2. Ontology Selection Approach 
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Step 1: Initial set of ontologies 

There are a large number of ontologies on the web and many ontologies are being 
created every day. However, finding and accessing these ontologies has been difficult. 
Hence, we will design a knowledge-base of ontology repositories to identify potential 
candidate ontologies. Our system will provide an interface for the user to access a 
particular ontology on the web directly or use our knowledge-based ontology reposi-
tory as a starting point. For example, ResearchCyc (http://research.cyc.com) is a well-
known ontology library with more than 300,000 concepts, 3,000,000 assertions (facts 
and rules), and 26,000 relations, that interrelate, constrain, and define the concepts. 
However, it doesn’t provide a flexible user interface for searching. Similarly, DARPA 
Agent Markup Language (DAML) ontology library (http://www.daml.org/ontologies) 
is the well-known ontology library, which contains 282 publicly available ontologies. 
Our system will provide an interface to such libraries and the user can search these 
libraries by providing keywords and domain information.  For example, assume that 
the user submits a query related to air travel. Using the ontology repository, the sys-
tem identifies travel domain ontologies as a starting point. At the end of this step, the 
system provides a set of ontologies to consider.   

Step 2: Ontology evaluation 

The most important step in ontology selection is ontology evaluation. The ontology 
evaluation step consists of two sub-steps, namely, ontology quality assessment (step 
2a) and ontology ranking (step 2b). The quality assessment activity requires a suite of 
metrics that can be used to assess the quality of ontologies. Burton-Jones et al. [3] 
have proposed a metric suite for ontology auditing. This metric suite comprises of ten 
metrics derived from the theory of semiotics that assess the syntactic, semantic, 
pragmatic and social quality of an ontology. We examine the suitability of the indi-
vidual metrics in the context of semantic web and adopt only those metrics suitable 
for SW and operationalize them. We develop an ontology auditing tool to assess the 
quality of the initial set of ontologies. For each ontology, a numerical score for each 
metric is computed. The ontology ranking step involves computing the overall quality 
score for the ontology depending upon the relative importance of the quality dimen-
sions (weights) specified by the user and ranking them based on the overall score. 
Thus, at the end of this step, the ontologies to consider are further reduced based on 
the threshold score set by the user.  

Step 3: Ontology selection 

After evaluating and ranking the ontologies, one can select the highest ranked ontol-
ogy. However, it may not always be the right ontology to use. For example, assume 
that the user needs an ontology for a task related to airline reservation. In the previous 
step, the user may start with travel domain ontologies in general and evaluate and rank 
them. However, not all of them may be directly applicable for the task at hand. For 
example, the highest ranked ontology may specialize in other forms of transportation 
such as train or cruise reservation. Thus, the highest ranked ontology may not always 
be the best ontology to use. In this step, the ontology selection takes into account the 
task-artifact fit [12]. In addition to task characteristics, other factors such as reputation 
of the source, usage of the ontology, and user feedback are used in selecting the ontol-
ogy. At the end of this step, the most appropriate ontology to use is suggested. 
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6   Conclusion and Future Work 

We have discussed the need for effective information extraction systems for the web 
and presented an architecture for such a system. These systems rely heavily on  
domain ontologies and selecting an appropriate ontology for the task at hand is not 
trivial. We have presented an approach for ontology selection in a systematic way. 
The work outlined in this paper is research in progress and the proposed system is 
currently under implementation. There are many areas which can enhance and influ-
ence the current architecture. The processing and expansion of natural language based 
queries will have an impact on the proposed architecture particularly since ontologies 
are central to the architecture. Another enhancement could be the development of a 
module for automatic generation of rules as suggested by [15]. An issue that is be-
coming inherent to the information extracted from the web is its quality. Indeed, the 
web is replete with less reliable and untrustworthy information, contradictory state-
ments, and fake data. Any future information extraction system that relies on the  
web should include some quality assessment. This would require the development of 
modules that will rely on intelligent techniques to filter and assess the extracted in-
formation. This would undoubtedly lead to the more challenging task of data person-
alization as quality is subjective and users have different needs. Users have different 
perception of information quality which depends on their experience, their use of the 
information and the risks they are ready to take in using unknown information.  
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Abstract. The rapid growth in the number of ontologies has not met with the 
wide adoption of ontology in practice. Ontology evaluation can promote ontol-
ogy use by facilitating the selection of a good ontology. Despite that a host of 
ontology evaluation methodologies are available, many of them are fragmentary 
and strongly tied to ontology development methodologies. Based on a review of 
extant ontology evaluation methods, we propose a framework for ontology 
evaluation. The framework provides a holistic view of ontology evaluation, 
suggesting both fundamental ontology dimensions and concrete criteria.  

Keywords: Ontology, Ontology evaluation, Ontology quality. 

1   Introduction 

Ontology has witnessed significant growth and widespread application in many fields 
such as knowledge management, information retrieval, and semantic web. For exam-
ple, ontology technologies are popular in inference engines, annotation tools, ontol-
ogy-based crawlers, and mining tools [25]. Ontology is a formal, explicit specification 
of a shared conceptualization [12], which can capture semantic information at both 
concept and instance levels. Ontology can represent a set of objects and their associated 
relationships in a declarative language. The effectiveness of the ontological knowledge 
relies on the quality of the ontology.   

Ontology evaluation is a technical judgment of the content of the ontology with 
respect to a frame of reference during every phase and between phases of its lifecycle 
[9]. Ontology evaluation is critical to the adoption and improvement of ontologies both 
in academics and industry. Nonetheless, it remains a challenging task to evaluate on-
tologies due in part to the fact that ontology is semantic oriented. By nature semantics 
involves ambiguity. Unlike software evaluation, the evaluation of ontology does not 
have access to concrete specifications for inputs and outputs. Therefore, ontology 
evaluation deserves separate attention. 

Although there is extensive discussion of ontology evaluation in the literature [1], 
[7], [14], [25], systematic guidelines for performing ontology evaluation are still rare. 
Therefore, this research aims to improve our theoretical understanding of ontology 
evaluation and to provide guidance for ontology evaluation by proposing a framework. 
As a secondary objective, this research identifies future research issues in ontology 
evaluation, which call for new effort to advance the field.  
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2   Existing Methods for Ontology Evaluation  

In the literature, various ontology evaluation approaches have been proposed with 
respect to domains, scopes, and purposes of ontologies Although Hartmann et al. [14] 
and Yu et al. [30] attempted to provide systematic guidelines for ontology evaluation, 
most ontology evaluation approaches are rather fragmentary. Some approaches may 
address certain evaluation dimensions to some extent and often involve more than one 
quality evaluation criterion. Other approaches evaluate ontologies from the application 
perspective by comparing ontologies against pre-defined gold standards [23]. There is a 
need to take a holistic look at ontology evaluation to gain a better understanding of  
the problem. This section presents a summarization of current ontology evaluation 
approaches and methods in two major categories: quality attributes based and task- 
oriented methods. 

2.1   Quality Attribute-Based Approaches 

Quality attributes-based approaches rely on a set of pre-define quality criteria in 
evaluation. Metrics are usually defined to measure individual quality attribute of an 
ontology (e.g. a score and a weight). This type of approach is particularly useful for 
checking for errors in ontologies such as redundant terms, inconsistencies between 
definitions and missing definitions. However, some quality attributes such as clarity 
and expandability can be difficult to evaluate as they may not be easily quantifiable. 
Thus, manual inspection by human experts is required. 

OntoClean [28] is based on philosophical notions of formal evaluation of taxo-
nomical structures. There are four core ontological notions: rigidity, unity, identity, and 
dependence. OntoClean was the first attempt to formalize notions of ontological 
analysis for information systems. The idea is to detect both formal and semantic in-
consistencies in the properties defined in an ontology. 

Content and technology evaluation [11] focuses on the definition of a set of criteria 
useful in the evaluation process and empirically applies some of these criteria in the 
evaluation of bibliographic-data ontology.  This approach proposes a global technical 
evaluation that ensures well-defined properties in: 1) the definition of the ontology, 2) 
the software environment used to build, reuse and share definition, and 3) documenta-
tion. Each evaluation step involves three notions: consistency, completeness, and 
conciseness. In addition, this approach draws a distinction between two main evalua-
tion dimensions: content evaluation and technology evaluation.  Content evaluation is 
related to the Knowledge Representation (KR) paradigm that underlies the language in 
which ontology is implemented. Ontology technology evaluation is to ensure smooth 
and correct integration with industrial software environment. This evaluation is  
directed at the expressiveness of the KR model underlying the ontology editor, the 
tool’s interoperability, quality of import and export functions, scalability, navigability, 
usability, and content evaluation functions.  

Yao et al. [29] proposes a number of cohesion metrics that are specific to ontologies. 
Grounded on a number of mathematical theories such as Graph theory and Metric 
theory, cohesion metrics are used to describe and measure structures. There are three 
main cohesion metrics or functions for evaluating ontologies: 1) number of root 
classes, 2) average depth of inheritance, and 3) tree of leaf nodes. However, this metric 



12 J. Pak and L. Zhou 

 

is not suitable for direct application to ontology evaluation. As a result, cohesion met-
rics is used to measure specific items such as modularity (e.g. relatedness of elements in 
ontologies). The metrics can also be used to measure the degree of the relatedness of 
OWL classes and relations by properties.  

Gold standard based approach [23] aims to improving the evaluation procedures by 
proposing criteria for good evaluation measures. The criteria allow for a multi- 
dimensional evaluation and ensure that errors are weighted differently based on their 
position in a concept hierarchy. This approach can evaluate the lexical term layer of an 
ontology as well as the concept hierarchy and non-taxonomic relations contained in an 
ontology. On the lexical term layer, precision and recall measures are used to compare 
the terms from the reference and the learned ontology based on string match.  For the 
comparison of concept hierarchies, measures are divided into two categories: local and 
global. The local measure compares the similarity of the positions of two concepts in 
the learned and the reference hierarchies. The global measure is computed by averaging 
the results of the local measure for concept compares from the reference and the learned 
ontology. 

2.2   Task-Oriented Approaches 

Task-oriented approaches focus on the practical use of ontology in applications. Such 
evaluation focuses on user types, usefulness, usability, and use cases. Although this 
type of approaches can directly benefit practical applications by putting ontology to 
use, it does not provide generic viewpoints about the quality of an ontology outside the 
application context. 

The task-based approach [19] is to evaluate ontologies at three basic levels: vo-
cabulary, taxonomy and (non-taxonomic) semantic relations. It presents an evaluation 
scheme that allows ontology engineers to employ a number of different ontologies and 
to measure their performance on specific tasks. This approach provides performance 
measures as follows; quantify the respective gains and losses of insertion, deletion, and 
substitutions errors; populate and improve the ontology as derived from the results of 
individual specific error types; and re-evaluate the respective performance increases 
resulting from the improvements.  

Structure and function based evaluation [19] views ontology evaluation from cus-
tomers’ perspectives. It emphasizes practical ways (functions) for ontology consumers 
to discover and evaluate ontologies. This approach suggests ontology summarization, 
e-pinions for ontologies, views and customization.  

OntoMetric [17] is a method that helps choose the appropriate ontologies for a new 
project or a new system among existing candidate ontologies.  OntoMetric provides a 
set of processes that the user should follow to obtain the measures of suitability of 
existing ontologies, regarding the requirements of a particular system. The main 
drawback of OntoMetric is related to its usability: specifying the characteristics of 
ontologies is a complicated and time-consuming process; assessing its characteristics is 
quite subjective. Moreover, the number of use cases is limited, which is an important 
obstacle to specifying parameters based on a large number of comparable cases.  

Hartmann et al. [14] provides a classification of various ontology evaluation 
methods and tools for industrial practice. The method and tools are classified by the 
following tasks: 1) selecting existing ontologies, 2) measuring the similarities between 
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textual source and its corresponding ontologies, 3) evaluating the impacts of ontology 
on IS applications, 4) checking the quality and consistency of ontologies, and 5) 
monitoring ontology in use.  

3   A Framework for Ontology Evaluation  

Based on the review of ontology evaluation approaches, we propose a framework for 
ontology evaluation. The framework provides a set of dimensions for classifying on-
tology evaluation methods, and for each dimension, it proposes measurement criteria 
for ontology evaluation. Additionally, we also propose guidelines for choosing ontol-
ogy evaluation methods based on the objectives of an ontology.  

Table 1. Taxonomy of Ontology Evaluation Approaches 

Ontology Evaluation
DDimensions

Articles

Scope (Gómez-Pérez 2003), (Hartmann et al. 2004), (Lozano-Tello et al. 2004), (Porzel et al.
2004), (Daelemans et al. 2004),(Noy et al. 2004), (Staab et al. 2006)

Layer (Welty et al. 2001), ( Porzel et al. 2004), (Daelemans et al. 2004), (Yao et al. 2005),
(Spyns et al. 2005), (Staab et al. 2006)

Life Cycle (Welty et al. 2001), ( Gómez-Pérez 2003), (Hartmann et al. 2004), ( Lozano-Tello et
al.2004), ( Brewster et al. 2004), (Spyns et al. 2005)

Quality Pr inciples ( Welty et al. 2001), (Gómez-Pérez 2003), (Yao et al. 2005)
Methods (Hartmann et al. 2004), (Brewster et al. 2004), (Yao et al. 2005), ( Spyns et al. 2005)  

3.1   Ontology Scopes  

Determining the domain and scopes of an ontology is important to both evaluation and 
building of the ontology. In ontological engineering, ontology scope is equivalent to 
specification and design aspects for the representation of knowledge underlying things, 
concepts, and phenomena [4]. Also ontology scope can be useful to confirming 
whether the specification and design aspects in ontologies are appropriately imple-
mented. The scope of ontologies can be classified in three aspects. 

• Domain Scope is to evaluate whether the scopes of ontologies are relevant to the 
tasks that ontologies are meant to accomplish in the intended domain. 

• Conceptual Scope is to evaluate whether ontologies well-represent hierarchical and 
taxonomical concepts. 

• Technical Scope is to evaluate whether the specifications and requirements for 
ontologies are integrated smoothly and correctly in terms of ontology integration 
and application in practice. 

3.2   Ontology Layers  

Ontology has a complex structure and it is not practical to directly evaluate ontology as 
a whole. Accordingly, it would be more efficient to focus on the evaluation of different 
layers of ontology separately. In addition, the layer-based approach allows for the use 
of distinctively different automatic techniques for different layers [15]. 
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• Lexicon/vocabulary layer. This includes criteria relevant to knowledge represen-
tation and conceptualization of ontologies such as naming criteria in concepts, in-
stances, and facts. Naming criteria assesses how well terms and definitions are 
formulated. Evaluation on this layer tends to involve comparisons with various 
sources of data concerning the problem domain (e.g. domain-specific corpora), as 
well as techniques such as string similarity measures (e.g. edit distance).  

• Structure/ architecture layer. The structural attributes of ontologies are of primary 
interest in this layer. This layer is more relevant to hierarchical and taxonomic 
elements of ontology such as hierarchical relations among concepts, reasoning, and 
modularization. Usually this layer can be evaluated with both pre-defined principles 
or criteria and the suitability for further development [8]. 

• Representation/ semantic layer. This layer contains criteria relevant to the se-
mantic elements of ontologies. Accordingly, the evaluation focuses on how ade-
quately the semantic elements conceptually describe the structural elements that 
have been defined [2]. 

• Context/application layer. An ontology may be part of a large collection of on-
tologies, and may reference or be referenced by various definitions in these other 
ontologies [1]. It is very important to take this context into account when evaluating 
ontology. Another relevant issue is the application context where the ontology is to 
be used in. Typically evaluation looks at how the outcomes of the application are 
affected by the use of ontology.  

3.3   Ontology Life Cycle  

A technical evaluation must be performed throughout the life cycle of an ontology. The 
purpose is to detect the absence of some well-defined properties in the definitions in 
specification, knowledge acquisition, conceptualization and integration [9]. Ontology 
life cycle is the set of stages through which the ontology moves during its time. Each 
stage involves different levels of activities with regard to management, development, 
and support of ontologies. Accordingly, specific techniques used in each activity and 
the outputs from each activity need to be evaluated [10].  

• Specification. The purpose of this phase is to develop informal, semi-formal or 
formal ontology requirement specification, using a set of intermediate representations 
or using competence questions. Accordingly, the intended scope, domain, and  
purpose of the ontology should be identified. Well-characterized specification is 
important to the design, evaluation, and reuse of an ontology. The specification needs 
to be checked for problems such as incompleteness, inconsistency, and conciseness 
and for feasibility. Thus, the evaluation is performed in the following areas: the de-
gree of required formality, the set of terms to be represented, their characteristics and 
the required granularity of contents.  

• Knowledge acquisition. As an independent activity in ontology development 
process, most acquisition is done simultaneously with the requirements specification 
phase. Knowledge can be elucidated, inspecting potential relevant glossary and re-
fining the list of terms and their meanings. Sources span the complete range of 
domain experts who hold knowledge. Motivating scenarios and informal compe-
tency questions are collected. The competency questions, informal and formal text 
analysis are used to check whether the ontology is fit for purpose. Thus, this phase 
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verifies the domain facts and the abstract inference rules by using collected com-
petency questions. 

• Conceptualization. This phase is to identify the key concepts that exist in the  
domain, their properties and the relationships that hold between them, and is to 
structure the domain knowledge in a conceptual model that describes the problem 
and its solution in terms of the domain vocabulary identified in specification activ-
ity. As an outcome of the conceptualization, a complete Glossary of Terms is built, 
including concepts, instances, verbs and properties. Thus, this phase needs to checks 
consistency and completeness of identified domain terms such as concepts, in-
stances, verbs relations or properties and their applicable informal representations. 

• Integration. Sometimes an ontology uses or specializes existing ontologies to speed 
up the construction of the ontology. This phase is closely related to the reusability. 
When reusing the existing definitions, a task may be frequently hindered by the 
inadequate documentation of existing ontologies and their implicit assumptions. 
This phase assesses some uniformity in definitions across ontologies.  

3.4   Ontology Quality Principles  

Ontology is semantic oriented and may take a variety of forms. This leads to ambiguity 
in ontology evaluation. Therefore, ontology evaluation deserves more precise and clear 
principles. The following principles are most commonly identified in the ontology 
evaluation literature [8], [13]. 

• Consistency. This principle refers to the capability of getting no contradictory 
conclusions simultaneously from valid input data [9].  For example, ontology en-
gineers check whether an ontology has semantic consistency in the definitions, the 
meanings of formal and informal definitions, and sentences that may be inferred by 
using other definitions and axiom that may or may not belong to the same ontology.  

• Completeness. Sometimes some of important information about concepts in on-
tologies can be overlooked. Such incompleteness often leads to ambiguity and a lack 
of reasoning mechanisms. Precision and recall, set-based measures can be used for 
examining the incompleteness errors of ontologies.  Precision is a measure of the 
ability of an ontology present only relevant item and recall is a measure of the ability 
of an ontology to present all relevant items. The completeness of a definition  
depends on the level of granularity agreed to in the whole ontology. To detect in-
completeness of an ontology and its definition, the class hierarchy, the domains and 
scopes of the functions and relations, and classes need to be verified. The incom-
pleteness errors in ontologies can be classified by incomplete concept classification, 
partition errors, and disjoint knowledge omission [11].  

• Conciseness. This principle is related to whether all the information collected in an 
ontology is useful and precise. Conciseness doesn’t imply absence of redundancies. 
Sometimes, some degree of controlled redundancy can be useful in identifying 
definitions. Explicit redundancies do not exist among definitions and redundancies 
cannot be derived using axioms attached to other definitions. Finally, the set of 
properties in the definitions of a class can be precisely and exactly defined.   

• Reusability. Ontologies can import and export modules among ontologies. How-
ever, the effectiveness to interoperate modules among ontologies is often reduced 
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due to the use of different ontological scheme, that is, structural and semantic het-
erogeneity between ontologies. String matching metric can be used for measuring 
similarity between two strings.  

3.5   Ontology Evaluation Methods  

The choice of ontology evaluation methods can be contingent upon ontology devel-
opment methodologies. Such a consideration is also related to other factors such as 
degree of formality and domain coverage or future extensions of ontology. Nonethe-
less, along this dimension, there are three main methods that cover all possible aspects 
of ontology evaluation. 

• Independent method. They are used for various types of ontologies developed with 
different tools and different knowledge representation and formalization. These 
methods can be applied to ontology evaluation, no matter which methodology or 
approach is used for ontology development [16]. Precision, recall and string 
matching matrix are the examples of the independent methods. 

• Verification. The verification of ontologies is to detect anomalies can occur due to 
the combination of ontology definitions and rules. Taxonomy evaluation and On-
toClean are examples of this type of approach.  

• Validation. This refers to a diagnostic task over ontology elements, process, and 
attributes. Structural measures, functional measures and usability -profiling meas-
ures are the examples of validation [7].  

 

 

Fig. 1. Proposed Framework for Ontology Evaluation 

4   Conclusion and Further Research  

Ontology evaluation is a complex and time-consuming process. It is impossible for  
a single approach to ontology evaluation to work best for all application contexts. 



 A Framework for Ontology Evaluation 17 

 

Instead, the selection of an evaluation approach should consider a number of factors, 
including the phases where the ontology is evaluated, the application and domain in 
which the ontology is to be used, and the aspects of the ontology to be evaluated.   

The proposed framework lays the groundwork for developing a comprehensive 
approach to ontology evaluation, addressing both basic ontology dimensions and con-
crete criteria. It allows conducting a multi-dimensional evaluation. It also supports the 
view that ontology evaluation should be considered throughout the entire life cycle of 
an ontology [8], [10]. This research can be continued in the following directions:  

• Development of guidelines for choosing and prioritizing different dimensions of 
ontology evaluation in research and practice. High quality ontology measures and a 
set of agreed-on evaluation measures will support the general development and 
evolution of ontology engineering environment. Nonetheless, the importance of 
specific ontology evaluation criteria is likely to vary with ontology context.   

• Identification of evaluation tools and methods that can be used to support each 
dimension of the framework. Tools can be used to automatically check if certain 
quality criteria are satisfied during the engineering phases, and if not, issue appro-
priate warnings.   

• Implementation of the framework to demonstrate the validity and effectiveness of 
the framework.   

 
The ontology evaluation framework proposed in this research is expected to help improve 
the use of ontologies by providing a set of dimensions for selecting good ontologies.  
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Abstract. This paper intends to demonstrate how open innovation systems 
could be developed by tackling the challenging knowledge management prob-
lems that are encountered when aiming at involving very large audiences. This 
is the case when generalizing open innovation approach beyond companies to a 
wider societal context like in the case of national innovation systems. The Open 
Innovation Banking System (OIBS) project, funded by the European Social 
Fund (ESF) and the participating higher education institutions in Finland, is 
used as a basis for our discussion. It specifically aims at bringing the largely 
underutilized creativity of students and senior citizens to play. Among several 
technologies to develop OIBS, mashups as hybrid web applications can play an 
important role in such constantly evolving system and contents. However, rely-
ing only on unstructured text inputs, the services of textual content sharing for 
OIBS would require intelligent text processing that far exceeds the capability of 
such applications. In this paper, we propose an “idealet”-centric solution for 
representing the data submitted by users, enabling concise description, refine-
ment and linking of ideas as input for innovation processes. An idealet is de-
fined as the core knowledge about an innovative idea. The relationships among 
idealets and essays can be represented in a semantic network in terms of their 
relationships. This scheme allows the mashup applications for OIBS to more ef-
fectively retrieve, process, extract, and deliver the most important knowledge 
from an ocean of information contributed by participating information com-
poser, reviewers, and users. The paper also discusses how the idealet-centric 
approach can be employed for a functional open innovation system. 

Keywords: Open Innovation, Mashup, Semantic Network, Knowledge Model-
ing, “Wicked” Problems. 

1   Introduction 

The idea of open innovation has gained exceptional momentum with web 2.0 enabled 
social media and collaborative services and has quickly gained popularity since it was 
promoted by Henry Chesbrough in 2003 [2]. The central idea behind open innovation 
is that in a world of widely distributed knowledge, companies cannot afford to  
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rely entirely on their own research, but should instead buy or license processes or  
inventions (e.g. patents) from other companies. In addition, internal inventions not 
being used in a firm's business should be taken outside the company, for example, 
through licensing, joint ventures, or spin-offs. While Chesbrough originally focused 
on firm’s perspective the open innovation approach has potential to foster solution of 
many of today’s challenging problems - or so called “wicked problems” -  when gen-
eralized from organizations to wider societal context and supported by appropriate 
discourse mechanisms. Here a “wicked problem” is referred to as “to describe a prob-
lem that is difficult or impossible to solve because of incomplete, contradictory, and 
changing requirements that are often difficult to recognize. Moreover, because of 
complex interdependencies, the effort to solve one aspect of a wicked problem may 
reveal or create other problems.” [12]. 

This paper is intended to demonstrate how such systems could be developed by 
tackling the knowledge management problems in Open Innovation Banking System 
(OIBS) project, an EU sponsored open innovation system project in Finland aiming at 
bringing the largely underutilized creativity of the students and senior citizens to play 
[13]. Specifically, OIBS is a kind of textual contents sharing system, which is similar 
to Wikipedia in its open content service [14] but with the focus on innovative ideas 
contributed by the users. 

When applying the open content approach to the development of the idea bank sys-
tem – not just to the process of producing its content - it becomes important to support 
approaches that enable very easy and lightweight linking of various value adding  
services as well as composition of new services. The mashup approach [10] can be 
applied in the ongoing development and extension of such a system by providing sup-
port for analyzing information and evaluating contributions, for identifying related 
items and supporting composition, and for ranking, visualizing, and various other 
forms of processing. There are a number of most well-known mashup implementa-
tions, such as Microsoft Popfly (discontinued on August 24, 2009), Google Mashup 
Editor (Deprecated, since January 14, 2009), Mozilla Ubiquity, Yahoo! Pipes, and 
Open Mashup Alliance. However, relying only on unstructured text inputs, these ser-
vices for typical idea banking and brainstorming support systems would require intel-
ligent text processing that far exceeds the capability of such applications. In the last 
couple of decades great efforts have been exerted to develop various techniques, 
methods, and algorithms for automatically processing and summarizing unstructured 
text documents, but there is no practically feasible resolution that is applicable to our 
specific application context. The challenging problems include:  

 

− How to effectively and efficiently manage a large amount of textual contents, and  
− How to support composition, refinement and more structured processing and dis-

course on the submitted contents. 

To address these problems, we suggest a solution, idealet-centric knowledge modeling, 
for structuring the information elements (i.e. inputs and possible outputs of the mash-
ups) in a more meaningful way, so that the information can be better understood and 
processed. The structuring also supports discourse, idea refinement, and composition 
processes for providing input for the innovation process. The analogous problem of 
supporting of scientific collaboration has been earlier addressed by proposing a struc-
tured discourse model [5] based on the IBIS-model [12]. With the current pervasive 
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Internet connectivity and social network systems even very large scale of introduction 
of such approach has become viable. An idealet is defined as the core knowledge about 
a piece of innovative idea. Based on the idealet-centric model, we show how the essays 
contributed by the users of an open innovation system can be processed incorporating 
with the information retrieval techniques, such as the latent Dirichlet allocation (LDA) 
model [1]. Then a semantic mashup approach using the latest text snippet extraction 
technique can be employed to extract innovative ideas. This scheme allows the mashup 
applications for OIBS to more effectively process the most important knowledge from 
an ocean of information contributed by participating information composer, reviewers, 
and users. In this way, the suggested idealet concept and structure as a lightweight 
knowledge representation scheme that can be applied in Web environment both from 
technology and from user perspectives thus promoting scalability and adoption of open 
innovation systems. The idealet model and tools making use of it is suggested to pro-
vide value both to idea contributors and to participants looking to further processing of 
ideas in the innovation process. Thus, we can expect it to help boosting the initial 
adoption and scaling of use of OIBS and other such systems, which is typically a major 
challenge in their successful introduction. 

2   Challenges in OIBS - Mashing Up the Innovative Ideas 

The OIBS concept is based on the idea that Online Social Networks can be utilized as 
a critical part of National Innovation System i.e. National Open Innovation Systems 
(NOIS) as illustrated in Fig. 1 that presents the general Innovation Triangle frame-
work which consolidates NOIS [13].  

 

Fig. 1. General Innovation Triangle framework [13] 
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With the aim of generating new ideas (i.e. the top box) NOIS framework includes 
two complementary innovation sources: first, future market environment information, 
presenting visions of the future (i.e. the left box) and second, current market environ-
ment information, presenting today’s challenges (i.e. the right box). By combining 
these, the approaches of collaborative content production and intelligent content rec-
ommendation will significantly boost the possibilities of unexpected findings, which 
have been identified as a major innovation source. It has also been recognized by [13] 
and others that a successful innovation system must include options for rewards for all 
key actors. 

The OIBS project launched in 2008 aims at creating an environment that supports 
the OIBS approach and takes it into large scale operational use starting from a net-
work of higher education institutions. The challenges in the development of such a 
system are described in [6]. The intended widespread use of OIBS requires that the 
system should be easy to learn and use. Still it should have very powerful features for 
the management, processing and presentation of huge amounts of fairly unstructured 
data. Once the user community gets large, the OIBS system will contain huge 
amounts of valuable pieces of information just waiting to be combined intelligently to 
form innovative solutions to the needs of companies and the society. The technology 
development subproject adopts the open approach that is basis for the content crea-
tion. It is based on enabling development of the web based applications collabora-
tively and has made the technology entirely open source. Specifically, the potential of 
mash-up type of approach has been recognized for supporting community innovation. 
As a relatively new concept, the project has a challenge to attract developers and con-
tent contributors. 

Among several technologies to develop OIBS, mashups as hybrid web applications 
play an important role in the system as they can combine contents from multiple web 
sites into a single application. They have become popular because of the emphasis on 
interactive user participation in which they aggregate and stitch together the data from 
multiple sources. However, before mashups can make the transition from cool toys to 
sophisticated applications, much work will have to go into distilling robust standards, 
protocols, models, and toolkits. Due to complexity of the input information, most of 
current mashup applications have limited functions and majority of them are based on 
Google map applications [11]. Therefore, they are incapable of aggregating a large 
amount of textual information.  

3   The Idealet-Centric Knowledge Modeling Scheme 

3.1   The General Idea 

We suggest a knowledge structuring approach - the “idealet” that can help boost the 
open development approach of both the environment itself as well as the content of 
OIBS. Idealets can represent the knowledge embedded in the previously unstructured 
text inputs at least semi-structured with the focus on the innovative components.  In 
this way, they allow new functionalities and services, like intelligent text analysis, 
incentive mechanisms and reward systems to be developed and plugged on the core 
OIBS services. In addition, by incorporating the text mining techniques into mashup 
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applications based on the semantic representation of the input information, the 
idealet-centric modeling scheme will enrich the knowledge being processed. The ba-
sic mechanism for semantics are provided using the “idealet” attributes and can be 
enriched with user defined tags. 

Our model is expected to increase the dynamics of the individual’s creativity by 
creating an online environment where a conventional habit is easily exceeded. The 
collaborative content production and intelligent content recommendation approach 
together will significantly boost the possibilities of unexpected findings which are a 
major innovation source. We conceive a new people-to-people interaction based ap-
proach to support the innovation system. This way, people with fresh ideas and people 
with practical knowledge can effectively combine their forces in an open innovation 
based social networking community. 

To better illustrate the knowledge modeling scheme we narrow down our discus-
sion to open textual content systems, where the pieces of textual contents produced by 
users are named as “essays”. These essays are short articles that may contain limited 
multimedia information that are associated to some part of text information. As the 
basic inputs, essays are contributed by content composers – a subcategory of users. 
The idea behind this phenomenon is that the content users may take the role of con-
tent composers if they want to contribute. This kind of user-driven services has been 
studied and advocated recently [4].  

The essays in the open innovation system are short articles consisting of one or 
multiple idealets. Fig. 2 shows the structure of such a system for managing shared 
textual contents. The essays in the database are converted into knowledge via a se-
mantic network, which appear as the innovative ideas at the user end. There are three 
user interfaces. The Innovation Services interface is the main one to content users, 
which allows content users to create, edit, retrieve, summarize, aggregate, and market 
essays. The System Admin interface is used to manage the system and services by the  
 

 

 

Fig. 2. The logic structure of an open innovation system with textual content services 
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system administrators. The Supporting Services interface provides advanced services, 
such as copyright management, essay evaluation, annotation, user-configurable ser-
vices, etc., mainly for those advanced or power users. The idealet-centric approach 
can help composers to structure their essays in the way that will ease the access of 
them. Most importantly, the essays organized in idealets with relationships among 
them are more informative for mashups to aggregate innovative contents in better 
quality to users. 

3.2   Knowledge Modeling with Idealets 

A semantic network based knowledge modeling approach for idealets can be applied 
to the open innovation system with a specific focus on the identified innovative con-
tents. Idealets are then associated to each other with regard to their categories and 
attribute values in conjunction with the relationship among essays. The attributes also 
enable implementation of relevant models of structured discourse for argumentation-
based approaches [5].  

When users input their essays they will be advised to input key information of the 
essay as its attributes, such as the theme of the essay, keywords, references, category, 
type of the essay, etc. Some of the attributes are generic and some are specific to  
the context and user group (e.g. in the context of OIBS this ranges from course as-
signment with students to open ideation for thematic area, or locally or situationally 
relevant issue, with elderly people). Importantly, inputting the attributes happens as 
natural part or side effect of the process minimizing the user efforts. These attributes 
obviously enrich the input information and will serve as a good source for the applica-
tions to mash multiple inputs up into a piece of new essay. Since an essay may  
contain more than one idea, idealets then become the fundamental components in a 
semantic network formed by essays. An example of semantic network for the rela-
tionships among idealets is shown in Fig. 3. There are two major types of relation-
ships among idealets – 1:1 Relation and 1:M Relation. Examples of 1:1 Relations are 
“extended from”, “referred to”, and “differentiated from”; examples of 1:M Relations 
include “multi-referred to”, “integrated from”, and so on. In addition to the relation-
ships among idealets that represent the major knowledge structure of the essays, the 
relationships among essays also form a semantic network at a higher level. The rela-
tionships among essays can be inherited by the idealets within the essays. Also, they 
help discovery of relations among seemingly unrelated essays (e.g. as described above 
on in the OIBS use cases). 

It is worth noting that this idealet-centric semantic network is a customized  
application of the semantic network method to meet the specific requirements of open 
innovation systems. There has been abundant research in extending the classical  
semantic network knowledge representation scheme that was very popular in the arti-
ficial intelligence research area. Recent relevant research efforts include those  
in knowledge discovery and semantic web, for example, personalized knowledge rec-
ommendation [9], the application in discovering knowledge from computer-mediated 
discussions [7], and automatic web content archiving [3].  

The main purpose of an open innovation system is to allow users to exchange their 
ideas and generate input for innovation process. This involves knowledge creation, 
dissemination, integration, and refinement. Naturally, idealets become the elemental  
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Fig. 3. The semantic network at the idealet level 

unit of the knowledge in the semantic network. The essay is the carrier of idealets and 
predetermines its idealets’ attributes. In this way, the two-level semantic network  
becomes the basic form of the idealet-centric knowledge model. 

Idealets in an essay are normally tied to each other closely as they are tightly inte-
grated together by a stream of textual contents.  Theoretically, they can be identified 
in terms of latent Dirichlet allocation (LDA) [1], which stems from the Dirichlet dis-
tribution, a family of continuous multivariate probability distributions characterized 
by a vector of positive real values. LDA allows sets of observations explained by  
unobserved groups which explain why some parts of the data are similar. Once the 
vector of terms with their frequencies is generated from an essay, the terms can be 
partitioned into subgroups according to the number predefined. In this way, the out-
come of an essay processed by the LDA model will be a set of idealets, each being 
associated with a term vector that comes with the probabilities for each term. To en-
sure that the automatically created idealets are meaningful, the results of this process 
may be verified by the one who submitted the essay – or by other members of the 
community. Thus, this combined process would provide substantial boost in idea 
processing, refinement and linking. 

Our application of semantic network approach differs from others in that we focus 
on the level of idealet and the formation of the semantic network based on combining 
it with the web 2.0 approach. The better quality the description of the idealet is, the 
more comprehensive the semantic network is, and the more likely the innovative idea 
will be adopted. Therefore, essay composers have incentive to conceive their essay in 
a way making use of the idealet-centric knowledge representation scheme. In the best 
case, an essay composer can readily outline each idea with detailed information.  By 
default, there is only one idealet in the essay but the composer may specify number of 
idealets. In summary, the idealets are identified by two approaches, either defined by 
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essay composers or generated by the LDA model. Each idealet is characterized by a 
vector of terms, each of the terms having a probabilistic value.  

3.3   Idealet-Based Textual Information Processing 

As the ideas are described by text (and optional media elements) it is important to 
support textual information processing in addition to processing of the structured data 
elements. Below we describe the basic textual information processing functions for an 
open innovation system idea bank: 

 
−  Idealet search 

Since every idealet is characterized in a weighted vector of terms, the search  
for the most matched idealets is a calculation process of semantic distance or co-
sine-similarity between the query and the candidate idealets. This can be seen an 
extension from the previous semantic network based search, which relies on the 
semantic links among idealets.  

− Idealet comparison 
The “innovativeness” is an important criterion to justify the contribution of an es-
say. The weighted vector of terms for idealets allows the calculation of the distance 
between two idealets to determine the extent of innovativeness - in case we choose 
to use such a criterion as a measure of “innovativeness”. Again, this automatic 
processing is meant as input for final judgment to be done by human users, and it 
remains to be studied what would be the appropriate criteria in various cases.   

− Idealet aggregation  
Based on the enriched inputs of textual information in the idealet semantic network, 
we will apply text snippet extraction technique to reconstruct an essay based on 
many idealets [8]. Text snippet extraction is a special text processing technique 
based on language statistical model to identify certain personalized patterns in a tex-
tual document for the applications such as web search engine construction, custom-
ized text summarization and automated question answering. Li and Chen proposed 
that text snippet extraction can be generalized if a user's intention is utilized. This is 
achieved by constructing and using statistical language models which effectively 
capture the commonalities between a document and the user intention. In particular, 
this approach first employs a document filter to retrieve a set of documents from the 
corpus that are relevant to a profile representing a user’s intention. Since this step is 
orthogonal to the subsequent text snippet extraction, any good filters can be applied 
to retrieve documents. Typically, a document filter conducts a certain similarity 
comparison between the profile and a subset of documents in the corpus which  
contain at least part of the profile. Next, a pair of statistical language models is  
constructed. One pertinent to the user’s intention and the other is independent of this 
intention. Using these two models, two probabilities of each word in the relevant 
document being generated by either model are calculated. In this approach, a rele-
vant document is treated as a sequence of words, each associated with these two 
probabilities. Thus, from every relevant document, one or more snippets that are 
deemed to best satisfy the user's intention can be extracted. In this way, the system 
can overcome the rigidness of existing approaches by dynamically returning more 
flexible start-end positions of text snippets, and is semantically coherent. 
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When a user enters a string of keywords to summarize relevant ideas proposed by 
others, the system will do the following steps based on the idealet-based knowledge 
representation: 
 

− Step 1: retrieve a number of relevant essays and rank them in accordance with the 
semantic distance from the query 

− Step 2: use a configurable cut-off level to keep those most relevant essays for  
further processing 

− Step 3: these top-N relevant essays are treated as one document and fed into the 
text snippet extraction engine [8] to construct a new condensed essay. 

This is in fact the main idea of text mining based mashup applications. 

4   Implementing an Open Innovation System  

Based on the idealet-centric approach, an open innovation system for text information 
sharing is depicted in Fig. 4. The idealet-centric data model is built upon a network 
infrastructure, normally the Internet or an intranet. These idealets organized by the 
model are constructive blocks for open innovation services delivered by semantic 
mashups, and technically implemented in the advanced methods, such as text summa-
rization. A series of services may be configured to form certain business processes 
upon needs.  
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Fig. 4. The anatomy of idealet-centric open innovation system 

There are four types of users: system administrators (Admins), who support the op-
eration of the system, service developers (Developers), who provide the evolving func-
tions of the system to users, project managers (Managers), who are leaders of specific 
projects which are configurable upon needs, and normal users (Users), who contribute 
the knowledge to the open innovation system. Users of the system could play different 
roles, including idealet contributor, idealet reviewer, and idealet follower. 

To facilitate different needs of the open innovation system, a number of utilities 
must be available. In the left column of the system diagram in Fig. 4, the Application 
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Configuration System is for project managers to define their projects, the Open 
Source Development Environment is for service developers to enhance the functions 
of the system, and the System Management module is dedicated for system admini-
stration purposes.  

There must be several incentive-compatible mechanisms to guarantee the effective 
operation of the system. For example, the following are the most important incentive-
compatible mechanisms for an open innovation system: 

 
− The incentive for users to contribute idealets. The idealet contributors should not 

be bothered by the copyright problem. Their contributions to the system must be 
clearly identified and properly evaluated. 

− The incentive for idealet contributors to input the contents in the way that can  
better organize the text information for further processing.  

− The incentive for users to follow the innovative ideas available in the system. Ob-
viously, the number of followers can well indicate the value of an idealet or a set of 
idealets.  

− The mechanism to promote high quality idealets that will attract better followers 
and keep the thread moving forward. For this purpose, some users of the system 
will be playing the role of reviewers of the idealets. Their contributions must be 
accounted and encouraged. 

5   Concluding Remarks 

This paper introduces the main ideas on how to implement an idealet-centric knowl-
edge representation scheme and how this scheme can be used for semantic mashups. 
In particular, we demonstrate how the scheme would help in the development of very 
large scale open innovation systems by tackling the challenging knowledge manage-
ment problems encountered when involving wide and diverse audiences. The combi-
nation of the idealet model and semantic mashup tools making use of both structured 
and textual information processing are expected to provide value to idea contributors 
as well as to those looking to their further processing as inputs for the innovation 
processes. This should help boosting the initial adoption and scaling of use of OIBS 
and other such systems, which is typically a major challenge in their successful  
introduction. We may expect that successful development of very large scale open 
innovation support systems would require the described approach of combining 
automatic structured and textual content processing with the individual and commu-
nity judgment and efforts. To take this approach further, the research tasks, among 
others, include the development of content aggregation algorithm, and experiments 
using text corpus.  
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Abstract. Avatar-based 3D virtual worlds such as Second Life have drawn  
increasing attention from users and researchers in the past few years as an 
emerging online environment for social, entertainment, and virtual business. 
However, there are very limited empirical studies that have examined the influ-
ence of social-technonlogical constructs (i.e., sense of presence, sense of  
belonging, and cognitive absorption) on users’ satisfaction and their loyalty to a 
virtual world. An aggregate second-order construct that consists of multiple-
dimensions seems a reasonable approach. Moreover, due to the multi-
dimensional characteristics of socio-technological constructs, examining those 
constructs needs to use more stable and reliable higher-order measurements 
than before. Therefore, in this study, we empirically investigate the effect of 
three social-technological constructs as a multi-dimensional second-order con-
struct on the first-time users’ satisfaction with and loyalty to avatar-based vir-
tual world. The results and their theoretical and practical implications are also 
discussed.   

Keywords: Virtual world, sense of presence, sense of belonging, cognitive  
absorption, satisfaction, loyalty. 

1   Introduction 

A virtual world (VW) is an electronic artificial environment where users assume an 
identity as a made-up character and interact with other users in real time in a some-
what realistic manner. People who join a virtual world often establish social relation-
ship with other community members and develop social norms and expectations  
of the community [1]. Some 3D virtual worlds such as Second Life (SL, 
www.secondlife.com) are designed to simulate the real world with sufficient fidelity. 
They possess unique features such as personalized avatars (i.e., visual representations 
of users created by themselves), real-time multi-modal communication, diverse social 
networking activities, teleport, and virtual business. Users can interact with each other 
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through avatars. On the practical side, many companies such as Mercedes-Benz, 
Coca-Cola, and IBM have their presence in SL. Although currently they use their 
virtual stores in SL more for product demonstration and marketing than for direct 
sales, the latter could well be a desirable long-term goal. Thus, understanding influen-
tial factors that can affect users’ decision to use an immersive virtual world like SL 
offers potential value to businesses. 

Both immersive 3D virtual worlds and Web 2.0 technologies can be described as 
social computing or social technology1 [1-3]. Despite their importance, popularity, 
and potential, the research on the effects of social-technological constructs such as 
users’ perceptions on the presence, belonging, and cognitive absorption in virtual 
worlds is scarce2. Moreover, socio-technological constructs have multiple dimensions. 
Sense of presence, for example, has at least two dimensions, namely virtual presence 
(“being there”) and social presence (“being together”). Sense of belonging consists of 
four dimensions: feelings of membership, feelings of influence, feelings of supporting 
each others, and feelings of relationships [4]. An aggregate second-order construct 
comprised of multiple dimensions seems a reasonable approach. As a result, examin-
ing those constructs needs to use more stable and reliable higher-order measurements 
than what were used before.  

This research is aimed to empirically investigate the effect of three socio-
technological variables (i.e., sense of presence, sense of belonging, and cognitive 
absorption) as second-order constructs on the user satisfaction with and loyalty to 
avatar-based 3D virtual worlds such as SL. This study not only provides theoretical 
and methodological contributions to the research on socio-technological constructs in 
avatar-based 3D virtual worlds, but also potentially assists developers of such virtual 
environments with system interface design.  

2   Literature Review and Theoretical Background  

2.1   Sense of Presence 

In Webster's New Collegiate Dictionary, the term ‘presence’ is defined as "the fact or 
condition of being present" or "something… felt or believed to be present". Lombard 
& Ditton [5] interpret presence as a perceptual illusion of non-mediation; presence is 
what happens when a participant ‘forgets’ that his perceptions are mediated by tech-
nologies. Sense of presence (SoP) is the subjective sensation of “being there” [6], 
                                                           
1 This sociological view of technology was first proposed by Jacques Ellul in his 1964 seminal 

book entitled ‘The Technological Society’. Ellul defined seven characteristics of modern 
technology: rationality, artificiality, automatism of technical choice, self-augmentation,  
monism, universalism, and autonomy. According to Ellul [2], technology is progressively 
effacing the two previous environments, nature and society. He argued that “The machine 
represents only a small part of technique…we could say not only that the machine is the re-
sult of a certain technique, but also that its social value and economic applications are made 
possible by other technical advances (p. 4).”  

2 Although the sociological view of technology is discussed before, the unique features and 
social norms of virtual worlds such as SL are significantly different from traditional virtual 
teams and online communities examined in the literature. As a result, previous findings on 
those constructs may likely not be applicable. 
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which is obtained by successful arousal of the emotional reasoning of the human 
brain. SoP has been described as a perceptual flow requiring directed attention and is 
based on the interaction of sensory stimulation, environmental factors, and internal 
tendencies [7].  

There have been many terms associated with sense of presence, such as copresence 
[8], social presence  [9], telepresence [10], virtual presence [11], and para-social pres-
ence [12]. Jsselsteijn et al. [13] argue that that the conceptualization of Lombard and 
Ditton [5] can be grouped into two broad categories: physical and social presence. 
The first is the sense of being physically in a remote space and the second is the sense 
of being together with someone in a virtual space. In this research, we use two reflec-
tive constructs of sense of presence, namely virtual presence and social presence. 
Virtual presence can be considered as a special case of telepresence where a remote 
environment is artificially created [14]. Social presence is the sense of "being with" 
someone instead of feeling of "being there" in a virtual world. Social presence can be 
defined as “the degree to which a medium facilitates awareness of the other person 
and interpersonal relationships during the interaction” [15, p. 118].  Social presence is 
a subjective quality of a communication medium and relates to the social psychology 
concepts of intimacy, determined by physical distance, eye contact, smiling, and per-
sonal topics of conversation, as well as immediacy, determined by the medium's  
capacity in transmitting information [9].  

2.2   Sense of Belonging 

Sense of belonging or sense of community refers to the feeling of connection and 
attachment to a social group [16]. Jones [17] makes a distinction between virtual 
settlement and virtual community. Without sense of belonging, virtual community is 
just virtual settlement. In other words, when this sense of connection is present, a 
virtual settlement can be called a “virtual community”.  

Some researchers have examined a variety of constructs related to sense of belong-
ing. Many of those constructs are originated from psychological or sociological theo-
ries or the literature exploring issues of person-environment (P-E) fit. The concept of 
P-E fit, a measure of a person's general sense of belonging within a particular envi-
ronment, indicates that alignment between characteristics of people and their envi-
ronments results in positive outcomes for individuals and organizations [18].  
McMillan and Chavis [4] proposed four dimensions of sense of belonging: feelings of 
membership (i.e., feelings of belonging to a community), feelings of influence (i.e., 
feelings of having influence on or being influenced by a community), integration and 
fulfillment of needs (i.e., feelings of supporting each other in a community), and 
shared emotional connection (i.e., feelings of relationships within a community). 
They serve as a foundation for users to form loyalty to a group.   

2.3   Cognitive Absorption 

Cognitive absorption (CA), a state of deep involvement or a holistic experience that an 
individual has with a virtual world, can be best manifested by the level of individual 
involvement with Internet and video games [19]. Agarwal and Karahanna [19] posit that 
CA, an intrinsic motivation related variable, is important to the study of technology 
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usage behavior because it serves as a key antecedent to salient beliefs about an informa-
tion technology. They define cognitive absorption as "a state of deep involvement with 
software" that is exhibited through five dimensions: 1) temporal dissociation, or the 
inability to register the passage of time while engaging in interaction; 2) focused immer-
sion, or the experience of total engagement where other attentional demands are  
ignored; 3) heightened enjoyment, capturing the pleasurable aspects of the interaction; 
4) control, representing the user's perception of being in charge of the interaction, and 5) 
curiosity, tapping into the extent the experience arouses an individual's sensory and 
cognitive curiosity. A sense of being in charge and exercising control over software 
interaction should reduce the perceived difficulty of tasks.  

Yang and Teo [20] report in a study that CA positively influences a trial player’s 
willingness to purchase computer games. In addition to leading to positive outcomes 
such as behavioral intention to use a technology, higher levels of CA are also found to 
result in increased user satisfaction and decision performance [21]. On the other hand, 
individuals who exhibit problematic usage behavior often report total immersion, time 
distortion, and a sense of control [22]. Therefore, it is important to examine the effect 
of CA on user intention to use a virtual world.  

3   Research Model and Hypotheses 

In this study, to investigate the effects of the second-order constructs on users’ satis-
faction with an immersive 3D virtual world (i.e., SL) and their intention to use it con-
tinuously (i.e., Vw-Loyalty), we propose a research model with three second-order 
constructs as presented in Figure 1.  

3.1   Satisfaction and Virtual World Loyalty  

The ultimate endogenous construct of this study, a user’s loyalty to the virtual world 
(Vw-Loyalty), has its root in the consumer behavior literature. Rowley and Dawes  
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Fig. 1. Virtual World Loyalty Model 
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[23] conceptualized consumer loyalty as a positive attitude reflecting three concepts: 
repeated patronage to a retailer, intention to repurchase from a retailer, and willing-
ness to recommend a retailer to others. In this study, by adapting the concept of  
loyalty suggested by Rowley and Dawes [23], we define Vw-Loyalty as a positive 
attitude toward a virtual world that includes retaining, participating, and engaging in 
the services and activities provided by the virtual world, as well as recommending the 
virtual world to others.  

Satisfaction refers to a user’s specialized form of judgment resulting from the pre-
vious experiences of the virtual world. The causal relationship between satisfaction 
and loyalty has been discussed and empirically tested in different contexts in many 
studies [e.g., 24-31].  

Users who are satisfied with a service tend to have a higher usage level than those 
who are not [32]. They may stay loyal to the service because they feel that they re-
ceive a greater value than they would from other competitors [33]. We argue that a 
user’s satisfaction with a virtual world is a significant determinant of his or her Vw-
Loyalty. It is reasonable to argue that after initial use, users who are satisfied with a 
virtual world are more likely to continue using it (i.e., loyalty to the virtual world). 
Therefore, we propose that:  

Hypothesis H1: Satisfaction with a 3D virtual world has a positive effect on Vw- 
Loyalty.  

Aforementioned, sense of presence can be in diverse forms such as virtual presence 
and social presence in a computer-mediated communication environment. Social 
presence implies psychological connections among users in a virtual world, who per-
ceive a virtual world as a personal, sociable, and warm environment, thus creating a 
feeling of human contact [34].   

Several prior empirical studies suggested the relationship between different types 
of presence and attitude in virtual environmental settings, including virtual communi-
ties and online stores. The greater virtual presence that customers experience, the 
more favorable attitude or performance they show [35, 36]. An environment with a 
high level of social presence promotes positive attitude and behaviors such as infor-
mation sharing [37], trust in online stores [38, 39], and participation in a virtual  
community [40]. Considering virtual presence and social presence at the same time, 
Jung [41] empirically tested the direct relationship between those two types of pres-
ence and behavioral intention (i.e., intention to participate in a virtual community). 
Drawing from the evidence of previous studies, we propose that sense of presence as 
a second-order construct positively affects users’ satisfaction and their attitude (i.e., 
loyalty) toward an immersive 3D virtual world.  Thus, we propose that:  

Hypothesis H2a: Sense of presence has a positive effect on satisfaction with the  
virtual world.  

Hypothesis H2b: Sense of presence has a positive effect on Vw-Loyalty.  
 

By adopting four dimensions of sense of community proposed by McMillan and 
Chavis [4], namely feelings of membership, feelings of influence, integration and  
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fulfillment of needs, and shared emotional connection, this study proposes sense of 
belonging as a four-dimensional second-order construct. In computer-mediated com-
munication, users’ satisfaction and performance are found to be dependent on the 
degree of social presence of the communication medium [42]. Several studies have 
investigated the relationship between sense of community and other important out-
comes in face-to-face environments. Surprisingly, there have been very few empirical 
studies on the relationship between sense of belonging and loyalty in virtual commu-
nity context.  

To feel a sense of belonging to a virtual world, one needs to feel he or she is a 
member of the community; members can influence and support each other; and they 
share experience in some senses.  The increased sense of belonging to a virtual com-
munity promotes positive and active involvement [4, 43], and in turn leads to impor-
tant outcomes such as satisfaction, commitment, and copying behaviors (e.g., loyalty) 
in virtual settings [44].  Thus, we propose that: 

Hypothesis H3a: Sense of belonging has a positive effect on satisfaction with a 3D 
virtual world.  

Hypothesis H3b: Sense of belonging has a positive effect on Vw-Loyalty.  

CA consists of several dimensions (Agarwal and Karahanna [19]: temporal dissocia-
tion, focused immersion, heightened enjoyment, control, and curiosity. If users experi-
ence temporal dissociation, they will lose track of time and feel completing a task with 
less time than they actually did. This feeling of being immersed into virtual environ-
ments, sometimes manifested as addiction to a virtual community via daily computer-
mediated communication, is what people experience as virtual community members 
[45]. With focused immersion and heightened enjoyment, all of the attentional re-
sources of a user are focused on a particular task, thus the level of cognitive burden is 
reduced. Curiosity invokes the act of intensive interaction with the technology. Thus, 
in this study, CA is conceptualized as a multi-dimensional second-order construct.  

CA is reported to be a proximal antecedent of two dominating technology accep-
tance factors: perceived ease of use and perceived usefulness (Agarwal and Karahanna, 
[19]. Consistent with the result of previous studies, Lin [46] identifies that users with 
higher CA experience in the virtual community are likely to have a higher level of 
positive usefulness and ease of use beliefs. The previous research (e.g., [47]) reveals 
CA as an important antecedent to user’s beliefs in relation to IT usage. However, there 
have been limited empirical studies examining the relationship between CA and the 
pivot constructs (i.e., satisfaction, and loyalty) in a virtual world. Thus, this study 
mainly focuses on the direct effect of cognitive absorption on pivot constructs.  

Drawing upon previous studies, we expect cognitive absorption, a second-order 
aggregated construct of four dimensions3, has positive influence on user’s satisfac-
tion with and loyalty to a 3D virtual world. In other words, when people are  
absorbed into a 3D virtual world, they generally believe interaction with the virtual 
world is more useful and effortless and are more likely to be satisfied with it. Hence, 
they will intend to use it more frequently and likely recommend it to others [46]. 
Thus, we propose that:  
                                                           
3 Control dimension is not used in this study because there is a conceptual overlap with virtual 

presence. 
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Hypothesis H4a: Cognitive absorption has a positive effect on satisfaction with a 
3D virtual world.  

Hypothesis H4b: Cognitive absorption has a positive effect on Vw-Loyalty. 

4   Research Methodology and Data Collection 

To assess the research model and test the hypotheses, a survey research methodology 
was adopted. We followed the three stages of instrument development suggested by 
Moore and Benbasat [48]: item creation, scale development, and instrument testing. 
For the survey item creation, all measurement items were initially adopted from pre-
vious literature sources. To improve the measurement scale, a panel of experts care-
fully reviewed the instruments, identified ambiguous items, and modified them to fit 
the research context. Most of the scales were anchored as 7-point Likert-type with 
such end points as “strongly disagree/strongly agree” and “very dissatisfy/very sat-
isfy”. The instrument items4 were tested for reliability, construct validity, and conver-
gent and discriminant validity.   

4.1   Data Collection 

A careful data collection method is required because of several reasons: i) the deci-
sion to adopt and use a technology innovation is a multi-stage process [49, 50]; ii) all 
three second-order variables are meaningful mainly for those who have already been 
exposed to the 3D virtual world of interest (i.e., Second Life); and iii) the concept of 
loyalty adopted from Rowley and Dawes [23] is related to transaction experiences 
from a longitudinal perspective. Therefore, we followed a multi-stage data collection 
plan for the first-time SL users.  Three rounds of survey were administrated to a group 
of students at two public universities in the United States.  

Students participated in the surveys voluntarily as an optional bonus assignment 
for an introductory IS class. In the first step, Second Life was introduced and demon-
strated in the class. Since SL is a relatively new 3D virtual world, this introduction 
section was a necessary step to provide basic understanding of SL. The 30-minute 
introduction section covered the definition and examples of virtual worlds, general 
information about SL, various social, entertainment, educational activities that can be 
performed, and virtual economy in SL. Right after the introduction section and tuto-
rial, students were asked to fill out the first-round survey, which contained questions 
about their try-out intentions and basic demographics. We also gathered data on 
whether participants had any prior experience with Second Life.  

After the first-round survey, respondents who did not have any prior experience 
with SL were asked to create a free Second Life user account within a two-week time-
line and gaining some actual experience with SL. The detailed instructions on how to 
create a free SL account were provided to participants. The bonus assignment re-
quired participants to accomplish several tasks designed for Second Life, including, 
but not limited to, navigating SL, communicating with other SL residents, earning SL 
money in LD$, and went shopping in virtual stores in SL. After they gained initial SL 
                                                           
4 Due to the space limitation, the measurement items are not included, but are available from 

the authors upon request.     
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experience, participants were asked to fill out the second-round survey, which com-
prised questions related to their initial-usage experience and initial satisfaction. A 
total of 78 students participated in the second round survey.   

The third-round survey about post-usage was conducted four weeks after the sec-
ond-round survey was done. In that survey, all respondents were asked to provide 
information about the sense of presence, sense of belonging to SL, cognitive absorp-
tion, their satisfaction about SL experience, and their intention to continue using SL. 
A total of 75 responses were received. After eliminating invalid responses, a total of 
71 usable responses were available for measurement model testing and structure 
model testing.  The average age of 71 participants was 25.6 years old; 58.6 percent 
were male; participants rated a relatively high level of experience with computers 
(mean = 5.77) and Internet technology (mean = 6.05) on a scale of 1 to 7 (1-novice/ 
7-expert).  

5   Data Analysis and Results 

To test the proposed research model, we employed SmartPLS 2.0 M3 for data  
analysis. Since the number of maximum arrowheads in the model pointing to the  
 

Table 1. Descriptive Statistics and Reliability Coefficients for Constructs 

Constructs Mean+ S.D.+ 
Cronbach 

Alpha 
Composite 
Reliability

AVE 
Concept & Scales 

adapted from 
Sense of Presence 3.843 1.347 0.961 0.966 0.705 Second-order++  
Virtual Presence 3.211 1.746 0.959 0.969 0.861 [52] 
Social Presence 4.474 .948 0.930 0.944 0.708 [52] 

Sense of Belonging  3.127 1.438 0.969 0.973 0.719 Second-order 
Feelings of  

Membership 
3.231 1.489 0.943 0.959 0.855 [53] 

Feelings of  
Influence 

2.918 1.463 0.796 0.881 0.715 [53] 

Feelings of Support 3.314 1.582 0.932 0.957 0.881 [53] 
Emotional  

Connection 
3.042 1.219 0.919 0.943 0.806 [53] 

Cognitive  
Absorption 3.747 1.530 

0.957 0.968 0.695 Second-order 

Temporal  
Dissociation 

3.839 1.527 0.800 0.867 0.628 [54] 

Focused Immersion 3.558 1.125 0.647 0.826 0.659 [55, 56] 

Heightened  
Enjoyment 

3.780 1.733 0.952 0.966 0.875 [56] 

Curiosity 3.811 1.734 0.946 0.965 0.903 [56] 

Satisfaction 4.170 1.638 0.940 0.957 0.847 [57, 58] 

Vw-Loyalty  3.222 1.977 0.978 0.984 0.937 [59-61] 
Note: +: Mean and standard deviation (S.D.) are calculated using the average of construct items.  
++: Second-order constructs are calculated based on the aggregation of its’ first-order constructs. 
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Vw-Loyalty is four, this study has enough samples to test the proposed model. Fol-
lowing the suggestion of Chin [51], we conducted a two-step assessment process (i.e., 
the assessment of the outer and inner model, respectively).  

5.1   Outer Model (Measurement Model) Assessment 

We tested reliability, construct validity, and convergent and discriminant validity of 
the first-order and second-order constructs. Reliability was tested by Cronbach Alpha 
and Composite Reliability, and convergent and discriminate validity was evaluated 
using Average Variance Extracted (AVE) reported by SmartPLS. Table 1 summarizes 
the descriptive statistics of constructs and literature sources from which the measure-
ment items of the constructs were adopted. Table 2 shows the square root of the AVE 
and the cross correlations of latent variables. 

The results show that all Cronbach Alpha coefficients and Composite Reliability 
scores are greater than 0.7, indicating adequate internal consistency. For convergent 
and discriminate validity, AVE values of all constructs are much higher than 0.5, the 
minimum requirement [62], and the square root of the AVE of all constructs are larger 
than the cross-correlations among latent variables (see Table 2), indicating that more 
variance is shared between the latent variable component and its group of indicators 
than with another group representing a different group of indicators [63].  

Table 2. Correlations of Latent Variables 

 1 2 3 4      1  11 12 
1. Virtual resence .            
2. ocial resence . 3 .           
3. eelings of Membership . 2 . 1 .          
4. eelings of Influence . . 3 . 3 .         

. eelings of upport . 3 . . . .        

. motional onnection . . 1 . 2 . . 2 .    

. Temporal Dissociation . . . 1 . . . .      

. ocused Immersion . 2 . 2 . . 1 . . . .     

. Heightened njoyment . . . . 1 . 4 . 4 . . .     
1 . uriosity . . . 1 . . . . . .  .  

11. atisfaction . . . . . . . . 1 .  .  .  

12. Vw-Loyalty . . . 4 . . 2 . . . .  .  . 4 .  
ote: Diagonal elements are the uare root of the V . These values should exceed the inter-construct correlations 

for ade uate discriminant validity.   
 
Following the guidelines for hierarchical latent variable models using PLS path 

modeling, we constructed a second-order hierarchical construct model in PLS path 
modeling. Figure 2 represents the results of second-order structural model testing, 
which includes estimated path coefficients, factor-loadings of the second-order  
constructs, and R-square.  

The results of the structural model testing show a strong positive effect of  
satisfaction on Vw-loyalty (beta = 2.81, p < .01), supporting H1; significant impacts 
of sense of presence on both satisfaction (beta =1.85, p < 0.05) and Vw-loyalty 
(beta=3.50, p < .001), supporting H2a and H2b; positive effects of sense of belonging 
on satisfaction (beta=1.64, p < .05), supporting H3a; and strong positive effects of 
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cognitive absorption on both satisfaction (beta =2.38, p < 0.01) and Vw-loyalty 
(beta=4.33, p < .001), supporting H4a and H4b. The effect of sense of belonging  
on Vw-loyalty (beta=1.85, p > .05) is not statistically significant, so H3b is not  
supported.  

Vw-Loyalty

(R
2=

.896)
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Fig. 2. Structural Model – Results 

6   Discussion and Conclusion 

The major findings of this study reveal the important roles of three social-
technological constructs (i.e., sense of presence, sense of belonging, and cognitive 
absorption) in determining users’ satisfaction with and their loyalty to SL. Since  
the main applications of SL are social networking, virtual business, and virtual  
entertainment, the result is somewhat understandable.   

There are multi-fold theoretical contributions of the results. First, this is the one of 
pioneer studies focusing on three major socio-technological constructs as second-
order constructs at the same time, particularly in the context of 3D virtual world. 
Second, we empirically tested the effects of second-order constructs on the pivot 
constructs (i.e., satisfaction and loyalty) in an immersive 3D virtual world. Many 
previous studies proposed those constructs individually in e-Commerce and com-
puter-assisted virtual team contexts, which are different from immersive avatar-based 
3D virtual worlds. This study also provides practical implications. It explores and 
validates the important roles of social-technological variables in users’ satisfaction 
and loyalty. The findings reveal several operators of influential factors (i.e., sense of 
presence, sense of belonging, and cognitive absorption) that can affect user satisfac-
tion and persistence with a 3D virtual world. They suggest that the designers and 
managers of such virtual worlds should enhance the levels of those factors in their 
environment in order to attract and keep users.    
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There are several limitations of this study and research issues that merit further re-
search. First, we focused on SL only in this study. The results may differ from other 
virtual worlds in various ways. Therefore, it is necessary to validate the findings of 
this study in other virtual world contexts in the future research. Second, in this study, 
we only used data collected from those participants who actually used SL. It could 
provide us additional insights if we also collected and analyzed data from those who 
don’t intend to use SL. Further research will be helpful on finding the difference be-
tween those two groups. Third, in order to control the complexity of research model 
and survey questionnaire, we mainly focused on three major second-order constructs 
in this study. There are other dimensional factors that could influence user satisfaction 
with and loyalty to a 3D virtual world, such as pre-usage expectation, service quality, 
social influences, as well as technological aspects (e.g., system speed). Examining 
those additional factors in the future studies can make the proposed theoretical model 
more comprehensive. Fourth, the questions in our survey sought mainly for partici-
pants’ perception and attitude towards the use of SL as whole rather than specific 
types of activities in SL such as social interaction or virtual business. Focusing on 
specific activities or contexts in a virtual world may provide extra insights for the 
improvement of system design in support of those activities.   
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Abstract. Enterprises continuously seek decision support tools that can help 
automate and codify business decisions. This is particularly true in the business 
of consumer electronics manufacturing where components are often 
interchangeable and several manufacturers can supply the same component over 
the life of a product. In this kind of dynamic environment, businesses are faced 
with the choice of signing long-term (possibly quite risky) contracts or of 
waiting to procure necessary components on the spot market (where availability 
may be uncertain). Having analytical tools to analyze previous and forecast 
future market conditions is invaluable. We analyze a supply chain scenario from 
an economic perspective that involves both component procurement and sales 
uncertainties. The data we analyze comes from a multi-agent supply chain 
management simulation environment (TAC SCM) which simulates a one-year 
product life-cycle. The availability of simulation logs allows us access to a rich 
set of data which includes the requests and actions taken by all participants in 
the market. This rich informational access enables us to calculate supply and 
demand curves, examine market efficiency, and see how specific strategic 
behaviors of the competing agents are reflected in market dynamics. 

Keywords: decision support, supply chain management, economic simulation, 
market forecasting, agent-mediated electronic commerce. 

1   Introduction 

The expectations of agile business and the push toward more closely coupled 
processes, both within and across organizations, have generated a need for greater 
sophistication in managing an enterprise's supply chain. Providing operational 
guidance and formulating business strategies in an automated way is a natural 
extension of the push toward greater sophistication in business operations. While 
many business transactions in supply chains are regulated by combinations of 
overlapping and binding long-term contracts, it is useful to have procurement and 
sales strategies that can anticipate and accommodate changes in the underlying market 
conditions. Unfortunately, development and testing of such strategies can be risky in 
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real-world markets, making it impossible to do the rigorous experiments needed to 
develop detailed understanding of the interactions between new strategies and market 
dynamics. 

We use a competitive economic environment designed for autonomous trading 
agents to study market dynamics and their responses to actions of the participants.  
The Trading Agent Competition for Supply Chain Management [4] simulates a one-
year product life-cycle in a three-tier supply chain, including parts suppliers, end 
customers, and a set of competing manufacturing agents. They must purchase parts in 
a competitive procurement market, manufacture finished goods, and sell them in a 
competitive sales market. A schematic overview of TAC SCM is shown in Figure 1. 
This kind of market scenario is common to many fast moving electronic goods 
markets, such as Dell1. 

 

Fig. 1. This graphic provides an overview of the TAC SCM simulation. The TAC SCM game 
has six competing manufacturing agents who buy parts in the “Supply” market (bottom) and 
sell finished goods in the “Customer” market (top). A customer sends an individual request 
(RFQ) to all manufacturers for specific computer configuration, quantity, maximum price, and 
due date. Each manufacturer can respond to the request with an offer stating its selling price for 
that configuration. The lowest price offer will receive an order for that computer from the 
customer. The product is then shipped on the specified due date. The supplier market functions 
similarly, and is driven by requests (RFQs) for parts sent by agents.  An agent can send a parts 
request (RFQ) to a supplier for a specific part type, quantity, maximum price, and delivery date. 
A supplier will send an offer in response to agent RFQ indicating the actual price and quantity 
available for the request. The agent can decide to accept the offer with an order message. 

One objective in this study is to gain a detailed understanding of the dynamics of 
both the procurement and sales markets in the final round of the seventh-annual TAC 
SCM competition, held in July 2009. The phenomena we observe emerge from the 
interactions among the competing agents—these are not inherent in the design of the 
game. Understanding such phenomena can help us design better decision processes 
for both autonomous agents and for human-centered decision support systems. 

                                                           
1 Dell Computer Corporation, with its direct sales model, was an inspiration for the design of 

TAC SCM. 
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The paper is organized as follows. After a survey of related literature, section 3 
introduces the agents that participated in the 2009 finals and provides a brief 
statistical overview of the outcome.  Section 4 explores agent strategies for 
procurement and inventory management, and their effects on the component market.  
Section 5 examines supply and demand patterns in the customer market, and shows 
how the oligopoly nature of the market allows agents to manipulate prices. Finally, 
we conclude with a few thoughts on where these visualizations and strategies could be 
directly applied to improve real-world business decision making. 

2   Related Work 

We consider techniques from both the business literature as well as from the TAC 
SCM community. Previous work on economic analysis to enable business decision 
making and efforts to visualize economic processes are quite relevant to this work. 

Authors from HP Labs offer practical insights into how a large enterprise like 
Hewlett-Packard mitigates procurement risk in [10]. The authors outline a three 
layered approach to procuring flash memory for use in printers involving low-price, 
large quantity contracts, medium price variable quantity contracts, and spot market 
procurement.  Literature on trading agents in continuous double auctions markets 
provides inspiration on visualizing supply and demand in an auction clearing house 
scenario [3]. In [7], the authors present an approach to identify current and predicted 
future market conditions, such as scarcity or oversupply, called economic regimes. 
They show a dynamic graphical presentation of the economic regimes, which can be 
used by managers to improve decision-making in the overall supply chain. 

Not all assistive business technologies are graphical in nature. For instance, the 
authors of [12] describe an automated data mining program for price prediction of 
commodity laptops on the consumer auction site, eBay. The authors envision the price 
output as a means of determining which products are undervalued and could therefore 
be resold at a profit. Their algorithm vastly increases the speed of what was 
previously a manual filtering and prediction process. Another example of an assistive 
prediction mechanism is described in [6] where a price prediction algorithm is used to 
assist users in determining the best time to buy airline tickets based on historical price 
trends. 

Various works in the literature provide methods of computing price predictions for 
real-world markets including electricity ([5], [11]), currencies [1], and commodities 
[8] using machine learning algorithms. The price predictions that come out of these 
algorithms can then be used for many business purposes including speculation or 
hedging. 

Even when we have almost complete observability of market behaviors, it is non-
trivial to determine what performance measures are useful to employ when attempting 
to improve agent performance. Various performance measures ([2], [9], [13]) related 
to bidding performance have been introduced in the TAC SCM literature. 
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The critical difference between our work and previous work in TAC SCM, is that 
we approach many of the phenomena discussed from a business purpose basis, not 
simply from the approach of the TAC SCM competition. Insights presented here 
could be used to support the development of human-augmented TAC SCM agents or 
be applied to real business domains. 

3   High-Level Analysis of the 2009 TAC SCM Finals 

While a complete description of the TAC SCM scenario is beyond the scope of this 
paper, there are several key economic and technical aspects of the simulation that are 
important for this analysis. First, each of the (up to 6) competing manufacturer agents 
experience the same market environment in both the component procurement as well 
as computer sales markets. The agents cannot communicate with each other. Also, 
agents can only communicate with customers and suppliers using explicit market 
requests. The competition has been repeated for several years and the rules have been 
changed to negate the effectiveness of strategies that exploit technical weaknesses. 
For example, a buyer reputation mechanism was introduced in the procurement 
market to prevent overt price manipulation. 

Data collected from the trading agent competition provides a unique opportunity to 
study markets. There are three aspects of the game which make analysis particularly 
fruitful in this domain. First, the simulation server collects and logs its own internal 
state along with all its interactions with the competing agents, giving researchers the 
ability to observe detailed actions of all market participants once a simulation is 
complete. Second, the scenario has a well-defined stochastic set of inputs which 
generate the supply and demand profile of the game. Finally, because the final round 
of the competition includes a number of individual games, we have an opportunity to 
observe the same oligopoly of agents operating under significantly different market 
conditions (levels of supply and demand, balance between procurement market and 
sales market, etc.). 

Due to the complexity of behaviors enabled by the simulation, only a small 
selection can be addressed in this paper.  In the next sections, we present examples of 
several strategic market behaviors and show how these behaviors can be visualized.  
But first, we give an overview of the 2009 competition, because it serves to introduce 
the two top agents, and because it shows that top performance in the competition can 
be approached by at least two very distinct strategies. 

The final 18-game round of the 2009 TAC SCM tournament was run on 14 July 
2009. Finalists, their institutions and final scores are given in Table 1. For most of the 
detailed analyses in this paper, we will be primarily interested in the behavior and 
performance of the two top agents, DeepMaize and TacTex. The Mean Score column 
is the bank balance at the end of the simulation averaged over the 18 games in the 
final round. Mean score is the scoring measure used to determine the winner of the 
competition. 
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Table 1. Participants in the final round of the 2009 TAC SCM tournament 

Agent Institution Mean Score (in $’000,000s) 
DeepMaize University of Michigan 4.605 
TacTex University of Texas 4.269 
MinneTAC University of Minnesota -0.192 
Botticelli Brown University -0.819 
CMieux Carnegie-Mellon University -2.025 
CrocodileAgent University of Zagreb -7.788 

The two top agents are virtually tied, but the similarity in overall score hides large 
differences in detailed behavior. DeepMaize did well by selling relatively small 
numbers of finished products, while TacTex did well by selling larger numbers of 
finished products.  Table 2 shows the results for DeepMaize and TacTex over a range 
of summary statistics, along with the p-value for the paired-means t-test for each of 
them. 

Table 2. Aggregate performance measures for the two top agents in the 2009 final round 

Comparison Measure DeepMaize TacTex ratio p-value 
Score (millions) 4.606 4.270 --- 0.547 
Total Revenue (millions) 83.22 110.9 0.750 0.000 
Selling Price (normalized) 0.778 0.788 0.988 0.010 
Total material cost (millions) 75.78 103.2 0.735 0.000 
Unit cost (normalized) 0.710 0.720 0.986 0.000 
Interest cost (millions) 0.2627 0.5380 0.472 0.000 
Storage Cost (millions) 1.158 2.411 0.486 0.000 
Factory utilization (percentage) 66.2% 88.0% 0.751 0.000 

We can see from Table 2 that while the difference in overall scores is statistically 
insignificant, the differences in all the other interesting measures are quite 
significant.2 In this table, selling price and material cost is “normalized” to the 
nominal cost of the components. Prices in the procurement market are discounted 
from the nominal cost according to the ratio of suppliers' uncommitted capacity to 
total capacity over the interval between the order date and the committed delivery 
date. A few of these measures stand out: 

• First, TacTex had higher selling prices than DeepMaize, not lower prices as 
one might expect by the difference in sales volume. 

• Second, the largest difference between these agents was in interest and 
storage costs. This reflects the fact that TacTex on average carried much 
larger inventories than DeepMaize, which it used effectively to raise its 
market share during periods of high demand and high prices. 

• Third, neither agent was constrained on average by factory capacity. 

                                                           
2 As is evident from the p-values. A p-value greater than 0.05 indicates that the difference 

between the values measured is not statistically significant (with 95% confidence). 
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We now turn to two aggregate observations of agent behavior that will illustrate some 
of these differences more clearly.  

3.1   Daily Profit and Loss 

The large number of actions that a competitive manufacturer undertakes to achieve 
good performance makes the contribution of individual events difficult to analyze. To 
address this we can use aggregate measures, such as daily profit and loss, to see if 
there may be areas of particular interest for further analysis.  For example, the plot in 
Figure 2 enables us to discover when agents spend the most money and make the 
most profit. 

 

Fig. 2. Smoothed daily agent profit and loss for game tac02—#2069. All agents have strongly 
negative daily profit early in the game due to the simultaneous, acute need to begin production. 
In this instance, TacTex, who invested the most early in the game, had the highest total profit. 

Several conclusions can be drawn from this plot: the strongest agents (the agents 
that win most frequently) tend to invest more money at the beginning than the weaker 
agents, and the strongest agents tend to achieve consistently profitable days earlier 
than their opponents. In this game, we discover that TacTex took significant losses 
around day 80, and unusually high daily profits around day 150. This is evidence of 
strategic behavior which is discussed in section 3.2. We can also see that DeepMaize 
was profitable early and was more consistently profitable late in the game. 

Because each run of the game approximates a one-year product lifecycle beginning 
with no initial inventory, the TAC SCM environment can be useful for studying 
strategies at all phases of the product lifecycle from introduction to decline. Also, the 
game is repeatable, so market conditions of different runs can be quantified and the 
effect of market environment on strategy can be analyzed. 

3.2   Significant Inventory Build-Up 

If an agent can predict significant profit opportunities ahead, it may decide to build 
inventory in preparation for an aggressive selling period.  Figure 3 shows an example: 
a steady increase in demand over time (plotted in the figure is one sixth of the global 
demand) and a concurrent inventory buildup for agent TacTex, starting around day 
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80. The agent is able to increase its profit by reducing sales until the sales price peaks 
around day 130 when the agent begins selling aggressively. The agent’s sales activity 
can be observed through the sales velocity series which shows the number of units 
sold each day. The agent’s procurement activity can be observed in the figure through 
the agent procurement impulses. Days with non-zero quantity procurement deliveries 
are shown and the height represents the total quantity delivered. The agent’s running 
inventory is also plotted (the actual value divided by five is shown to facilitate a more 
compact visual display). “Playing the market” in this way by intentionally reducing 
sales velocity as prices are rising serves to increase this agent's overall profit margin.  

 
Fig. 3. Component Inventory, Supply Velocity, and Sales Velocity for agent TacTex for 
component 111 for selected dates of game tac02-#2069. As product demand increases up 
(becomes more negative), the agent reduces sales velocity while simultaneously increasing 
procurement velocity.  When the demand exceeds some threshold, the agent increases sales 
velocity just as the per-unit price peaks. 

4   Component Market Strategic Behaviors 

The TAC SCM component market includes eight suppliers, each of which carries two 
product lines. Each supplier produces its components on a make-to-order basis, and 
the capacity of each supplier production line varies from day to day using a mean-
reverting random walk. To build a finished product, an agent needs one each of four 
different component types: a CPU, a motherboard, a disk drive, and a memory card. 
Agents may request price quotes from suppliers by specifying quantity, delivery date, 
and reserve price. Quoted prices are based on the ratio of total demand to the 
supplier's total capacity between the current date and the requested delivery date. 

The procurement market generally yields lower prices for longer lead-times, but at 
times of oversupply, prices can be lower for very short-term requests. Order lead-
times can extend to the end of the game, which is 220 days at the beginning of a 
game. The longest lead-time in the customer market is 12 days, and supplier prices 
tend to peak in the range of 8-15 days lead-time. Because the procurement market 
allows long-term commitments (usually at a lower price) to be made far in advance of 
the longest customer order, agents must commit to procurement long before a 
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corresponding product order is finalized. The method by which the lead time gap 
between procurement commitments and sales orders can be handled is a principle 
strategic consideration. If components arrive before they can be used in production, 
the agent must pay to store them. Supplier orders require a 10% down-payment, and 
so the cost of funds can be a significant factor for long lead-time orders.   

4.1   Long-Term and Short-Term Procurement Mixture 

To reliably make a profit in the wide range of possible market demand levels and 
market supply capacities, it is important to balance long-term and spot market 
procurement. Normally, long term prices are lower than short term prices, even when 
down payment and storage costs are factored in, as we show in Section 4.2. But long 
term contracts are risky for two reasons: 1) long term prices are highly dependent on 
the actions of the other market players, and 2) long term contracts allow agents to 
significantly over-commit relative to the actual future demand.  Figure 4 shows how 
the procurement mixture has varied in the top performing agents over time.3 

 

Fig. 4. Variation in the mean mixtures of long term, medium term, and short term procurement 
for the top 3 agents in the TAC SCM tournament. Error bars show first standard deviation. 

Clearly, the proportion of long-term procurement has increased steadily as 
competition has stiffened and agents have become more sophisticated.  We suggest 
that the increase in long term procurement is a consequence rather than a cause of 
good agent performance in this market. Indeed, there are instances of weak agents 
badly over-committing in with long-term contracts, resulting in poor overall 
performance. This statistic has been determined by the actions of development teams 
working to improve their performance in the competition.  It is also possible to arrive 
at an optimal mixture for other markets. The authors of [10] balance long-term, 

                                                           
3 For classification, a short term event is defined as a procurement order with a lead time of less 

than 10 days. Long term is defined as a procurement event initiated within the first 10 days 
having lead time greater than or equal to 10. Medium term is for the remaining unclassified 
requests. 
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medium-term, and spot market procurement needs of the production of consumer 
printers at Hewlett Packard. It is likely that the same approach could be applied to 
other fast moving electronic goods markets. The next subsections will address how 
additional profit can be obtained by operating in the spot market. 

4.2   Capitalize on Low Short-Term Prices 

The general price trend in the procurement market is for high short-term prices with 
price decreasing as lead time increases. This general trend shown as “normal” in 
Figure 5 is almost universal at the beginning of the game. However, there are periods 
where the price trend is “inverted,” where the short-term price is below the long-term 
price. These inversions occur when a supplier has made significant long-term sales to 
manufacturers with large lead times and has also had an unexpected increase in its 
manufacturing capacity. The supplier has a relatively low committed capacity to 
available capacity ratio, so it uses reduced offer prices to entice manufacturers to 
commit to additional short-term requests.  

 

Fig. 5. Set of common price vs. lead time relationships for individual components. These series 
observed in game tac02-#2069 for component 100 on days 20 (Normal), 67 (Inversion A), and 
118 (Inversion B). The specific values are not important for the discussion; instead, these series 
are included to illustrate common scenarios agents can face when making procurement 
requests. 

Agents must make requests in order to observe prices and maintain their pricing 
models in the component market. They typically use “price probes”4 and time 
procurement actions to ensure maximal observability of price curves. In the next 
section we will see how price probing can be repurposed to capture unusually low 
prices. 

                                                           
4 Price probes are requests to suppliers for zero quantity (i.e. a price query). 
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4.3   Opportunistic Procurement 

Opportunistic procurement occurs when an agent is able to buy a particular part 
significantly below the predicted price. These opportunities occur infrequently, due to 
short-term variations in supplier capacity, and often vanish in the next bidding cycle. 
MinneTAC takes advantage of this situation by consistently making low quantity 
requests at a low reserve price (perhaps 20% or more below the predicted price). 

In Figure 6, we see prices for a single component type normalized to MinneTAC's 
mean price estimate. When the agent is not very interested in acquiring additional 
stock, it makes requests at a very low reserve price, and usually is unsuccessful as we 
see by the price quotes labeled “unsuccessful opportunistic proc. events.” However, it 
sometimes receives offers for very low cost requests, which it can then use to sell 
profitably at a higher price in the customer market. 

 

Fig. 6. Opportunistic procurement events plotted in proportion to agent's price estimate for 
today as predicted on previous day. The 1.0 value on the y-axis represents the value of the price 
prediction model for the current day. The mean reserve price of opportunistic procurement 
requests for the agent increases to near (or above) 1.0 as the agent becomes more aggressive 
due to expected procurement needs. The range of days between 130 and 180 represents a period 
when the agent was more aggressively procuring this component. 

Sales and procurement decisions are tightly intertwined. For example, sales must 
account for the cost of parts, and procurement must set reserve prices based on 
expected sales prices.  Due to the normal fluctuations in the market, there are 
situations where the estimates of price (and thus profitability) are incorrect.  If a 
component is 20% cheaper than predicted, it is very likely to be profitable. Buying at 
such a low price will offset the need for short term procurement later, serve to update 
the price prediction model, and may increase the sales velocity because the agent will 
now have a lower cost basis. These infrequent but highly favorable procurement 
events can lead to higher overall profit for the agent. 
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5   Customer Market Strategic Behaviors 

The TAC SCM customer market is a reverse sealed-bid auction market. Each 
simulated day, customers issue requests for quotes (RFQs) for the products they wish 
to buy, specifying model, quantity, delivery date, and maximum (reserve) price. The 
market trades in 16 product types, segmented into high-end, medium, and low-end 
products. Customer demand varies from day to day independently in each of the 
market segments, controlled by a trend value that changes daily using a bounded 
random walk.  

Supply is generated by an oligopoly of six manufacturing agents. Each agent must 
decide whether to bid on each customer request and at what price. Customers collect 
all valid bids from agents, and choose the bids with the lowest prices. The shape of 
the demand curve is controlled by the current overall demand, and by the distribution 
of reserve prices in customer RFQs. The demanded quantity does not increase as 
prices fall below of 0.75 because customer RFQs have reserve prices uniformly 
distributed between 0.75 and 1.25 of nominal. The shape of the supply curve is 
constrained at the high-quantity end by the inventory status and aggregate production 
capacities of the competing agents, and at the low-price end by the minimum cost of 
components. The supply price can go below 0.5 when agents decide to sell parts 
below cost; this can occur when agents are trying to dump unsold inventory near the 
end of the simulation.  The detailed shape of the supply curve is a function of the 
combined bidding strategies of the competing agents. It is not directly observable 
within a game, but can be deduced through post-game examination of data as we shall 
see below. 

5.1   Visualizing Supply and Demand 

We have a qualitative notion of what supply and demand curves should look like in 
the customer market, but the reality is somewhat surprising.  It appears that many 
agents quote a single price for each product (regardless of RFQ parameters such as 
quantity, lead time). The only limiting factor appears to be reserve price.  This tends 
to lead to an all-or-nothing result of the auction where a single agent usually wins all 
of the demand for a single product on a given day. The result is that the supply curve 
is often completely flat, as we see in the second graph in Figure 7 (bottom).  

Early in the competition, raw materials are scarce and expensive, so the limiting 
factor is reserve price. Figure 7 (top) shows just such a situation early in the game 
when agents are only bidding on the portion of demand that exceeds some threshold. 
Because each agent's cost basis, procurement schedule, and risk aggressiveness are 
different, each agent is likely to bid a different price for each request.  Figure 7 
(bottom) highlights a common situation when manufacturers bid fixed prices on all 
demand.  In this situation, one agent receives all contracts for a given product on a 
given day, and the second lowest price agent loses the bidding round by just a few 
dollars. This is normally an undesirable situation, because an agent rarely has the 
capacity to serve 100% of the market for any product. Some agents, among them 
MinneTAC, randomize offer prices slightly in an attempt to achieve more consistent 
sales volume. 
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Fig. 7.  Customer market supply and demand for product #8 on day 9 (top) and day 18 (bottom) 
of game tac02-2069. The demand line corresponds to the total market demand for that day, 
sorted by decreasing reserve price. The dotted lines correspond to the offers made by each 
manufacturer and the height of the line indicates the offer price. The agent with the lowest offer 
price for a given demand request will receive the order from the customer. 

5.2   Price Manipulation 

The TAC SCM customer market is an oligopoly, and agents that act as price-takers 
often miss significant profit opportunities that might result from manipulating prices.  
In Figure 8, we can see cases where agents are clearly attempting to drive prices 
either down (DeepMaize between days 80 and 100) or up (TacTex around day 130). 
The effect can be seen in the daily profitability shown in Figure 2. In general, the 
product price change over one day will be small (at less than 1% change in price).  
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Fig. 8. Bidding price trends of the top 3 agents for product 8 in game tac02-#2069. Each point 
along an agent's series denotes an instance when the agent placed a winning bid (all winning 
bids for the selected agents are shown, bids of other agents are omitted for clarity). The y-axis 
value denotes the difference between the agent's bid price and yesterday's mean winning bid 
price. Yesterday’s mean winning bid price is the mean price across all sales of the product for 
the previous day. Because daily price changes are small, we expect the previous day’s mean 
price to be a good estimate of the current day’s price. 

Agents that are adept at price prediction and who only seek to bid at (or near) the 
previous price are defined as price followers. Price following is a safe strategy 
designed to maximize profit for individual winning bids. In a price following strategy, 
an agent would be likely to bid within a small range of the previous day’s price; in 
Figure 8, this would correspond to bids near zero on the y-axis. Agents can attempt to 
move prices by taking risks and bidding far from the previous day’s price. This is 
shown by winning bids that are far from the zero value on the y-axis.  The figure 
shows that many bids are very close to the previous day mean price, but the bids far 
from the previous day’s value can presage persistent shifts in the mean sales price. 

6   Conclusions and Future Work 

When automating business processes, designers should be concerned with how the 
automated process will respond to particular situations where the standard 
conceptions of the market are violated. We have identified several common situations 
where the normal economic paradigm of supply and demand cannot be relied upon to 
deliver highest profit. 

These analyses help to elucidate general economic behaviors that are not always 
intuitive given knowledge of the basic market mechanisms. In hindsight, many of 
these behaviors seem obvious, but only through careful analysis can these behaviors 
be seen and their effectiveness determined. 

The evolution of the TAC SCM scenario resembles the evolution of real markets in 
several ways. First, the market behaviors and performance have changed with time.  
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Year after year, the overall market's reliance on long term procurement has increased.  
Concurrently, the profit margin (both per unit and in absolute terms) has decreased. 
There are even games for which all agents cease to make a profit. Manufacturers often 
need to make long-term investment decisions that include exposure to risk due to 
uncertainties in eventual product demand. These characteristics are seen in many real 
world markets from service industries such as airlines and restaurants, to 
manufactured goods such as consumer electronics and automobiles. Only through 
careful analysis can these risks be understood and mitigated. 

We believe that TAC SCM is a particularly useful environment for studying supply 
chains for several reasons. First, the actions available to agents are similar to the 
contractual agreements that can be made in real supply chains. While more complex 
communication and coordination mechanisms are seen in real supply chains, the 
action set here represents the minimum set available in most markets. Second, pricing 
advantages found by making procurement commitments far in advance are too 
compelling to ignore despite the fact that product demand at the time of delivery is 
uncertain. How agents address the risk of engaging in long lead time requests is a 
critical issue that must be addressed in an optimized supply chain. This is not to say 
that businesses should not engage in such risk, but the risk of committing to supply 
far in advance of demand must be carefully considered.  

We leave many areas to be explored in future work, but this work could be readily 
extended in several ways. First, many of the visualizations were generated with the 
benefit of the enhanced observations only available after a game. It would be useful to 
generate many of these from the limited perspective of an on-line agent. Additionally, 
there has long been interest in human-augmented agents that could trade in the TAC 
SCM competition. The complexity and speed of the decisions required to act 
rationally in this space are considerable. Analytical tools such as those presented here 
would be invaluable in aiding a human to act quickly enough in this environment.  
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Abstract. This study explores how distinct information access patterns affect a 
supplier’s supply chain agility. A supplier’s specific investments for IT-enabled 
supply chain coordination and relational adaptation in supply chain operations 
are identified as the technical and behavioral antecedents to its supply chain 
agility. Because both are non-contractible elements in formal contracts and 
complementary to buyer’s supply chain coordination information and buyer’s 
specific investments in monitoring and control, either buyer or supplier may 
hold up their counterpart based on their own information assets. Therefore, this 
study draws on the theory of incomplete contracts and suggests that both buyer 
and supplier need to make their idiosyncratic information assets alienable and 
accessible to their counterpart so that the rent-seeking problem can be alleviated 
and the supplier’s investment and adaptation incentives improved. This study 
contributes to the literature by demonstrating that distinct information access 
patterns can improve a supplier’s supply chain agility through the mediation of 
the non-contractible investments and adaptation made by the supplier.  

Keywords: Information access patterns, non-contractible investments, rela-
tional adaptation, supply chain agility, theory of incomplete contracts. 

1   Introduction 

Prior research on inter-firm information sharing for supply chain management (SCM) 
predominantly emphasizes its value about reducing demand distortion, facilitating 
synchronous operations and enabling strategic collaboration [18, 19]. While this line 
of literature answers what values of information sharing are achievable, it rarely tests 
how these values are realized empirically. All too often, information sharing is treated 
as a bilateral, holistic phenomenon [26]. The approach does not consider the fact that 
upward- and downward- information sharing in an supply chain can distinctively 
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change supply chain members’ incentives to improve their coordination and perform-
ance monitoring [20]. Drawing on this idea, this study attempts to shed light on the 
study of business value of information sharing by exploring the effects of distinct 
information access patterns on a supplier’s non-contractible investments and adapta-
tion for achieving its supply chain agility. 

2   Conceptual Background and Research Model 

2.1   Supply Chain Agility and Its Antecedents 

Supply chain agility has been increasingly recognized as a pivotal capability for firms 
to adapt to changing market demands [7]. In the literature, there has been general 
ambivalence of defining supply chain agility as chain- or firm-level construct [28]. 
This study bases on [3] and regards supply chain agility as a firm-level construct, 
focusing on a firm’s capability to deal with its adjacent customers or suppliers (i.e., 
internal supply chain).  Thus, a supplier’s supply chain agility is defined as its capa-
bility, internally and in conjunction with its customer, to respond in a speedy manner 
to market changes or to seize market opportunities with speed and quickness.  Since 
there is scant theoretical research about supply chain agility, this study follows [17] 
and identifies relevant antecedents from the technical and behavioral perspectives of a 
supply chain linkage. 

Transaction-specific Investments for IT-enabled Process Coordination as Tech-
nical Antecedent to Achieving Supply Chain Agility. From a technical perspec-
tive, agility is theoretically linked to flexibility in terms of capability- competence 
relationship [33]. In this vein, agility can be seemed as an extrinsic capability, deriv-
ing from a firm’s intrinsic competences - such as range and adaptability flexibility of 
the firm’s resources [28]. Range flexibility refers to the number of different states 
that a firm’s resources can achieve; adaptability flexibility represents the timeliness 
and cost effectiveness of the resources to change from one state to another.  Because 
procurement/sourcing, manufacturing and distribution processes are the focal  
resources an supplier bases upon for achieving agility [8], this study focuses on ana-
lyzing supply chain process flexibility for identifying the technical antecedents to 
supply chain agility. 

It is suggested that inter-organizational information infrastructures can be designed 
to facilitate distinct modes of coordination for supply chain process flexibility: coor-
dination by plan vs. coordination by feedback [10]. Thus, firms can either structure 
inter-organizational information flows and interconnected processes (i.e. advanced 
structuring approach) to reduce the efforts involved in adjusting to changing business 
environments or effectively and quickly reconfigure a set of inter-organizational 
processes appropriate for changed business environments through IT-supported  
learning and adaptation (i.e. dynamic adjustment approach). The research reveals that 
the coordination efforts in business processes and information infrastructures  
might require IT-related, transaction-specific investments from supply chain  
members, because these efforts are not common or standardized practices in  
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typical inter-firm exchange relationships [10]. Other studies also echo the necessity of 
integrating supply chain processes and customer knowledge with the support of in-
formation technologies for enabling agile supply chain [22]. 

Specifically, [27] suggests business process and domain knowledge as the primary 
specific investments a supplier utilizes to leverage its IT use for improving supply 
chain performance.  The former focuses on unique operating, administrative and qual-
ity-control processes, and the latter concentrates on idiosyncratic knowledge about 
competitive analysis, strategy formulation and new-product development.  Both types 
of transaction-specific investments (hereafter, termed transaction-specific investments 
for IT-enabled supply chain coordination) have the potential to mediate the value 
creation of IT use on supply chain relationships due to their complementary role in 
facilitating IT-enabled supply chain coordination.  Once these investments are real-
ized by an supplier, further, the reach and richness of its processes and knowledge 
with respect to a specific customer can be greatly enhanced [22]. Process and knowl-
edge reach can increase the supplier’s ex ante information processing capacities,  
because the closer integrated business processes and the more comprehensive, codi-
fied domain knowledge invested enable the supplier to spend less efforts to adjusting 
to changed environments.  Process and knowledge richness can increase the supplier’s 
ex post information processing capacities, since high-quality information available 
through integrated business processes and improved absorptive capacity to customer-
specific knowledge provide the supplier with greater sensing capability to environ-
mental changes and facilitate timely, accurate and customized adjustments in supply 
chain operations.  Since the improved ex ante and ex post information processing 
capacities increase the range and adaptability flexibility of a supplier’s supply chain 
processes, the created digital options can facilitate the supplier to achieve greater 
supply chain agility [24].  Therefore, this study posits that: 

H1: A supplier’s transaction-specific investments for IT-enabled supply chain 
coordination are positively related to its supply chain agility. 

Relational Adaptation in Supply Chain Operations as Behavioral Antecedent to 
Achieving Supply Chain Agility. While transaction-specific investments for IT-
enabled supply chain coordination improve supply chain agility through enhancing 
information processing capacities (and, hence, flexibility) of supply chain processes, 
short-term yet recurrent responses of a supplier to sudden, often unanticipated  
customer needs contribute to supply chain agility through realizing the requested 
adaptive adjustments in its supply chain operations (hereafter, termed as relational 
adaptation in supply chain operations)[32]. The most widely cited cases of relational 
adaptation in the supplier part are product customization, production capacity adjust-
ment and stockholding or delivery schedule modifications [6, 21]. These efforts 
probably but not necessarily involve transaction-specific investments, and they are 
performed frequently over time rather than on a one-time basis [9].  Thus, interfirm 
relationship, beside economic transaction, has been treated as the unit of analysis for 
studying interfirm adaptation [6]. In a similar vein, this study identifies relational 
adaptation as a behavioral characteristic of supply chain relationships [17] and posits 
it to be complementary to supply chain process flexibility in contributing to supply 
chain agility [15]. 
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Theoretically, relational adaptation refers to that a firm performs “adaptive, se-
quential decision-making” in the face of uncertainty [2].  It needs not to be necessarily 
involved with specific investments and hence the hold-up problem [9].  According to 
the theory of incomplete contracts, the major merit of relational adaption is that it 
plays an important role in filling the gap of adaptation requirements incompletely 
safeguarded by formal contracts in volatile environments [30].  Relational adaptation 
is particularly necessary for adaptive asset utilization decisions because they are usu-
ally noncontractible both ex ante and ex post [9]. It is noncontractible ex ante because 
unforeseen contingencies make it costly to specify contingent-claims contracts. It  
is noncontractible ex post due to that adaptation behavior is usually observable but 
non-verifiable by a third party (e.g., court) ex post [11, 12]. Even though ex post re-
negotiation is permitted, the incentives of both supplier and buyer might not be the 
same and so renegotiating a jointly acceptable decision or asset ownership is time-
consuming or suboptimal [2].  Since relational adaptation is self-enforcing, it can 
avoid costly and time-consuming bargaining in the face of uncertainty [5, 16, 29]. As 
a result, this study argues that a supplier’s relational adaptation in supply chain opera-
tions can increase its supply chain agility. 

H2: A supplier’s relational adaptation in supply chain operations is positively 
related to its supply chain agility. 

2.2   Relating Information Access Patterns to the Antecedents of Supply Chain 
Agility 

Supplier’s Access to Buyer’s Supply Chain Coordination Information. According 
to the theory of incomplete contracts, transaction-specific investments for IT-enabled 
supply chain coordination are also non-contractible because they may be observable 
but non-verifiable ex post by a third party (e.g., court)[11, 12]. Thus, supply chain 
partners cannot enter into a contract based on the outcomes of these non-contractibles 
and they must negotiate and divide the value created by these investments ex post, 
based their relative bargaining power.  The theory suggests that ownership structure 
matters to the ability to appropriate this value ex post, because the party who owns a 
property can hold up the other party who makes non-contractible investments based 
on such property by withdrawing from the relationship, hence, possessing greater 
bargaining power against the other.  This in turn reduce the latter’s incentive to make 
non-contractible investments, detrimental to the overall value created.  To resolve this 
problem, it is suggested that the allocation of property ownership must be aligned 
with the incentive of the invested party in order to maximize the exchange value  
[11, 12]. 

To achieve supply chain agility, a buyer’s information assets (e.g., demand,  
planning or scheduling information) are suggested to be “indispensable” or “comple-
mentary” to its supplier’s business process and domain knowledge investments for IT-
enabled coordination [4, 27]. Because of the buyer’s rent-seeking potential, according 
to the theory of incomplete contracts, the supplier should own the buyer’s information 
assets (or vice versa) in order to increase its investment incentives [4, 12]. When the 
supplier cannot readily integrate with the buyer to own the latter’s information assets, 
an alternative solution is the buyer makes its information assets “alienable” so that the 



 Distinct Impact of Information Access Patterns 63 

supplier can “access” them for making transaction-specific investments for IT-
enabled supply chain coordination [4]. As long as the buyer’s information assets are 
alienable, they become contractible assets and the buyer has no “residual rights of 
control” to these assets [23]. Thus, the supplier has greater investment incentives 
because it is no longer afraid of being held up by the buyer.  Moreover, the supplier 
also can create greater bargaining power against the buyer since it has full control 
over its own investments [23, 31]. Again, this strengthens the supplier’s incentives to 
specialize the investments for IT-enabled supply chain coordination for the buyer.  
Consequently, this study posits that: 

H3: A supplier’s access to its buyer’s supply chain coordination information is 
positively related to its extent of transaction-specific investments for IT-
enabled supply chain coordination. 

Buyer’s Access to Supplier’s Supply Chain Operations Information. The diffi-
culty of inducing a supplier’s relational adaptation is that the adaptation decisions are 
non-contractible both ex ante and ex post and, hence, cannot be safeguarded by for-
mal contracts.   The reason for the former case is that it is costly to write contingent-
claims contracts as environments are unforeseen.  For the latter case, there is a moral-
hazard problem ex post and so makes renegotiation, after uncertainty is resolved, 
difficult to achieve first-best adaptation.  When environments are too volatile to rene-
gotiate the allocation of decision right ex post back and forth [9], the second-best 
solution for effective adaptation is to delegate the control of decision right ex ante to 
the party (e.g., a boss) whose adaptation requirements are most important to joint 
value creation [25, 30]. Thus, the party delegated with authority can then make self-
interested adaptation decisions after uncertainty is resolved while the counterpart 
(e.g., a subordinate) can receive an incentive payment based on its performance of 
adaptation [9]. 

In the supply chain context, a supplier often has control of decision rights over its 
own assets and operations.  However, its decisions might not be aligned with a 
buyer’s interests for achieving supply chain agility. Therefore, according to the theory 
of incomplete contracts (as discussed above), this study posits that buyer should be 
delegated with control of decision rights so that it can control its supplier’s adaptation 
decisions once uncertainty is resolved. Nevertheless, the supplier may cheat or shirk 
due to the presence of asymmetric information and hidden actions [1, 14]. Therefore, 
the buyer also needs to invest in monitoring the supplier’s output or behavior in order 
to decrease the latter’s opportunism [13]. As a result, the buyer is suggested to  
make specific investments for both monitoring and control in order to increase a sup-
plier’s relational adaptation in supply chain operations. Similar to the arguments for 
hypothesis 3 discussed above, a buyer’s specific investments in monitoring and con-
trol are complementary to its supplier’s information assets associated with supply 
chain operations. Since the buyer cannot own its supplier’s information assets through 
integration, it does not have enough incentive to make such specific investments.  
An alternative solution is that the supplier makes its information assets  
alienable and grants the buyer with access to the alienable information as much as  
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possible [4, 12]. This can let the buyer avoid being hold up by its supplier while 
strength its bargaining power and investment incentives, thereby, leading to improved 
relational adaptation in the supplier side [23, 31]. Accordingly, this study posits that: 

H4: A buyer’s access to its supplier’s information for monitoring and control is 
positively related to its supplier’s relational adaptation in supply chain op-
erations. 

Based on the above discussion, the research model is presented as Figure 1. 
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Fig. 1. Research Model 

3   Conclusion 

This study contributes to the literature by demonstrating that distinct information 
access patterns can improve a supplier’s supply chain agility through the mediation of 
non-contractible investments and adaptation by the supplier. Our hypotheses explic-
itly examine how the access of partner’s information assets can be utilized to mitigate 
rent-seeking and mal-adaptation problems, as has long been studied in the transaction 
costs economics.  The distinct effects of upstream- and downstream-information ac-
cess patterns show that the “ownership” of information assets matters to partner’s (in 
our case, supplier) incentives to make relation-specific investments and adaptation. 
Thus, future research is suggested to open the black box of the notion of “information 
sharing” and “information flow integration” in order to advance our knowledge about 
the impact of the allocation of the property rights of information assets on their busi-
ness value. From a practitioner’s perspective, how and why supply chain members are 
willing to grant access of their information assets to others is the next issue, which 
deserves further exploration by future research. 
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Abstract. This workshop paper studies drivers for RFID (Radio Frequency 
IDentification) adoption. The research in progress reported here puts forward 
several types of mindless and mindful decision making drivers. Hypotheses are 
tested using a questionnaire that was answered by 122 Chinese companies. The 
promise to reach higher efficiency seems to be the most important driver for 
mindful RFID adoption decisions. The early implementers were more driven to 
adoption by the promise of higher efficiency, better supply chain monitoring 
and better collaboration than late implementers. Tests show that mindless deci-
sion making shows up in RFID adoption.   

Keywords: RFID adoption, survey, mindlessness, mindfulness. 

1   Introduction 

Radio Frequency Identification (RFID) technology is a tracking technology that can 
be used to create a network of things. Every object can be identified by reading the 
tag that is attached to it. This tag can contain any data valuable for the user. Data is 
transferred from the tag to the reader via radio-waves. Reading data thus not requires 
being in line-of-sight as bar-code technology does [1]. In general it can be stated that 
RFID has more potential to provide freedom and supply-chain visibility to any proc-
ess [2] but it becomes much easier to implement when it is standardised. 

Several organizations, such as the Massachusetts Institute of Technology‘s Auto-
ID Centre and the International Standard Organisation (ISO), have been developing 
standards. It is obvious that standardisation of RFID is not an easy thing. The fre-
quency is part of the complexity. For instance the North American standard for Ultra-
high-frequency is not accepted in France as it interferes with French military bands 
[3]. One of the solutions to this issue was to design agile readers which could read 
several frequencies, therefore avoiding doubling costs of readers for companies deal-
ing with international suppliers or buyers [2]. Furthermore, different types of waves 
have been categorized, each of them having their positive and negative sides [4]. 
Since it is a wireless technology, the environment, the air, the humidity, the compo-
nents of scanned objects or containers can influence the signal. This prevents the 
possibility of a fit-to-all solution. Therefore, every usage needs a customised solution. 
Moreover, the lack of software dedicated to the integration of back-end applications 
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has made the implementation difficult. Additional costs for programming can be nec-
essary to match the languages of the software, and if this issue is not carefully consid-
ered, may threaten the implementation of the RFID system [2].  

It is important to weigh costs against profits that can be achieved by the company. 
This Workshop paper reports on exploratory research-in-progress that investigates 
drivers of RFID adoption. In what follows, we first present the current state of RFID 
usage, to get an image of the advantages that can be achieved through RFID technol-
ogy. After that, we present one specific theory that could help explain what drives 
companies to adopt RFID technology: the mindlessness/mindfulness theory. Next we 
put forward a number of hypotheses and the research methodology. Subsequently the 
research results are presented and discussed. 

2   RFID in Practice 

RFID technology was implemented by huge entities such as Wal-Mart [6] [7], the 
Department of Defence of the United States of America [8], Best-Buy [9] [10] in the 
USA, Metro [11], Tesco [7] and Marks & Spencer [7] in Europe. The Chinese gov-
ernment also applied the technology for its Identification Cards [12]. 

The global market of RFID including tags, systems and services was estimated to 
be of $4.93 billion in 2007, and to increase to $27 billion by 2018. In volume, the 
quantities of tags sold have more than doubled, from 2006 with 1.02 billion tags, 2008 
is expected to have seen 2.16 billion tags sold [13]. Researchers have increasingly 
turned their attention toward this topic [14] and studied technical aspects, application 
areas, and security and policy issues. Ngai identified that 80% of literature has been 
oriented towards the tags and antennae and that the first step was to solve all technical 
issues, to focus later on the implementations and their outcomes [14]. 

Later in this paper we will present a survey we conducted on RFID in China. 
Therefore, it is interesting to shortly investigate the situation in China first. The Chi-
nese market’s value for RFID has become the largest in the world. In 2008, $1.96 
billion were spent in the country. The delivery of identification cards, which is a gi-
gantic project of $6 billion, accounted for $1.65 billion in 2008. Once these cards are 
delivered and requests for ID cards are saturated, the Chinese RFID market is ex-
pected to decrease below the US and Japan, but to keep on its fast growth. Table 1 
shows how the volume of tags is expected to increase in every sector of the Chinese 
economy [15]. As the technology evolves, actors tend to get the best benefits out of 
RFID and look for new usage. Wireless information can provide benefits in a large 
amount of industries. 

In the airlines and airports sector, RFID promises a better traceability during trans-
portation and supply of numerous parts. RFID was applied by the McCarran Interna-
tional Airport and Hong Kong International Airport to tag baggage. Since airports 
represent a vast structure, RFID has been considered for managing food trolleys, 
enabling a fluid access to car parks, organising taxi arrivals, etc. 

Also, RFID has been considered as a technology that could have great results once 
adapted to the management of livestock. It can enable automation of farming activi-
ties such as weighing and feeding. Lack of traceability, fears of illegally imported 
meat and current health issues can be mitigated with a tag tracing the animal from its 
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origin [17]. In China, the number of pigs tagged is expected to reach a number of 1.3 
billion every year by 2018 [15]. 

The difficulty with library management has been the large quantity of references. 
Often applied as a sticker in the inside cover of a book, RFID can speed-up the book 
identification, enable self checkout, fight book-theft, and sort and control the inven-
tory faster [18] [19].  

Table 1. RFID Projects in China planned for 2008-2018 [16] 

End User Category Application Tag Volume 

China Railway nationwide rollouts Passenger Transport, Automotive RFID ticketing 3 billion  
Nationwide rollouts Animal and Farming Live pig tagging 1.3 billion  

Food and Drug Administration Financial Security Safety Anti-counterfeiting drugs over 1 billion  

Nationwide rollouts Books, Libraries, Archiving Book tagging 500 million 

Major appliance manufacturers Manufacturing Product line management hundreds of 
illiNationwide rollouts Animal and Farming Pet dog tagging 150 million 

National Tobacco Project Retail Consumer Goods Anti-counterfeiting 
l i i

37.5 billion packs  

China Post nationwide rollouts Land and Sea Logistics, Postal Mailbag tracking 100 million 

Chinese government mandate Financial Security Safety Firework Tagging 45 million 

Level 3 hospitals rollouts Healthcare Hospital inpatient tagging 20 million  

Major Sea Ports Rollouts Land and Sea Logistics, Postal Container Tracking Tens of millions 

Chinese Army Military Logistics Tens of millions 

Alcohol Retail Consumer Goods Anti-counterfeiting alcohol Tens of millions 

 
There have been studies about automatic identification of customers. Banks hope 

they can improve their services by identifying their customers as soon as they enter 
the bank via the tag mounted on their credit card [21]. Nowadays, over 17 million 
cards are in circulation with 95% of Hong Kong people aged between 16 and 65 using 
this system [16]. 

Healthcare industry has seen the use of RFID as a means to prevent errors which 
can have dramatic consequences in this industry. Hospitals have implemented RFID 
to monitor patient movements and to maximise room utilisation. The market of RFID 
tags and systems dedicated to healthcare is expected to increase from $120.9 million 
in 2008 to $2.03 billion in 2018 [22]. 

The increasing sizes of sea carriers and ports have encouraged the use of RFID to 
track containers [2].  

Manufacturing has also been a relevant domain of RFID applications. This was es-
pecially the case in the car manufacturing industry as it requires a large number of 
parts and a strong flexibility to provide high diversity of models and options. RFID 
has been used to identify containers, pallets, organize the inventory better and track 
the forklifts [2].   

The mandate issued by the Department of Defence of the United States is the most 
resounding example that military industry could show us. In extreme conditions, 
RFID enables a quick identification of the ammunition left, but also the food, water 
and other supplies that can be needed during military operations. It is also used to 
track shipments of containers [23]. 

Clearly, RFID technology could be useful in many companies. However, organiza-
tions often suffer from mindlessness behaviour when it comes to new technologies: 
they implement some technology because others have implemented it, without inves-
tigating whether such a technology investment really fits their specific company. Such 
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projects often fail. It is the goal of this paper to investigate whether the mindlessness 
theory also applies to the RFID technology. In what follows we first shortly present 
the mindfulness/mindlessness theory and develop hypotheses with respect to RFID 
adoption. Next, we present the research methodology and survey results and we dis-
cuss the results.  

3   Mindlessness-Mindfulness Theory 

One of the elements that will be considered in this paper to investigate adoption is the 
mindlessness/mindfulness theory. Here we shortly introduce that theory.  

IT (Information Technology) innovations are supposed to be grounded in organiza-
tional facts and specifics, but often they are not. The mindlessness and mindfulness 
perspective enlightens the way in which a company may consider investing in a new 
technology and has been discussed by Swanson and Ramiller in MISQuarterly [5]. 

The mindless firm pays no attention to the firm’s own circumstances. It engages in 
some innovation because it is impressed by success stories that appear to validate the 
innovation as a good or even an irresistible idea. It invests in some technology be-
cause ‘everyone is doing it’ or it is ‘time to catch up’. The mindless firm typically 
turns to the dominant vendor within the industry, as there is no need to consider  
anything else. After all, the adoption decision was not guided by attention to organiza-
tional specifics. Assimilation is regarded as unproblematic: end-users will get some 
application and have to fend for themselves. If the end-user does not like the applica-
tion, not the application is considered wrong but the user is considered to be at fault. 
The mindless firm believes that the technology under consideration is not critical to 
its distinctive competence ant it is content to be a follower rather than a leader. It will 
therefore wait for innovations to come to the firm, rather than seeking intelligence 
about innovations. It is confident that others will call the important innovations to its 
attention [5]. 

Companies often choose to be mindless. After all, mindfulness represents a costly 
and demanding sensemaking regime. Mindful decisions are “discriminating choices 
that best fit a firm’s unique circumstances, rather than familiar and known behaviours 
based on what others are doing”. A mindful decision is based on elements grounded 
in the firm’s own specifics and helps decide whether, when, and how the investment 
should be done.  

Mindless decision taking might also show up in RFID implementation decisions. 
For instance, a company might blindly copy the pallet-level-tagging that is used in 
another company, while case-level-tagging would be better in their case. This could 
lead to project failure.  

3.1   Mindful Decision Making 

Mindful decision making is the way of deciding that is usually assumed to exist  
in reality: companies analyse their own situation and choose a technology that is 
suited to resolve their specific problem. A study that investigates the drivers for RFID 
adoption should thus in the first place consider mindful decision making. For early 
implementers the choice to adopt a new technology is more likely to be grounded in 
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organisational specifics because there is still little knowledge about successes that 
have been achieved with the new technology and it is thus still unclear whether the 
technology is likely to be appropriate for all companies. This is no longer true for late 
implementers. This leads to the following hypothesis: 

H1: Companies that are still planning to implement RFID technology show less 
mindful decision making than companies that have already implemented the tech-
nology. 

Companies can pursue different goals with RFID implementations. They could try to 
become more efficient, try to reach a higher quality, to monitor closely what others in 
a Supply Chain are doing, collaborate with other companies in the Supply Chain  
etcetera. Given the higher expected mindfulness of early implementers (and thus a 
better knowledge of the goals to achieve), we put forward the following hypotheses 
(related to hypothesis 1): 

H2a: Early implementers were motivated more to adopt the technology by the 
promise of improved efficiency than late implementers.  

H2b: Early implementers were motivated more to adopt the technology by  
the promise of improved quality than late implementers.  

H2c: Early implementers were motivated more to adopt the technology by the 
promise of improved Supply Chain monitoring than late implementers.  

H2d: Early implementers were motivated more to adopt the technology by the 
promise of improved inter-organizational collaboration than late implementers.  

Inter-organizational practices seem more advanced and far-reaching than  
intra-organizational practices. Therefore, we put forward the following hypothesis: 

H3: Achieving higher efficiency and higher quality are more important drivers for 
adoption than the ability to monitor others in the supply chain and to collaborate 
with them.  

Given the fact that RFID technology is only now gaining momentum (The technology 
is currently at the start of the slope of enlightenment of the Gartner Hype cycle.), we 
expect this hypothesis to hold for both, early implementers and (relatively) ‘late im-
plementers’.  

 
A mindful company would consider acceptance by users an important issue. Ac-

cording to the TAM (Technology Acceptance Model [24]), a technology is more 
likely to be accepted by users if it has a higher perceived usefulness and ease of use. 
The elements mentioned in the TAM should thus be considered when making an 
implementation decision. 

H4a: Companies that consider RFID technology to be easy to use and useful are 
more likely to implement it. 
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Companies often make implementation decisions that may look useful and easy  
from a business standpoint while they neglect the technological complexity of the 
implementation. For example, many mergers and acquisitions went wrong (e.g. in the 
banking industry) because the difficulty of integrating the computer systems of the 
different companies was much more complex than assumed. As an extension to what 
is suggested by the TAM, not only the ease of use, but also the ease of implementa-
tion would thus be considered by a mindful company: 

H4b: Companies that consider RFID technology to be easy to implement in their 
company are more likely to implement it. 

3.2   Mindless Decision Making 

This paper intends to report on research in progress concerning different kinds of 
drivers for RFID adoption, exploring the mindfulness/mindlessness theory. Therefore, 
we also put forward hypotheses related to mindlessness. Prior research often only 
considered either mindfulness or mindlessness. This paper intends to deal with both at 
once. Mindless behaviour can show in many ways and several variables should thus 
be considered when determining whether a company behaves mindlessly or not. 
Companies may be influenced to invest in a technology because it is fashionable. 
RFID, which is seen as a technological breakthrough, can be considered as fashion-
able and this aspect has to be considered as a variable possibly leading to mindless 
behaviour. The fact that the number of implementations can positively influence the 
perception and adoption of a technology is also described by the Mindlessness The-
ory. Observations of implementations done by competitors, buyers, suppliers and 
companies in other industries should thus also be taken into account when determin-
ing the role of mindlessness. Similarly, demands (e.g. from buyers) to implement the 
technology should be considered. We then define mindless decision making as deci-
sion making where such fashionableness, observations or demands play a role.  

As stated above, mindless firms are content to be followers rather than leaders. 
Therefore, we would expect companies that have not yet implemented RFID technol-
ogy (but plan to implement it) to show more mindless behaviour than companies that 
have already implemented it. To explore the field of mindlessness theory, we thus put 
forward the next hypothesis:  

H5: Companies that are still planning to implement RFID technology show more 
mindless decision making than companies that have already implemented the tech-
nology.  

The mindless company is said to regard assimilation as unproblematic: it is “a simple 
matter of rolling out the innovation to its end-users, who will in effect be left to fend 
for themselves. Initial confusion, frustration, or resistance may be dismissed as 
anomalous or attributed to shortcomings in the users themselves” [5, p 564]. While 
hypothesis 5 suggests that late adopters are more mindless than early adopters, we 
here investigate whether both, early and late adopters, can be considered mindless 
decision makers. We therefore hypothesize:  
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H6a: Early implementers would not be demotivated to use the technology  
if employees would feel threatened by it.  

H6b: Late implementers would not be demotivated to use the technology if  
employees would feel threatened by it.  

4   Research Methodology 

A survey was conducted to test our hypotheses. A questionnaire was created with the 
aim of discovering drivers and inhibitors of RFID adoption by companies. It has been 
translated from English to Chinese and distributed to a list of 500 companies based in 
mainland China. The questionnaire was in Word format and sent by e-mail to the 
contact list. 136 questionnaires have been received back and 122 of them were usable. 
Questions were designed to provide all the information needed to test the hypotheses 
reported here and to test more advanced hypotheses in further studies. 

Respondents evaluate different statements on a 7-point Likert scale (“1” meaning 
they strongly disagree with the statement and 7 meaning they strongly agree). We 
questioned different drivers that either motivated or would motivate the investment in 
RFID. We included a question asking if the person considered him or herself as the 
most knowledgeable to fill out the questionnaire. This enabled us to check whether 
the distribution of the questionnaire was well-targeted. 

Respondents were mainly IT Directors (39%) and Responsible of Logistics (36%) 
with a less significant part of Managing Directors (14%), General Managers (8%) and 
CEO’s (3%). The knowledge of each respondent regarding RFID was measured from 
1 to 7 and resulted with a mean “knowledge” of 5.61 and a standard deviation of 0.74. 
A large majority of the companies stay open to new technologies but do not belong to 
the innovators (61%). 16% try to use the latest technologies, while, in the contrary, 
22% avoid them. In our sample, 12% of the companies are using RFID technology. 
13% plan to use it in the short term (within a year), 25% may use it within 5 years, 
and 4% dropped the project after trying. The biggest share is for the companies who 
are currently not planning to implement RFID technology (45%). 

To test our hypotheses, we divided the sample in three different groups:  

- Group 1: the early implementers. This group includes all companies which already 
use RFID extensively or plan to use it more extensively in the future and those that 
attempted to implement the technology in the past but dropped it (20 observations). 

- Group 2: the late implementers. This group includes those running tests and which 
will start using it shortly and those planning to start using it the next few years (47 
observations).  

- Group 3: the non-implementers. This group includes companies that are currently 
not thinking about implementing this technology (55 observations).  

To test the drivers and inhibitors we used the Student’s t-test. This is the most “ap-
propriate whenever you want to compare the means of two groups” and enables  
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to conclude whether these are statistically different from each other. To test the hy-
potheses, we mainly compared the means of groups 1 and 2, and the means of groups 
(1+2) and 3. 

5   Research Results 

Hypothesis 1 states that early implementers show more mindful decision making than 
late implementers. The test results in Table 2 confirm this hypothesis (p<0.005). The 
results are based on the average response of each implementer with respect to the four 
following questions: Were you motivated to start using RFID in your company be-
cause it allows you to …. 

- be more efficient (e.t., material receipts,…). 
- monitor closely what others in your Supply Chain are doing. 
- collaborate with other companies in your Supply Chain. 
- reach a higher quality.  

Table 2. Test results for Hypothesis 1 (no equal variances assumed) 

mean group1 mean group2 t-value df Sig. (1-tailed) 

5.8625 5.4149 4.657 33 0.000 

Early implementers thus show more mindful decision making than late implementers.  
To test Hypotheses 2a through 2d, a t-test was performed to compare the mean re-

plies on the four questions mentioned for Hypothesis 1 for early and late implemen-
ters. The results are shown in Table 3. The hypothesis is confirmed in 3 of the four 
cases. No statistical significant difference is detected between early and late imple-
menters in the motivation created by the possibility to achieve a higher quality.   

Hypothesis 3 suggests that companies would rather be motivated by quality im-
provements and efficiency improvements than by the possibility to collaborate with 
other companies and to improve Supply Chain monitoring. The results of the t-test 
that was performed to test this hypothesis are shown in Table 4 for the early imple-
menters and in Table 5 for the late implementers. 

Table 3. Test results for Hypothesis 2a, 2b, 2c and 2d (no equal variances assumed) 

 mean 
group1 

mean 
group2 

t-value df Sig.  
(1-tailed) 

Efficiency 6.75 6.13 4.922 43.041 0.000 

Quality  5.55 5.34 1.278 37.594 0.104 

Monitoring 5.50 5.04 2.707 40.587 0.005 

Collaboration 5.65 5.15 3.027 41.968 0.002 

 



 Drivers for RFID Implementations 75 

As suggested in hypothesis 3, efficiency seems a more important driver than the 
possibility to monitor and to collaborate with other companies. However, the possibil-
ity to deliver a higher quality is not a significantly more important driver than the 
improved monitoring (except for the late implementers) and collaboration.   

Table 4. Test results for hypothesis 3, early implementers 

mean 1 mean 2 t-value df Sig. (1-tailed) 

Efficiency: 6.75 Monitoring: 5.5 7.804 19 0.000 

Efficiency: 6.75 Collaborate: 5.65 7.678 19 0.000 

Efficiency: 6.75 Quality: 5.55 13.077 19 0.000 

Monitoring: 5.5 Collaborate: 5.65 -1.000 19 0.165 

Monitoring: 5.5 Quality: 5.55 -0.252 19 0.402 

Collaborate: 5.65 Quality: 5.55 0.567 19 0.288 

Table 5. Test results for hypothesis 3, late implementers 

mean 1 mean 2 t-value df Sig. (1-tailed) 

Efficiency: 6.13 Monitoring: 5.04 8.012 46 0.000 

Efficiency: 6.13 Collaborate: 5.15 7.289 46 0.000 

Efficiency: 6.13 Quality: 5.34 5.948 46 0.000 

Monitoring: 5.04 Collaborate: 5.15 -1.219 46 0.115 

Monitoring: 5.04 Quality: 5.34 -2.141 46 0.019 

Collaborate: 5.15 Quality: 5.34 -1.386 46 0.085 

Hypothesis 4a (concerning the role of perceived usefulness and perceived ease  
of use) was tested using the following questions: Do you agree on the following  
statement: 

- RFID is a technology that is easy to use. 
- RFID can be useful for your company. 

The average of the replies to these questions was compared for two groups: the early 
and late implementers on one side and the non-implementers on the other side. The 
test results in Table 6 show there is a statistically significant difference between both 
groups (p < 0.005). Consequently, the higher the perceived usefulness and ease of use, 
the higher the chance a company is implementing RFID technology. 

Hypothesis 4b (concerning the role of perceived ease of implementation) was 
tested using the following question: 
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Table 6. Test results for Hypothesis 4a (equal variances assumed after successful Levene’s Test 
for equality of variances) 

mean 
group1+2 

mean 
group3 

t-value df Sig. (1-tailed) 

5.9203 3.6226 18.537 120 0.000 

- Do you agree on the following statement: RFID is a technology that is easy 
to implement? 

The test results, shown in Table 7, indicate there is a statistically significant difference 
between implementers and non-implementers (p < 0.005). Companies that find  
the technology harder to implement are thus less likely to have implemented the  
technology. 

Table 7. Test results for Hypothesis 4b (no equal variances assumed) 

mean 
group1+2 

mean 
group3 

t-value df Sig. (1-tailed) 

3.94 2.68 8.214 116 0.000 

The confirmation of hypotheses 4a and 4b reveals that companies generally show 
signs of mindful decision making: the higher the considered usefulness, ease of use 
and ease of implementation, the higher the chance the technology gets implemented. 

To test H5 (whether late implementers show more mindless decision making than 
early implementers) the means of the answers to the following questions of groups 1 
and 2 were compared: Were you motivated to start using RFID in your company 
because … 

- companies in other industries are implementing it, 
- some of your important suppliers have implemented it, 
- some of your important buyers have implemented it, 
- some of you competitors have implemented it, 
- it gives credibility to the organization and appears as technologically up-

dated.  
- your important suppliers asked you to use it, 
- your important buyers asked you to use it.  

The results of the test are shown in Table 8. Hypothesis 5 is confirmed by the data  
(p < 0.05).  

Hypotheses 6a and 6b are confirmed by the data too. Both, early implementers and 
late implementers in our sample seem to show signs of not taking customer percep-
tions into account. When asked if they would be demotivated to start using RFID 
technology if they thought their employees would feel threatened by the implementa-
tion of the new technology, both groups gave a response that was statistically signifi-
cantly lower than 4 (the neutral value). This is shown in Table 9. 
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Table 8. Test results for Hypothesis 5 (equal variances assumed after successful Levene’s Test 
for equality of variances) 

mean group1 mean group2 t-value df Sig. (1-tailed) 

4.1714 4.3556 -2.011 65 0.048 

Table 9. Test results for hypotheses 6a and 6b 

 mean compared to t-value df Sig. (1-tailed) 

group1 2.6500 4 -9.000 19 0.000 

group2 2.7021 4 -12.916 46 0.000 

6   Discussion and Limitations 

A higher efficiency seems to be the most important driver for implementing RFID 
technology, both for early and late implementers. Contrary to what was expected, 
companies are not more motivated by the promise of achieving higher quality than by 
the possibility to better monitor the supply chain and to collaborate with other compa-
nies. The early implementers were more driven by the promise of higher efficiency, 
better supply chain monitoring and better collaboration than late implementers.  

The fact that hypotheses 5 and 6a are confirmed seems worrying. It leads to the 
conclusion that mindless followers follow leaders that show mindless behavior. Late 
implementers might assume that early implementers did not take decisions mind-
lessly, but such assumption seems invalid. Mindless companies have been said not to 
believe they can get competitive advantages by implementing some technology [5]. 
Therefore, the test results seem to suggest that companies don’t consider RFID tech-
nology as a technology that can give them competitive advantages. The fanaticism of 
early and late implementers ‘to move forward’ suppresses demotivations that could 
arise because of potential problems with employees. The fear from what other com-
panies might achieve and the fear of missing an opportunity seems bigger than the 
fear from internal problems. Internal factors are supposed to be under control or are at 
least not supposed to cause big problems. This fits Swanson and Ramiller’s view on 
mindless companies, which regard assimilation for example as unproblematic. On the 
basis of these preliminary results, more advanced research towards mindlessness is 
recommended.  

While the fact that mindless followers follow leaders that show mindless behavior 
might be worrying, the confirmation of hypothesis 1 also points out that early imple-
menters show more mindful decision making than late implementers. The followers 
thus at least follow leaders that seem more mindful than them. Neither early nor late 
implementers can be qualified as purely ‘mindless’ or ‘mindful’ decision makers. 
They combine both, characteristics of mindful and mindless decision taking. As mind-
fulness is an expensive approach, a ‘healthy’ mix of mindfulness and mindlessness 
may be appropriate. The mix is different for early implementers than for late imple-
menters. Further research is needed to investigate the function describing the change 
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in mix. Also, further research is currently conducted to understand the consequences 
of the change in mix over time. For researchers this case illustrates there is no straight 
line between the perceived ease of use and perceived usefulness and the decision to 
implement the technology. Factors related to mindless decision taking are also part of 
the picture.  

There are several limitations to the research reported here. First, the research was 
conducted in a single country. Prior research has shown that culture plays a role in 
technology adoption. Further research should investigate the role of mindless-
ness/mindfulness in other countries. Another limitation of this study is that it is not 
assessed which characteristics are most important in the decision taking: those point-
ing to mindless decision making or those pointing to mindful decision making. Fur-
ther research is needed to reveal the relation between mindlessness, the size of the 
perceived ‘requirement from the environment’ to move on and the internal risks the 
company is willing to bear. Problems in the financial industry recently revealed that 
managers take big risks in an attempt to gain huge profits and that they get big bo-
nuses for doing so. Mindlessness was stimulated. Mindlessly pursuing some opportu-
nity that may be there is dangerous, especially if it is not decently investigated 
whether that opportunity is attainable for your specific company. Further research is 
needed on the right balance between mindlessness and mindfulness. This could lower 
the number of IT project failures and improve the image of the IT proficiency.  

7   Conclusions 

This Workshop paper presents the first results of research in progress from a survey 
conducted among 122 Chinese companies about drivers for RFID adoption. The paper 
considers drivers that could be related to both, mindful and mindless decision making. 
The promise to reach higher efficiency seems to be the most important driver  
for mindful RFID adoption decisions. The early implementers were more driven to 
adoption by the promise of higher efficiency, better supply chain monitoring and 
better collaboration than late implementers. The survey also indicates that late adopt-
ers show more mindless behavior than early adopters. Those early adopters also show 
signs of mindless decision making. Companies are motivated to invest in RFID tech-
nology if they observe others are implementing it. Our preliminary results point  
out that all implementers make the implementation decision part mindfully, part 
mindlessly.  
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Abstract. We propose a market-based information aggregation mechanism to 
manage the supply side uncertainty in the supply chain. In our analytical model, 
a simple supply chain consists of a group of retailers who order a homogeneous 
product from two suppliers. The two suppliers differ in their ability to fulfill 
orders – one always delivers orders and the other fulfills orders 
probabilistically. We model the supply chain decisions as a Stackelberg game 
where the supplier who has uncertain reliability decides a wholesale price 
before the retailers who independently receive signals about the supplier’s 
reliability determine their sourcing strategies. We then propose an information 
market to trade binary contracts with payoffs contingent on the supplier’s true 
reliability. Using a simple uniform demand distribution, we demonstrate that the 
market-based information aggregation mechanism improves the overall supply 
chain efficiency.  

Keywords: Information market, Supply chain, Uncertainty, Game theory. 

1   Introduction 

Information market, also known as prediction market, is a powerful information 
acquisition mechanism to elicit and aggregate information from a variety of sources. 
For years, public prediction markets have been used for politics (Iowa Electronic 
Market), video game (simExchange) or movie box-office (Hollywood Stock 
Exchange) sales. Prediction markets focusing on economic statistics such as 
employment rates, retail sales, industrial production, and private sector returns have 
been launched by Goldman Sachs, Deutsche Bank, and the Chicago Mercantile 
Exchange. Economic Derivatives and Hedgestreet are two prediction markets that 
offer trading of innovative futures contracts. 

In addition to predicting public events and macroeconomic indicators, many 
leading companies have experimented with internal prediction markets to forecast 
corporate events. For example, Google has designed quite a few internal markets to 
provide estimates by collecting intelligence from the wisdom of employees. These 
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markets are designed to forecast both demand for its own products, such as Gmail, as 
well as the performance of competitive products, such as the Apple iPhone. It is also 
well known that Hewlett Packard (HP) is among the first businesses to strategically 
deploy prediction markets. McAdams and Malone [7] proposed an internal futures 
market to allow plant managers learn information about which products are most 
profitable from sales people. Usually predictions about possible future events can be 
designed as tradable contracts whose payoffs depend on the future realization of 
certain events. Prices of these contracts can be interpreted as a market-generated 
forecast of uncertain future events. 

Guo et al. [4] extend the internal, corporate use of prediction market to an external, 
supply chain environment. They propose a macro prediction market to manage the 
systematic demand risk in a supply chain. Fang et al. [3] discussed alternative market 
mechanisms to separate the information flow from the physical product flow in 
supply chain optimization. They demonstrate the potential of using properly designed 
market mechanisms to yield accurate demand forecasts among supply chain partners. 
They suggest that market mechanisms outperform other traditional methods of 
demand forecasting in several aspects. When being asked to back up predictions with 
real money, the performance-dependent reward mechanism well aligns supply chain 
partners’ incentives to share useful information with the goal of improving overall 
forecast accuracy. Additionally, market mechanisms aggregate useful demand-related 
information from both within and outside the supply chain. The ability to crowd-
sourcing the forecast information contributes to improved forecast accuracy and better 
business planning. 

Though promising, the integration of prediction market with supply chain 
optimization and business decision making is still in an early stage. Prior work has 
demonstrated the usefulness of prediction market in supply chain demand forecasting. 
In this paper, we try to extend the scope of supply chain applications to manage 
supply side uncertainty. For example, a retailer may run a prediction market in its 
procurement team about the future delivery of a key component. If the same market 
can be opened to other retailers who are interested in knowing the reliability of the 
component supplier, the collective forecasting outcome in the large supply network 
could outperform that in the internal market. 

Supply side uncertainty is a well recognized problem in the supply chain literature 
[1]. It is quite common in the semiconductor industry that the production process has 
yield variations. With random yield, firms often receive a random portion of the order 
placed with a supplier. In other cases, supply uncertainty is binary in nature. An order 
placed with a supplier either arrives in full or not at all. Natural disasters and 
equipment failures are common reasons to cause such supply disruption. To better 
manage uncertain yield, firms usually source from two or more suppliers. Operational 
issues of quantity allocation between competing suppliers and its effects on the 
inventory policies have practical significance. Additionally, supply chain partners 
have asymmetric information about the supplier’s reliability. Yang et al. [10] adopts a 
mechanism design approach to characterize the optimal menu of contracts. Tomlin [8] 
studies sourcing strategies when a firm can update its forecast of a supplier’s yield 
distribution. A central question addressed in the literature is how uncertainty about a 
supplier’s reliability influences a firm’s optimal sourcing and inventory decisions. In  
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general, it is shown that reducing such uncertainty can improve supply chain 
efficiency.  

This study aims to explore the potential of using an information market mechanism 
to crowd-source a supplier’s reliability forecast in a supply chain setting. The paper is 
organized as follows. We present a simple supply chain game theoretical model in 
Section 2. The supply chain information structure and our information market 
mechanism design are discussed in Section 3. Using a simple example based on 
uniform demand distribution in Section 4, we demonstrate the benefit of market-based 
information aggregation in improving the overall supply chain profit. We conclude 
our paper with future research directions in Section 5. 

2   The Base Model 

In this section, we consider a stylized model in which a retailer determines a sourcing 
strategy from two potential suppliers to satisfy an uncertain market demand. We 
investigate how the supplier’s reliability uncertainty and pricing decision influence 
the sourcing strategy used by the retailer to mitigate the supply risk. In the next 
section, we extend our model to a supply network of N  retailers.  

We assume that the two suppliers differ in their ability to fulfill orders. Supplier 1 
guarantees delivery of orders from the retailer so she is always reliable. Supplier 2 
delivers orders with probability θ . We interpret θ  as the reliability measure of 
supplier 2. In case that supplier 2 fails to deliver, she pays the retailer a non-delivery 
penalty cost (compensation cost) c  per unit. To simplify our analysis, we assume 
supplier 1’s wholesale price v  is exogenously given. We model the supply chain as a 
Stackelberg game where supplier 2 determines a wholesale price w , and the retailer 
decides the order quantity pair (Q ,q ), where Q  and q  represent the retailer’s order 
quantities from supplier 2 and supplier 1, respectively. Moreover, the retailer only 
pays supplier 2 for the quantity that she actually delivers. 

The retailer sells the product at an exogenous retail price r . We assume the market 
demand is random with density ( )f x  and cumulative distribution function ( )F x  on 

the interval [ ],x x . Demand not filled in a period is lost. Suppose the lost sales cost is 

h  per unit. Inventory left over at the end of the period is salvaged at the value of g  
per unit. We further assume supplier 2’s unit production cost is sc  regardless of 

whether it is successful or not. Without loss of generality, we assume sv h c> > , 

v g> , r v> , w h c> ≥ , r w g> > . Note that these conditions do not put 
additional constraints to our model, but are used to avoid discussion of trivial cases. A 
complete list of notations is provided in the Appendix. 

2.1   The Retailer’s Sourcing Strategy 

To mitigate the supply risk, the retailer has to determine her sourcing strategy based 

on her belief about supplier 2’s reliability and announced wholesale price. Denote θ  
as the retailer’s belief about the supplier’s reliability.  It may or may not be the same 
as supplier 2’s true reliability θ , as shown later in Section 3. 
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the retailer’s optimal sourcing strategy and order quantities. 

Proposition 1: Given supplier 2’s wholesale price w , the retailer’s sourcing strategy 
can be characterized by:  
1. If 1w w≤ , the retailer single sources from supplier 2 with order quantity 
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3. If 2w w> , the retailer single sources from supplier 1with order quantity 

determined by  

* 1 r h v
r h gq F− + −
+ −

⎡ ⎤= ⎣ ⎦  (4) 

The following figure illustrates the effect of wholesale price on sourcing strategies 
using a uniform demand distribution with parameter values chosen according to Table 
1 in Section 4. Under other types of demand distribution such as the normal demand 
distribution, the shape may not be piecewise linear. But the qualitative insights remain 
the same. 
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Fig. 1. Effect of Wholesale Price on Sourcing Strategies 
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We see that the retailer’s order quantity from supplier 2 decreases as supplier 2’s 
wholesale price increases. In addition, the total order quantity decreases in supplier 
2’s wholesale price as well. Not surprisingly, when supplier 2’s wholesale price is 
significantly lower than supplier 1’s, the retailer is interested in ordering from 
supplier 2 due to the lower price discount. Note that when w v= , the retailer would 
order more from supplier 1 than that from supplier 2. This is because, all else equal, 
supplier 2 is less reliable than supplier 1 so supplier 1 is more attractive. On the other 
hand, due to the compensation supplier 2 agrees to pay in case of delivery failure, it is 
equivalent that supplier 2 signs an option contract with the retailer. Supplier 2 pays c  
as a premium to elicit order from the retailer. The option contract is exercised at strike 
price w c−  if supplier 2 delivers the order, and the option contract is not exercised if 
supplier 2 fails to deliver the order. This flexible contract attracts the retailer to 
partially order from supplier 2 as a secondary souring channel even under the case 
that supplier 2’s wholesale price is greater than or equal to supplier 1’s.  

2.2   Supplier 2’s Pricing Game 

Given the retailer’s sourcing strategy characterized in Proposition 1, supplier 2’s 
problem is to choose the wholesale price w  to maximize the expected profit. The 
optimization problem can be expressed as: 

( ) ( )[ ]* * , 1 s
w
Max Q w w c c Qπ θ θ= − − −  (5) 

Differentiating the supplier’s objective function, we have 

( ) ( )[ ]
* *, * 1 0
Q w Q

sw wQ w c c
π

θ θ θ
∂ ∂

∂ ∂= + − − − =  
(6) 

If the retailer sources solely from supplier 2, then under the condition 1w w≤ , 

differentiating *Q  from (1) we have 
( ) ( )

*

*
1Q

w r h g f Q

∂
∂ + −

= − . Substituting 
*Q
w

∂
∂  into (6) we 

derive the optimality condition for the supplier’s pricing game under the single-
sourcing strategy.  

If the retailer sources from both suppliers, then under the condition 1 2w w w< ≤ , 

differentiating *Q  from (3) yields 
( ) ( ) ( )( ) ( )

*

* * *
1

1

Q
w r h g f q Q r h g f q

θ
θ

∂
∂ + − + − + −

= − + . Substituting 

*Q
w

∂
∂  into (6) we derive the optimality condition for the supplier’s pricing game under 

single-sourcing. 
We assume that demand distribution has an increasing generalized failure rate 

(IGFR). Lariviere and Porteus [6] showed that if the demand distribution is IGFR 
with a finite mean, the supplier’s problem is pseudo-concave. Therefore, we can 
characterize the equilibrium in the following proposition. 

Proposition 2: Let the pair ( )* *,w Q  be the solution to the following system of 

equations:  
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( )

( ) ( )
*

*

1* 0sw c c

r h g f Q
Q θ θθ − − −

+ −
− =  (7) 

( ) ( ) ( )
( )

* 1* r h w c

r h g
F Q

θ θ

θ

+ − + −

+ −
=  

(8) 

If *
1w w≤ , then ( )* *,w Q  constitutes a Stackelberg equilibrium of the inventory 

game in which the retailer chooses a single-sourcing strategy. Otherwise, let the 

triple ( )** ** **, ,w q Q  be the solution to the following system of equations:  

( )( )
( ) ( ) ( )( ) ( )** ** **

** ** 1

1
1 0s r h g f q Q r h g f q

Q w c c θ
θ

θ θ θ
+ − + − + −

⎡ ⎤
+ − − − − + =⎢ ⎥

⎢ ⎥⎣ ⎦
 (9) 

 
( ) ( )

( )

** 1** 1 **r h w c

r h g
Q F q

θ θ

θ

+ − + −−
+ −

⎡ ⎤
= −⎢ ⎥

⎢ ⎥⎣ ⎦
 (10) 

( ) ( )
( )( )

** 1** 1

1

r h v r h w c

r h g
q F

θ θ

θ

+ − − + − − −−

− + −

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦
 (11) 

If 1 2w w w< ≤ , then the pair ( )** **,w Q  constitutes a Stackelberg equilibrium of the 

inventory game in which the retailer chooses a dual-sourcing strategy. Otherwise, 
supplier 2 prices ***

1w w= , and the retailer is indifferent between the single-

sourcing and dual-sourcing strategies. 

3   The Information Structure 

In this section, we extend our Stackelberg supply chain game to a supply chain 
network of N retailers. We assume the retailers only differ in their ability to observe 
signals about supplier 2’s true reliability. For simplicity, we assume that the true 
reliability θ  is unknown but can take two possible values: Lθ  and Hθ , where 

L Hθ θ< .  

Before ordering, we assume each retailer obtains a signal s  correlated to the 
supplier 2’s reliability θ . We further assume that s  takes two possible values: 0 and 
1. One can consider receiving a signal 1 or 0 as receiving good news or bad news. 
Denote the total number of retailers who receive signal 1s =  is α  and the total 
number of retailers who receive signal 0s =  is β . So Nα β+ = .   

Assume that ( ) ( )1 | 0 | 1/2H LP s P sθ θ θ θ λ= = = = = = > . That is, a 

retailer is more likely to receive a piece of good (bad) news when the true reliability 

Hθ θ=  ( Lθ θ= ). In addition, we assume that the prior belief that ( )HP pθ θ= = . 

In the following, we characterize the belief update under different supply chain 
information structures. 
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3.1   Decentralized Information Framework 

For those retailers who receive 1s = , the posterior belief of θ  will be updated as hθ , 

where: 

( ) ( )( )

( ) ( )
( )( )

1 1

1 1

| 1

| 1 H L

p
p pH

p

p ph L

P s

E s

λ
λ λ

λ θ θ

λ λ

θ θ

θ θ θ

+ − −

−

+ − −

= = =

= = +
 

(12) 

For those retailers who receive 0s = , the posterior belief of θ  will be updated as θ , 

where:   

( ) ( )
( ) ( )

( ) ( )( )
( ) ( )

1
1 1

1

1 1

| 0

| 0 H L

p
p pH

p

p pL

P s

E s

λ
λ λ

λ θ θ

λ λ

θ θ

θ θ θ

−
− + −

− −

− + −

= = =

= = +
 

(13) 

Based on the posterior belief jθ , for ,j h= , the order quantities will have the same 

expression as described in Proposition 1 by simply substituting θ with jθ , depending 

on the received signals. Since we assume two types of signals, for given supplier 2’s 
wholesale price, the order quantities are of two types. Denote *

hQ  and *Q  as the order 

quantities when retailers receive signal 1 and 0, respectively. The total order quantity 
to supplier 2 will be * *

hQ Qα β+ .  Accordingly, the total order quantities to supplier 1 

will be * *
hq qα β+ . 

3.1.1   Effect of Perceived Reliability on Sourcing Strategies  
Based on different signals received, the retailer’s sourcing strategies are described as 
follows. 

Proposition 3: Based on the received signal 1s =   or 0 and the perceived reliability 

(i.e., the corresponding posterior belief jθ , for ,j h= ), the retailer’s sourcing 

strategies are characterized by: 

1. If w v< , the retailer dual source from both suppliers if jθ θ< , where 
r h c v
r h c wθ + − −
+ − −= ; otherwise, the retailer will single source from supplier 2. 

2. If w v> , the retailer dual source from both suppliers  if jθ θ≤ , where 
c

c w vθ + −= ; otherwise, the retailer will single source from supplier 1. 

The following figure illustrates how the sourcing strategy is affected by both the 
perceived reliability and the wholesale price. Again, the figure is plotted based on a 
uniform demand distribution with parameter values chosen according to Table 1 in 
Section 4. 
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Fig. 2. Effect of Perceived Reliability on Sourcing Strategies 

In Figure 2, θ  and θ  represent the threshold levels where the retailer changes her 
sourcing strategy. When supplier 2’s wholesale price is lower than supplier 1’s, 
retailers whose perceived reliability is above the curve would prefer a single-sourcing 
strategy. In this case, retailers prefer lower price, more reliable supplier. In contrast, 
when supplier 2’s wholesale price is higher than supplier 1’s, retailers whose 
perceived reliability is lower than the curve would be interested in ordering from 
supplier 2. This is due to the expected compensation from supplier 2. 

For any given perceived reliability, we can draw a parallel line to cross over the 
threshold curve. We can see that the wholesale price range for dual-sourcing 
decreases as the retailer’s perceived reliability increases. This implies that a dual 
sourcing strategy is more likely used by a retailer if the supply base is more 
differentiated.  

3.1.2   Supplier 2’s Incentive for Information Disclosure  
In order to analyze supplier 2’s incentive for information disclosure, we first 
characterize the effect of the perceived reliability on the retailer’s order quantity. 
Figure 3 illustrates such effect. 

In Figure 3, we denote the wholesale price corresponding to θ  and θ  as w  and 
w  respectively. We further use subscripts H, L, N to denote the scenarios where the 
perceived reliabilities are High ( 1s = ), Low ( 0s = ), or No information (under the 
prior probability). The No information case is equivalent to no information update so 
the prior belief is used to determine order quantity. 

Corresponding to Figures 1 & 2, the kinks occur when the retailer changes from 
single-sourcing to dual-sourcing strategy. We see that, if the retailer single sources 
from supplier 2, then the order quantity decreases in the perceived reliability. If the 
retailer sources from both suppliers, then the order quantity for supplier 2 decreases 
faster when the perceived reliability is high than that when the perceived reliability is 
low as supplier 2’s wholesale price increases. Additionally, when supplier 2’s 
wholesale price is greater than supplier 1’s, the retailer’s order quantity for supplier 2 
decreases in the perceived reliability. 
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Fig. 3. Effect of Perceived Reliability on Order Quantity 

Based on this observation, we can analyze the supplier’s incentive for information 
disclosure as follows. 
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Fig. 4. Supplier 2’s Incentive for Information Disclosure 

From Figure 4, it is clear that a high reliability supplier has no incentive to disclose 
her reliability information most of the time. A high reliability supplier is only willing 
to disclose her reliability information when she decides to price around Hw . In 

contrast, a low reliability supplier has incentive to disclose its reliability information 
most of the time. A low reliability supplier would not disclose its reliability when she 
decides to price around Nw . In general, incentives for information sharing are not 

well aligned in this supply chain game. Supplier 2 cannot credibly signal her type to 
the retailers, and the retailers have no means to better forecast supplier 2’s reliability. 
In the following section, we propose a market-based information aggregation 
mechanism to align retailers’ incentives for information sharing. 
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3.2   Market-Based Collaborative Forecasting 

We propose an information market to elicit and aggregate the retailers’ private 
signals. Presumably the aggregate signals could yield a more reliable forecast of 
supplier 2’s reliability, closer to the true reliability θ . Additionally, the market 
mechanism should provide adequate incentive for the retailers to “tell the truth.” For 
this purpose, we design two binary contracts: the “High_Reliability” contract pays off 
$1 if the future realized reliability is Hθ and $0 if Lθ θ= ; the “Low_Reliability” pays 

off $1 if the future realized reliability is Lθ  and $0 if Hθ θ= . Similar types of binary 

contracts have been used in IEM trading, among others.  
Based on their observed signals, the retailers decide which types of contract to 

trade in the market. According to [9], the equilibrium market prices will efficiently 
aggregate all the initially dispersed information and can be interpreted as the 
probabilities (or market beliefs) about supplier 2’s reliability. Denote such 
equilibrium prices for the contracts “High_Reliability” and “Low_Reliability” as *

Hφ  

and *
Lφ . We can derive that: 

( ) ( )

( ) ( )( )

( ) ( )

( ) ( ) ( )

1*

1 1 1

1*

1 1 1

| ,

| ,

p
H H p p

p
L L p p

P

P

βα

β αα β

α β

α ββ α

λ λ

λ λ λ λ

λ λ

λ λ λ λ

φ θ θ α β

φ θ θ α β

−

− + − −

−

− + − −

⎧⎪ = =⎪⎪⎪⎨⎪⎪ = =⎪⎪⎩

 (14) 

Therefore, the market-based belief (expected reliability) is expressed as 

( ) * *| ,m
H H L LEθ θ α β φ θ φ θ= +  (15) 

which is known to all retailers and supplier 2. Based on the aggregated information, 

the total order quantity is ( )* mNQ θ . One can justify that mθ θ→  when N → ∞ . 

So the market prediction of θ  will be reliable and close to true value when the 
number of market participants is large.  

4   An Illustration with Uniform Demand 

Assume that the uncertain demand is characterized by a uniform distribution. The 
density function is expressed as: 

( )
1/ if 0

0 otherwise

A x A
f x

⎧ ≤ ≤⎪⎪⎪= ⎨⎪⎪⎪⎩
 (16) 

So, ( ) x
AF x = , for 0 x A≤ ≤ . We can easily verify that supplier 2’s objective 

function is strictly concave. So a unique equilibrium solution exists. In this numerical 
example, we set 100A = . 

We assume that the supplier 2’s reliability is either high or low with equal 
probabilities. So 0.5p = . Since supplier 2 cannot creditably signal her true type 
(high or low), retailers use our market mechanism to aggregate information and form 
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a collaborative forecast of supplier 2’s reliability. We further assume there are 10 
retailers. All parameter values are summarized in Table 1. 

Table 1. Summary of Parameter Values 

Parameter Interpretation Parameter Value 
True probability of supplier 2 0.8

H
θ =  or 0.4

L
θ =  

Number of retailers 10N =  
Demand distribution 100A =  
Unit retail price 1r =  
Unit opportunity cost of lost sales 0.1h =  
Unit salvage cost of overstock 0.15g =  
Unit production cost of supplier 2 0.05sc =  
Unit compensation cost from 
supplier 2 

{ }0.05,0.06,0.07,0.08,0.09,0.1c =  

Supplier 1’s wholesale price { }0.6,0.7,0.8,0.9v =  
Prior probability 0.5p =  
Conditional probability ( ) ( )1 | 0 | 0.75

H L
P s P sθ θ θ θ λ= = = = = = =  

To demonstrate the benefit of market-based information sharing, we use the 
decentralized supply chain information structure as benchmark. In the decentralized 
supply chain, each retailer independently receives a private signal 1 or 0, which is 
observable by neither the other retailers nor supplier 2. Retailers who receive signals 

valued 1 and 0 would update their beliefs about supplier 2’s reliability as 0.7hθ =  

and 0.5θ = , respectively. Based on this updated belief, retailers determine their 

order strategies and best response order quantities corresponding to supplier 2’s 
wholesale price. 

Supplier 2 does not have information about the retailers’ signals. However, she 
knows that retailers’ signal distribution follows a binomial distribution, contingent on 
its reliability. The probability mass function with N = 10 and 

( ) ( )1 | 0 |H LP s P sθ θ θ θ λ= = = = = =  can be characterized by the following 

binomial distribution: 

( ) ( )Pr 1 N kkN
k kα λ λ −⎛ ⎞⎟⎜= = −⎟⎜ ⎟⎟⎜⎜⎝ ⎠

 (17) 

where 0,1,...,10k = .  According to this probability distribution, supplier 2 can fully 
anticipate the expected retailers’ orders. Supplier 2 then determines a wholesale price 

*dw  that maximizes her expected profit. 
Under the market-based information aggregation, the market efficiently aggregates 

all available information and the final equilibrium market prices are observed by both 

the supplier and the retailers. Correspondingly, the market belief mθ is formed and is 
known to all supply chain members. Supplier 2 can fully anticipate the retailers’  
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orders based on mθ . Supplier 2 then determines a wholesale price *mw  that 
maximizes her expected profit. This optimal wholesale price  *mw can be adjusted 
according to the actual number of retailers who receives high/low signals.  

Table 2 reports expected values of the supply chain game outcome under both the 
decentralized and market-based information structure. We use superscript d and m to 
denote the decentralized, no information sharing case and the market-based, 
collaborative forecasting case side by side. We report the wholesale price w and the 
expected aggregated order quantities TQ and Tq from all the retailers to supplier 1 
and supplier 2, respectively. We also present supplier 1, supplier 2, and retailers’ 
expected profits, as well as the total supply chain profit (denoted as PS1, PS2, and 
PC). We then perform sensitivity analysis based on two key parameters: the 
compensation c and supplier 1’s wholesale price v . 

We see that, under all cases, the expected supply chain efficiency increases under 
the market-based collaborative forecasting framework in comparison with the 
decentralized framework. The last column in Table 2 presents the percentage 
improvement of the total supply chain profit. We measure the total supply chain profit 
as the sum of profits from all supply chain members including all retailers, supplier 1 
and supplier 2. We measure the supply chain efficiency improvement as the ratio of 
the supply chain profit difference between the market-based framework and the 
decentralized framework to the decentralized supply chain profit, i.e., (PCm-PCd)/PCd.   

We further observe that the degree of supply chain efficiency improvement varies 
when v  and c changes. Interestingly, the improvement is the highest when v  values 
around 0.8. At this value, supplier 2 manipulates the wholesale price in the 
decentralized framework so that all the retailers single source from her in most of the 
cases. However, in the market-based framework, the market information aggregation 
helps reveal supplier 2’s true type to all the retailers so it greatly reduce the room for 
supplier 2 to manipulate the market. As a result, the retailers choose to dual source 
from both suppliers in most of the cases. Since supplier 2’s reliability is either 0.8 or 
0.4 with equal probability, from the supply chain perspective, it is more beneficial if 
retailers order from the perfectly reliable supplier 1. This is because all price related 
parameters such as the wholesale price and compensation cost only affect the division 
of profit among supply chain members rather than the total supply chain profit. 
Sourcing from the more reliable supplier 1 can eliminate the supply chain inefficiency 
caused by lost sales opportunity due to the less reliable supplier’s inability to fulfill 
orders. In the case that v = 0.8, we observe significantly higher order quantity  
(Tqm –Tqd) from supplier 1. Hence the supply chain efficiency improves the most.  

Another interesting observation is that increasing the compensation value c may or 
may not improve the degree of supply chain efficiency. When v is relatively high (e.g. 
v =0.8 or 0.9), the degree of improvement increases as c increases. However, when v  
is relatively low (e.g. v =0.6), the degree of improvement moves towards the other 
direction. This result is not too surprising. Even though supplier 2 agrees a fixed 
compensation to retailers in the case of non-delivery, she can adjust the wholesale 
price to incorporate the effect of compensation on her profitability. Hence an increase 
of compensation may not always make supplier 2 more attractive, but depend on how 
supplier 2 is actually adjusting the wholesale price. This intuition is confirmed with the 
observation that the higher compensation, the higher the average wholesale price. 
When v  is relatively high, supplier 1 is less competitive in comparison with supplier 
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2. So supplier 2 can offer a relatively high compensation but effectively adjust the 
wholesale price upwards and still attract retailers to single source from her. As a result, 
supplier 2’s profits increase and retailers’ profits decrease as c increases (as seen when 
v = 0.9). On the other hand, when v  is relatively low, supplier 1 becomes very 
competitive in comparison with supplier 2. Supplier 2 cannot increase the wholesale 
price aggressively when the compensation is high. Although supplier 2 would not 
worse off when she offers higher compensation, retailers benefit from the competition 
between the two suppliers and their profits increase (as seen when v = 0.6).  

5   Concluding Remarks 

An extensive body of work in the literature has shown that information market is a 
promising mechanism to effectively predict uncertain outcomes [2, 9]. However, 
existing applications of such markets have been limited to predict public events such 
as presidential election or internal corporate use such as the prediction of future sales. 
We aim to explore the potential application of information markets in a broader 
decision making environment including the management of supply side uncertainty in 
the supply chain.  

In this paper, we demonstrate the benefit of a market-based information 
aggregation mechanism in improving the overall supply chain efficiency. We choose 
the uniform demand distribution as a simple illustration. In fact, similar qualitative 
insights can be extended to other demand distributions. In addition to fully analyze 
the game structure in equilibrium analysis, future work should formally characterize 
conditions under which the information market improves supply chain performance.  

To better coordinate the supply chain and manage the supply-side uncertainty, we 
assume a compensation scheme is offered by supplier 2 as a form of risk sharing 
contract. However, we assume the unit compensation is predetermined and the 
supplier only needs to decide the wholesale price. Other forms of coordination 
contracts, including the options contract, could be studied in future work. Please refer 
to [5] for more general discussion on the distribution function and the coordination 
mechanisms. 

Although we propose to trade simple binary contracts in this research, we expect 
more sophisticated trading contracts such as those with continuous payoffs could also 
be considered in future market mechanism design. Moreover, dynamic models might 
be an alternative modeling tool to study repeated interactions and market dynamics in 
multi-period supply chain coordination. We leave all these interesting explorations to 
future research. 

References 

1. Anupindi, R., Akella, R.: Diversification under Supply Uncertainty. Management 
Science 39(8), 944–963 (1993) 

2. Berg, J.E., Rietz, T.A.: Prediction Markets as Decision Support Systems. Information 
Systems Frontiers 5(1), 79–93 (2003) 



94 Z. Guo, F. Fang, and A.B. Whinston 

3. Fang, F., Guo, Z., Whinston, A.B.: Collective Outsourcing to Market (COM): A Market-
Based Framework for Information Supply Chain Outsourcing. Journal of the Association 
for Information Systems 9(4), 98–118 (2008) 

4. Guo, Z., Fang, F., Whinston, A.B.: Supply Chain Information Sharing in a Macro 
Prediction Market. Decision Support Systems 42(3), 1944–1958 (2006) 

5. Guo, Z., Fang, F., Whinston, A.B.: A Market-Based Information Aggregation Mechanism 
to Manage Yield Uncertainty in Supply Chain. Working paper (2010) 

6. Lariviere, M.A., Porteus, E.L.: Selling to the Newsvendor: An Analysis of Price-Only 
Contracts. Manufacturing Service Oper. Management 3(4), 293–305 (2001) 

7. McAdams, D., Malone, T.: Internal Markets for Supply Chain Capacity Allocation. MIT 
Working paper (2005) 

8. Tomlin, B.: Impact of Supply Learning When Suppliers Are Unreliable. Manufacturing 
Service Oper. Management 11(2), 192–209 (2009) 

9. Wolfers, J., Zitzewitz, E.: Prediction Markets. Journal of Economic Perspectives 18(2), 
107–127 (2004) 

10. Yang, Z., Aydin, G., Babich, V., Beil, D.: Supply Disruptions, Asymmetric Information, 
and a Backup Production Option. Management Science 55(2), 192–209 (2009) 

Appendix 

Table 3. Table of Notations 

Uncertainty  
θ  Supplier 2’s true reliability, Hθ θ=  or Lθ  

θ  The retailer’s belief about supplier 2’s reliability 

[ ],x x x∈  Random demand with lower bound x  and upper 

bound x  
( )f x  Probability density function of demand 

( )F x  Cumulative density function of demand 
Supply Chain Parameters  

1,...i N=  N retailers 

v  Unit wholesale price charged by supplier 1 
w  Unit wholesale price charged by supplier 2 
q  The retailer’s order from supplier 1 
Q  The retailer’s order from supplier 2 

c  Supplier 2’s unit compensation cost in case of non-
delivery 

sc  Supplier 2’s unit production cost 
r  The retailer’s unit retail price 
h  Unit lost sales cost 
g  Unit salvage value 

Information Structure  
D Denote decentralized information structure 
M Denote market-based information structure 

( )HP pθ θ= =  Prior belief that supplier 2’s reliability is high 

( ) 1LP pθ θ= = −  Prior belief that supplier 2’s reliability is low 
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Table 3. (continued) 
 

{ }1,0s =  The value of binary signal 

α  Number of retailers who receive 1s =  
β  Number of retailers who receive 0s = , 

Nα β+ =  

( )1 | HP s θ θ λ= = =  Conditional probability, 

( )0 | 1HP s θ θ λ= = = − , 1/2λ >  

( )0 | LP s θ θ λ= = =  Conditional probability, 

( )1 | 1LP s θ θ λ= = = − , 1/2λ >  

hθ ( θ ) The retailer’s perceived reliability if she receives 
signal 1s =  ( 0s = ) 

mθ  Updated market belief based on market prices 
*
Hφ ( *

Lφ ) Equilibrium market prices for contracts 
“High_Reliability” ( “Low_Reliability”) 

Threshold Values  
1w  Wholesale price threshold value below which the 

retailer single-sourcing from supplier 2  
2w  Wholesale price threshold value above which the 

retailer single-sourcing from supplier 1  

θ  Reliability threshold value above which the retailer 
single-sourcing from supplier 2 

θ  Reliability threshold value above which the retailer 
single-sourcing from supplier 1 

w  Wholesale price threshold value corresponding to θ  
w  Wholesale price threshold value corresponding to θ  
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Abstract. RFID technology has been widely utilized throughout supply chains 
across a wide spectrum of industries. However, its potential in recy-
cling/remanufacturing has not received much attention in information systems 
literature. We consider RFID tags and their applications from a recy-
cling/remanufacturing perspective and propose a novel framework to assist such 
process based on item-level information visibility and instantaneous track-
ing/tracing ability enabled by RFID tags. 

Keywords: RFID, remanufacturing, reverse logistics, item-level information, 
closed-loop manufacturing. 

1   Introduction 

In recent years, Product Remanufacturing Management (PRM) and closed-loop 
manufacturing have gained increased attention from academic researchers and practi-
tioners alike.  The process of remanufacturing include the collection of defective (due 
to manufacturing) and end-of-life goods as well as manufacturing byproducts and  
re-engineering of products back to new or as-new or refurbished condition. Although 
remanufacturing is not new, it is still largely undervalued with respect to its  
economic, environmental and social benefits as well as from a strategic business  
perspective.  

Due to its inherent properties and the need to integrate the remanufacturing proc-
esses with the regular manufacturing plan, product remanufacturing management has 
been faced by challenges that arise mostly as a result of uncertainty from a supply 
chain perspective. For instance, uncertainty from the market, inventory, processing 
time and materials recovered has a direct impact on the manufacturing plan. As a 
result, the complex tasks in a remanufacturing process normally are significantly 
different from those in a traditional manufacturing setup. Rather than tackle a part of 
the problem, we find it more beneficial to optimize the remanufacturing process as a 
whole, which makes RFID technology an ideal candidate for this purpose. 

Being able to reveal item-level product information in a way that is fully automatic 
and instantaneous, radio frequency identification (RFID) technology not only pro-
vides a vitally important tool for supply chain management but also makes it a natural 
fit to optimize the product remanufacturing process. RFID is a tracking system that 
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uses tags (silicon chips implanted in a product or its packaging) to transmit  
information to a wireless receiver. The tag contains relevant product information at an 
item-level (Raza, Bradshaw, and Hague 1999; Shepard 2005; Zhou 2009). Unlike bar 
code that provides categorical-level information, RFID technology facilitates distin-
guishing individual products by assigning a unique electronic product code (EPC) to 
each of them. Unlike bar codes, which need to be seen to be scanned, RFID tags do 
not require direct line-of-sight for data transmission, making it possible to  
simultaneously read several tags as a batch. 

Motivated by RFID’s unprecedented characteristics for auto identification, we pro-
pose a framework to utilize RFID item-level information for product remanufacturing 
based on an adaptive knowledge-based system. We consider product remanufacturing 
process from a heuristic perspective with the goal of (1) reducing both environmental 
and economical waste, (2) improving manufacturing quality to decrease the rate of 
defects, (3) improving the efficiency of remanufacturing process, (4) facilitating 
product design and (5) enhancing Customer Relationship Management (CRM). 

Because of the complexity of both tasks and data in the remanufacturing process, 
an adaptive learning system is chosen to assist the process. Given the nature of re-
manufacturing, it is essential for the system to be adaptive to facilitate the need to be 
flexible in dealing with disparate scenarios that are endemic to this domain. A knowl-
edge-based adaptive system learns to proactively aid in generating appropriate  
strategies for any remanufacturing scenario that it is bound to encounter. While its 
performance may not be good at first during the learning stage, it gradually builds up 
its knowledge-base to incorporate the different kinds of defects it is likely to encoun-
ter in remanufacturing and the best possible solutions to address these shortcomings. 

As a part of sustainable economy, remanufacturing process sometimes is called as 
closed loop recycling system. We consider products that have manufacturing defects 
with some missing or defective component, end-of-life used products that have some 
salvageable component parts in them and manufacturing byproduct into considera-
tions. Remanufactured items are put on the market either as new or as refurbished. 
Most manufacturers treat remanufactured items that came from unused defective 
products as new and treat those from short-life products as refurbished. 

Remanufacturing provides a closed loop environment where the amount of wastage 
is reduced. A side effect of this process is the availability of knowledge that help 
improve product quality by identifying problems in the manufacturing process by 
careful evaluation of returned products. Clearly, these problems do not necessarily 
result in dead on arrival (DOA) products. Instead, returned products (i.e., products 
found to be defective after being used for a short time period) contain very useful 
information both for quality management and for effective remanufacturing process. 
There are situations where the primary goal in manufacturing a product is not its long 
quality life-span. For instance, the marketing strategy might dictate the product life 
span to be set at a certain (relatively short) time for compulsory replacement. The 
proposed framework can be easily adjusted to learn and adapt to this scenario. 

The remainder of this paper is organized as follows. We begin with literature re-
view in Section 2. We present the dynamic remanufacturing framework in Section 3. 
We include several numerical examples to illustrate the presented model and its effec-
tiveness. Section 4 concludes the paper with a brief discussion on the insights  
garnered and their implications. 
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2   Literature Review 

Remanufacturing, reverse logistics, and recovery operations have been studied by 
researchers for at least during the past decade. For example, Goggin (1998) attempted 
to consider industrial practices to develop a theory on product recovery. Goggin 
(1998) developed typologies and models for product recovery operations based on 
typologies of manufacturing chains.  Although remanufacturing, reverse logistics, and 
recovery operations have similar goals that attempt to address issues and constraints 
that are generally associated with reducing  waste and effective use of products that 
are not perfect, they are not the same. 

Rogers and Tibben-Lembke (1998) define reverse logistics as the process of plan-
ning, implementing, and controlling the efficient, cost effective flow of raw materials, 
in-process inventory, finished goods and related information from the point of con-
sumption to the point of origin for the purpose of recapturing value or proper dis-
posal." Other researchers have considered several facets of reverse logistics. For  
example, Fleischmann (2001) considers network design, inventory management, and 
production scheduling to develop models for optimizing each of those core  
operations.  De Brito (2004) develops a framework for reverse logistics theory. 

Product disassembly, a core area under product recovery management, is defined 
as an ecological approach that allows reusable, non-recyclable, and hazardous subas-
semblies to be selectively separated from recyclable ones (Seliger et al., 2001).  
According to Das, et al., (2000), key objectives of disassembly include (i) the recov-
ery of valuable and reusable parts or subassemblies, (ii) product separation to facili-
tate the downstream material recovery process, (iii) the removal of hazardous or toxic 
materials, (iv) to remanufacture the product for another useful life, and (v) to destroy 
the proprietary parts of sub-assemblies.  Given the importance of product recovery, 
several researchers have studied this problem in greater detail including Desai and 
Mital (2003), Feldmann and Scheller (1994), Gupta and McLean (1996), Lambert 
(2003). The interested reader is referred to these literature and the references therein. 

3   Framework and Model 

In general, product remanufacturing processes utilize end of life products, compo-
nents, and materials with a purpose to recover as much of the economic (and ecologi-
cal) value as possible, thereby reducing the ultimate quantities of waste. While the 
cost of remanufacturing also plays as one of the decision role for the management, 
how to improve efficiency and to reduce operational cost has become an eminent 
problem. We will investigate in this section the potential of utilizing RFID enabled 
adaptive learning system in remanufacturing process design. 

3.1   Traditional View 

Traditionally, remanufacturing starts from a normal manufacturing process, which 
produces a certain number of qualified products, a small portion of defective products 
(in some industry, such as plasma panel manufacturing, its number can be very sig-
nificant), and some byproducts, Figure 1. The defective products, of which defects 
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could be caused by various issues, are immediately put in the remanufacturing process 
that would try to recover value from these products. The end of life (EOL) products 
can be collected through different channel, such as consumer-retailer-manufacturer, 
consumer-manufacturer, consumer-third-party-manufacturer (Savaskan,Bhattacharya, 
and Van Wassenhove 2004). Both the defective and EOL products are diagnosed by 
technicians to identify the faulty components for further decisions. 

Manufacturing

Qualified
Products

Defected
Products

Byproducts

DISPOSAL/
WASTE

Supply Chain

Diagnosis

Raw Materials

EOL Products

Disassemble

Refurbish

Product Remanufacturing
 

Fig. 1. Traditional product remanufacturing process 

After collection, the products would go through several recovering procedures, 
which are usually implemented for remanufacturing that may include repairing and 
reusing, refurbishing, manufacturing, cannibalization and recycling (Thierry et al. 
1995).  The purpose of repairing and reusing is to fix used products to working order, 
which usually renders lower quality of the new products. Manufacturing using com-
ponents from used/defective product is to bring used products up to quality standards 
that are as rigorous as those for new products by completely disassembling the prod-
ucts to the component level, accompanied by extensive inspection and replacement of 
broken/outdated parts. Refurbishing generally is characterized by first disassembling 
the product down to a preset module level, followed by inspection and replacement of 
broken modules. While discarding most of the components of a used/defective prod-
uct, the procedure of cannibalization selects a small number of reusable parts and 
modules, which are usually of high value, from the used/defective products and uses 
these components/modules in manufacturing, repairing/reusing and refurbishing. 
Through separation processes, recycling involves collecting materials from used 
products, which are reused in the manufacturing of either the original or other  
products that shared the same materials. 

Before Defective/EOL products can be restored for market, diagnosis and disas-
sembly are usually performed and the operations of disassembly bring much uncer-
tainty on planning, such as material resource planning, inventory management, shop 
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floor control, production scheduling etc. After disassembly, parts are assessed as to 
their remanufacturability, within which those acceptable parts are then routed to the 
necessary operations. Parts not meeting minimum remanufacturing standards are 
disposed. 

3.2   RFID Enabled Framework 

Figure 2 illustrates the proposed product remanufacturing process with RFID and adap-
tive self-learning system, where we utilize artificial intelligence generated knowledge to 
assist selecting proper raw materials, configuring the normal manufacturing process and 
facilitating the diagnosis process. Integration of CRM and remanufacturing strategy 
(considering consumers’ preference and perception on new, remanufactured, or refur-
bished products) could assist decision maker to gain insightful knowledge of the market 
and thus help establish the right market and manufacturing strategy.  

Manufacturing

Qualified
Product

Defective
Product

Byproducts

Supply Chain
Raw

Materials

EOL Products

EvaluationLearningKnowledge
BaseSuggestions

CRM

Adaptive Learning Module

Manufacturing Output Market Output

DISPOSAL/
WASTE

DiagnosisDisassemble

Refurbish

 

Fig. 2. Product remanufacturing process with RFID and adaptive self-learning system 

Figure 3 illustrates a single manufacturing session with two sequential manufactur-
ing processes. Raw materials are input at check point 1 in batch and are processed 
through P1 and P2. At check point 2, relevant characteristics of the products are 
measured and defective products are identified for further re-processing. Without 
RFID, all items are treated the same in throughout the manufacturing session and 
technicians would adjust the manufacturing configurations of both P1 and P2 based 
on information collected from check point 1 and check point 2, such that  
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Config(P1,P2)~F(ch1, ch2). With RFID real time item level information, we are now 
able to identify every single item at any time t, the associated characteristics of this 
item and possibly its ambient conditions. With refined continual information on indi-
vidual parts throughout the session, the technician is able to fine tune the manufactur-
ing processes for better quality, thus reducing the rate of producing defective products 
such that Config(P1,P2)~F(ch1, ch2, chRFID(t)). 

Check Point 1

Manufacturing Process 1

Manufacturing Process 2

Configuration P1(t)

Configuration P2(t)

Check Point 2

Input in batch Output
Quality Scale

} Defective

 

Fig. 3. Single manufacturing session with two sequential manufacturing processes 

3.3   Adaptive Learning Module 

The Adaptive Learning module is at the core of the proposed framework in facilitat-
ing the system to learn to adapt to dynamically changing environments. A majority of 
items that pass through the remanufacturing, reverse logistics and disassembly proc-
esses have disparate set of requirements depending on the number of component parts 
they have and the various ways in which these components can be compromised. This 
necessitates the system to possess the expertise to deal with the situation or at the least 
to gracefully (i.e., not break down in a brittle manner when faced with an entirely new 
situation) handle the situation based on partially similar situations it has encountered 
in the past. 

The Adaptive Learning Module comprises four sub-components including the one 
for Learning, which learns necessary knowledge from products that have been re-
manufactured, disassembled or participated in reverse logistics earlier,  Knowledge-
base that contains knowledge obtained through learning, Evaluation for  evaluating 
the resulting (e.g., remanufactured) product, and Suggestions for recommending the 
best  possible course of action to take. These components act in consort to facilitate 
and accomplish the process of improving the performance of the system with time and 
experience as it recommends appropriate courses of action and learns of the resulting 
outcome. 

Specifically, the Learning sub-component learns explicit and implicit patterns that 
are present in the domain (here, remanufacturing, disassembly, or reverse logistics) by 
using example scenarios that cover representative cases. The learned knowledge is 
then stored in the knowledge-base for later use when a similar pattern is witnessed in 
the system. Based on the instantaneous snap-shot of the system and any existing asso-
ciated knowledge in the knowledge-base, the system suggests the best course of  
action. And, once this suggested course of action is implemented, the system waits to 
obtain more information on the outcome, which is then used to reinforce existing 
knowledge in the knowledge-base or learn new knowledge which can then be  
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incrementally learned and incorporated in the knowledge-base. The Evaluation  
sub-component ensures and maintains the quality and completeness of the knowl-
edge-base by enabling continual learning on the part of the Learning module by  
identifying existing deficiencies in the knowledge-base 

The general steps that are involved in the proposed process can be summarized as 
follows: 

1. Set evaluations interval (T) 
2. Set initial values for raw material selection (R)  
3. Set initial values for manufacturing parameters setting (P) 
4. Repeat steps 5-11 until time T 
5. Manufacturing begins. Specify local time (t). Set local-time=0. 
6. If Reman(current configuration R) >> Reman(previous configuration R), 

go to step 8. 
7. If local-time < t, go to step 6 
8. Learning 

9. If expected improvement( (configuration)) > pre-determined threshold, 
go to 11 

10. Else, go to step 4 
11. Performance evaluation and Learning 

3.4   Results and Analysis 

We illustrate the benefits of implementing RFID-enabled real-time system in the 
context of manufacturing / remanufacturing by a numerical example. Consider a 
manufacturing session that consists of two manufacturing processes, as shown in 
Figure 3. After the raw materials are processed, there is a check point at the end of the 
manufacturing session that measures the characteristics of output products. However, 
depending on the process, we assume that there is no check point during the session. 
We consider the configuration of the first manufacturing configuration (cnfg1) to be 
normalized and set to 10, which is subject to certain variance during the manufactur-
ing process. The variance can be caused by uncertainties from external or internal 
sources so that at any given time point cnfg1 can be 10.2, 9.9, etc., which is subject to 
a random distribution. While it is the same for the second manufacturing configura-
tion, cnfg2 that is set to 5, without real-time item-level tracing and tracking ability, the 
actual manufacturing information for the product is indeed missing. The general  
performance results of each individual manufacturing process as well as the quality 
characteristics of products at the check points, however, are available.  

We consider the product quality at check point 2 as a direct result of the manufac-
turing configuration at the two processes, Q (cnfg1, cnfg2). Without RFID information 
visibility, the quality of the output products can only be described by their aggregate 
statistical characteristics. Table 1 lists a set of sample numerical data for 12 products 
that go through the manufacturing session with two processes. Without RFID, while 
the only information available is the quality measurement at the check point, where 
the manufacturing configurations of processes 1 and 2 of each individual item are 
missing. With RFID real-time item-level information, we are able to obtain the  
following manufacturing history data for each product. 

 



 Remanufacturing with RFID Item-Level Information 103 

 

After analysis using the above data, we are able to identify certain patterns in the 
manufacturing session. For instance, product #3, 4, and 10’s quality are below aver-
age, while historical data for those products show that both configurations 1 and 2 are 
below their pre-set levels which are 10 and 5 respectively. With these information  
and observation, we may conclude by saying that lower configuration on both manu-
facturing processes would result in a low quality product.   

With RFID-generated information visibility and post-data-processing, we are able 
to obtain two possible benefits: 1. improve the manufacturing process, and 2. pin-
point possible quality issues related to individual defective products by considering its 
historical manufacturing data. Without RFID tracking and tracing ability, the informa-
tion is based on statistical description at an aggregate level that deprives the ability to 
refine the manufacturing and remanufacturing process at an item level.  

Table 1. Manufacturing history & quality data with two manufacturing processes 

ID cnfg1 Cnfg2 Quality
1 10.1 5.2 8.5/10 

2 9.8 5.1 9.4/10 

3 9.5 4.7 6.5/10 

4 10.4 5.2 6.5/10 

5 10.0 4.9 9.8/10 

6 10.1 5.1 9.0/10 

7 9.7 4.7 8.0/10 

8 9.8 5.2 8.5/10 

9 10.0 5.0 9.9/10 

10 9.9 4.4 5.5/10 

11 9.9 5.1 9.0/10 

12 10.2 5.0 9.0/10 

4   Discussion 

We considered one of the problems faced by manufacturers with respect to dynami-
cally adjusting manufacturing/remanufacturing process using a knowledge-based 
system framework. This process can be automated and operationalized in a seamless 
fashion through RFID-embedded component tags on individual parts. These RFID 
identified manufacturing parts also enable the quality manager to continually adjust 
manufacturing parameters at the item-level as is deemed necessary. We illustrated the 
proposed knowledge-based framework using heuristics. Preliminary results indicate 
that the manufacturer would benefited by such a framework and setup using  
RFID-generated information.  
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Abstract. The role of intermediaries in long tail markets is different from those 
in traditional markets, due mainly to the heterogeneous nature of the buyers, the 
sellers and the products that comprise these markets. We propose a theory-
based framework that identifies different kinds of long tail intermediaries who 
provide services to producers of digital goods.  We also identify a set of unique 
descriptors for these process intermediaries that make them vital to long tail 
producers, and the factors that bring them together. 

Keywords: Intermediation, long tail, process facilitation, middle range theory. 

1   Introduction 

The rise of the Internet and digital markets has also made the long tail of consumer 
demand and producer supply possible [5]. What makes the long tail unique is the 
behavior exhibited by the population of long tail producers. Producers in the long tail 
exhibit needs that are different from those of larger mainstream market producers. 
Long tail markets also feature intermediaries, who exist when there are benefits on 
both sides of the middleman that can be margined in excess of the cost of the inter-
mediary’s services [9][10]. Intermediated markets are needed when there are a large 
number of producers or when markets have many heterogeneous products and none of 
them have very large demand [2][3]. Given this, it is worthwhile to examine how the 
functions of intermediaries have been transformed to meet the needs of this idiosyn-
cratic market space. The long tail market literature has yet to address the nature and 
evolution of producer-intermediary relationships, and the processes related to these 
interactions.  

The key research questions we address are: What types of intermediaries are in-
volved in facilitating the delivery of digital goods in the long tail? What factors drive 
a producer’s choice of intermediary and the intermediary’s decision to transact goods 
in the long tail? And what processes do intermediaries support that match the unique 
requirements of the long tail? 

2   Theory and Methods 

Long tail theory proposes a significant market comprised of millions of items that were 
previously relegated to specialty retailers [1][6]. They are dependent on mitigating 
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consumer search costs and increasing confidence about the quality of the product and 
the security of the seller in the eyes of the buyer. 

It is difficult for any single intermediary to adequately fulfill the needs of all buy-
ers and sellers in long tail markets [4]. As such, very different types of intermediaries 
have emerged in long tail markets. Given the lack of research on intermediary types in 
long tail markets, we develop a framework that matches producer types to intermedi-
ary types that is rooted in the processes that are of greatest value in the market. The 
approach that we use to develop our framework follows the tenets of middle range 
theory development [7][9]. 

The first component of our framework is the three basic types of producers in the 
long tail. They each possess their own preferred form of process support that they 
expect from process intermediaries in the long tail [8]. Potential superstars are driven 
by the need to have their products legally protected, achieve adequate and substantial 
financial returns, be sold via reputable and well-connected entities, and be readily 
accessible to buyers. Independents seek only adequate fit with their desired customer 
base and rapid access via distribution channels that they deem acceptable. Indifferents 
require similar functionality as independents and potential superstars. The key differ-
entiators are the scope of their market entry and penetration, their lack of concern for 
financial returns beyond simple return on investment, and the intensity and awareness 
of the independent spirit of the customer base. 

The second component of our framework is an intermediary typology that is based 
on the needs of producers and the demands of the market. Direct retailers, represent-
ing digital storefronts for long tail products, have to offer robust and effective search 
functions. They also require strong and safe transaction processing and delivery sys-
tems. Distributors serve fewer buyer needs, but are essential to producers who require 
access to more diverse markets than can be offered by other intermediaries. As they 
also assist with brand creation, they must offer significant protection for the intellec-
tual property of digital goods producers. Classifieds are intermediaries that offer rapid 
access for consumer bases, represented by robust search methods. Finally, scouts are 
intermediaries that elevate producers from the long tail to larger, more profitable 
markets. Table 1 presents the relationship alignment between the producer and inter-
mediary types.  

Table 1. Producer-Intermediary Alignment in the Long Tail 

PRODUCER TYPE DIRECT RETAILERS DISTRIBUTORS CLASSIFIEDS SCOUTS 

Potential Superstars X X  X 

Indifferents X  X  

Independents   X  

Potential superstars, seeking profit, exposure, and access to larger, deeper markets 
would do well to align early with distributors. They also can simultaneously offer a 
small portion of their product selection to be sold via direct retailers, to permit con-
sumers to sample them. Once the potential superstar producer has effectively satu-
rated the customer segments in the long tail, it is time to seek out scout intermediaries 
to attempt entry into the wider commercial markets. Independents will benefit most 
by effectively leveraging the processes offered by classified intermediaries. Finally, 
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indifferent producers, like the independents, will be concerned with the development 
of their products. They will retain a desire for financial gain and minor profit, and will 
leverage the networks of classified intermediaries, while offering their products via 
networks of direct retailer intermediaries. 

The usefulness of the alignment framework becomes apparent when the long tail 
market of independent music is analyzed.  For example, Coldplay, an independent 
music group formed in 1996 fits in as a “potential superstar” producer. Coldplay  
successfully leveraged Napster as a “direct retailer” initially and then signed with a 
“scout intermediary,” Fierce Panda Records. Similarly, the Hybrid Ice music group, 
formed in 1969, can be identified as an “independent” producer. Hybrid Ice has relied 
mainly on bulletin board systems and weblogs to distribute its music (i.e., classifieds). 
We find similar types of evolution of intermediary-producer relationships over time 
among many other independent music bands. We believe that similar patterns of 
alignment can be observed in other long tail market settings such as the book publish-
ing and independent movie markets. 

3   Intended Contributions 

A major implication of the long tail process intermediation framework is that produc-
ers can seek relationships with multiple types of intermediaries. Similarly, it is possi-
ble for intermediaries to provide process support for multiple types of producers.  

The framework characterizes the producer-intermediary relationships and clarifies 
the alignment of interests for the relevant players. A key implication of our analysis is 
that intermediary-producer mappings are potentially fluid. While long tail markets are 
traditionally viewed as being composed of a large variety of different products, pro-
ducer objectives may still create opportunities for segmentation of long tail markets. 
This insight is important for a variety of intermediary organizations in developing 
strategies for targeting end-customers and producers. 

The production of value from intermediation is not a one-shot deal. Instead, the 
value that a long tail intermediary can provide to producers and consumers will be 
based on how its functionality changes in the face of market competition and techno-
logical changes over time. The essence of such change is being able to morph or 
transform the contents of the intermediation processes that are offered. We acknowl-
edge that more work is needed to develop testable hypotheses in this area. We are 
currently exploring different options to extend this analysis in that direction. 
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Abstract. The well-known deleterious effect of the amplification of variance of 
order rates in multi-echelon systems, commonly known as demand amplifica-
tion phenomenon or bullwhip effect, still presents new challenges and continues 
to fascinate the operations management community.  Recently this research 
field is focusing on the study of robustness of bullwhip avoidance techniques 
under uncertainty, as environmental conditions often determine variations in 
processes, with regards to production and delivery lead time, and variations in 
the parameters of the decision policies. This work aims at quantifying the effi-
cacy of bullwhip dampening techniques and at verifying this efficacy against 
variations in the business context. The original value of the research consists in 
showing that the bullwhip dampening efficacy, provided by hi-tech applications 
and practices of supply chain collaborations, persists when operational parame-
ters vary within a certain range. 

Keywords: bullwhip effect; supply chain collaboration; inventory management; 
differential equation model, simulation. 

1   Introduction 

As reported by Schmenner [1], the deleterious effect of the amplification of variance of 
order rates in multi-echelon systems, commonly known as demand amplification phe-
nomenon, was recognized as early as 1919 in the supply chain of Procter and Gamble. 
Seventy-eight years later Lee, Padmanabhan and Whang [2, 3] published two of the 
most popular papers based on a study of the well-known company, coining the term 
“bullwhip effect” to indicate the phenomenon where the variance of the demand signal 
increases as the demand signal flows up the supply chain. Today the problem still pre-
sents new challenges and continues to fascinate the operations research community [4]. 

In the last period, while the existence of bullwhip phenomenon has been widely 
confirmed, the discussion has shifted from strategies aimed at preventing the bullwhip 
effect to collaboration in the supply chain through collaborative planning, information 
sharing and VMI and other strategies [5] To contribute to the bullwhip avoidance 
literature, a robust what-if analysis focused on hi-tech applications and practices of 
supply chain collaboration is presented. This work aims at quantifying the efficacy of 
bullwhip dampening techniques and at verifying this efficacy against variations in  
the business context and at verifying this efficacy against variations in the business 
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context. In the real world, environmental conditions often determine variations in 
processes, with regards to production and delivery lead time, and variations in the 
parameters of the decision policies. Shared real-time point-of-sales information, sales 
forecasts, inventory order policies and inventory reports to support multi-tiers integra-
tion decision rules represent the key element to achieve the bullwhip dampening abil-
ity regardless of the operational parameters.  

The research methodology consists of analytical modelling, continuous simulation, 
and design of experiment. First, systems of nonlinear ordinary difference equations 
are used to model supply chain [6]. Equations are solved by Vensim software that 
uses Euler integration as default simulation method. This tool evaluates the system 
state every constant time interval (Δt), then the new system state is recorded and sta-
tistics collected [7]. Finally nine experiments are presented, obtained by varying three 
parameters of the model with Latin square design [8]. For each scenario two process 
performance assessments are calculated for every echelon, the Order Rate Variance 
Ratio and the Inventory Variance Ratio, and a customer service metric, the Fill Rate.  

The article is organized as follows. Section 2 reports a literature review on recent 
bullwhip effect solutions obtained by innovative supply chain operation practices. The 
simulation model, the adopted nomenclature and the related set of equations are  
explained in section 3. Section 4 presents the bullwhip metrics and the analysis of 
simulation data. Section 5 presents discussions and suggestions for future research. 

2   Literature Review 

Supply chain instability, bullwhip effect and the influence of inventory level on de-
mand have attracted the attention of researchers and practitioners in different fields of 
management science. In the last bullwhip investigation phase, the researchers in the 
field of demand amplification phenomena have deeply investigated the development 
of collaboration among partners in the supply chain and innovative information tech-
nologies solutions, both with empirical studies of real cases, analytical methods and 
what-if simulation. Among the contributions to bullwhip field are those by Chen et al. 
[9], Disney and Towill  [10], Dejonckheere et al. [11], Chatfield et al. [12], Gonçalves 
et al. [13], Villegas and Smith [14], Ouyang [15], Boute et al. [16], Jakšič and Rusjan 
[17] and Duc et al. [18]. 

Chen et al. [6] investigate the bullwhip problem in a multi-echelon supply chain 
with information sharing using stochastic approaches. They show the benefit of infor-
mation sharing for the Order-up-to policies based on exponential smoothing forecast in 
an enriched scenario and propose an analytical metric to quantify the bullwhip effect.  

Disney and Towill [7] present an analytic solution to the bullwhip problem for the 
DE-APIOBPCS (Deziel and Eilon Automatic Pipeline Inventory and Order Based 
Production Control System) order policy. They show that the way to minimise the 
bullwhip problem with this policy is increasing the average age of forecasts, and  
reducing the rate at which inventory and WIP correction are accounted for in the 
production/distribution-ordering algorithm. 

Dejonckheere et al. [8] examine with control theory approach two supply chain in-
formation scenarios for Order-up-to and APIOBPCS replenishment policies. They 
quantify the benefit of sharing end customer demand forecasting by analytically dem-
onstrating the relevant dampening of demand amplification along the tiers. 
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Chatfield et al. [9] present a k-stage serial supply chain model to determine Order-up-
to levels and order quantities for each stage. Using a simulation model, they perform a 
set of experiments that employ factors related to lead-time variation, information qual-
ity, and information sharing to conclude that information sharing reduces total variance 
amplification and stage (node to node) variance amplification. Furthermore, their results 
show that information sharing protects a supply chain against “cascading failures”, the 
effect that stockout at the upper echelons may have on multiple downstream nodes. 

Gonçalves et al. [10] via system dynamics approach focus on the causes of oscillatory 
behaviour in capacity utilization at a semiconductor manufacturer of Intel Corporation 
and explore the role of endogenous customer demand in influencing the company’s pro-
duction and service level. They suggest that typical policy prescriptions of lean inventory 
and responsive utilization policies hold only when demand is assumed to be exogenous. 

Villegas and Smith [12] show how an Automatic Planning System (APS) may be 
modified to better manage the trade-off between order and inventory oscillations. 
They state that in real supply chains APSs have introduced a new source of demand 
distortion, which is reflected as high variation in production order quantities as the 
desired inventory levels are maintained according to company policies. The problem 
is studied in a four echelon model that faces a seasonal predictable demand, using 
difference equation and mathematical optimisation models. The paper suggests ways 
in which the operating policies and the APS model can be modified to reduce the 
demand amplification phenomenon. 

Ouyang [13], via frequency domain approach, presents a system control framework 
for analyzing the bullwhip effect in multi-echelon supply chains with information 
sharing. He derives robust analytical conditions to predict whether or not the bullwhip 
effect will arise without knowing the customer demand, and also develops exact for-
mulae for the variance of the order stream at any level of a multi-stage chain knowing 
only the spectrum of the customer demand process. He shows a special case in which 
sharing customer demand information across the chain significantly reduces, but does 
not completely eliminates, the bullwhip effect. 

Boute et al. [14] present a model with two-echelon supply chain: a single retailer 
holds a finished goods inventory to meet an i.i.d. customer demand, and a single 
manufacturer produces the retailer’s replenishment orders on a make-to-order basis. 
They show that, by including the impact of the order decision on lead times, the order 
pattern can be smoothed to a considerable extent without increasing stock levels and 
avoiding bullwhip effect. 

Jakšič and Rusjan [15] demonstrate through transfer function method that demand 
forecasting with simple exponential smoothing effectively lowers the variability of 
orders over demand, and thus decreases the probability of the bullwhip effect occurring.  

Duc et al. [16] quantify the impact of the bullwhip effect as the phenomenon in 
which information on demand is distorted as moving up for a simple two-stage supply 
chain with one supplier and one retailer. Assuming that the retailer employs a base 
stock inventory policy, and that the demand forecast is performed via a mixed autore-
gressive-moving average model ARMA(1,1), they investigate the effects of the auto-
regressive coefficient, the moving average parameter, and the lead time on the  
bullwhip effect. They report two significant properties of the bullwhip effect: (1) the 
bullwhip effect does not always exist, but its existence depends on the values of auto-
regressive and moving average coefficients of the ARMA model; (2) the bullwhip 
effect does not always increase when the lead time increases. 
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As showed, the literature advocates that policies that stimulate information sharing 
and coordination are solutions to supply chain instability, stockholding, and poor 
customer care. Supply chain connectivity, cooperation and coordination within the 
production/distribution network are indispensable to avoid bullwhip effect. In the next 
section we present a multi-echelon model structure able to inhibit the bullwhip effect. 

3   The Bullwhip Avoidance Model  

The multi-tier structure is composed by four serially-linked business entities 
i={1,2,3,4}, whose order policies are based on the integrated data on marketplace 
 

Table 1. Notation 
 

i
tWip  work in progress (includes incoming transit units) at echelon i at 

time t. 
i
tInv  inventory of goods at echelon i at time t. 

i
tDO  units finally delivered at echelon i at time t. 

i
tTh  throughput at echelon i at time t. 

td  market demand at time t. 

ˆ
td  customer demand forecast at time t. 

i
tR  order quantity at echelon i at time t. 

1
i
tBl
−

 existing backlog of orders at echelon i at time t. 

i
tVirtInv  virtual inventory at echelon i at time t. 

iVirtWip
t

 virtual work in progress at echelon i at time t. 

i
tTVirtWip  target virtual work in progress at echelon i at time t. 

i
tTVirtInv  target virtual inventory at echelon i at time t. 

2
iR

σ  variance of order quantity rate at echelon i 
2
dσ  variance of customer demand. 

2
iInv

σ  variance of inventory at echelon i. 

iR
μ  mean value of order quantity at echelon i. 

dμ  mean value of market demand. 

α  forecast smoothing factor. 

i
pT  physical production/distribution lead time (incoming transit time 

from supplier plus the production lead time). 
i

cT  cover time for the inventory control. 

i
yT  smoothing inventory parameter. 

i
wT  smoothing work in progress parameter  



 Avoiding Demand Amplification Phenomenon via Hi-tech Application 113 

demand, tiers’ inventory and work in progress. Echelon number four (retailer)  
accesses sale forecasts and point-of-sales data; its order policy is based on this infor-
mation and on its inventory and work in progress reports. Echelon number one 
(manufacturer) gains data from the whole network: real-time sales forecast, and 
global item positions along the chain. 

In the real business world the information structure of our model can be associated 
to a data-driven decision support system provided by a cyber communication platform 
that releases continuous feedback on the multi-echelon item flow data (Fig.1). 

 
Fig. 1. Multi-tier Structure 

The mathematical formalism of the model is reported in the following.  The ge-
neric echelon’s position is represented by index i. Echelon i=1 stands for the manu-
facturer and i=4 for the final customer. 

The system is modelled under the following assumptions: 
a) K-stage production-distribution serial system. Each echelon in the system 

has a single successor and a single predecessor.  
b) Unconstrained production-distribution capacity. No quantity limitations in 

production, buffering and transport are considered.  
c) Single product. Aggregate production plans are assumed. 
d) Non negative condition of order quantity. Products delivered can not be  

returned to the supplier. 
e) Backlog allowed. Orders not fulfilled in time are backlogged so that inven-

tory remains a positive or null value. 
f) Uncapacitated raw material supply condition. Orders from echelon i=1  

(producer) are always entirely fulfilled in time.  
g) Market demand is visible to all echelons. All echelons adopt the exponential 

smoothing rule to forecast demand. 
h) A generic echelon receives information about order quantity from the down-

stream adjacent echelon, on the up-to-date market demand and on cover time 
factors, lead times, inventory levels, and work in progress levels Wj from all 
downstream echelons  

i) Lead times and safety stock factors are equal for all echelons:  
The mathematical formalism of the business network is as follows.  

1
1

i i i i
t t t tWip Wip DO Th−

−= + − . (1)

1
i i i i
t t t tInv Inv Th DO−= + − . (2)
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1
1

i i i i
t t t tBl Bl R DO+

−= + − . (3)

1
1 1( ; )i i i i i

t t t t tDO MIN R Bl Inv Th+
− −= + + . (4)

1

p

i i
t t TTh DO −

−= . (5)

1 1
ˆ ˆ(1 )t t td d dα α− −= + − ;  0 1α< ≤ . (6)

4
i j
t t

j i

VirtWip Wip
=

=∑ . (7)

4
ji

t t
j i

VirtInv Inv
=

=∑ . (8)

4
ˆ ji

t t p
j i

TVirtWip d T
=

= ∑ . (9)

4
ˆ ji

t t c
j i

TVirtInv d T
=

= ∑ . (10)

1 1ˆ ( ) ( )i i i i i
t t t t t ti i

w y

R d TVirtWip VirtWip TVirtInv VirtInv
T T

= + − + − ; 0,i
tR i≥ ∀ . (11)

Equations (1), (2) and (3) represent the state variables of the model. Work in pro-
gress and Inventory describe physical flows of items in downstream direction,  
while Backlog is representative of service level for each tier [19]. Equation (4) 
expresses the dynamic of delivered orders, allowing backlog as stated in assumption 
(e) [20]. Eq. (5) represents the production/delivery lead time delay, represented  
by the parameter Tp. Eq. (6) models the exponential smoothing formula to  
forecast demand [21], where dt-1 stands for the end customer demand and α is the 
smoothing parameter. The market demand forecast equation is shared by all the 
echelons.  

Equation (7) is obtained by orders-in-the-pipeline at stage i plus the work in pro-
gress of downstream echelons. Equation (8) for an individual echelon is the sum of 
the Inventory at stage i and Inventory of subsequent echelons. Target Virtual Wip (9) 
and Target Virtual Inventory (10) are two further elements supporting data warehouse 
for the replenishment rule [22], generated by two operational parameters and the fore-
casted demand. Equation (11) models the order rule investigated in this work. It is a 
well-known variant of an Order-Up-To replenishment rule, namely APIOBPCS [23], 
largely utilized in industry and studied by academics [24]. This replenishment rule 
implies that at every time the ordered quantity is equal to the forecasted demand, plus  
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a fraction of the discrepancy Target Virtual Wip and actual Virtual Wip (1/Tw), plus a 
fraction of the gap between virtual and actual Inventory (1/Ty). The peculiar feature of 
this order rule lies on taking into account pipeline feedback in the inventory policy 
and including smoothing parameters to gradually restore wip and inventory desired 
level. 

4   Bullwhip Metrics and Design of Experiments 

We set up nine different experiments, obtained by varying three parameters of the 
model:  

(i) The forecast smoothing factor α.  This value represents the weighting factor of 
the exponential smoothing rule. The value of  α is between 0 and 1. The higher 
the value of α, the greater is the weight placed on the more recent demand lev-
els. The lower the α value the greater is the weight given to demand history in 
forecasting future demand. 

(ii) The physical production/distribution lead time Tp. This parameter represents 
the incoming transit time at echelon i from supplier plus the production lead 
time.  

(iii) The smoothing inventory parameter (Ty=Tw). Ty is representative of the dis-
crepancy between actual inventory and target inventory levels, which is equal 
to the smoothing work in progress parameter Tw, representative of the discrep-
ancy between actual WIP and target WIP levels. This peculiar design (Ty=Tw) 
was investigated by Deziel and Eilon [25], and it is largely demonstrated in lit-
erature [26] that it lies well within the stable regime with extremely well be-
haved dynamic response. 

We use a 3x3 Latin square design, in which each variable has three levels. Each 
factor varies between a maximum level and a minimum level, and it also assumes 
an average value. The chosen design is balanced and orthogonal. Design of experi-
ments is used to check whether the estimated effects of changing the inputs of the 
simulation models agree with the experts’ qualitative knowledge about the system 
[8, 27]. 

The 3x3 Latin square used to design the experiment and the variables’ levels are 
shown in Table 2. Cardinal numbers from 1 to 3 stand for the levels of α, Roman  

 
Table 2. Experimental design and factors’ levels 

 Tp 

α I II III 

1 A B C 

2 B C A 

3 C A B 

 

 

 

α Tp Tw=Ty 

1/6 1 2 

1/3 2 3 

2/3 3 4 
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numbers for the levels of Tp, capital letters for the levels of the order policy smooth-
ing parameters Tw and Ty. 

For each scenario we calculate two process performance assessments for every 
echelon: the Order Rate Variance Ratio (12) proposed by Chen et al. [9] with  
the Disney and Towill variation [28], the Inventory Variance Ratio (13)  
proposed by Disney and Towill [29], and the  Fill Rate (14) as customer service 
metric [30] 

2 2
i dR

ORVrRatio σ σ=  . (12)

2 2
i dInv

InvVrRatio σ σ= . (13)

( )100retailer

t t tFillRate DO d= . (14)

The Order Rate Variance (OR Vr) Ratio metric is a smart and concise quantification 
of the order rate instability. The theoretical value of (12) is equal to 1 in case of abso-
lute absence of demand amplification. When demand is amplified along the chain, the 
values of the Order Rate Variance Ratio show a geometrical or exponential trend in 
upstream direction.  

The Inventory Variance (Inv Vr) Ratio is a supplementary measure of multi-
echelon system instability obtained by comparing the inventory variance magnitude 
to the variance of the market demand. Equation (13) permits to explore the  
impact of the deleterious consequences caused by demand amplification and, at  
the same time, it offers additional value to investigate the effect of order policies on 
inventory levels. A geometrical or exponential increase of this metric is representa-
tive of the transmission of inventory instability along the network, caused by  
information distortion and unsynchronized decision planning between the trading 
partners. 

The Fill Rate is defined as the percentage of orders delivered ‘on time’, that is, no 
later than the delivery day requested by the customer. Equation (14) is calculated as 
the fraction of demand immediately filled from the stock on hand. 

5   Supply Chain Performance Analysis 

In continuous time domain we simulate the dynamics of the information-integrated 
structure and the response of the system for a step increase in final demand. The 
model runs are for a total of 100 time units, with a time step equal to 0.25; the de-
mand signal from marketplace changes from 100 items per time unit to 200 
items/time unit in the tenth simulation period. 

Table 3 reports the values for the OR Vr Ratio and for the Inv Vr Ratio in the nine 
scenarios, measured in each echelon. 
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Table 3. Bullwhip Magnitudes Outcome 

 Echelon 4  Echelon 3 
 OR Vr Ratio Inv Vr Ratio  OR Vr Ratio Inv Vr Ratio

1°Set 2,98 20,96  6,54 17,90
2°set 1,49 19,98  2,54 18,33
3°set 1,50 19,62  2,51 17,74
4°set 1,69 29,23  3,11 27,58
5°set 1,91 30,11  3,54 25,85
6°set 7,17 38,87  15,84 26,50
7°set 2,01 37,54  4,01 38,93
8°set 10,39 49,86  22,49 38,56
9°set 6,34 46,56  13,01 33,50

 

 Echelon 2  Echelon 1 
 OR Vr Ratio Inv Vr Ratio  OR Vr ratio Inv Vr Ratio

1°Set 7,59 14,67  5,34 14,23
2°set 3,32 16,55  3,55 15,78
3°set 3,38 15,73  3,76 14,92
4°set 3,68 25,66  3,17 23,57
5°set 4,29 23,16  3,79 21,87
6°set 16,58 21,82  7,09 20,92
7°set 4,68 33,49  3,39 28,03
8°set 22,07 33,03  6,51 27,39
9°set 615,73 30,89  7,47 26,89

 
The output indicates that when adopting a collaborative planning supply chain 

practice there is no geometric increase of the bullwhip with the level in the chain  
[11]. The value of the two reported metrics clearly indicates that demand amplifica-
tion magnitude does not get massive at higher nodes in the system. Furthermore, in 
our experiments the variance of inventory decreases along the chain in upstream  
direction, regardless of the parameter setting. Note that for the first echelon’s (manu-
facturer) no production lead time is considered. 

The analysis of two process metrics shows that the bullwhip effect is dampened 
when the lead time is reduced, and when the smoothing inventory and work in pro-
gress parameters increase [29]. Furthermore, Inv Vr Ratio always decreases when 
analysing the structure from the retailer to the first echelon. Despite the similar behav-
iour along the nine sets, there is a considerable difference among the scenarios 
grouped by lead time: as the lead time increases the value of Inv Vr Ratio becomes 
higher. An additional significant outcome, in contrast with the result presented by 
Duc. et al. [18], consists in the reduction of the lead time, which is closely related to 
the global performance of the supply chain as it induces demand amplification avoid-
ance, inventory stability and better satisfaction of the actual marketplace demand. 

Analysing the Fill Rate (FR) in each scenario enables to get an insight on the prop-
erties of the proposed model in terms of customer satisfaction. The FR is reflective of  
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the network’s ability to meet the market demand: when all orders are fulfilled in time, 
the FR at time t is equal to 100%. For every set in the first ten periods the market 
demand is satisfied no later than the delivery day requested by the customer. For the 
step increase in demand, a variation in the Fill Rate occurs.  

We report in Figure 2 the values of the FR from period 5 until it gets stable to 
100%. Diagrams are grouped by lead time.  

 

Fig. 2. Fill Rates 

The values of FR confirm the observation brought forth by the OR Vr Ratio and 
Inv Vr Ratio metrics. It is important to underline that a global metric high perform-
ance, measuring the effectiveness of the entire production/distribution network, im-
plies also local improvement for each node. Among the nine simulated set, only the 
last group (Tp=3) presents a weak customer satisfaction metric. Nonetheless, even the 
worst scenario outperforms a non-collaborative traditional ordering structure [19, 27]. 
Moreover, the FR measures confirm the importance of lead time reduction, not only 
in terms of demand amplification and inventory stability, but also with regards to 
customer satisfaction. 

6   Conclusion 

In 2006 Geary, Disney and Towill [32] presented the most recent historical review on 
the demand amplification problem, in which they identify the ten major causes of 
bullwhip and discuss on the expected future impact of the famous phenomenon. They 
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suggest that a way forward to systematically remove all avoidable causes of uncer-
tainty is to re-engineer the supply chain. This requires the effective application of 
business systems engineering principles involving technical, cultural, organisational, 
and financial aspects of the project. 

This work presented an operational and technical re-engineering of serially-linked 
supply chain to avoid the demand amplification phenomena. We have performed a 
robust what-if analysis focused on hi-tech applications and practices of supply chain 
collaboration. The supply chain business entities adopt a replenishment rule and order 
fulfilling decisions supported by a data-driven decision support system provided by a 
cyber communication platform that makes available constant feedback data on mar-
ketplace demand, tiers’ inventory and work in progress.   

To perform our what-if analysis we have set up a difference equations system im-
plemented through a Vensim tool. The simulation provides an assessment of the  
dynamics of the structure and the response of the information-integrated system to 
demand variations in terms of bullwhip effect.  

Furthermore a Latin square design of experiment approach is adopted for both 
quantifying the benefits resulting from coordination, connectivity and cooperation 
through information technology-enabled business practices and demonstrating the 
robustness of such practices across a reasonably wide range of scenarios, character-
ised by different values of the forecast smoothing factor, the physical produc-
tion/distribution lead time, the smoothing inventory and work-in-process parameters. 

We have shown that the e-business technology infrastructure allows making real-
time decisions on the basis of marketplace demand variations: shared real-time point-
of-sales information, sales forecasts, inventory order policies and inventory provide a 
win-win business operational strategy to avoid bullwhip effect. We quantified the 
value of information technologies and supply chain collaboration practices to improve 
production/distribution network competitiveness, and furthermore we verified that 
competitiveness against variations in the structure setting.  

The original value of this research consists in having shown that the bullwhip 
dampening efficacy, provided by hi-tech applications and practices of supply chain 
collaborations, persists when operational parameters vary within a certain range.  

Finally, another relevant outcome coming from the present work is the close corre-
lation between lead time reduction, inventory instability, customer satisfaction and 
bullwhip effect avoidance: the supply chain global performance improves when in-
formation or materials delay decrease. 

Future research will involve testing the efficacy of hi-tech applications and  
practices of supply chain collaboration under several real supply chain conditions as 
production plant constraints and interruptions. 
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Abstract. How does the availability of an Service-Oriented Architecture (SOA) 
within a firm affect the potential of and intention for outsourcing business 
activities? Since one of the promises of SOA is to modularize the IT 
representation of business processes, it should facilitate business process 
outsourcing (BPO) in terms of buying the provision of single business 
functionalities. In this paper, we develop a conceptual research model that 
theorizes the relationship between SOA and BPO intention. 

Keywords: Service-oriented architecture (SOA), business process outsourcing 
(BPO), business flexibility, modularity, standards, research model development. 

1   Introduction 

With the spread of the Internet and the opportunities information technology gives to 
all firms, most of them are engaged in e-Business nowadays. However, for many 
companies, e-Business does not belong to the core competencies as it merely 
constitutes an additional channel for doing business with trading partners and 
customers. Consequently, business process outsourcing (BPO) provides an attractive 
course of action in order to help firms exploit the potential benefits of e-Business 
while, at the same time, not letting get the core competencies out-of-focus. But, in the 
scientific literature, BPO has not been investigated intensively in the past [1]. 
Considering the nature of e-Business starting with its parts of highly repetitive and 
standardizable activities (e.g., Electronic Bill Presentment and Payment (EBPP), 
product inquiries, acknowledgments of receipt), there are several aspects that open the 
field for outsourcing such activities to an external service provider. One step further, 
e-Business is about “running the entire business through Internet technologies” [2], 
reasoning the need for cooperation with other firms to ensure high-quality business 
processes, giving Internet and Web technologies a central role in gluing services [2]. 
Looking at the results of studies that investigated various facets of BPO, it has been 
shown that besides a couple of benefits (e.g., cost advantages and quality 
improvement) being associated with BPO, a noteworthy number of risks (e.g., 
performance losses or problems, strategic lock-ins) exist. Both benefits and risks do 
influence the intention to outsource business processes. In this paper, we will propose 
a research model to highlight the role of information technology and its effects on 
BPO intention by affecting BPO benefits and risks as perceived by the firm, and BPO 
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flexibility. This is an area largely neglected in prior research. In particular, we expect 
the actual degree of Service-Oriented Architecture (SOA) adoption within a firm, 
SOA’s characteristics, and distinct environmental factors related to SOA to have a 
significant impact on a firm´s BPO intention, and thus, its willingness to leverage a 
larger amount of the potential made possible through BPO. Finally, a higher use of 
BPO and exploitation of its possibilities can then serve as a means to doing better in 
e-Business activities, especially for those companies which have their core business in 
non-IT and see e-Business processes as secondary processes within their value chain. 

The remainder of this paper is structured as follows: the next section introduces the 
research domains of BPO and SOA. Subsequently, the third and main section presents 
our research model which relates the degree of SOA adoption and the related 
characteristics to the BPO potentials and thus to a firm’s intention to outsource 
business activities. 

2   Basics 

2.1   Business Process Outsourcing (BPO) 

BPO represents the delegation of a particular business activity or an overall business 
process, including the related supporting services [3], to an external provider, and 
may also cover the IT that facilitates the business processes, but – in contrast to IT 
outsourcing or software outsourcing – it is not about serving the IT functions or 
running the software applications rather than about delivering a business process 
result. Often, BPO is more closely defined as the outsourcing of IT-intensive 
processes since IT enables the inter-organizational integration of business processes 
and thus ensures straight-through processing across firm boundaries [4, 5]. The 
provider takes over the complete business task and is free in how to implement and to 
execute it while the outsourcing firm only receives the process outcome [6]. While 
BPO of many information-intensive processes (e.g., HR administration, procurement, 
payments or securities processing in banks, accounts payable and receivable in non-
banks etc.) shows potentially high benefits from both a cost and a strategic 
perspective, many areas still show rather low rates of adoption, compared to IT 
outsourcing (cf. e.g., TPI outsourcing index at www.tpi.net). 

Most research on BPO draws on the IT outsourcing research strand. Usually, 
research works follow the established (IT) outsourcing models and empirically 
identify determinants and inhibitors of BPO adoption [3, 7], determine the outcomes 
of BPO [8], or investigate the role of BPO success factors [9], such as effective 
control and governance structures [10, 11], effective sourcing mechanisms [12], and 
client firm-internal BPO readiness [13]. 

Only a few articles have focused on the role of IT for successful BPO. This is 
particularly interesting as Davenport [14] emphasizes that standard interfaces between 
information systems, which support the business processes, allow easier outsourcing 
of business activities. In addition, Abramovsky and Griffith [15] conclude – based on 
their empirical study – that organizations, which use more IT, outsource more 
services. Therefore, we investigate the influence of SOA on BPO intention. 
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2.2   Service-Oriented Architectures (SOA) – Background and Design Principles 

Both practitioners and researchers offer different interpretations regarding Service-
Oriented Architectures (SOA), which vary from a purely technical focus to a holistic 
focus covering IT and business. According to Krafzig et al. [16] "a Service-Oriented 
Architecture (SOA) is a software architecture that is based on the key concepts of an 
application frontend, service, service repository, and service bus". In contrast to this 
IT driven perspective, Bieberstein et al. [17] define SOA with respect to both IT and 
business as “framework for integrating business processes and supporting IT 
infrastructure as secure, standardized components - services - that can be reused and 
combined to address changing business priorities”. Incorporating business processes 
and workflows into the service-oriented IT perspective results in a so-called Service-
Oriented Enterprise (SOE) [18]. 

On the IT layer, service-orientation is associated with common design principles, 
i.e., reusable logic is divided into services, services share a formal contract, are 
loosely coupled, composable, autonomous, stateless, discoverable and abstract from 
underlying logic [17, 19, 20]. Using such modular services, which are based on 
standardized interfaces and are independent from programming platforms, offer an 
organization the opportunity to flexibly orchestrate and re-use services in different 
business processes or even to offer services to third parties and thus acting as a 
service provider [21]. Thus, a service-oriented IT provides the foundation for the 
long-demanded flexibilization of firm borders where dynamic configuration of 
business processes from business activities [22], regardless of being located outside or 
inside an organization, takes place [16]. 

While most of the literature explores the technical aspects of SOA, in recent years 
researchers increasingly investigate the organizational impact of SOA, e.g. 
conceptualizing models explaining the adoption of SOA [23], showing potential 
business benefits of SOA from case studies [e.g. 24, 25] or empirically evaluating 
specific benefits of SOA, such as organizational integration [22] or information 
sharing in supply chains [26]. However, to the best of our knowledge no one has 
developed a research model, which investigates the impact of SOA on the intention to 
outsource business activities, before. 

3   Model Development 

Our paper tackles the question whether and how the availability of an SOA in a firm 
affects (e.g., enables, facilitates, or inhibits) this firm’s BPO activities. Therefore, we 
develop a research model that links SOA to the drivers of the intention to outsource 
business processes (i.e., “BPO intention”). 

3.1   BPO Intention and Determinants 

The intention to outsource business activities (“BPO intention”) represents the final 
dependent variable to be explained by our model. Drawing on the theory of reasoned 
action [27], Gewald et al. [3, 7] define BPO intention as the responsible managers’ 
expression of support for outsourcing of particular business processes. As the theory  
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of reasoned action postulates, intention is driven by a positive attitude towards the 
action (BPO, for instance), and itself will (frequently, but not always) lead to the 
actual action. Since selective outsourcing of single services, based on an SOA, is still 
not very common in the industry, BPO intention can be used as an adequate proxy for 
BPO activities. Moreover, the link from intention to action is affected by a multitude 
of further contingencies (such as management characteristics, budget constraints, firm 
characteristics etc.) [27] which might dilute the theoretical, causal role of SOA as an 
BPO enabler in an empirical examination. 

BPO intention is driven by some basic determinants which have frequently been 
examined in the outsourcing literature. Anticipated benefits will increase BPO 
intention while anticipated risks and problems will decrease it. Even though there are 
other explanations for and against outsourcing (such as institutional pressures [28], 
imitation/bandwagon effects [29, 30], or fundamental in-house governance problems 
and weak management [31]), our research will be restricted to benefits and risks, and 
furthermore focus on those facets that are theoretically related with SOA, i.e., that 
themselves are in a certain way affected by SOA. 

The identification of benefits from outsourcing represents the oldest research 
question in the outsourcing research strand. Loh and Venkatraman [32] argued in one 
of the very first models of outsourcing determinants that the bad cost structure and 
bad performance of a firm will drive its outsourcing activities. Over the subsequent 
two decades, cost advantages, in particular, have consistently shown to be the 
predominant outsourcing decision determinant [33-35]. Cost advantages can result 
from economies of scale (i.e., bundled processing volumes lead to lower marginal 
processing costs) [36, 37], economies of skill (higher competencies and learning 
effects allow the vendor to have superior cost structures) [28, 38], or economies of 
scope (vendors can utilize their resources to produce different outputs for different 
clients). A side effect stems from cost variabilization, where the vendor charges the 
client based on a pay-per-use rule and thus transforms the client’s fixed costs into 
variable costs [39]. On the downside, outsourcing causes transaction costs (for 
negotiation, contracting, transition, provider monitoring, and relationship 
management [40] which can be substantial and do often lead to situations where 
outsourcing is not beneficial from a financial perspective [33]. 

Beside the cost effect, organizations outsource processes in order to receive a 
higher level of quality [3]. Vendors have specialized on particular business activities 
and cannot only deliver them at lower costs but often at higher quality, as well. For 
example, higher volumes justify a higher degree of automation which might reduce 
error rates. Consequently, outsourcing grants access to specialized superior resources 
(technology, process skills, management knowledge, etc.) [41-44]. 

From a strategic perspective, a firm can more effectively focus on its core 
competencies by outsourcing all non-core activities [45]. Thus, the management can 
focus on sustaining and improving the firm´s core competencies [46-48], following 
the very fundamental economic principle of specialization and division of work. 
Consequently, the firm is more flexible from a strategic perspective in order to react 
to changing market demands [46, 49, 50]. 
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Table 1. Perceived Benefits of BPO 

Dimension Definition Description 
Cost 
advantages 

Reduction in overall 
costs = production 
costs + transaction 
costs (including 
costs for migration, 
negotiation etc.) 

Cost advantages result from economies of scale, 
skill, and scope. The vendor is proposed to produce 
the same service at a lower price. Nevertheless, cost 
advantages have to incorporate additional costs that 
are caused by outsourcing (for negotiation, 
contracting, migration, provider monitoring, and 
relationship management). 

Quality 
improvement 

Improving quality 
of service by 
tasking a provider 
that has superior 
capabilities 

Outsourcing tasks to a vendor, which is specialized 
on performing these particular tasks, will lead to 
quality improvements for the outsourcer, which does 
not have such superior capabilities necessary for 
performing these tasks. Moreover, outsourcing can 
trigger the redesign of existing processes and thus 
further improve the quality. 

Focus on core 
competencies 
and strategic 
flexibility 

Focus own 
management on the 
firm’s core 
competencies in 
order to gain 
productivity and to 
sustain the firm’s 
competitiveness 

If the firm’s management gets unburdened by 
outsourcing tasks that are not within the firm’s set of 
core competencies, the firm gets more agile in the 
market and the management can focus on 
maintaining and improving existing core 
competencies but also on developing new ones. The 
development of sustainable core competencies is 
essential for a firm’s survival and competitive 
advantage in the market; therefore outsourcing from 
a strategic perspective helps the management to stay 
focused and to support its long-term survivability. 

 
According to Gewald and Dibbern [3], we propose: 
 

Proposition 1: The higher the perceived benefits in terms of cost advantages, quality 
improvements, core competence focus, and strategic flexibility improvements, the 
higher is the intention to outsource business processes. 

 

Besides the benefits described above, BPO is also related with various risks. Many 
scholars have identified and classified particular dimensions of risks and risk drivers 
in regard to outsourcing [31, 51-53]. Based on the perceived risk framework of 
Cunningham [54], Gewald et al. [3] tested a research model which links particular 
types of perceived risks being relevant in BPO arrangements to the intention to 
outsource business processes. They defined perceived BPO risks as the potential loss 
in the pursuit of a desired outcome of outsourcing business processes and they 
distinguished between performance, financial, strategic, and psychosocial risks (p. 
250). Their empirical analysis found the first three dimensions to be highly relevant in 
determining the BPO intention. We draw on their findings and propose financial risk, 
performance risk, and strategic risk, in particular, to (negatively) influence the 
intention to outsource business processes. The dimensions are described in detail in 
Table 2. 
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Table 2. Perceived Risks in BPO, based on Gewald and Dibbern as well as Gewald et al. [3, 7] 

Dimension Definition Description 
Financial risk The risk that the 

actual costs may 
exceed the 
planned/budgeted 
costs of the 
outsourcing 
engagement. 

Costs may exceed the budget due to various issues 
[31]. Contracting and transition of services can be 
more expensive than anticipated, incomplete 
contracts might require renegotiations during the 
ongoing relationship, or internal management of 
monitoring the vendor and maintaining the 
relationship lead to more effort than expected. 

Performance 
risk 

The risk that the 
service provided by 
the outsourcing 
vendor will not be 
delivered as 
expected by the 
client. 

Performance risk can be caused by overdrawn 
expectations on the client side, incomplete contracts 
that insufficiently document the duties and service le-
vels the vendor has to fulfill, or simply by lacking 
capabilities and resources on the client side. Adverse 
selection of incompetent vendors and moral hazard in 
the ongoing relationship are typical reasons for 
performance risk. 

Strategic risk The risk that the 
client firm will lose 
its ability to react 
flexibly and 
unconstrained to 
changing market 
conditions. 

Strategic risk often is rooted in the client’s loss of 
competencies because everything was outsourced 
[31, 48]. Another important and related problem is 
the lock-in to a particular vendor’s services, i.e., 
limited or no possibilities to backsource the service 
or to change the providers. These can be caused by 
prohibitively high switching costs, caused, e.g., by 
the technological infrastructure) or by a too low 
number of valid alternatives (no superior provider in 
the market). 

 
Proposition 2: The lower the perceived risks in terms of financial risk, 
performance risk, and strategic risk, the higher the intention to outsource business 
processes. 

 
An important issue when deciding upon outsourcing is the flexibility  
of the outsourcing engagement. If outsourcing is complex and difficult, there  
might be several technical, organizational, and contractual inhibitors which do  
not allow for subsequent adaptations of the engagement, e.g., to changing 
processing volumes or new requirements. Tan and Sia [55] define sourcing 
flexibility as the flexibility to change, extend, or reduce the BPO arrangement  
and to change service providers. It may not be confused with strategic business 
flexibility, which represents a desired outcome (cf. above). Tan and Sia provide  
a framework to conceptualize sourcing flexibility, consisting of four dimensions: 
robustness and modifiability of the outsourcing relationship, extensibility about  
new capabilities, as well as ease of exit. Those are described in the following  
table. 
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Table 3. Sourcing flexibility, based on Tan and Sia [55] 

Dimension Definition Description 
Robustness Variability of 

service 
capacity 

The ability of an outsourcing relationship to allow 
operational changes exceeding projected capacity on 
existing service delivery, e.g., service volume fluctuation, 
variations in standard user requests, urgent or special case 
processing, and exception handling 

Modifiability Alteration of 
service 
attributes 

The ability of an outsourcing relationship to allow 
alternation of attributes of its existing services in 
addressing changing business requirements, e.g., new 
configuration setup, alternation of processing workflow 
or business rules, new reporting requirements, and refe-
rence data updates. 

New 
capability 

Addition of 
innovative 
capability 

The ability of an outsourcing relationship to allow the 
addition of entirely new services to address radical 
changes or shifts in business paradigms, e.g., new 
government regulations, technological revamps, 
functional breakthroughs, and process inovations. 

Ease of exit Switch to 
another vendor 
or insourcing 

The ability of an outsourcing relationship to allow 
transfer of services to other vendors, or to be brought in-
house, e.g., premature termination, vendor instability, or 
pricing disagreement or dispute. 

 
The more flexible an outsourcing arrangement is in terms of these four dimensions, 

the lower might be the outsourcing risks and the more likely the benefits can be 
realized1. 

Proposition 3: The higher the sourcing flexibility in terms of robustness, modifiability, 
new capability, and ease of exit, the higher the intention to outsource business 
processes. This impact is mediated by outsourcing benefits and outsourcing risks. 

3.2   How SOA Affects BPO Determinants 

This paper focuses on how SOA influences BPO. Consequently, this section will 
draw on the relationship between SOA and the BPO determinants, identified as BPO 
benefits, BPO risks, and sourcing flexibility in the previous section. 

We propose that an SOA can facilitate the achievement of economies of scale, 
scope, and skill. By implementing an SOA, a business process is divided into single 
business activities which are implemented by services. Due to their modularity, these 
services can be executed quite independently – which supports the economic principle 
of labor division which in turn represents the base for achieving cost advantages from 
production economies. Granular division of work creates potentials for higher 
processing volumes by merging tasks from different business processes (and multiple 
client firms) [59], leading to economies of scale. Further, services possess standardized 
                                                           
1
 Unfortunately, there is not much literature evidence about the relationship between sourcing 
flexibility and (anticipated) sourcing success or its antecedents [55]. Nevertheless, we draw 
on the common view that flexibility basically is a good thing [56-58], although being aware 
that there might be counter-arguments as well. 
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interfaces and thus can be recombined differently in different contexts [21, 60]. Thus, 
economies of scope can be achieved, as well. 

Reduction of software and system redundancy by an SOA reduces maintenance 
costs [24]. These cost savings may be even stronger if delegating the service 
operations to a service provider. Similarly, re-use will reduce development costs and 
re-use is more likely if capabilities of various vendors are considered [60]. Thus, the 
necessity to (re-)develop a service might decrease both for the client and for the 
vendor. 

Economies of skill and quality improvements will be achieved more easily because 
modularity allows for modular sourcing. Thus, single business activities can be 
outsourced to those firms that are core competent in providing them [61]. Similarly, 
technological independence, modularity, and autonomy of the services allow the 
provider to offer his specialized resources with lower efforts [59]. 

From a transaction cost perspective, SOA allows for an easier transition of services 
and change of vendors since services (if they exhibit loose coupling and standardized 
interfaces) can be more easily extracted from and integrated into IT systems [16, 62]. 
Thus, the transition costs, which are a major part of the transaction costs, are lower. 
Moreover, SOA enables easier and more detailed activity-based performance 
monitoring [63, 64]. This allows the client to get easier direct and real-time access to the 
performance data generated by the service provider, and thus, reduces monitoring costs. 

From a strategic perspective, vom Brocke and Lindner [61] argue that SOA 
facilitates a firm’s strategy to refocus on core competencies, without outsourcing 
whole business processes but only selected tasks. Thus, the firm can more dedicatedly 
define its core competencies on a level of single activities. A side effect would be that 
those core activities identified can also be offered to other firms (i.e., the outsourcing 
firm itself acts as a service provider for core activities while itself outsourcing the 
remainder) [22]. 

 

Proposition 4: If a firm has an SOA in place, it will perceive higher BPO benefits 
regarding those business processes running on the SOA. 

 

SOA leads to a modularization of business processes and a subsequent standardization 
of activities since the objective is to re-use them in different processes. Therefore, 
each service in an SOA consists – despite other artifacts – of a service contract, which 
“provides an informal specification of the purpose, functionality, constraints, and 
usage of the service” [16]. Thus, service contracts help to define clear and concise 
semantics on the functionality and performance of the services. Moreover, business 
process standards increase performance [14, 65], allow for easier outsourcing and 
transparency and thus reduce the risk of misunderstandings about the service to be 
delivered between the parties (reducing performance risk) [14]. Further, the joint use 
of process standards and technical standards regarding the communication protocols 
and service descriptions reduces the threat of a lock-in in a particular vendor’s service 
portfolio (reducing strategic risk). Service modularity and using standardized 
technologies also makes migration costs more controllable because the functionalities 
can be easier unhinged from the outsourcer’s infrastructure and integrated into the 
vendor’s infrastructure [66] (reducing financial risk). Moreover, modular and 
standardized services lead to a higher number of comparable service offerings from 
different potential partners [63], which also reduces the strategic risk [66]. An SOA 
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offers the opportunity to multi-source, i.e., outsource different functionalities to 
different service providers. Despite the possibility to balance the three dimensions of 
BPO risks by multi-sourcing, this can nevertheless also have negative consequences 
by increasing the performance risk since the orchestration involves multiple parties 
with shared responsibilities. Thus, the potentials for technical coordination problems 
and also for moral hazard may increase. 

 
Proposition 5: If a firm has an SOA in place, it will perceive lower BPO risks 
regarding those business processes running on the SOA. 

 
SOA directly increases the flexibility and adaptability of an organization’s IT 
infrastructure [62]. Correspondingly, Schulte et al. [67] and Heutschi [68] show 
empirically that SOA enables firms to more flexibly change business processes.  

In the following, we argue that SOA directly contributes to each of the four sourcing 
flexibility dimensions specified by Tan and Sia (cf. Table 3). SOA allows for splitting 
business processes into modular activities which are connected by interfaces and 
interact via standardized communication and messaging protocols [60, 69]. This feature 
directly transforms to a higher degree of modifiability, in contrast to traditional software 
applications which cover business functions without service-oriented interfaces or 
whole business processes [69]. Loose coupling and an adequate, i.e., business activity-
oriented, level of service granularity allow for easily adapting business processes since 
changes often only need to be implemented very locally in single services without 
affecting the overall implementation of the business process [16]. 

The same argumentation holds for the sourcing flexibility dimension of new 
capability. Adding new capabilities requires the integration of new services and 
interfaces but, if the SOA is well designed, does not cause changes in the overall 
system [66]. Moreover, the reusability of functionalities allows for quicker creation of 
new capabilities by orchestrating existing services with those that actually need to be 
newly developed [70]. Obviously, it is again important that the SOA is well designed 
and that standard protocols and service descriptions are used. 

A well designed SOA consists of loosely coupled services, which can be altered 
more easily than point-to-point connections [69]. In addition, web services, as one 
important potential implementation platform for realizing an SOA, are platform 
independent and rely on standardized interfaces. Therefore in a BPO context, a 
service requestor can switch more easily from one service provider to another; thus, 
SOA facilitates the exchange of vendors (ease of exit) [16]. 

Regarding robustness, SOA exhibits properties particularly relevant to meet this 
requirement. First, loose coupling leads to a robust reaction to errors and failure of 
other services. Services are relatively independent within their runtime environment. 
If a service fails, the registry can provide a substitute and the ESB can dynamically 
bind the new service into the process [71]. Second, the ESB itself increases 
robustness: on the one hand, services can be multiply registered and the ESB can 
provide load balancing based on these redundancies. Second, the use of multiple 
ESBs, controlled by a master-ESB, is possible and increases the robustness in terms 
of performance, reliability, and avoidance of overload [71]. 

Proposition 6: If a firm has an SOA in place, sourcing flexibility in terms of 
robustness, modifiability, new capability, and ease of exit will be higher. 
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3.3   SOA Characteristics as Moderators 

The impact of SOA on the BPO determinants (perceived benefits, perceived risks, and 
sourcing flexibility) is moderated by particular SOA characteristics, namely SOA 
design principles and use of SOA standards, implemented by the outsourcing firm. 
The argumentation already emphasized that an SOA has to be successfully designed 
in order to contribute to the perceived BPO benefits, sourcing flexibility and to the 
reduction of perceived risks. Therefore, a firm can leverage SOA’s impact on these 
BPO determinants by following certain design principles and using mature standards. 
In the following, we discuss those attributes which are particularly relevant in the 
BPO context. 

SOA design principles: SOA implementation reference guidelines request an SOA 
to consist of modular (i.e., loose coupling, abstraction from underlying logic and 
sharing of formal contracts), stateless, and autonomous services [17, 19, 20]. Further, 
SOA architects have to choose an adequate level of service granularity that matches 
with the business activities and optimizes the trade-off between inter-service 
communication and intra-service standardizability. Consequently, following the SOA 
design principles will allow for an easier replacement of services from the own 
infrastructure by services offered by the vendor. Thus, migration costs will be reduced 
(increased perceived benefits) and perceived performance risks will be lower. 

Use of SOA standards: Basically, SOA is purely an architectural paradigm which 
does not specify the use of any technology or standard. Nevertheless, there have 
emerged several technological paradigms being typically used to implement an SOA 
at the technical level, headmost the XML Web Services family of standards (SOAP, 
WSDL etc.). SOA can only lead to advantages in BPO if both the vendor and the 
client follow (the same) certain technical standards [66]. 

 

Proposition M1: The impact of a firm’s SOA on the perceived BPO benefits is 
moderated by its particular characteristics (in terms of SOA design principles and 
appropriate granularity) and the use of standards. 

 

Proposition M2: The impact of a firm’s SOA on the perceived BPO risks is moderated 
by its particular characteristics (in terms of SOA design principles and appropriate 
granularity) and the use of standards. 

 

Proposition M3: The impact of a firm’s SOA on the sourcing flexibility is moderated 
by its particular characteristics (in terms of SOA design principles and appropriate 
granularity) and the use of standards. 

3.4   Environment as Determinant of SOA-Based BPO Determinants 

Generally, the availability of potential vendors (“supplier presence”) increases the 
perceived benefits and reduces the perceived risks of BPO. Ang and Straub [33] argue 
that competition among multiple vendors leads to decreasing opportunistic behavior 
and thus to a reduction in transaction costs. Moreover, SOA lowers the barriers-to-
entry since it will be easier to offer a product/service to a broad customer base if well 
established open standards, e.g., Web Services, are in place. Therefore, multiple 
vendors available in the market decrease the strategic risk of lock-in. Consequently, in 
SOA-based BPO we can argue that the more vendors offer similar services, the higher 
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the perceived benefits and the lower the perceived risks are [62]. Obviously, the 
argumentations from above will only hold if the vendor offers his BPO services based 
on the SOA paradigm and uses compatible technologies and standards. Krafzig et al. 
[16] comment: “A major obstacle that can jeopardize the positive effect of constantly 
choosing the cheapest supplier is the inability of IT to support these changes within 
reasonable time and costs. An SOA solves a couple of issues that are related to a 
supplier change. Most importantly, an SOA provides an easy-to-use integration 
infrastructure that reduces the efforts of both business partners.” 

 

Proposition 7: The availability of SOA-based BPO offerings affects the perceived 
BPO benefits and risks. 

SOA 
Characteristics

SOA

Environment
(availability of 

appropriate vendors
and offerings)

Sourcing 
Flexibility

Perceived
BPO Benefits

Perceived BPO 
Risks

BPO Intention

+

+

+

+

+

+

-
-

-

-

 

Fig. 1. Research model 

4   Conclusion and Outlook 

In this paper, we have presented a research model in order to explain how the 
existence of an SOA within a firm influences the perceived benefits and risks of 
business process outsourcing, and thus, the intention to outsource distinct business 
processes. Our model distinguishes between the degree of SOA being in place in a 
firm, environmental factors, and SOA characteristics, which we propose to moderate 
the effect of SOA on perceived BPO benefits and risks, and sourcing flexibility. In 
general, we expect firms that already have implemented an SOA or are within the 
SOA implementation process to show a significantly higher BPO intention compared 
to firms that have not adopted SOA.  

By our research, we aim at extending previous investigations on the drivers and 
inhibitors of BPO intention by revealing the role of IT, in particular SOA, giving 
insights into the effects that SOA may have in a BPO context. Thus, by linking two 
different strands of research together, being (1) the question for the business impact of 
SOA and (2) the quest for IT-related BPO success factors, we aim at contributing to 
both of them and uncovering new findings from the proposed interdependencies. 
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Abstract. Anticipatory standards such as Web service standards are artifacts 
‘designed’ by consortium-based standards development organizations. Intricate 
processes followed to develop anticipatory standards are not well-understood. 
Recently, the D-S-N model was developed to explain these processes, and sug-
gested that these processes contain cycles of design (D), sense-making (S), and 
negotiation (N) activities. In this paper, we provide an initial report of a case 
study that empirically analyzes archival documents of SOAP standard devel-
opment. Our findings reveal that the D-S-N model is applicable to the Web  
service standardization process followed at W3C but this model provides only 
partial explanation of the process, and that design and sense-making are the 
core activities of the process. Our findings also show that participants spent 
most of their time discussing technical issues and identifying action items to be 
performed, large organizations dominated the process, and negotiation is the 
least frequent activity.  

Keywords: E-Business Standards, Standardization Processes, Anticipatory 
Standards, SOAP, W3C. 

1   Introduction 

Web service standards, like most Information and Communication Technology (ICT) 
standards are known as anticipatory standards, i.e. standards that contain substantial 
design components developed before widespread acceptance of the technology [1]. 
Anticipatory standards are expensive, time-consuming, and complex to craft. Nowa-
days, with increasing demand for newer ICT standards, they are developed by consor-
tium-based Standards Development Organizations (SDOs) such as World Wide Web 
Consortium (W3C) rather than traditional SDOs such as American National Standards 
Institute (ANSI) [2]. 

In contrast to traditional SDOs where standards are developed as products of  
legislative and regulative processes [3], consortium-based SDOs use an open and 
consensus oriented process to design standards. In the consortium-based SDO proc-
ess, consortium and other members, who even though are competitors, cooperate with 
each other to design mutually acceptable standards [4]. However, because these 
members may have different goals and interests, it might result in a compromised 
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standard that may be ineffective, inelegant, or not responsive to its core concerns [5]. 
Nevertheless, standardization processes followed to develop anticipatory standards 
continue to be severely under-researched [1] and our understanding of exactly how 
these processes are carried out is highly inadequate. 

One model that has been recently used to understand standardization processes is 
the Design, Sense-making, and Negotiation model (D-S-N) [6]. The D-S-N model 
considers standardization as a recursive process of designing a technical artifact, mak-
ing sense of others and of the environment, and negotiating the potential differences 
and reaching a consensus in spite of conflicting interests [6]. The D-S-N model pro-
vides a generic, overarching framework and some insights regarding what kinds of 
activities are performed during the processes. However, it does not provide in-depth 
details on what roles the participants play, and what design, sense-making, and nego-
tiation activities are performed by participants during standardization processes. In 
addition, empirical research regarding these perspectives is limited. Thus, our re-
search objective is to conduct empirically grounded analysis on standardization proc-
esses followed at W3C and to apply the D-S-N model to identify different design, 
sense-making and negotiation activities performed by participants. 

In this paper, we focus on a specific subset of Web service standard, Simple Object 
Access Protocol (SOAP) 1.2 [7] to understand how the standards are being developed 
at W3C. Publicly available W3C documents on SOAP standard were analyzed to 
identify different activities performed by participants and whether the standardization 
process is consistent with the D-S-N model. In this paper, we report initial findings of 
this on-going and exploratory research. 

2   D-S-N Model 

The D-S-N model provides a “dynamic process model of standardization” by combin-
ing three different theoretical threads: Design (D), Sense-making (S), and Negotiation 
(N) [6]. The first thread, Design is primarily drawn from works of Simon [8] to term 
the events within the standardization process where standards are crafted [1]. The 
model suggests that during design, participants perform activities such as proposing, 
implementing, and evaluating design alternatives ranging from simple elements to 
complex overarching standards architecture.  The second thread, Sense-making is 
primary drawn from works of Weick [9] to term the events within the standardization 
process where participants respond to observed and imagined changes that are occur-
ring to standards [1]. The model suggests that during sense-making, participants are 
trying to make sense of alternative design options, processes, or other participants. 
The third thread, Negotiation is primary drawn from works of Latour [10] to term the 
events within the standardization process where participants are reconciling design 
solutions with other participants regarding their interests [1]. The model suggests that 
during negotiation, participants interact with each other to resolve differences and 
come to an agreement with respect to the divisions of labor and the standards. The 
essence of the D-S-N model is that standardization processes involves cycles and 
recursion of design, sense-making, and negotiation activities. The study by Virili [11] 
provides early evidence of the applicability of the D-S-N model to the processes of 
standards development. However, that research lacks a systematic and empirical 
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treatment of the model to understand how the underlying standards development 
processes unfold.  

3   Research Methodology 

In this research, we used a case study approach [12] to investigate anticipatory stan-
dardization processes. We selected Web service standards developed at the W3C as 
the domain because they have many standards with substantial design components. 
The specific standard used for this investigation is Simple Object Access Protocol 
(SOAP) 1.2 [7].  

We employed content analysis techniques to examine the standardization processes 
that underlie the development of SOAP [13]. Content analysis allows us to make 
categorical inferences on large volumes of textual data in a systematic and replicable 
manner [14]. Content analysis was performed on documents that were publicly avail-
able on the W3C website, primarily including transcripts of the meetings (either face-
to-face meetings or telephone meetings) that were related to development of SOAP 
1.2 standard. Drawing on the content analysis techniques, we read through these 
documents and examined each passage without any preconceived notion to identify 
trends and patterns of activities within standardization processes. 

The content analysis was conducted by a research team, in which some members 
conducted the initial coding, whereas the other members questioned, examined, and 
ultimately corroborated the interpretations suggested by them. There were two impor-
tant elements of the analysis: text fragments and categorical inferences. A text frag-
ment was usually a text segment related to a significant event or activity performed by 
participants. A categorical inference was the label conveying the meaning attached to 
the identified text fragment. The analysis was supported by Atlas.Ti, a content analy-
sis software [15], which allowed the research team to manage documents and record 
categorical inferences obtained from specific text fragments in the documents. 

To maximize the consistency of the interpretation of text fragments in the docu-
ments, the analysis was initially performed independently by two researchers on the 
same set of documents. The results from both researchers were compared to ensure 
that they had established a shared understanding of which text fragments to be identi-
fied, and what meanings to be assigned. Shared understanding among researchers was 
measured using inter-coder reliability measures provided by Neuendorf [16]. After 
three iterations (for each iteration, three randomly selected documents were used for 
analysis), satisfactory inter-coder reliability of 81% was achieved. Inter-coder reliabil-
ity above 70% is considered to be sufficient for exploratory studies [17]. 

Based on this shared understanding, the researchers developed a set of syntactic 
and semantic rules to carry on additional analysis. These rules ensured that interpreta-
tions of texts by different researchers were consistent. After establishing these rules, 
the two researchers independently performed content analysis on additional docu-
ments. For this case study, above described exploratory and emergent process was 
used to obtain categorical inferences that provided ontology of purposeful activities 
performed by participants in the processes of developing SOAP standard. The results 
reported in this paper were obtained based on analysis of all relevant documents (a 
total of 120) that were archived during the process of developing SOAP 1.2 standard, 
which began on September 13, 2000 and ended on June 24, 2003.  
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4   Data Analysis 

The analysis revealed 95 purposeful activities performed by participants when devel-
oping SOAP standard. Top five major activity categories were: (i) discussing techni-
cal issues, (ii) identifying action items to be performed, (iii) reaching consensus, (iv) 
suggesting alternative design options against to a proposed solution, and (v) resolving 
design issues. 

Discussing technical issues was the most frequent activity during the standardiza-
tion process of SOAP, indicating that participants spent most of their time interacting 
with others to collectively craft the standard. Other high-frequency activities such as 
identifying action items to be performed, suggesting alternative design options, and 
resolving issues indicate that the core of the standardization processes were design 
activities where participants actively utilized their experiences and cognitive abilities. 
These activities echo Simon’s notion of design as a problem solving and decision 
making activity primarily to create an innovative technological product—by “finding 
occasions for making a decision, finding possible courses of action, choosing among 
courses of action, and evaluating past actions” (pg. 40) [18]. High frequency of reach-
ing consensus activity indicates that participants actively interpreted entities under 
consideration, and over time they either transformed or changed their frames of think-
ing about the standard. Table 1 provides a list of top ten activities for developing 
SOAP standard along with the frequency count for those activities and the corre-
sponding association to the D-S-N model. 

Certain activities such as identifying action items to be performed, suggesting al-
ternative design options, proposing design solutions, and raising issue with design 
solutions were further analyzed to examine the types of participating members, i.e., 
whether participating members were large organizations, small organizations, W3C 
employee, or Chair of the working group. Table 2 provides tabulation of frequency 
counts for above activities based on types of participating members. From the table 2, 
it can be observed that members of large organizations dominated SOAP standard 
development. This domination may be occurring because of their ability to invest on 
research activities outside the standards development to propose innovative design  
 

Table 1. Ten most frequent standardization activities 

Activity DSN 
Element 

Frequency 
Count 

Discussions on technical issues D 802 
Identifying action items to be performed D 801 
Reaching consensus S 539 
Suggesting alternative design solutions  D 314 
Resolving issues D 259 
Chairperson of the committee performing his/ her duties N/A 240 
Proposing design solutions D 246 
Raising issue with design solutions S 246 
Participants expressing their opinions through voting process N/A 115 
Discussions on issues related to W3C standardization process N 132 
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Table 2. Activity categorization based on type of participating members 

 Frequency Count 

Identifying action items to be performed 

Large Organizations 339 
Small Organizations 131 
Chair 95 
W3C employee 60 
Draft Editors 109 
Unassigned 67 

Suggesting alternative design solutions in against to proposed solution 

Large Organizations 197 
Small Organizations 68 
Chair 47 
W3C employee 2 

Proposing design solutions 

Large Organizations 167 
Small Organizations 36 
Chair 34 
W3C employee 9 

Raising issue with design solutions 

Large Organizations 176 
Small Organizations 37 
Chair 26 
W3C employee 7 

 
solutions. Another interesting observation is that in the SOAP standard development, 
Chair of the working group played a major role. This observation indicates impor-
tance of leadership for managing standardization process. 

Analysis of the SOAP standards development indicates large organization mem-
bers cooperated more often with other large organization members than with small 
organization members to solve an issue. Analysis also indicates that members of large 
organizations more often expressed their concerns during the process, expressed their 
interests with standards, expressed confusion over topic under discussion, rejected 
suggested designs, and volunteered to perform action items than any other type of 
participating members. Interestingly, analysis indicates that W3C employees more 
often expressed their frustration with the standardization process than any other type 
of participating members.  

5   Analyzing Using the D-S-N Model 

Standardization activities that emerged from the content analysis of the archival 
documents of SOAP standard development were mapped against the Design (D), 
Sense-making (S), and Negotiation (N) constructs of the D-S-N model. Mapping  
was performed based on the meaning assigned to activities inferred during content 
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analysis and description of the constructs provided in the D-S-N model. In order to 
obtain consistent mapping, each researcher of this study independently performed 
mapping for all 95 inferred activities. Each activity was mapped to the closest cate-
gory it resembles while avoiding force fitting an activity into either of the categories. 
For activities with contradicting mappings, researchers engaged in discussion until 
collective agreement was reached. Application of the D-S-N model to the inferred 
activities revealed that not all activities can be mapped to D-S-N constructs. There-
fore, those activities were mapped as not applicable (N/A). Most of those activities 
were related to aspects of managing and regulating the process. Table 1 shows exam-
ples of these mappings for the top ten frequent activities. 

Application of the D-S-N model constructs indicated that out of 95 activities—37 
were Design (D) activities, 33 were Sense-making (S) activities, only 9 were Negotia-
tion (N) activities, and rest of the 16 were non-DSN activities. This analysis indicates 
that the D-S-N model is applicable to the standardization process followed by W3C 
for developing SOAP standard, even though it does not provide a comprehensive 
view of the standardization process. However, given that there is lack of theoretical 
frameworks to explain anticipatory standardization processes, the finding that the D-
S-N model can partially explain anticipatory standardization processes is a promising 
sign. Analysis also indicates that design and sense-making were the core activities of 
standardization process.  

Further analysis was performed by tallying frequency count of activities based on 
their mapping to D, S, N, and non-DSN constructs. Figure 1 provides pie chart depic-
tion of frequency count for D-S-N model constructs. The analysis indicates that de-
sign is at the heart of the standardization process, which is not a surprising finding 
because SOAP is an anticipatory standard. Analysis also indicates that sense-making 
activities is the second most frequent activity, followed by non-DSN activities and 
then by negotiation activities. Negotiation activities are the least frequent among all of 
the inferred activity is a surprising finding given that most of the participants are 
competing with each other in their marketplace. This finding suggests either that  

 

 

Fig. 1. Frequency total for the D-S-N model constructs 
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Table 3. Five most frequent activities for each of the D-S-N model elements 

 Frequency 
Count 

Top five design activities 

Discussions on technical issues 802 
Identifying action items to be performed by a large organization 339 
Resolving issues 259 
Suggesting alternative design solutions by a large organization 197 
Proposing design solutions by a large organization 167 

Top five sense-making activities 

Reaching consensus 539 
Raising issue with design solutions by a large organization 176 
Large organization participant expressing their concerns and confusion 52 
Discussions between a large and a small organization participants on 
design solutions 

52 

Participants expressing disagreement  51 

Top five negotiation activities 

Discussions on issues related to W3C standardization process 132 
Volunteering to perform an activity by a large organization 44 
Discussions on sociopolitical issues 25 
Volunteering to perform an activity by a small organization 7 
Volunteering to perform an activity by W3C 3 

Top five non-DSN activities 

Chairperson of the committee performing his/ her duties 240 
Regulating discussions among participants 132 
Participants expressing their opinions through voting process 115 
Participants intentionally decide to procrastinate discussion on an issue 67 
Participant responsible for an issue performing his/ her duties 32 

 
participants might present their design solutions in a way that is not opposite to other 
participants’ interests in a significant manner, or that negotiation is held outside the 
realm of documented standards development processes or that participants did not 
have any relevant proprietary implementation or make large investments towards it.   

One of the major limitations of the D-S-N model is that it does not provide detailed 
guidance on what activities are involved with design, sense-making, and negotiation 
that can take place during the standardization processes [19]. Our empirical analysis 
not only identified 95 inferred activities, but also mapped these activities into the D-S-
N model. Table 3 below provides a list of top five design, sense-making, negotiation, 
and non-DSN activities, identified from analysis of SOAP standardization processes. 

Our analysis of SOAP standard development process indicates that most frequent 
design activities are discussing issues, identifying issues, resolving issues, proposing 
solutions, and suggesting alternative solutions in opposition to existing solutions. 
These design activities are quite similar to Simon’s [8] notion of design as goal ori-
ented activity involving identifying courses of actions, developing solutions, and 
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evaluating alternative solutions. Most frequent sense-making activities are reaching 
consensus among participants and critiquing proposed solutions. These sense-making 
activities reflect Wieck’s [9] notion of sense-making as participants utilizing their 
experience and frame of reference to critic alternative solutions and those who devel-
oped solutions respond to critics to establish a shared understanding. Most frequent 
negotiation activities include volunteering to develop solutions and discussions on 
standardization process and sociopolitical issues. These negotiation activities are 
close to Latour’s [10] notion of establishing socio-technical network as participants 
formulating normative framework for conducting standardization processes, partici-
pants positioning themselves as part of the network by volunteering to perform certain 
activities, and participants questioning other participant’s intentions. Most frequent 
non-DSN activities are chairperson of the process exercising his/her role, regulating 
standardization process, and participants expressing opinions through a voting proc-
ess. These non-DSN activities indicate that standardization processes needs to be 
regulated, so that processes are steered towards development of the intended standard. 
These non-DSN activities are not design activities as they do not deal with any tech-
nical issues, are not sense-making activities as they do not deal with interpretation or 
reaching shared understanding, and are not negotiation activities as they do not deal 
with negotiating participant’s identities or establishing norms followed within the 
standardization process. 

6   Discussion 

In this paper, we have described initial findings of an empirical analysis on a stan-
dardization process followed at W3C, more specifically the development of SOAP 1.2 
standard. Analysis reveals that design activities are the core of processes. The applica-
tion of inferred standardization activities from the empirical analysis against the D-S-
N model constructs indicates that this model explains most aspects of the process 
other than those activities related to managing and regulating the development proc-
ess. Analysis suggests that apart from design, sense-making, and negotiation aspects, 
there is also regulation aspect that needs to be considered for understanding stan-
dardization processes. As a part of future work, we intend to extend the D-S-N model 
to incorporate regulation aspects of standardization process.  

Analysis on standardization activities indicates that participants spend most of their 
time discussing technical issues, identifying action items to be performed, and engag-
ing to reach consensus. Analysis based on mapping between activities and the D-S-N 
model demonstrates that most frequent design activities are similar to Simon’s notion 
of design activities such as identifying new course of actions, proposing solutions and 
suggesting other alternative solutions. Analysis based on the mapping demonstrates 
that most frequent sense-making activities are similar to Wieck’s notion of sense-
making activities such as critiquing alternative solutions and establishing shared un-
derstanding around viable solutions. Analysis based on the mapping demonstrates that 
negotiation activities are similar to Latour’s notion of negotiation activities such as 
positioning oneself in the network and questioning other intentions and relationship 
within the process. Our analysis of most frequent activities, therefore, indicates that 
the D-S-N model is a relevant and appropriate model to examine standardization 
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processes. We argue that findings reported in this paper demonstrate that the D-S-N 
model has potential to explain and provide insights into anticipatory standardization 
processes. 

Analysis based on the mapping also indicated that negotiation is the least frequent 
activity. Lack of significant negotiation activities is quite surprising given that most 
participating organizations are competing with each other in the market space. We 
conducted analysis on meeting minutes that were made publically accessible after 
being reviewed by W3C and participating members. During standardization process, 
participants can use a private mailing list for conducting asynchronous discussion, 
which is not accessible to public. Therefore, it is possible that some form of negotia-
tion is taking place in these private avenues. Further exploration, perhaps using eth-
nography methodology, can help to gain better insights into negotiation aspects of 
standardization process. The analysis on standardization activities also suggests that 
large organizations dominate the process. Domination of process by large organiza-
tions also requires further investigation on whether W3C policies have some inherent 
barrier for small organizations to participate or it is just mere a fact that organizations 
need a considerable amount of prior investment to make effective contributions. 

Processes followed to develop anticipatory standards are considered as a black box 
due to our lack of understanding on dynamics of these processes. The main contribu-
tion of this paper is advancing our understanding on these processes by identifying 
emerging set of activities performed by participants during standards development. 
Further investigation of these activities can help us in understanding dynamics of stan-
dardization processes. Empirical investigation described in this study can be used to 
study processes followed to develop other anticipatory standards. Such studies would 
provide us in-depth understanding of standardization processes and its activities. As a 
part of future work, we plan to conduct similar analysis on other W3C standards to 
examine the validity and applicability of our findings, in order to gain an in-depth 
understanding of standardization processes followed at W3C. We also intend to  
identify recurring patterns of activities within standardization processes to investigate 
how recursive process of D-S-N constructs lead to development of anticipatory stan-
dards. Currently standardization processes are conducted with minimal technological 
support, developing adequate tool support to ensure that standardization processes 
yield effective standards would require in-depth understanding of standardization  
processes and its activities. 
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Abstract. The cross-organizational, collaborative product development needs 
adaptive and open platforms for integration that scale well and provide an intel-
ligent environment especially in regard to definition and design. Based on these 
requirements our research focuses on how decentral information technology can 
further the processes especially needed for collaborative product development 
(CPD). We therefore follow a model driven development (MDD) approach, but 
it is still an open research question how requirements for that approach in a  
decentral development process should be reconciled with the potential of decen-
tralized IT systems (especially in P2P environments). This paper presents meth-
ods and models which have been hardly taken into consideration by existing 
centralized collaborative systems. We aim to provide the basics for the next 
generation of loosely coupled collaborative systems for cross-organizational 
CPD. 

Keywords: Decentral and collaborative product development (CPD), Peer-To-
Peer(P2P)-based collaboration, model driven development (MDD) of decentral 
organized information systems, loosely coupled collaboration platform. 

1   Introduction 

Collaboration platforms are a modern approach to support cross-organizational 
knowledge processing in product engineering. The resulting cooperative product data 
management networks not only support worldwide access to all data concerning the 
product life cycle but also contribute to the-long term challenges of digital product 
engineering processes. 

According to projections of [1] there is going to be a revolution in key industries 
within the automobile economy. Increasing pressure in cost and innovation is ex-
pected to force manufactures into a “productivity squeeze”.  This is expected be the 
third industry changing revolution after the assembly line introduced by Henry Ford 
and the introduction of Lean Production by Toyota. Key changes affect the structure 
of products in general, the in-house production depth, relocation of innovation and 
revenue drivers leading to moving away from OEM based production models towards 
system suppliers massively influencing the end product. 

Collaborative product development (CPD) is the most important part of this devel-
opment. It can be divided into synchronous (“same time – different place”) and  
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asynchronous (“different time – different place”) collaboration. The first mode is 
mainly used upon real-time communication or data transmission while the latter fo-
cuses on workflow management [2]. During multi party cross-organizational engi-
neering projects CPD platforms provide an added value at definition and execution 
stages, as the main motivation is usually to combine distributed core competencies in 
design, production, and process know-how. CPD platforms that we are talking about 
focus on design-by-feature technologies that are mainly used in product design and 
development. These systems provide distributive and collaboration-enabling support 
for global design collaboration. One of its major challenges is to share large data 
volume design models and design changes among a working team efficiently [3]. 

Based on these requirements our research focuses on developing decentral infor-
mation technologies to support CPD processes ([4],[6]). A result is the Product Col-
laboration Platform (PCP).  The PCP is an experimental peer-to-peer(P2P)-based 
software platform to support decentral organized product development processes. We 
follow a model driven development (MDD) approach to design information systems 
for decentral and collaborative product development (DeCoP). Based on Computation 
Independent Models (CIM) we develop in an iterative process different abstraction of 
IT models: starting from IT architecture models (platform independent models, PIM) 
over platform specific models (PSM) to concrete software artifacts. 

It is still an open research question how requirements for a MDD approach in a de-
central development process should be reconciled with the potential of decentralized 
IT systems (especially in P2P environments). This paper presents methods and mod-
els which have been hardly taken into consideration by existing centralized collabora-
tive systems. We propose approaches at different levels of MDD, which can be used 
to generate decentral architecture models and in the end software artifacts – auto-
mated on some levels. We aim to provide the basics for the next generation of loosely 
coupled collaborative systems for cross-organizational product development. 

Section 2 of this paper deals with fundamentals of DeCoP. In Section 3 we discuss 
the current state-of-the-art of model driven engineering and the specific requirements 
during the processes of the MDD approach for the development of decentralized col-
laboration platforms. Section 4 presents models of the different MDD levels and sec-
tion 5 concludes with an evaluation of the presented approach with view to real world 
scenarios. 

2   Background 

There are actually four buzzwords used as descriptors for what people need to do to 
work together: Communication, Coordination, Cooperation and Collaboration. 
People tend to use these words interchangeably.  

According to the 3C model of Teufel et al. communication describes the way on 
how information (especially human experiences) is transferred in organizations [7]. 
Without coordination different units create overlap, redundancy and/ or separation. 
Unlike communication, coordination looks to inform each unit or part of the whole as 
to how and when it must act to achieve efficiency in the group. What’s still missing is 
a connection between inputs and outcome to tell about the consequence dependent on 
context. Cooperation is the strongest style of teamwork among groups and needs a 
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strong compliance of targets: the group as a whole needs to be in charge of the result 
(“get with the group”).  

Collaboration is distinct from each of the C words mentioned before. Unlike com-
munication it is not about exchanging information, it is about using information to cre-
ate something new. Unlike coordination, it has a desire for spontaneity not structural 
harmony. And unlike cooperation, it allows disagreement, dissent and even conflict. 
Collaborations are established to solve problems, to develop new understandings and to 
design new products. The following steps are needed to create collaboration: Define the 
challenge (achievement point), define the collaborators, create a space (blackboard/ 
shared screen), allow the time and harness the result like a prototype e.g. ([8],[9]). 

Our research describes different shapes of collaboration dealing with the chal-
lenges of cross-organizational product engineering aiming to facilitate the engineering 
of a product model proposal which satisfies the requirements set out by all parties 
involved in said process. A product model is defined as “[...] a general product struc-
ture for a certain individual product. It contains information on an individual product, 
recorded and arranged to (a corresponding) product information model. For example, 
the individual product units’, product models or product structures for two similar but 
customized products might differ, even though the products are alike at a generic, 
product information model level” [10].  

According to Lindemann business processes in cross-organizational product engi-
neering reflect a certain development process and work with a specific product model 
shape [11]: 

• Target model: gathering, structuring and documenting of desired system properties. 
• Problem model: to improve the understanding of problems and challenges of the 

product in regard to existing or future properties (i.e. strain, feasibility, material 
characteristics). 

• Development model: to aid in the specifications regarding the structure and the 
geometric and material condition of the product to be developed. 

• Verification model: compilation and analysis of essential properties which matter 
for the evaluation with view to expected quality and requirements. 

 

Each DeCoP process describes a distributed solution of a given product engineering 
problem (specification). Our approach, as shown in Figure 1 is based on the Distrib-
uted Problem Solving paradigm solving paradigm developed for multi-agent systems 
([12],[13]). The DeCoP process provides a synthesis of the distributed partial solu-
tions of the participants (proposals) to an overall solution satisfying the initial  
requirements of the initiator. 

Nowadays decentral organization of distributed systems is a known paradigm for 
managing global and dynamic networks [14]. A decentral architecture based on P2P 
technology provides the needed flexible and scalable approach for a collaborative 
product engineering platforms: 

• Support of ad-hoc interconnections of world-wide distributed partners that usu-
ally did not cooperate in the past. 

• Efficient distribution of product models among participating engineers either for 
load balancing reasons or for the reasons of task distribution resulting in exploita-
tion of net locality to facilitate lower latency.  
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Fig. 1. Decentral and Collaborative Product Development (DeCoP) 

3   Model-Driven Decentral and Collaborative Product 
Development 

The definition of models on different levels of abstraction and therefore the modeling 
of different aspects is one of the main ideas of MDD [15]. CIM describes the func-
tionalities of the collaborative platform on the functional level and is expressed in a 
language suitable for the audience (i.e. engineers). It is meant to facilitate the collabo-
ration among the stakeholders (i.e. software developers and engineers) in the DeCoP. 
In our research we ended up with the Business Process Modelling Notation (BMPN) 
after starting off with Aris Event-driven Process Chains (EPC). BPMN is a notation 
for business processes as well as technical models (i.e.  loops, exception handling, and 
transactions). Workflows expressed in BPMN get interpreted and executed with the 
process engine of a Business Process Management System (BPMS). Business Process 
Diagrams (BPDs) provide a visual representation of BPMN models. 

The platform concept in MDD characterizes a closed software component or tech-
nology with access through interfaces. Accessing components need not to know about 
the implementation of concrete platform functionalities. The platform provides tech-
nical services that are necessary to provide an expected software behavior. In correla-
tion to platform the concept of a Platform Independent Model (PIM) is used.  A PIM 
is a model for the functionalities of components which is independent of the platform. 
The Platform Specific Model (PSM) in contrast knows about services compositions, 
DRM, and overlay specifications. The PSM and its services enable the PIM on the 
platform. 
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3.1   Concept 

MMD concepts are already applied in the field of product lifecycle management. 
Néjib et. al present case studies about its application to develop software applications 
that ensure the interoperability between given heterogeneous information systems [5]. 
As shown in Figure 2, we follow this top-down idea and start with functional descrip-
tions of DeCoP business processes on CIM level to end up in decentral architectures 
at PSM level [6]. Our architecture approaches are described in three PSM layers: a 
SOA framework, a Decentral Resource Management (DRM) layer and a specific P2P 
overlay.  
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Fig. 2. MDD process for DeCoP 

The DRM is an abstraction layer of specific P2P overlay functions especially  
enhanced for decentral product model handling (publish, search, subscribe, notify). 
Generic collaborative services are based on these DRM core methods (i.e. the man-
agement of a product model structure). They are part of the service layer and get  
executed from local service engines. 

3.2   Requirements 

During the model generation at MDD process we were made aware that – for decen-
tral organized information systems – all layers of the model deal with requirements 
concerning the network topology. We provide two examples in the CIM layer to illus-
trate our findings:  First a goal of cooperation could be to facilitate a design for the 
product structure based on a development model. Second could be a CIM workflow 
dealing with the exchange of ideas aiming to find valid states for the target model. 
Both business processes differ – independent from being decentral – on how they 
make use of generic product development processes to represent a DeCoP process. In 
the first case several participants work on isolated partial problems and send their 
results to an initiator. The initiator reviews the results, comes to a conclusion, and 
decides on how to proceed (cp BPD at Figure 3, left hand). The second example does 
not really deal with a centrally managed process as there are several initiators in-
volved working on several iterative produced results in a parallel manner. Both col-
laborative scenarios are decentrally organized collaborations but with totally different 
requirements for their participants in regard to their level of trust concerning their 
contributions to the product models (cp Section 4.1). During the model transformation 
the requirements influence an outcome of the models in the PIM layer. 
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Decentralism becomes more of an issue once we descend down to the architecture 
in the PIM. It develops more towards questions regarding the requirements resulting 
from the mappings in CIM and how those affect specific properties of the P2P over-
lay. The decision whether a structured or hybrid approach is made during that stage 
(independent from how it is going to be implemented later). In addition how roles are 
going to be assigned to which peers during the collaboration process and how these 
roles lead to the meeting of specific requirements set for those roles and task in ques-
tion. It results in specific architectures and services (cp Section 4.4). 

Based on the architecture and services in the PIM layer the PSM implements corre-
sponding service oriented architectures (SOA) and specific P2P overlay implementa-
tions to match the requirements of the DRM layer. As the PIM describes how the 
processes are distributed the PSM maps needed Service Choreographies and Compo-
sitions (cp Section 4.2 and 4.3). It takes care of the details on how a service is distrib-
uted and executed through responsible peers and for example whether or not there is 
someone coordinating the process? 

4   Models of a MDD Process 

4.1   DeCoP Business Processes at CIM Layer 

A basic business process of DeCoP is shown in the BPD on the left hand in Figure 3. 
Creating a specification starts with the thoughts of the initiator leading to an initial 
idea about a possible shape and properties ending up in a first sketch of a develop-
ment model and parameters called specification. Corresponding to that artifact a data 
element proposal is getting published by a participant. The initiator receives and 
checks the proposal. Product model collaborations derived from the basic business 
process have the following dimensions: Product Model(PM-)Distribution, Hierarchy, 
and Iteration. Figure 3 (right hand) illustrates the introduced dimensions of the prod-
uct development scenarios introduced in this paper. E.g., a simple scenario is the 
combination: no iterations/ central model repository / no hierarchy. 

PM-Distribution: The BPD explicitly assigns specifications and proposals to their 
respective owners. The initiator decides how the data is distributed among partici-
pants in the engineering process – trust can be one of the criteria. There are three 
different strategies: central, hybrid, and decentral PM-Storage. 

In case of a central PM-Storage one single peer stores the specification and the 
corresponding proposals, default peer is the initiator. The BPD reflects this with an 
assignment of the artifacts specification and proposal to the initiator´s pool (cp Figure 
3, left hand). In addition Figure 4 shows on the left hand the case of a cooperative 
network with central PM-Storage. The notation Vz(Ty).x next to the product models 
reflects the state of the element as version x of proposal z made by participant y. 

In case of a hybrid PM-Storage all participants organize the storage themselves. 
Accordingly the BPD shows the artifact specification at the initiator and the proposals 
at the corresponding participants. The option to distribute proposals over several  
participants remains. That would result in a collaboration of a subset among the  
participants which would be the case when partial results from other peers are needed 
to submit a proposal (cp Figure 4, right hand). 
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Fig. 3. DeCoP basic business process, designed as BPD (left hand) and DeCoP Dimensions 
(right hand) 

 

In case of decentral PM-Storage the specifications and proposals get stored “arbi-
trarily” at peers in the network (decentral method). For that reason neither specifica-
tion nor proposals get assigned to a specific pool in the BPD. 
 
Hierarchies: A participant has the option to further split and distribute the given sub-
problem from the initiator to participants of his choice (i.e. in a separate network).  A 
BPD illustrates this with a set of sub specifications following the earlier mentioned 
notation. In general there is no limit for additional participants or hierarchy level s. 
Hierarchies are possible in all PM-Storage options. 

 
Iterations: Collaboration processes without iterations are unlikely in reality. In the 
decentral development of a product model, numerous iterations should be needed in 
reality. For instance an initiator notices the need for an update to his specification 
after receiving the first proposals. The option to request an update to specific propos-
als exists as well. For that reason two new processes get introduced (“update specifi-
cation” and “update proposal”). 
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Fig. 4. Product Model Distributions: Central PM-Storage (left hand) and hybrid PM-Storage 
(right hand) 
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4.2   DeCoP Architecture Styles 

According to Roser we distinguish between three archetypes of architectures for the 
execution of cross-organizational business processes: brokerless, central broker, and 
decentral broker architecture [16].  

Brokerless architecture: The brokerless architecture uses either message passing be-
tween services or observer services on a virtual product model to establish a certain 
level of control flow logic. The needed interaction between nodes can be achieved with 
choreography while a peer’s local task services (TS) are simply orchestrated [16]. 

Central broker architecture: A central broker runs a controller service (CS) to 
achieve the needed control flow logic of the collaborative business process. The idea 
is following the paradigm of an orchestration. 

Decentral broker architecture: The central controller service is split among peers 
acting as controller service over a subset of the network. These peers run a service to 
distribute information to achieve the same orchestration and control flow logic as if 
there were a central broker. 

The choice of one of these archetypes depends on the concrete service distribution. 
The distribution describes which roles (initiator/participant) provide services and who 
is allowed to use them. This decision is directly related to the product model distribu-
tion set by the developer of the business process (cp section 4.1). Which strategy is 
going to be used during the collaboration is decided during runtime and is based on 
the participating users and the trust among them. 
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Fig. 5. Archetypes of architectures for the execution of DeCoP business processes (Roser 
2008) 

It has to be distinguished between the following Service-Distributions:  

1. In case of a central PM-Storage on a fixed set of nodes the brokerless architec-
ture is the best choice. Every node in the network ends up with all collaboration 
services (= central availability of the services). 

2. In case of a hybrid PM-Storage all proposals get stored on nodes of a trusted 
subset of the network. Peers in a team are therefore able to share services among 
them. The central broker architecture is a good fit. The initiator assumes the role 
as CS and the TS roles are assumed by selected participants (= hybrid availabil-
ity of services). 
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3. In case of decentral PM-Storage (i.e. load balancing) product models can be “ar-
bitrarily” distributed among the nodes. In this case decentral broker architecture 
provides a good fit. The CS uses P2P technologies i.e. DHT technologies of 
structured P2P networks (= decentral availability of services). 

4.3   Platform-Specific Models for DeCoP (PSM4DeCoP) 

As part of our research we started with basic modeling and evaluations of the broker-
less architecture in the PSM (cp Figure 6). Each peer has a set of functional services 
which is developed locally through a participant. For instance the service “Create 
Specification” could result in the creation of a specification with data extracted 
through a product data management system (i.e. Teamcenter Engineering, TCE). In 
addition there are a number of technical services like “Publish”, “Search”, “Sub-
scribe”, and “Notify” which – according to the architecture model – are implemented 
the same way in all peers [4]. A workflow is assigned to each development partner 
and includes a plan for the local services to make sure the business process is  
executable. 

Local System

Service Engine

Create Specification Check Proposal

Publish

Search

Subscribe
Notify

Peer

Service Engine

Publish

Search

Subscribe
Notify

Peer

Service Engine

Local System

Service Engine

Create Proposal

Product Model 
Exchange

Initiator Participant

Workflow
Engine

Workflow
Engine

 

Fig. 6. Model of a brokerless architecture for DeCoP 

4.4   Platform Independent Model for DeCoP (PIM4DeCoP) 

Sections 4.1-4.3 show that the models at CIM, PIM and PSM level are not static. 
Some parameters reflect this and are needed to set up for a top-down approach based 
on the business process designer on the one hand and for a bottom-up approach based 
on the IT expert on the other hand. We give an example for the top-down approach: 
the business process designer creates the following two scenarios for DeCoP (A and 
B) and sets the parameters for the given dimensions in Table 1. 
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Table 1. DeCoP dimensions 

DeCoP Dimension Development Models Target Models 
Maximum number of participants 

(including sub initiators) 
100 (10) 1000 (1) 

Number of specifications 10 1000 
Number of proposals per  

specification and participant  
(Iterations) 

10 100 

Permitted collaboration-independent
 sub-developments 

Yes No 

Participant behavior 

Confidential product 
models/  

cooperation only with 
initiator 

Non-confidential PM/ 
Cooperative behavior 

 
The challenge for PIM4DeCoP is based on the evaluation of adjusted parameters 

(cp Table 1) to make an automated transformation and to come up with a recommen-
dation for the architecture (cp section 4.2). We would expect the following: DeCoP 
scenario A should end up in a brokerless architecture while scenario B is a candidate 
for a decentral broker architecture. PIM4DeCoP´s metamodel describes the follow-
ing four aspects: organization, information, process, and overlay (cp Figure 7; the 
model was simplified due to space constraints). 

The organization´s metamodel describes the collaboration structure among the ac-
tors. Actors can only take over processes they are suited for according to their privi-
leges, they were assigned to over their team role. 

The information´s metamodel contains all the necessary information for the prod-
uct development. An InformationObject(IO) represents the structure and design of a  
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Fig. 7. PIM4DeCoP metamodel 
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product model  and connections between specifications and corresponding proposals. 
Each IO gets assigned to an actor based on its TeamRole and is stored on an associ-
ated peer. 

The process´s metamodel maps activities in a graph to represent collaborative busi-
ness processes. Activites are assigned to actors and correspond to specific IOs. Sev-
eral activities result in a collaborative business process which is further specified by a 
CollaborationProtocol. 

The overlay´s metamodel is one source of information for the identification of a 
P2P overlay in the PSM.  Core components of the metamodel are peers and their 
corresponding actors and IOs. 

5   Evaluation and Summary 

Our paper indicates how to develop a platform for DeCoP with the aid of existing 
MDD process models. We introduced approaches to the different levels of abstrac-
tion. We are going to focus on two aspects for our concluding evaluation of the MDD 
approach: 

1. To what extent is the model driven process suited for our approach of developing 
a decentral organized collaboration platform.  Therefore we are going to focus on 
the final product quality to measure whether the introduced models in the CIM, 
PIM, and PSM layer suffice. The quality is measured based on two criteria: a) 
acts the software as expected by the modelers and b) are the models flexible 
enough to support a decentral infrastructure? 

2. How well do the introduced processes do in the decentral environment when 
compared to traditional client server collaborative platforms? 

Aspect 1a: Tests and simulations based on our implemented prototypes indicate 
whether the software produces the expected results of the modeler. The following 
criteria help to determine that: 
• Was the goal of the collaboration achieved? If it was not, is the business process 

correctly designed? 
• Does the achieved product model distribution match the model? 
• If all workflows are correct: Does the achieved collaboration course match the 

expected process? 
 

Aspect 1b: It is difficult to answer whether the models are flexible enough for the 
decentral case or not. The resulting dynamic of the system has to be taken into ac-
count during design time as the success of the collaboration at run time depends on 
the level of model details. Because peers act autonomous it cannot be said whether a 
peer is available all the time which makes it kind of difficult to make deterministic 
assumptions during design time.  

The dynamic system behavior – characteristic of a P2P network – has to be taken 
into account during all modeling stages of the MDD. Generally we account that by 
generating independent model parts at all MDD levels – This could for example be  
a self-contained local part of a cooperative business process or an adapted local  
workflow part executed by a single peer. The interaction between several separated 
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activities is realized through the product model itself. Therefore we normally talk 
about model-centric processes. Furthermore we model dynamic system behavior with 
expected behavior at PIM (Quality of Service, QoS). This allows us to select relevant 
P2P overlay structures one the one hand and to optimize needed workflows and  
service distributions on the other hand. The following OoS parameters are relevant: 

• Availability of local product models 
o Definition of groups which replicate each other´s data 
o Inheritance of roles within teams 
o Queuing theory for buffering data during temporary non availability 

• Scalability 
o Efficient product model storage in the network matching the dependen-

cies of the company structure in the DeCoP 
o Content-delivery strategies / data chunks for large files 

 

• Search 
o Efficient search for peers and product models (i.e. wildcards, exact 

match, range queries) independent of the amount of peers in the network 

• Trustworthiness  
o Private key infrastructures for sensitive product models 
o Possibility for keyword-based subnets  

 

Metrics allow the evaluation on how good an implementation of the overlay is fulfill-
ing the QoS requirements. Metrics measure adaptivity (scalability/ stability/ flexibil-
ity), efficiency, validity and trustworthiness (reliability/ security) [18].  
 
Aspect 2: In the end the acceptance of DeCoP in companies depends on a lot of ele-
ments which have to be taken into account during the development.  The following 
paragraph mentions a few of them. 

Comparing the P2P approach to the traditional client-/server approach reveals ad-
vantages in regard to scalability, flexibility, data storage, and response time. Even 
though all of these advantages never lead to a P2P based implementation of a collabo-
ration platforms used in companies. After we presented our prototype to companies 
the feedback provided us with two main reasons why this was neglected so far:  

• The product engineers are afraid of losing the control of their product data and 
• Companies are not sufficiently aware of the need to disclose their processes for 

more efficient collaboration. 
 

We claim that the MDD approach introduced in this paper should help to overcome 
these obstacles. We have to create an awareness among users that the behavior (and 
its consequences) of the actors already needs to be taken into account during design 
time. It is part of our concept to have designers of decentral organized, cross-
organizational cooperative product development processes to model business proc-
esses on CIM level in their well known environment (i.e. BPDs). This would allow 
designers to work on their CMP processes without the need to take care of the IT 
level decisions and get a concrete P2P network supporting the process. 
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Abstract. IT-enabled business processes support firm agility, and business 
process standardization has become an essential part of IT architecture. Busi-
ness process standardization value partly comes from the real options such 
projects enable. Drawing from research on real options and IT value, we pro-
pose that business process standardization initiatives create real options.  We 
further propose that the value of such IT-enabled real options increases with 
market volatility, and differs between primary and support business processes. 
We collected data from the Lexis-Nexis, Compustat and CRSP databases to 
explore some of these issues. We offer a number of empirical findings: (1) IT-
enabled business process standardization enhances firm growth potential; (2) 
the option value of such initiatives is higher when market volatility is higher; 
and (3) primary business process standardization projects yield greater option 
value.  

Keywords: Business processes, IT value, real options, standardization, valua-
tion, volatility. 

1   Introduction 

Information technology (IT) enables businesses to cut costs, improve productivity, 
and supports competitive advantage through improving or transforming business 
processes. However, the high risk and failure rate associated with IT projects, together 
with the downturn of the economy since 2000, resulted in increasing pressure on 
firms relative to IT investment decisions. So investors cautiously interpret signals 
about firms’ strategic investments in IT. As business processes are one basic unit for 
implementing IT, the value of IT–enabled business process improvement has become 
an important topic for information systems (IS) research [12]. However, to date, no 
research has examined how IT value develops from the standardization of different 
types of business processes. We fill this gap by examining the business value of IT-
enabled business process standardization initiatives through the lens of real options. 
We ask: Do such investments present firms with real options?  How does real options 
theory inform us on the business value of IT projects that standardize business proc-
esses?  We focus on the main elements of our theoretical perspective here, and offer a 
brief overview of our empirical results.  
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2   Relevant Literature in IT Value Research 

Researchers have examined the business value of IT at multiple levels. At the firm 
level, researchers have used large samples of firm-level IT capital investment and 
productivity data shows that IT improves firm productivity, firm valuation, and con-
sumer welfare. Internal organizational resources such as technology readiness, finan-
cial resources, and technological capabilities affect the payoffs associated with IT 
investments [13]. IT investments have been shown to improve business processes and 
firm capabilities. Firms also can obtain higher returns on their investments when they 
transform business processes while implementing IT. The payoff of IT investments 
depends on the type of processes affected and related organizational resources. IT 
investments that improve primary business processes lead to higher and quicker pay-
offs compared with IT investments in support business processes [7].  

Another stream in IT value research is the impact of IT investments on a firm’s 
market valuation such as abnormal stock returns and Tobin’s q. Investors react posi-
tively to investment announcements in IT [4], IT infrastructure [2], and innovative or 
transformational IT [3], while the results are mixed for e-commerce initiatives [6]. 
Factors such as uncertainty, firm diversification and growth prospects, the strategic 
role of IT, and alignment between IT and industry innovativeness affect the abnormal 
returns associated with IT investment announcements. 

Investments in IT also can be viewed as operating options, wherein a firm acquires 
the right but not the obligation to subsequently invest in related projects. The cost 
associated with the initial IT investment (e.g., a pilot test or the first phase of a multi-
stage IT project) is the price of the option. By paying this price, a firm acquires flexi-
bility to carry out follow-on projects if the first phase is successful, or to cancel or 
defer additional investments otherwise. This flexibility is valuable when there is a 
high degree of uncertainty related to the IT, firm, competition or the marketplace [1]. 
Because of the complexity and high failure rate of IT projects, uncertainty is always 
high, although it typically gets worked out over time. Researchers have used options 
thinking to analyze IT investment decisions, especially investments in infrastructure. 
Another issue that is often studied is the relationship between IT project risks and the 
option value of IT investments. The option value of IT platform investments is argued 
to be affected by technology strategy, organizational learning, innovation bandwag-
ons, and technology adaptation [5]. Uncertainty in the costs and payoffs of an IT 
project are also incorporated into decision-making on IT investments [11].  

3   The Business Value of Business Process Standardization 

The integration of IT and business processes has been a key issue for senior managers 
who wish to achieve successful implementation of IT. One approach to IT-enabled 
business process change is to adopt standardized procedures for the execution of 
business functions. Business processes can be standardized in a firm so the same 
function is performed the same way across different units and locations. Process stan-
dards can be based on external standards or defined by the firm. An example is stan-
dards for procurement processes to interact with suppliers using XML.  

IT-enabled business processes offer real options that enable organizational agility 
by increasing firms’ sensing and responding ability [10].  With standardized business 
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processes, firms can reduce the effort to monitor and collect information on the per-
formance of the business function, because similar tasks will be carried out in  
the same manner and data will be processed in the same way.  They can discover dif-
ferences in daily operations of the processes and functions in a timely manner,  
enhancing the firm’s ability to sense changes in its internal operations and external 
environment.  They can also respond to changes swiftly because formulating and im-
plementing strategies should take less time with standardized business processes that 
facilitate smooth communications and coordination.   

IT platforms also offer future growth opportunities – growth options – that allow 
firms to build additional applications or expand their businesses when such needs 
arise and the environment is favorable. In particular, standardizing business processes 
with IT is an effort that involves constructing a technology platform as part of the 
organizational IT architecture. This will set the firm up for effective growth in the 
future, and make the firm more adaptable to changes. Any effort in IT standardization 
is conducive to better integration of applications and data, which can lead to better 
process integration and higher firm performance down the road [9]. So, we assert: 

• Hypothesis 1 (The Real Option Hypothesis).  IT projects involving business 
process standardization bear real options.   

The option value of such initiatives is affected by the benefits of potential future  
opportunities and market volatility. Option value increases with market volatility  
because the option holder has the flexibility and the capability to exploit future oppor-
tunities that generate additional business value, while avoiding unfavorable invest-
ments. When business processes are standardized, firms gain the flexibility to modify 
or use related IT applications and business processes that they have already estab-
lished, if they are needed in the future. Systems flexibility includes capabilities in 
upgrading, expanding and developing new applications when the benefits become 
available. Such flexibility makes it more efficient to reuse existing business processes, 
or to simply wait and do nothing more – or even abandon the project. This is the es-
sence of considering the impacts of environmental volatility.  So we assert:  

• Hypothesis 2 (The Market Volatility Hypothesis). When market volatility is 
higher, IT projects that involve business process standardization generate 
higher business value for the firm. 

In addition to market volatility, the benefits of IT initiatives are influenced by the 
characteristics of the business process. For example, Tallon et al. [12] point out that 
IT projects vary in their business process emphases and hence their impacts on firm 
value. In the strategy literature, business processes are categorized into two types: 
primary and support. Primary business processes are made up of value activities that 
directly transform inputs into final products, or logistics related to shipping in raw 
materials and delivering the final products to customers. Support business processes 
support primary processes and their influence on core business operations is indirect. 
Standardizing primary business processes exerts a direct impact on how the firm de-
livers value or positions itself in the market by changing the performance of its major 
value activities. Standardizing support business processes will have a less direct im-
pact, and should result in leverage for tactical improvements, not strategic ones. 
Moreover, as a platform for future projects, standardized primary business processes 
will enable new business initiatives related to the organization’s core value activities 
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that will have higher strategic importance. From the real options perspective, an IT 
project will have a higher option value when it can create more competitive or strate-
gic advantages. So standardization of primary business processes bears a higher op-
tion value than standardization of support business processes. This leads us to state: 

• Hypothesis 3 (The Primary Business Process Standardization Hypothesis) 
IT projects that involve primary business process standardization will generate 
higher business value than those for support business process standardization.  

4   Empirical Study and Primary Findings 

We retrieved Lexis-Nexis announcements on business process standardization pro-
jects from 1996 to 2005 – altogether 243 announcements. Two authors encoded the 
two types of business processes standardizations: primary and support. Our inter-rater 
reliability ratio was 91%, and we resolved differences through discussion. We next 
compiled a group of firms that did not make announcements on business process 
standardization projects during our sampling period.  For each firm that announced a 
standardization project in our sample, we selected one firm in the same industry that 
owned total assets in the range of 70% to 130% of total assets of the original firm in 
the year when the announcement was made. We then collected firm annual perform-
ance data from the Compustat and CRSP databases. After removing observations with 
missing data, we identified 98 sample observations and 59 comparison firms. 

We computed Tobin’s q and ROA as measures for firm financial performance to 
capture the business value of IT-enabled business process standardization. We used 
weighted least squares regression to test our hypotheses. The dependent variables are 
Tobin’s q and ROA. The independent variables are the market volatility, primary 
business process (1 if the project involved primary business process standardization, 0 
otherwise), support business process (1 if the project involved support business proc-
ess standardization, 0 otherwise). The control variables are firm size measured by 
ln(total assets), and an industry dummy (1 if the firm is in IT industry, 0 otherwise). 
We also included two interaction terms: volatility × primary business process, and 
volatility × support business process. This model was estimated with data in the years 
when announcements were made and again with data in the second years after the 
announcements.   

Our estimation results show that firms with primary business process standardiza-
tion initiatives had comparable Tobin’s q and ROA estimates in the year of the  
announcement. Two years later, the impact became positive. Firms with support busi-
ness process standardization initiatives had lower values for Tobin’s q and ROA than 
the comparison firms in the year when they announced their projects. Two years later, 
those firms’ performance approximated the comparison group. These results offer 
support for the Real Options Hypothesis (H1).  

Next, we used changes in Tobin’s q and ROA in two years after announcements as 
dependent variables to estimate the effects of market volatility and business process 
types. The estimation results show that the interaction term between volatility and 
primary business process has significant positive effects on changes in Tobin’s q, in-
dicating that, when market volatility rises, firm performance increases also as a result 
of primary business process standardization. This supports the Market Volatility  
Hypothesis (H2). When it comes to the Primary Business Process Standardization 
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Hypothesis (H3), a significant positive coefficient on PrimaryProcess indicates that 
firms with primary business process standardization projects achieved higher changes 
in Tobin’s q values than those with support business process standardization projects 
in two years. Thus the results appear to support H3 as well.  

5   Conclusion 

In this study, we applied real options theory to examining the value of IT-enabled 
business process standardization initiatives. We argued that such initiatives create real 
options by offering flexibility and agility in responding to changes in the future. We 
also proposed that the option value of IT-enabled business process standardization is 
higher when the market volatility is higher, and when primary business processes are 
standardized.  

This research provides some useful implications for IS research. First, it contrib-
utes to the literature on IT value, particularly the research stream on real option-based 
valuation. Our work presents an empirical study on IT value that is based on option 
theory. The findings support arguments for the impacts of market volatility, based on 
rigorous modeling and estimation work. Second, this research contributes to the litera-
ture on business process management. IT-enabled business process redesign has been 
of interest to interdisciplinary researchers in IS, operations, supply chain management 
and accounting since the middle of 1990s due to its profound impacts on business 
performance.  More recently, business process redesign has evolved into business 
process management, and standardized business processes have become an essential 
part of the IT practices within the modern firm. Research on the value of business 
process management mostly has used case study methods though. Our work with em-
pirical data complements this existing body of knowledge. More importantly, we have 
demonstrated empirical evidence that business process standardization creates real 
options, which are convertible to business value when managers take future actions 
that unlock their potential for additional firm growth. 
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Abstract. We propose a Bayesian model of privacy in e-authentication and de-
velop associated entropy-based metrics. A major contribution of this work is the 
application of weighted entropy to characterize the user’s privacy preferences. 
Further, we model the effects of side information on privacy and relate it to 
self-disclosure on Internet web sites and social networks. Specifically, our em-
pirical study of Internet users’ information disclosure habits within social  
networks along with the theoretical results provide insights into building a regu-
latory framework to address privacy concerns in e-authentication. 
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1   Introduction 

The act of establishing confidence in the claimed identity of a user, device, or another 
entity in an information or communication system is called authentication [3]. 
Knowledge-based authentication (KBA) is an economic method of authenticating 
users for on-line transactions that occur on an infrequent basis, with the potential of 
providing reasonably secure authentication [13, 17]. KBA consists of matching one or 
more pieces of information (also called factoids) provided by an individual (claimant) 
against information sources associated with the claimant for the purpose of verifying 
his/her identity. The participants of a KBA scheme include individuals or other or-
ganizations asserting identity, relying parties, and verifiers [3]. Relying parties make 
use of an identity credential or assertion of identity to decide what actions need to be 
taken in a given application context. Often they use verifiers or trusted verification 
services to gain confidence in the identity assertion.  

The term KBA has conventionally been used [13] in the context of e-government to 
encompass those systems relying on proprietary sources of claimant information that do 
not require prior registration by the user. However, systems that use cognitive pass-
words [12], otherwise known as recognition-oriented KBA [7], also fall under the um-
brella of KBA. With the advent of Federal Financial Institutions Examination Counsel’s 
(FFIEC) regulations mandating strong authentication for financial transactions,  



 Privacy and E-Authentication: The Dangers of Self-disclosure in Social Networks 167 

e-banking systems have widely incorporated KBA as a secondary authentication 
method, for applications such as password resets. KBA systems rely on an effective 
matching of a claimant’s real time responses to challenge questions against the identity 
attribute values supplied by trusted sources. A suitable matching function would need to 
take into consideration the effect of an attacker correctly guessing a response (guessabil-
ity metric) and the ability of a genuine user to recall and enter the correct response 
(memorability). Chen and Liginlal [5] provide a comprehensive literature review of 
KBA and a discussion of KBA metrics and model selection from a security perspective. 
Our objective in this paper is to address the issue of privacy in KBA.  

Information privacy is defined by Westin [26] as “the ability of individuals, 
groups, or institutions to determine for themselves when, how, and to what extent 
information about them is communicated and the subsequent uses of such informa-
tion.” Privacy considerations in authentication have attracted researchers’ attention 
only recently [24]. In the context of authentication, three types of privacy issues arise 
[20]: (1) Decisional privacy aims to prevent interference with decisions about self and 
family; (2) Information privacy is the individual’s right to control access to and dis-
semination of personal information; and (3) Communication privacy deals with the 
confidentiality of the individual’s communications. Often communication privacy is 
bundled with information privacy. 

2   A Bayesian View of Privacy in E-Authentication 

A recent definition of KBA metrics [7] follows a frequentist approach to estimating 
the guessability of a set of statistically independent factoids. A Bayesian approach to 
modeling KBA, on the other hand, confers the ability to incorporate subjective prob-
abilities or beliefs about attacker strategies. Further, the use of conditional probabili-
ties helps to model parameters such as guessability and memorability of factoids, 
while also considering factoid dependencies.  

Fig. 1 shows a Bayesian network [21] model of KBA (BN-KBA). BN-KBA is a di-
rected acyclic graph representing a probabilistic model, with each node representing a 
random variable that can take on two or more possible values. The arrows indicate the 
existence of direct effects between linked variables. The associated conditional prob-
abilities embody the strength of these influences. The hypothesis variable ‘Authenti-
cation’ assumes a state from {true, false} and the evidence variables {e1,e2,…, e7} 
take states from {correct, wrong}. The values of the evidence variable correspond to 
whether or not factoid values are entered correctly. Associated with each node is a 
probability distribution to be specified in advance. The conditional probabilities P(ei = 
correct | Authentication = true) represent the likelihood of a genuine user recalling 
and entering the evidence correctly, or in other words the memorability associated 
with the factoid. Similarly, P(ei = correct | Authentication = false) represents the like-
lihood of an imposter guessing the value of the evidence correctly or, in other words, 
the guessability of the associated factoid. The nodes representing external knowledge 
sources such as the Social Security Administration (SSA), the Credit Bureaus (CB), 
and the Internal Revenue Service (IRS) take the states {trusted, untrusted} with asso-
ciated probabilities denoting their trustworthiness.  
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In Fig. 1, we also depict the actual factoid variables taking on states corresponding 
to all possible values for a factoid in a specific KBA domain. We treat these factoid 
variables as hidden nodes, which are actually needed only for parameter estimation 
and factoid selection. Once we have selected a set of factoids, we can absorb the ef-
fect of the states of the knowledge sources and the factoid variables and perform the 
authentication step with only the evidence and hypothesis variables. The major 
strength of BN-KBA is that probabilistic inference can be made directly from the 
conditional probabilities. Thus, the posterior P(Authentication = true | e), where e is 
the set of all evidence variables, computed by applying Bayes’ rule, determines the 
level of assurance one may gain from the authentication process. We refer the reader 
to [5] for details about parameter estimation and factoid selection for BN-KBA. 
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Fig. 1. A model of BN-KBA depicting the factoid variables and knowledge sources 

2.1   Entropy Reduction in BN-KBA 

The privacy characteristic of KBA is better understood by examining the nature of 
data embedded in the factoids. The factoids may be classified based on whether they 
are static or dynamic, and personal or not personal. Examples of static factoids are 
one’s mother’s maiden name and date of birth. Dynamic factoids, such as credit card 
balances, last paycheck amount, and last mortgage paid, exhibit the most dependen-
cies. Another classification of factoids is based on whether they are personal or not 
personal. Personal factoids, such as favorite color or movie, are in general unique to a 
person. Examples of nonpersonal factoids are cell phone number and home address. 
For e-government applications, proprietary databases such as the social security  
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administration (SSA), credit bureau (CB), and the internal revenue service (IRS) serve 
as reference sources for verifying the response to user challenges. In general, data 
from such sources are either static or dynamic. One may also add data sourced di-
rectly from individuals, also referred to as personal entropy [10]. These require the 
user’s prior registration with either the relying party or a verifier. 

To better understand the privacy implications of KBA, one needs to also dissect the 
attacker strategies (See [3] for details). We consider, for the purpose of our discus-
sion, a rational attacker, who knows all probable factoid values involved in a KBA 
domain deduced from public information about databases or through insider informa-
tion or other attacks. The attacker may try out each value with equal probability, or 
the attacker knows the probability distribution of the factoid values and exploits that 
knowledge in the attack, or the attacker tries out the most probable values. If an attack 
is successful, the recovery from the disclosure of static information, whether personal 
or not personal, is often very hard to achieve. Also, if an imposter successfully au-
thenticates as a genuine user, this would lead to access to transaction logs and other 
profile information of the user and ultimately identity theft.  

Bayesian conceptualization of privacy. We consider an n-factoid vector x. Each 
univariate xi in x follows a discrete probability distribution p(xi). Privacy metrics can 
be developed by considering the distribution of values in xi, the attacker strategy, i.e., 
the information at the attacker’s disposal, and the disutility [23] for the owner of the 
identity (id) for each xi. Our assumption is that disutility can help factor in a user’s 
assessment of the likelihood of a privacy breach that will be damaging to an individ-
ual in one form or another, i.e., reputation, financial, social, and legal. 

Information entropy is a measure of the uncertainty associated with a random vari-
able. The Bayesian Network in Fig. 1 may be considered as an information channel. 
When the factoid variables, denoted by the nodes marked x1 to x5, are instantiated 
with their corresponding values, information flows to remove the uncertainty associ-
ated with the hypothesis variable. This entropy reduction forms the basis for an  
authentication decision. 

2.2   Privacy Metric for KBA  

For our analysis, we adopt Shannon entropy that measures the average information 
content in a random variable [8]. 

Definition 1. Given a random variable x with an associated probability distribution 
{pj}j = 1, …, k satisfying pj ≥ 0j = 1, …, k and ∑ pj = 1, Shannon entropy (or ordinary 
information entropy), is defined by, 

[ ]∑−=
x

p(x)p(x)logc)x(H  , (1) 

where c is a positive constant, usually set equal to unity. The result is expressed in bits 
if the logarithm is to the base 2, and the notation H(p) is often used in place of H(x).  

The joint entropy H(x, y) of a pair of discrete random variables with joint  
distribution p(x,y) is defined as, 
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∑∑−=
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y)p(x, y)logp(x,)y,x(H  , (2) 

Let (x1,x2, …, xn) be drawn according to p(x1,x2, …, xn). The Shannon entropy 
H(x1,x2, …, xn) is defined as the sum of the individual Shannon entropies, if the xi’s 
are statistically independent. Otherwise, by applying the chain rule for entropy, one 
may express the joint entropy as a sum of the conditional entropies, i.e., 

∑
=

−=
n

1i
11iin21 )x,...,x|x(H)x,...,x,x(H  , (3) 

This leads to the following definitions of KBA privacy metrics £KBA at the domain 
level and £KBA, id at the identity level. 

Definition 2 (Domain-level KBA privacy). In order to define domain-level KBA 
privacy (£KBA), we consider the average amount of private information available about 
KBA users with respect to a selected set of factoids. We quantify £KBA by the 
Shannon entropy, of the selected n-factoid vector x = {x1 … xn}, i.e.,   

)p(H£ xKBA =  , (4) 

If the factoids are independent, £KBA is the sum of the individual entropies of the fac-
toids in x. It is important to note that dependencies only reduce the uncertainty associ-
ated with a factoid, thus leading to the notion of maximal privacy. 

Given that privacy is a term more often associated with an individual’s control 
over his/her personal information, it will be more appropriate to also define KBA 
privacy at the identity level. Each individual may have preferences about what fac-
toids to be used in an authentication session, partly based on an estimate of the likeli-
hood of a privacy breach. The concept of weighted Shannon entropy [1] provides a 
way of incorporating the disutilities, associated with user preferences. 

Definition 3. Given a disutility vector {dj}j = 1, …, k satisfying {dj ≥ 0}j = 1, …, k 
associated with each event indexed by j in the discrete probability distribution pj, the 
weighted Shannon entropy [11] is defined by, 

[ ]∑−=
x

j p(x)p(x)logdc)x(Hw  , (5) 

Weighted entropy has been applied to a variety of contexts, including pattern recogni-
tion and econometric modeling [16]. For a factoid xi, assume the jth value is associated 
with an individual id. Let id assign a disutility dj to the factoid. Then the weighted 
information associated with the factoid instance j is Id(dj, pxij) = -kwjlog pxij [1]. This 
weighted information measure also helps quantify the notion of personal entropy 
associated with an individual’s factoid.  

Consider a disutility vector dj = {d1j … dnj}, {dij ≥ 0}j = 1 … n associated with a factoid 
vector x = {x1...xn} for an individual user identified by id. Let χj = { χ1j, … ,χnj} repre-
sent the instance level values for id. 
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Definition 4 (Identity-level KBA privacy). In order to define identity-level KBA 
privacy (£KBA,id), we consider the amount of private information available about a 
specific KBA user denoted by id, with respect to a selected set of factoids. £KBA,id 
under factoid independence (maximal privacy) can be quantified as the sum of the 
weighted information of the factoid instances as follows, 

( )[ ]∑∑ χ=−==
i

ijiij
i

idi,idKBA, xplogdk££  , (6) 

Although we implicitly assume that the factoids are independent, the actual amount of 
privacy reduction due to the dependencies is determined by the mutual information 
across all the factoids.  

We now show that the definition of KBA domain-level privacy is meaningful to 
our discussion of privacy and captures in essence the privacy expectation of KBA 
users considered as a whole. 

Theorem 1. If users’ privacy preferences are invariant across all identities and neutral 
across all factoids, £KBA is upper bounded by the expected value of £KBA, id, aggregated 
over all identities.  

Proof. If users’ privacy preferences are invariant across all identities, their disutility 
vectors are the same, given a set of factoids. In addition, if users are neutral in their 
privacy preferences across all selected factoids, the disutility vector can be repre-
sented as di = {c, …, c},  where c ≥ 0 is a constant. Under this condition, the expected 
value becomes, 

( ) ( ) ( )[ ]
( ) ( )∑∑

∑∑∑
−=−=

χ=χ=−=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

i
ii1

i
i1

i
iji

j
iji1

i
idi,ididKBA,id

)x(plog)x(pk)x(pHk

xplogxpk£E£E
  , (7) 

where k1 = kc. In the definition of entropy it is customary to set the scaling value  

k1= 1. Thus, ( ) ( ) ( )∑ ∑ =−=≤=
i

idKBA,id
i

ii1ixKBA £E)x(plog)x(pk)x(pH)p(H£ . This 

concludes the proof. 

3   Side Information and Its Influence on Privacy 

The term side information is used in a variety of contexts such as in communication 
systems [22], financial markets [4, 15], and cryptography [2] to mean auxiliary infor-
mation that is correlated to a significant variable of interest in a stochastic process. 

3.1   Modeling Side Information in KBA 

In the case of KBA, strategic knowledge about a KBA domain, or about specific iden-
tities gleaned from various sources, constitutes information that a potential adversary 
may exploit. Electronic sources of side information include home pages, web search 
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engines, email archives, social networking sites, and people search provider services. 
Inference attacks on identities, based on profile information publicly available about 
individuals, constitute a rich source of data given the proliferation of personal home 
pages and social networking sites [6, 14]. For the following discussion, we assume 
that side information is modeled as a random variable ui correlated with a factoid xi. 

Definition 5. The expected privacy leak due to side information is equal to the 
amount of mutual information I(xi,ui) [8] in xi and ui.  

Theorem 2. Side information reduces domain-level KBA privacy.  

Proof. The proof follows from the definition of mutual information I(xi,ui) = H(xi) - 
H(xi|ui) ≥ 0. 

Theorem 3. KBA privacy reduction in a factoid xi due to side information ui is upper 
bounded by H(ui).  

Proof. The proof follows from a basic property of mutual information, i.e., I(xi,ui) ≤ 
H(ui). 

3.2   The Link to Information Disclosure 

Information disclosure on a variety of Internet sites inflates the dangers of reduced 
privacy (and security) for knowledge-based authentication. Weighted entropy metrics 
allow the KBA designer to incorporate a user’s preferences based on his/her estimates 
of the likelihood of a privacy breach at design time. The definition of these measures 
does not take into account the fact that a user is often unaware of auxiliary informa-
tion that exists about a particular factoid due to self-disclosure or disclosure by others 
both online and in other social contexts. The uncertainty representing such auxiliary 
information is factored into the attacker strategies in the form of the guessability met-
ric, which has relevance during a KBA challenge-response session. On the other hand, 
for factoid selection it will be useful to study online sources of side information that 
may be exploited to initiate identity-level attacks. Common examples are personal 
home pages, blogs, chat rooms, and social networks.  

One may come up with three approaches to filtering identity-related information on 
the web. The first approach is one in which a user agent searches the web to find 
matching profiles and checks whether the selected factoids have already been dis-
closed. Involving the user interactively helps enhance the accuracy of the results. 
Such filtering methods could plausibly use ontology-based search tools such as 
Google’s APIs. The second approach is targeted at social networks to harvest user 
profiles based on community interests and to infer side information about users. Chen 
and Liginlal [6] apply state-of-the-art statistical machine learning techniques to fit a 
classification model to textual data collected from MySpace and use the learned clas-
sifier to predict critical personal attributes, e.g., hobbies, salary, and occupation, of 
previously unseen user examples.  

In this paper, we discuss an approach based on a user agent deployed to search 
small worlds [19] formed in popular social networks around communities conforming 
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to the specialized interests of a KBA user. We present results from our small world 
experiments on MySpace and Friendster to study the dangers of self-disclosure and 
ways of estimating the prior probabilities associated with side information. 

3.3   The Dangers of Self Disclosure 

Watts et al. [25] present a model that offers an explanation of social network search-
ability in terms of recognizable personal identities, i.e., sets of characteristics meas-
ured along a number of social dimensions. They demonstrate that their model can 
account for Milgram’s [19] experimental findings that short paths of average size 6 
exist between individuals in a large social network and that ordinary people are able 
to find these short paths. 

We used the following methodology to build small worlds within a social network. 
1. Repeat steps (i) through (iv) N times  

(i) Randomly (or through profile matching) select a user from the net-
work, such that the selected user has about 150 immediate friends and 
has not been picked in an earlier step. The number 150 conforms to the 
Dunbar number which is a theorized cognitive limit to the number of 
individuals, with whom any one person can maintain stable social rela-
tionships [9]. Save the profile of the selected user. 

(ii) Randomly select the user’s network of immediate friends from indi-
viduals whose settings are not private, who have a significant number 
(10% of the Dunbar number) of immediate friends, and who were not 
chosen in an earlier step. Save the profile of the selected friends. 

(iii) Repeat (recursively) step ii up to five hops for each selected friend, i.e. 
six interconnected friends from the root user in step i. This means that 
if the network cannot go to 6 levels we abandon our attempt and repeat 
the entire sequence i-iii. 

(iv) Parse the saved profiles of users constructed in steps i-iii. Create fre-
quency counts corresponding to information disclosure trends for each 
attribute of interest to us from a KBA perspective. 

2. Average the frequency counts of each attribute over all small worlds. 
3. Repeat the entire experiment in steps 1 and 2, choosing new seeds for the 

random number generator used for sampling. Accumulate the information 
disclosure statistics and average over all experiments. 

3.4   Results of Empirical Study 

Table 1 shows the results of our experiments. We built in each experiment an average of 
22 small worlds with N=100. The average number of users sampled in each experiment 
was 10,112 for MySpace and 9,871 for Friendster, out of which we found that nearly 
31% users for MySpace and 29% users for Friendster had either restricted privacy set-
tings or number of friends not displayed. The results from the publicly searchable space 
clearly point to the dangers of information revelation within social networks.  

First, we test the hypothesis that self disclosure habits of individuals in small 
worlds are invariant across the two social networks. We instrumentalize the test by 
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Table 1. Average frequency count of factoids disclosed in small worlds in MySpace and 
Friendster 

Factoid MySpace 
Frequency Count % 

Friendster 
Frequency Count % 

Favorite Music 50.04 47.24 
Favorite Movie 43.31 44.78 
Favorite TV Show 38.73 40.53 
Favorite Book 36.54 34.14 
Favorite Sport 0.13 0.24 
Favorite Color 0.41 0.72 
Street grown up 0.00 0.01 
Pet’s name 0.01 0.03 
Model of first car 0.04 0.02 
Zipcode 0.00 0.01 
High School Mascot 0.00 0.00 

 
comparing the frequency count of factoid values disclosed in the two networks under 
consideration. The null hypothesis that the difference across both networks is insig-
nificant could not be rejected (t-value = 0.014; p-value > 0.1).  

The four attributes that are directly searchable are favorite music, favorite movie, 
favorite TV show, and favorite book. A large percentage of users revealed this infor-
mation. Confidence in the trustworthiness of this information is high because we 
ensured in our sampling that each user had a significant number of friends in their 
immediate network and they were part of a small world that emanated from a user 
with at least 150 friends and extended five hops in diameter. We parsed the other 
fields such as “Interests” and “About Me” searching for information related to favor-
ite sport, favorite color, street in which a user grew up, pet’s name, model of first car, 
zipcode, and high school mascot. The results were not as significant as in the case of 
the directly searchable attributes. This could be partially attributed to the limitations 
of our search method although, we attempted to manually cross-validate our findings 
while using variations in the search tokens used. Regardless, the findings show that 
favorite sport, favorite color, pet’s name, and model of first car were also disclosed by 
a small percentage of users. 

3.5   Implications of the Study 

The theoretical and empirical results from this research provide several useful guide-
lines for building a regulatory framework encompassing the three important stake-
holders in an authentication process. 

From the perspective of the relying party there is an implicit assumption in authenti-
cation that ‘user consent’ has been given for acquisition and storage of verifying data 
and its ‘fair’ usage. This assumption is fraught with dangers. Regulations mandating 
strong authentication need to specifically ensure that ‘user consent’ for acquiring and 
using personal data for the purposes of authentication doesn’t necessarily entail loss of 
control by the user, resulting in privacy breaches with lifelong implications.  

Regulations need to emphasize the need for proactive risk assessment in the context of 
authentication, selection of a risk minimization method possibly limiting the amount of 
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personal information the user is required to provide, and raising the level of awareness 
for administrators of authentication systems in the privacy implications. Verifiers and 
third party credential services need to be strictly regulated in terms of the safeguards for 
database protection. There is a need for federal privacy laws not only to complement 
state laws but also to provide stiffer sanctions for breach. The individual’s control must 
necessarily extend to these services who may have acquired personal data from multiple 
sources, often without the knowledge of the owner. The individual must also have a say 
in what attributes can be provided to verifiers and must be able to revoke or withdraw the 
data. It is obvious that this is very challenging to implement practically.  

Most KBA implementations require users to enter their personal information at reg-
istration time. There must, thus, be sufficient scrutiny in the manner in which factoids 
are acquired from personal entropy sources. Such acquisition must be orchestrated 
through a trusted and secure process totally within the control of the individual. In fact, 
instead of actual factoid data, weak keys generated from such data should be acquired 
and only such keys ought to be used in a challenge-response authentication [18]. En-
hancing user awareness through user education must necessarily be a role played by 
relying parties and verifiers. While the concern of the KBA designer is to gain high 
levels of assurance in authentication, the user must be empowered to safeguard as well 
as track the dissemination of his/her private information. The KBA system may collude 
with the user to deploy privacy agents routinely on the web to mine websites and social 
networks and glean information about possible privacy breaches. Such agents must be 
deployed under user control so that the user has the option to trust the agent with sensi-
tive personal information for the purpose of profile matching. 

4   Conclusion and Future Research 

In this paper, we considered a Bayesian view of privacy in KBA whereby privacy is quan-
tified in terms of the information required to remove uncertainty about the hypothesis 
variable relative to an authentication session. This provides the basis for a definition of 
domain-level and identity-level KBA privacy metrics relying on information-theoretical 
concepts. A major contribution of our research work is the application of weighted entropy 
concepts that allow the incorporation of personal privacy preferences of a KBA user into 
the factoid selection process. Finally, we reported the study of social networking sites to 
show how user profiling and collaborative filtering methods can be applied to study the 
impact of side information on identity-level KBA security and privacy.  

The empirical study reported in the paper is only meant to provide evidence of the 
drawbacks of side information. The important question we investigated relates to how 
much people really value privacy over security. This is the fundamental theme of this 
paper tackled from a rather theoretical perspective. An empirical study designed to 
differentiate between perceived and actual disclosure behavior will be useful to un-
derstand the implications of user participation in online services on KBA security and 
privacy. The models and metrics discussed in the context of KBA can be extended 
easily to multifactor authentication. Since Shannon entropy only facilitates the study 
of average-case effects of side information, it will be interesting to pursue alternate 
entropy formulations of KBA privacy. Finally, defining a unified framework for us-
ability, privacy, and security in KBA is an important extension of this research. 
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Abstract. People use search engines to seek information. This study 
investigates the motives that drive the search for information security 
knowledge via a search engine. We empirically examine the effects of network 
attacks and vulnerability disclosures on the frequency of search for information 
security knowledge. . We find that network attacks of current day and one day 
prior significantly impact the search, while vulnerability disclosure does not 
significantly affect the search.  
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1   Introduction 

Search engines have become the primary, powerful, and convenient tool for users to 
find relevant information from huge amounts of online information sources. Millions 
of individuals regularly use modern search engines for topics ranging from news to 
healthcare. More than 80% internet users use search engines as their starting point of 
web surfing [1].  

The study empirically investigates the effects of network attacks and vulnerability 
disclosures on the frequency of search for information security knowledge. Online 
search for information security knowledge can be treated as a step users take towards 
the protection of their computer systems.  Similar to the role information search plays 
in health care, search for information security knowledge can reduce users’ anxiety, 
increase feelings of self-efficacy, and improve the effectiveness of protection [2]. 

2   Drivers of the Search for Information Security 

2.1   Network Attacks 

While computer technology and internet connections have fundamentally changed the 
way of life, various attacks over networks pose severe threats. A computer/network 
breach may cause serious losses, including loss of confidential data and system 
failure. Users’ behavior of search for information security knowledge can be affected 
by network attacks directly or indirectly. Those users whose systems have been 
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infected by viruses or compromised by a hacker will have to take prompt actions to 
identify and diagnose problems, recover the system, and mitigate the damage.  

Increased perceived risk or threat could trigger users’ protection behaviors [3-5]. 
To avoid or minimize their losses, users will actively seek approaches to protect their 
systems when perceiving the immediate attack threats is high. Protecting the system 
from attack needs sufficient knowledge and proper tools; however, most individuals, 
including some professionals, lack such knowledge and technology solutions to 
protect them against these attacks [6]. They may rely on search engines to find related 
solutions or suggestions once faced with the attacks. 

Therefore, we consider that when network attacks increase, in order to prevent the 
afflictions and reduce the damages associated with the attacks, users will be actively 
engaged in seeking information security related knowledge via search engines.  
Network attacks can be measured from two dimensions: intensity and prevalence. The 
intensity of network attacks refers to the average number of attacks arriving at a 
computer in a unit time. High-intense attacks increase the possibility of a system 
being breached. The prevalence of network attacks refers to the number of computer 
systems targeted by the attacks. Since some computers may not be properly protected, 
a more prevalent attack is more likely to affect a larger number of computer users.  

2.2   Vulnerability Disclosures   

A vulnerability is a technical flaw or weakness in the design, implementation, or 
operation and management that can be exploited to violate a system’s security 
policies [7]. Most of vulnerabilities originate from software vendors’ design flaws. 
The vulnerabilities pose potential risks to users, and such risks are realized when they 
are exploited by network attacks. 

Vulnerability disclosures may have limited impacts on users’ search for information 
security knowledge due to the following four reasons.  First, the communication channel 
used by vulnerability disclosures limits the information dissemination to general public. 
While some websites send vulnerability information to users by emails, this service is 
usually limited to subscribers. Second, most of vulnerability announcements contain 
many technical terms. Hence, for ordinary users, it is not straightforward to know how 
these vulnerabilities could affect their systems.  The lack of capability could reduce the 
motivation of search for information security knowledge[8]. Third, as suggested by 
protection motivation theory, response cost, which refers to any cost associated with 
taking protection actions, will reduce the possibility of  response [9]. Fourth, 
Vulnerabilities, unlike network attacks, do not cause immediate damages until they are 
exploited. Consequently, users may be less motivated in seeking for information 
security knowledge when vulnerabilities are disclosed. As we can see, the effects of 
vulnerability disclosures are unclear on user search behaviors.  

3   Data and Measurements 

We collected data from three sources. First, we derive the frequency of search for 
information security knowledge using a search log from AOL Research [10].  The 
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search log includes about 658,000 users over a three-month period from March 01 to 
May 31, 2006. We use keyword matching to identify the queries that were intended to 
seek for information security related topic.  

Second, we collected the measurements for network attacks via DShield 
(www.DShield.org).  DShield is a community-based collaborative firewall/intrusion 
detection log correlation system (see, e.g., wikipedia.org). We derived two 
measurements of network attacks, intensity and prevalence, based on the DShield 
reports on Daily Survival Time and those on Daily Data Volume (Submissions/Day) 
respectively.  The measurement of network attacks is calculated based on  daily 
reports of survival time for five different categories of ports: Windows specific ports 
(e.g. File sharing) (denoted as It-WIN, t=1,…92), Unix specific ports (e.g. dns, ssh) 
(It-UNI),  ports which are used (and vulnerable) by applications on various operating 
systems (It-APP), ports used by P2P software(It-P2P), and ports that are commonly 
used by backdoors(It-BCK). Our second measurement, the prevalence of network 
attacks, was derived based on the reports of daily data volume (Submissions/Day).  
We used a normalized daily number of targets (i.e., daily number of targets divided by 
daily number of the reports) (denoted as Pt , t=1,…92) as our measurement of the 
prevalence of network attacks. 

Third, we collected vulnerability disclosures from National Vulnerability Database 
(NVD) (see, http://nvd.nist.gov/). For each vulnerability, the database has the date 
when it was initially published and a CVSS (Common Vulnerability Scoring System, 
http://www.first.org/cvss/cvss-guide.html ) base score ranging from 0 to 10. We 
counted the daily number of vulnerabilities in CVSS severity high (denoted as Ht), 
medium (Mt), low (Lt) respectively in order to examine the possible different impacts 
they might have. 

4   Results and Conclusion 

We conducted a dynamic regression analysis[11]. Our findings suggest that both 
intensity and prevalence of network attacks on current day and one day prior 
significantly positively impact the frequency of search for information security 
knowledge. Users actively acquire information security related knowledge when they 
are experiencing attacks. This finding is consistent with health care literature which 
finds that the spread of biological virus is correlated with the frequency of patients’ 
search.  This result reveals that people present similar behavior patterns in both 
physical and cyber world when they are facing threats.  

We did not find significant relationship between vulnerability disclosures and 
search for information security knowledge. While vulnerability disclosures may 
accelerate patch release and make information security professionals take proactive 
protection actions, they do not lead common users to seek more information security 
knowledge. The limited reactions of common users to vulnerability disclosures can be 
due to different reasons, such as dissemination channel and the technical nature of the 
announcements. Further users may not perceive vulnerabilities as immediate threats 
as network attacks, and be less motivated to search [4].  
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Abstract. This study examines the impact of perceived risk and organizational 
resilience on information systems success process in the context of hospitals. 
The research model was tested with the data collected from three of the hospi-
tals in the Western New York area that were affected by a major snowstorm 
that was labeled as a federal disaster. The analysis and results appear. Theoreti-
cal and practical implications of this study and future research directions are 
discussed. 
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success, system quality, information quality. 

1   Introduction 

The purpose of this study is twofold. First, we identify the effect of perceived risks 
and resilience on effectiveness of hospital information systems. We also examine 
whether information and system quality, which are antecedents of information sys-
tems, mitigate the perceived risk and enhance organizational resilience. In particular, 
we argue that perceived risk decreases the information systems effectiveness in the 
following ways: (a) perceived risk influences the system users’ perception and belief 
levels regarding resilience, and (b) perceived risk decreases users’ confidence in using 
the information systems by transforming the negative effect of risk to the perception 
of organization resilience.  

We propose the following information systems qualities: system quality, informa-
tion quality. This paper focuses on the proposed constructs that reduce risks and  
increase resilience in the extreme events context.  

Based on the preceding statements, a research model is proposed that aims to un-
derstand and prescribe how resilience and perceived risk affect the information sys-
tems success model. In this model, information systems effectiveness is determined 
by information quality and systems quality [1-3].  
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Fig. 1. Conceptual Model 

2   Hypothesis Development 

As first step, we hypotheses the information and systems qualities. Important aspects 
of information systems serve not only to encourage user access of systems with ease, 
but also to have good quality output to promote confidence in the business continuity 
of the organization.  Specifically, system users are likely to be particularly attentive to 
the quality of information on the organization systems; because the quality of infor-
mation should aid their performance and help those making good decisions. As users 
perceive that their information systems present quality information, they should gain 
confidence that the organization is interested in maintaining resilient information sys-
tems. Therefore, to the extent that users perceive that the information system presents 
reliable information and high service quality, they are more likely to have confidence 
that the organization itself is reliable.  

Similarly, a high level of information systems quality in the organization will in-
crease users’ confidence that their information systems infrastructure is strong. This 
experience of systems quality will then increase users’ confidence that the organiza-
tion keep performance of information systems high. As a result, perceived organiza-
tion resilience is likely to be increased because of such a belief. That is, as users’  
perception of information systems quality increases, these users might tend to believe 
that the hospital information systems encourage employees work performance by 
providing ease of use (i.e., systems quality) and good quality of output (i.e., informa-
tion quality). Such a belief, in turn, may positively affect organization resilience.  

As second step, we hypotheses the effects of two factors in terms of extreme events: 
perceived risk and organizational resilience. Perceived risk is likely to be reduced be-
cause of such perceived quality. That is, as employees’ perception of information and 
system quality increases, these employees will possibly believe that their information 
systems offer ‘‘implicit’’ promises in that they will work to fix any problem that occurs. 
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Such a belief, in turn, may lessen their perceived risk. Previous research findings con-
ducted in the physical environment show perceived quality can reduce perceived risk [4-
5]. The relationship between perceived risk and perceived usefulness in organization has 
not received much attention in literature. Individuals tend to use or not use information 
systems to the extent they believe it will help them perform their job better.  Perceived 
risk may minimize effectiveness of information systems by reducing high confidence 
and expectations toward their information systems’ capabilities and discouraging them 
to positively use the system. In a disaster context, organizations’ employees who per-
ceive high risk are likely to engage in a conservative evaluation of their individual and 
organizational performances and, in turn, internal risk will reduce the hospital informa-
tion systems effectiveness.  

The term, ‘resilience’ has been widely used in various fields including ecology, 
psychology, economics, business, and applied critical infrastructure [See, 6, 7-8]. In 
disaster contexts, resilience refers to the capacity of an entity or system to maintain 
and renew itself particularly in the presence of stressors, or the ability or capacity of a 
system to absorb or cushion against damage or loss [9]. At an individual level,  
employees’ organizational resilience is defined as a person’s belief that their organi-
zation has a relatively stable trait characterized by the ability to bounce back from 
negative experience and by flexible adaptation to the emergency contexts.  

This study argues that the impact of information systems on performance would be 
lower if an employee does not believe that their organization has the resilience to 
handle unexpected events. Thus, individuals will be more likely to perceive high or-
ganizational impact when they believe such their information systems to be able to 
confer positive values.  

3   Analysis and Results 

As third step, this study analyzed and tested nine hypotheses. First, system quality has 
a significant positive impact on organizational resilience and negative impact on per-
ceived risk. However, information quality has no significant impacts on both organ-
izational resilience and perceived risk. Therefore, hypotheses for the effect of system 
quality, H1a and H2a, were strongly supported. Second, organizational resilience has 
no significant impact on perceived usefulness but organizational impact. Perceived 
risk has a significant negative impact on both perceived usefulness and organizational 
impact. These findings support H3b, H4a, and H4b. Third, perceived usefulness posi-
tively influences organization impact, thereby validating H5. Table 1 shows summary 
results of hypothesis test. 

Overall, in the results based on the statistical analysis using Partial Least Square, 
this study shows important implications and contributions to information systems 
success research. First, this study demonstrates the importance of including contextual 
measures (i.e., perceived risk and organizational resilience) in the middle of the proc-
ess when studying the information systems success process. Consistent with the past 
research, this study shows that systems qualities positively influenced organizational  
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Table 1. Summary of Hypothesis Testing Results 

Hypothesis Descriptions Support 

H1a 
The greater the perceived system quality, the higher 
organization resilience will be perceived by hospital 
information system users. 

Yes 

H1b 
The greater the perceived information quality, the 
higher organization resilience will be perceived by 
hospital information system users. 

No 

H2a 
The greater the perceived system quality, the less risk 
will be perceived by hospital information system 
users. 

Yes 

H2b 
The greater the perceived information quality, the 
less risk will be perceived by hospital information 
system users. 

No 

H3a 
Organizational Resilience will positively affects  
perceived usefulness. 

No 

H3b 
Organizational Resilience will positively affects  
organizational impact. 

Yes 

H4a 
Perceived risk is negatively related to perceived  
usefulness. 

Yes 

H4b 
Internal risks will negatively affect organizational 
impact. 

Yes 

H5a 
H5: perceived usefulness is positively related to  
organizational impact.  

Yes 

resilience and perceived usefulness and mitigated the effect of perceived risk, but  
information quality affected only perceived usefulness. Our study highlights the im-
portance of including individual beliefs as intermediaries in this research. More spe-
cifically, we showed that perceived risk and organizational resilience can work to 
increase and decrease perceived usefulness and organizational impact. In addition, our 
findings help shift out and provide initial insights into the relative effects of two con-
textual predictors on the information system success. By integrating the effects of 
risks and resilience in a model, which are often described as different sides of the 
same coin, we identify contextual predictors (i.e. perceived risk and organizational 
resilience) of perceived usefulness and organizational impact in information systems 
success.  

4   Conclusion 

In sum, this study on the roles of perceived risks and resilience for information systems 
effectiveness in extreme events contexts opens up rich and exciting opportunities for 
theoretical extensions to the present model and practical development of the effect of 
information systems on organizational performance. Despite theoretical and practical 
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limitations, this study represents an initial step in developing a better understanding of 
perceived risks, resilience, and information assurance regarding information effective-
ness, and it provides feasible suggestions for further investigation. This study encour-
ages researchers to seek out further insights into the effect of organizational resilience in 
various structural, as well as disaster contexts, as future research progresses.  

References 

1. Seddon, P.B.: A respecification and extension of the DeLone and McLean model of IS suc-
cess. Information Systems Research 8, 240 (1997) 

2. DeLone, W.H., McLean, E.R.: Information Systems Success: The Quest for the Dependent 
Variable. Information Systems Research 3, 60–95 (1992) 

3. Rai, A., et al.: Assessing the validity of IS success models: An empirical test and theoretical 
analysis. Information Systems Research 13, 50 (2002) 

4. Barki, H., et al.: Toward an assessment of software development risk. Journal of Manage-
ment Information Systems 10, 203 (1993) 

5. Jiang, J.J., et al.: Information system success as impacted by risks and development strate-
gies. IEEE Transactions on Engineering Management 48, 46 (2001) 

6. Masten, A.S., Reed, M.-G.J.: Resilience in development. In: Synder, C.R., Lopez, S.J. (eds.) 
Handbook of positive psychology, pp. 74–88. Oxford University Press, New York (2002) 

7. Adger, W.N.: Social and ecological resilience: Are they related? Progress in Human Geog-
raphy 24, 347–364 (2000) 

8. Holling, C.S.: Resilience and stability of ecological systems. Annual Review of Ecology and 
Systematics 4, 1–23 (1973) 

9. Rose, A.: Defining and measuring economic resilience to disasters. Disaster Prevention and 
Management 13, 307 (2004) 



R. Sharman, T.S. Raghu, and H.R. Rao (Eds.): WEB 2009, LNBIP 52, pp. 186–191, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Mobile Application Market: A Mobile Network 
Operators’ Perspective* 

Adrian Holzer1 and Jan Ondrus2 

1 Polytechnique de Montréal, Université de Montréal, Canada  
2 ESSEC Business School, Paris, France 

adrian.holzer@unil.ch, ondrus@essec.fr 

Abstract. The mobile telecommunication market has recently been shaken by 
the arrival of new actors, such as Apple and Google. As a consequence, the 
relatively well-established mobile network operators (MNO) have to rethink 
their position in the market if they want to participate in the growth of mobile 
telecommunication revenues. Mobile applications and services are being seen 
as great opportunity of new revenue sources. However, with the current market 
structure, MNOs do not hold a privileged position compared to mobile plat-
forms providers such as Apple with iTunes. In this paper, we assess whether or 
not there is still space in the mobile application market for MNOs. In order to 
do so, we examine different roles in the mobile application value chain and de-
termine how MNOs can position themselves in this turbulent new market. Our 
analysis shows that MNOs will have to focus on their core business as network 
provider and establish alliances with platform providers. 

Keywords: Mobile network operators, mobile application development. 

1   Introduction 

Despite their essential role in the mobile telecommunication market, mobile network 
operators (MNOs) are facing major challenges for their future positioning. They have 
heavily invested to build a reliable and fast mobile network infrastructure. Indeed, their 
investments have greatly enhanced mobile communication and data transmission. Since 
competition on voice and data transmission rate is fierce, MNOs have to find new ways 
to secure and increase revenues for the long term. As their revenues tend to erode year 
after year, it seems that diversification of activities is key for sustainability. MNOs have 
already started to find other business opportunities in their industry. As such, MNOs 
have set the objective to become service integrators, which would provide mobile value-
added services to different segments of consumers. Their privileged relationship with 
end-users and mobile application providers seems to make MNOs suitable intermediar-
ies. In line with this objective, they initiated the launches of mobile portals based on 
WAP technology (e.g. Vodaphone Live, Orange World). So far, their initiatives as  
service integrator have not been as successful as hoped. 
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Recent developments in the mobile application market have strongly shaken in-
cumbent MNOs. During many years, the development of mobile services was mostly 
controlled and managed by MNOs, phone manufacturers, and mobile application and 
content providers. Recently, this has changed with the arrival of new mobile phones 
and platforms such as the iPhone. More than ever, such devices can run rich stand-
alone applications as well as distributed client-server applications that access informa-
tion via web gateways. The constant improvement of hardware related to mobile 
computing (e.g., small chips with better computing power, larger wireless network 
bandwidth) enhances general capabilities of mobile devices. The evolution of devices 
opens new avenues for future mobile application and service development. 

Traditionally, in the mobile application industry, there are several actors interven-
ing along the value chain [1, 2, 3, 4, 5, 6, 7]. Each actor has its own importance and 
role. The current trends indicate that the market structure and value chain are evolving 
into value networks [5, 8]. Roles are changed, combined and exchanged. Some lost 
control on the device (i.e., MNOs), some got new revenues streams (i.e., portal pro-
viders), and some became more seamlessly integrated into the platforms (e.g., finan-
cial institutions, content providers).  

For long, MNOs have locked down and controlled the market while slowly devel-
oping and securing their value proposition (i.e., walled garden strategy). In many 
cases, they usually took commission fees exceeding 50% on value-added services and 
applications sold through them. These high fees were not very encouraging for mobile 
application developers and thus somehow hindered the emergence of this market. 
With the arrival of more aggressive platform providers, MNOs were not able to keep 
their privileged position as they have been rather slow in adapting to the new rules of 
the market. After investing heavily in their UMTS infrastructure, MNOs have strug-
gled in making money in the mobile application area. Therefore, end-users were 
mostly using 3G networks for basic services such as emails, limited web browsing, 
and multimedia messaging (MMS) [9].  

The current mobile development market is dominated by five big platform provid-
ers, i.e., companies that offer an operating system (OS) and development tools to en-
able the creation of high level applications, namely: Nokia with its Symbian OS 
(52.4%, percentages represent worldwide smartphone sales by OS in 2008). RIM with 
its Blackberry OS (16.6%), Microsoft with its Windows CE OS family (11.8%), Ap-
ple with its iPhone OS (8.2%), and LiMo Foundation with its Linux Mobile operating 
system (8.1%) [10]. Furthermore, Google recently launched its Android operating 
system and is expected to rapidly become part of the big players in the industry. 

In this paper, we examine the roles of MNOs in the current mobile application 
market in light of two different elements of the value network (i.e., network & finan-
cial infrastructure and mobile application portals). The objective is to clarify the  
market structure and help us to study the trends and the position of the different stake-
holders in relation with MNOs. While we describe the market, we also assess the  
potential opportunities for MNOs to evolve. As each context is different, we focus our 
research effort on Western and developed countries in which platforms such as the 
iPhone and Android phones were launched. Our research does not apply to countries 
which have a different market structure (e.g., Japanese and South Korean markets). 
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2   Roles for MNOs 

In the current practices, mobile applications are published on an application portal and 
can be downloaded unto the consumer's mobile device through a network infrastruc-
ture. The consumer will in turn pay the application using a financial network. This 
process involves several key actors playing different roles. First, mobile device manu-
facturers and operating system (OS) providers support mobile applications and pro-
vide tools to ease their development process, i.e., software development kits (SDKs). 
Second, developers create applications and services. Third, application portals act as 
application shopping centers for consumers. In order for consumers to make their pur-
chase, a network operator is needed in order to allow data transfers between mobile 
devices and distant application portals or the Internet. Finally, a financial institution is 
needed to take care of the billing and payment processes. 

Hereafter, we assess the position of MNOs when it comes to fill two roles on this 
value chain. First, we investigate the MNOs core business, which is providing net-
work infrastructure with payment facilities. Second, we investigate how MNOs can 
compete on the application portal market. 

2.1   MNOs as Network and Financial Infrastructure 

Providing network and financial infrastructure in order to bill network traffic is the 
core business of MNOs. However, their position has been shaken over the last few 
years with the introduction of new technology and fierce competitors. 

In the early 21st century, MNOs in Europe used to enjoy a comfortable role as sole 
communication providers between mobile devices and mobile portals and Internet in 
general via GPRS or UMTS technology. Even though the market for telecommunica-
tion had been opened up for competition, prices did not drop radically. Furthermore, 
MNOs also enjoyed a unique relationship with consumer through their monthly bills. 
This relationship was used for billing early mobile services. For example by sending a 
premium text message, one would receive simple information (e.g., train schedule, 
sports results, traffic alerts) through a text message reply. Early mobile payment ex-
periments also relied on the relationship with MNOs. A consumer could purchase 
items from a vending machine by sending a text message and get charged on the 
monthly bill. This privileged position allowed MNOs to charge large fees on trans-
ferred data and payments. Unfortunately, these initiatives did not really drive much 
innovation nor enhanced user’s adoption of data-intensive services. 

In the current market, network and financial infrastructures have become much 
more competitive with the introduction of the mobile internet using telecommunica-
tion networks or WiFi. Direct access to the Internet allows bypassing the MNOs’ con-
trols to access mobile services. Furthermore, the emergence of online accounts such 
as the ones from the iTunes store (i.e., storage of the credit card information), allowed 
merchants to directly charge their consumers without having to pay fees to MNOs. As 
a result, the position of MNOs to bill consumers for value-added services has been 
weakened. 
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2.2   MNOs as Application Portal Providers 

In order to facilitate the distribution of applications from developers to consumers, an 
application portal can be created. These revenues of these portals come from taking a 
fee on every application sold. Currently, this fee represents 30% in portals such as the 
Apple AppStore, Google Android Market and Nokia OVI. Portals are two-sided struc-
tures which need to leverage on two parties (i.e., developers and consumers) to  
increase their revenues [11, 12, 13]. In other words, if they offer enough attractive 
applications, they will attract more consumers, which in turn will stimulate the devel-
opment of more applications, and so forth. This positive feedback loop increases the 
number of transactions and therefore increases the portal's revenue.  

Prior to the introduction of Apple AppStore and more recently Google Android 
Market, mobile applications for a given device or operating system were not located 
on a main central portal. Developers would usually distribute their applications 
through several third-party portals in addition to their own website. One downside of 
such a decentralized distribution strategy is that the great variety of portals does not 
provide a comprehensive overview of existing applications. Therefore, it does not 
facilitate access to the applications. In the past, mobile services or digital content such 
as ringtones and news could be obtained through MNOs or other content providers via 
a premium text message. 

Unfortunately, MNOs are not in a very comfortable position to compete as portal 
providers. Furthermore, the current market tends towards portal centralization in order 
to attract and regroup more developers and more consumers and thus leverage on 
positive network effects, which are essential in two-sided markets. Chances are that 
this trend will put MNOs in an even worse position as bystanders. 

3   Discussion and Future Work 

The emergence of newcomers in the mobile application industry has increased the 
pressure on voice and data prices, which remain a major revenue stream for MNOs. 
Furthermore, MNOs tend to lose their privileged relationship with end-users as plat-
forms providers control most of the mobile application purchase process. As their 
long reign in the walled-garden model as middlemen is coming to an end, other reve-
nue streams should be considered. This loss of control on the value network should be 
taken into account with the indirect consequences of portal centralization and  
increased pressure on prices. 

The emergence of more sophisticated mobile phones and usage of advanced mo-
bile services increases consumers' need to subscribe to more expensive data plans. In 
the short term, the ARPU will increase. However, MNOs cannot hope that this situa-
tion last long without a battle on data plan prices. Their long term revenues will drop 
if they do not find another way to sustain or create additional revenue streams. 

A risk is that MNOs become transmission pipes that do not capture any value of 
transactions made using their infrastructure. They would be in the same position as 
most Internet Service Providers (ISP). On their side, ISP tried to counter-attack by 
becoming content providers while providing triple-play services (i.e., phone, TV, 
internet).  
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However the trend towards portal centralization combined with the pressure on 
price could actually be an opportunity for MNOs. Until recently, it took expert users 
to download and install third-party applications. It usually involved an internet search, 
a credit card payment, and the use a personal computer to transfer a file via Bluetooth 
to the mobile phone. Now it has become a “one-click” operation directly executable 
on the mobile device. MNOs can benefit from this purchase facilitation as their users 
will naturally increase their demand for advanced mobile services. This will also  
create opportunities for MNOs to supply some application through the platform inte-
grators. Furthermore, the trend towards cheaper data communication encourages  
consumers to consume more advanced mobile services, such as downloading applica-
tions, browsing the Internet, emailing photos, watching TV and sharing videos. 
MNOs could create more sophisticated pricing for data plans in order to satisfy their 
consumers to avoid high churn.  

This is a major opportunity for MNOs to continue to provide network infrastruc-
ture and services and closely work with other actors in order to enhance user experi-
ences by providing more integrated and consistent services and applications (e.g., 
visual voice mail, teleconference). 

Future research will try to identify the exact reasons of the late success of mobile 
applications, which had been announced as potentially successful many years ago. 
The nature of these reasons could support a better understanding of how MNOs could 
take advantage of future developments in the mobile application industry. As the topic 
is quite new and evolving in a day-to-day basis, we hope that our research will open 
new paths of research in the mobile application market and motivate other researchers 
to investigate further the evolution of this market. 
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Abstract. Gender issues have been present in the traditional negotiation field for 
a long time, as it has become common for women to play key roles in business. 
However, few studies have investigated this issue in online situations. Since 
online negotiation is inevitable in the global business age and its context is 
different from that of a traditional face-to-face environment, it is valuable to have 
more understanding of the impact of gender differences on online negotiation. 
This study explores the impact of different gender dyads on how negotiators 
strategically respond to their counterparts’ behavior from the dyadic interaction 
perspective. The adopted strategy clusters include (1) distributive information, 
(2) integrative information, (3) claiming value, and (4) creating value. The 
content analysis method was applied in order to translate all negotiation 
transcripts into quantitative data, i.e. behavior units. The resulting behavior units 
belonging to the four strategy clusters were mined to find the two-sequence 
dyadic behavioral patterns of each negotiation dyad and then of each gender 
composition group. Finally, these two-sequence behavioral patterns were 
categorized into three appropriate strategic behavioral sequences: (1) reciprocal 
sequence, (2) complementary sequence, and (3) structural sequence. The results 
indicate that negotiators’ strategic responses to their counterparts were impacted 
by the genders of both the counterparts and the negotiators themselves. In 
general, negotiators in intra-gender dyads adopt more structural strategy and less 
reciprocal strategy than those in inter-gender dyads. No matter whether female or 
male, a negotiator will adapt his or her response strategy based on his or her 
counterpart’s gender.  

Keywords: Online negotiation, Gender difference, Gender dyad, Strategic 
behavior, Response strategy, Sequential pattern, Dyadic interaction. 

1   Introduction 

The rapid development of electronic commerce has made the Internet an important and 
unavoidable communication and transaction channel for businesses. With the increase 
in electronic commercial activity, the chance to engage in negotiation over the Internet, 
i.e. e-negotiations, is not only inevitable but is also increasing quickly, since 
e-negotiations allow companies to conquer the limitations of time zones and 
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geographical locations [1]. With new communication and computer technologies, 
negotiations conducted over the Internet are more common and popular [2]. 

In addition, it is becoming more and more common for women to play important roles 
in business and in the public arena. This indicates that more women will be involved in 
e-negotiation. Researchers argue that men and women have different social norms for 
conversational interaction, to the extent that they even form “distinct speech 
communities” [3]. Compared with men, women tend to be more collaboration-oriented. 
As the Internet becomes the major medium of communication, its lack of interpersonal 
cues, social cues, and physical attractiveness will change communication behavior [4]. 
For example, the difficulty of presenting social cues creates equal online negotiation 
circumstances for both genders [5]. Therefore, it is worthwhile to investigate the impact 
of gender differences on e-negotiation behavior in order to increase the chance of success 
in the context of e-negotiation. However, few researches have investigated the gender 
issue in e-negotiation. Stuhlmacher et al. [6] reviewed 43 studies and explored gender 
differences by comparing face-to-face negotiation with online negotiation via 
meta-research methods. However, this research examined gender differences but ignored 
the essential dyadic interactions in e-negotiation. The absence of the dyadic aspect 
hinders the revelation of the impact of gender on negotiation, since negotiation is a 
dynamic process of interactions between two negotiators. Koeszegi et al. [7] noticed the 
dyadic characteristics of negotiation and compared the gender differences between 
different gender compositions: a male-only group, a female-only group, and a 
mixed-gender group. However, they only investigated the frequencies of individual 
negotiators’ behavior types rather than the dyadic interactions among different gender 
compositions.  

Based on the above discussions, we can see that understanding the gender influence 
from the perspective of dyadic interaction is more valuable than understanding it from 
the viewpoint of individual behavior. The results should contribute to both individual- 
and organizational-level e-negotiation because the individual negotiator often 
negotiates on behalf of his or her affiliation. Therefore, the purpose of this study is to 
explore gender differences in e-negotiation by examining the strategic behavioral 
sequence from a dyadic perspective.  

2   Negotiation, Media and Gender  

2.1   Electronic Negotiation 

E-negotiation is a negotiation process that includes information exchange via electronic 
media [8]. As e-negotiation becomes popular, the difference in communication media is 
being considered a major factor affecting the negotiation process and results [9]. Poole 
[10] found that electronic negotiation could facilitate negotiation without the limitations 
of time and space, support directional comments, and help negotiators focus on 
negotiation tasks. However, it could also increase a negotiators’ feeling of anonymity and 
reduce abnormal socio-emotional communication due to the lack of interpersonal cues, 
social cues, and physical attractiveness. Several studies have concluded that different 
media really influence negotiation processes and results, including decision-making 
quality, communication satisfaction, and task effectiveness and efficiency [4, 11-13]. 
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2.2   Gender Differences in Negotiation 

Socio-linguistic researchers argue that men and women have different social norms for 
conversational interaction, to such an extent that they even form “distinct speech 
communities” [3]. Men tend to be competitive, focus on social hierarchy, assert 
independence, and seek respect. On the contrary, women tend to be network-oriented, 
create intimacy, and highlight cooperation [3, 14]. 

When negotiation is conducted online, the different negotiation channels might lead 
men or women to change their communication styles because the online communication 
medium may have many fewer interpersonal, social, and physical cues than traditional 
face-to-face context. Koeszegi [7] found that women in e-negotiation tend to disclose 
more information about personal interests and needs and to show more yielding 
behavior, while men tend to be more persuasive and competitive. Stuhlmacher [6] also 
found that women are more hostile in electronic negotiation than in face-to-face 
negotiation. This might result from the fact that the environment of electronic 
negotiation can allow women to ignore status cues and can reduce the pressure of the 
obedience norm. E-negotiation may also allow women to focus on negotiation tasks 
rather than the maintenance of relationships.  

2.3   Interaction between Gender Composition of Negotiation Dyads 

Negotiation is a series of social interactions and communications that involves two or 
more participants [15]. Since gender differences affect negotiation behavior, it is 
expected that the negotiation process will be impacted by the gender composition of a 
negotiation dyad. When a negotiator knows his or her counterpart’s gender, he or she 
might develop expectations and beliefs about that counterpart based on gender 
stereotypes. Since negotiation is a process of interactions between negotiator and 
counterpart, such gender stereotypes would affect both the negotiator’s and 
counterpart’s behaviors [16]. In a mixed-gender group discussion in a face-to-face 
environment, men generally like to present themselves and are more talkative. When 
communication channel shifts to online, women viewed computer-mediated 
communication more favorably than men because the online environment may increase 
women’s opportunities to “have their say” without being shut out of active roles by 
dominant men within a group decision [17].  

Prior research has found that in a problem-solving discussion within a mixed-gender 
group in a face-to-face environment, men proposed the first suggestion for a solution 
five times as often as women did. However, when the same group discussed problems 
via a computer-mediated medium, women were often the first to suggest a solution, 
doing so as often as the men [18]. This result implies that when there is not enough 
information about a counterpart, there can be no gender differences in expectations and 
perceptions. When they learned their partners’ gender, women were perceived as more 
cooperative and less exploitative than men [19]. Koeszegi et al. [7] also found that men 
will display more integrative and sensitive behaviors when negotiating with women, 
while they become more contributive to current issues when negotiating with other 
men. Based on the above discussion, we can infer that gender differences still exist in 
the e-negotiation context and could result from the synergistic effect of the gender 
composition of negotiation dyads and the selected communication media.  
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2.4   Negotiation Behavior, Sequence, and Strategy 

Strategy is a systematic plan of action presented by a behavioral sequence. A strategy 
decision will have an impact on negotiation behavior, hence the outcomes [20]. Typically, 
negotiation behaviors can be classified into two types: distributive and integrative 
strategies. The former means that a negotiator’s goal is to maximize his or her interests. In 
contrast, the goal of the latter strategy is to maximize mutual joint gain [21, 22]. Further, 
Weingart et al. [23] explored negotiation strategy through two dimensions: strategy 
orientation and strategy function. Strategy orientation includes distributive and integrative 
strategies, while strategy function involves information and action. Based on these two 
dimensions, there are four negotiation strategies: (1) distributive information, (2) 
integrative information, (3) claiming value, and (4) creating value (Table 1). 

Table 1. Four Types of Negotiation Strategies 

Strategy Orientation Strategy Function 
Distributive Integrative 

Information 
Distributive Information 

     Positions 
     Facts 

Integrative Information 
       Priorities 
       Needs 
       Interests 

Action 

Claiming Value 
      Substantiation 
      Threats 
      Power Use 
      Bottom-Line 
      Single-Issue Offer 

Creating Value 
     Packaging 
     Tradeoffs 
     Creative Solutions 
       Multi-Issue Offers 

Source: [23, 24] 
 

Table 2. Examples of Strategic Behavioral Sequences 

Type of Strategic Behavioral Sequence  
Initial Behavior 

Reciprocal Complementary Structural 

Integrative Information (InfoI) InfoI→InfoI InfoI→Create 
InfoI→Claim 

InfoI→InfoD 

Creating Value (Create) Create→Creat Create→InfoI 
Create→InfoD 

Create→Claim 

Distributive Information (InfoD) InfoD→InfoD InfoD→Claim 
InfoD→Create 

InfoD→InfoI 

Claiming Value (Claim) Claim→Claim Claim→InfoD 
Claim→InfoI 

Claim→Create 

Source: [25] 
 
As shown above, negotiation is a dynamic process of continually intertwined 

interactions between the involved negotiators. These interactions, i.e., actions and 
associated responses, form the sequences of negotiation behaviors [25]. These 
sequences result in the negotiation process and outcome [26]. Further, prior research 
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has identified three types of strategic behavioral sequences based on whether or not 
negotiators are moving in synchronization. These are (1) reciprocal sequences, (2) 
complementary sequences, and (3) structural sequences [25, 27, 28]. A reciprocal 
sequence indicates that a negotiator responds to a counterpart’s integrative or 
distributive behaviors with exactly the same type of behavior. A complementary 
sequence is when a negotiator replies to an integrative or distributive behavior with a 
different but functionally similar behavior. Finally, a structural sequence is when a 
negotiator reacts to a counterpart’s behavior with a very different behavior belonging to 
a different strategy cluster. Table 2 shows an example of this phenomenon. 

3   Research Model 

The purpose of this study is to explore the gender differences in e-negotiation. Because 
the negotiation process can be viewed as a series of actions and reactions that are highly 
interdependent, it is important to examine the strategic behavioral sequence from a 
dyadic perspective. A dyadic sequence examination can provide more sophisticated 
findings than an examination of an individual’s behavior because the strategic 
behavioral sequence presents the causal relation between a negotiator’s action and an 
associated counterpart’s reaction. A negotiation dyad could be women only, men only, 
or women and men. Prior research has found gender differences in e-negotiation. 
However, such studies have examined either individual behavior only or the frequency 
of dyadic behavior, rather than the dyadic behavioral sequence. This study explores 
gender differences by examining whether or not the dyadic behavioral sequence will be 
impacted by the gender composition of negotiation dyads. We adopted three types of 
strategic behavioral sequences: (1) reciprocal sequence, (2) complementary sequence, 
and (3) structural sequence [25]. The research model is shown in Fig. 1.  

 
 

 
 

 
 

 
 

 
 

Fig. 1. Research Model 

4   Research Methodology 

4.1   Data Collection  

The data was collected by the Inspire system, an e-negotiation system that has been 
operational since 1996. From the numerous samples we selected 60 pairs (120 
negotiators) of negotiations based on the research model. All negotiators belonged to 

Negotiator’s Gender 
- Female 
- Male 

Counterpart’s Gender 
- Female 
- Male 

Strategic Behavioral 
Sequence 

1. Reciprocal 
2. Complementary 
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three different gender compositions: female-only (women in an intra-gender group), 
male-only (men in an intra-gender group) and mixed-gender. Each composition had 20 
dyads. Female-only and male-only dyads form intra-gender groups, while 
mixed-gender dyads form inter-gender groups. In order to avoid the interference of 
cultural differences, all selected subjects were from Western countries. However, due 
to limited data, this research only chose subjects from some representative Western 
countries (Austria, Germany, the U.S., and Canada). 

 
Source: [29] 

Fig. 2. Inspire System Interface 

The negotiation scenario, role-play, and utility design were the same for all subjects. 
The only difference was the gender composition of the negotiation dyads of different 
groups. The negotiation case dealt with the purchasing of bicycle parts, an interaction 
between a buyer and a seller. The deal included four issues: price, delivery, payment, 
and returns. All subjects were allowed to negotiate for three weeks. In order to simulate 
the real world, they had full freedom to reveal or hide their own gender background and 
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could terminate the negotiation at any time. Fig. 2 shows the Inspire interface for 
submitting offers and messages. 

4.2   Data Transfer Process 

A great benefit of e-negotiation is that the negotiation process can be completely 
collected. The main purpose of this research is to study the dyadic sequences of the 
strategic behavior of different gender compositions. Therefore, the negotiation 
transcripts of all selected subjects are the data source for this research. Three major 
analyses were applied to these transcripts, step by step: (1) content analysis – to translate 
the qualitative messages of each negotiator into quantitative behavioral units; (2) mining 
of two-sequence dyadic behavioral patterns – to find the two-sequence dyadic 
behavioral pattern of each negotiation dyad and then of each gender composition group; 
(3) strategic behavioral sequence identification – identify the two-sequence dyadic 
behavioral patterns into appropriate strategic behavioral sequences. 

Content Analysis. Two critical issues of content analysis when translating the 
negotiation transcripts into quantitative behavioral units are unitization and 
categorization [30]. We adopted the thought unit as the behavior unit to unitize all 
transcripts. Regarding categorization, the nine major categories adopted in this study 
were proposed by Weingart [23] and Koeszegi [7]: (1) integrative information, (2) 
creating value, (3) distributive information, (4) claiming value, (5) private 
communication, (6) communication protocol, (7) text-specific units, (8) procedural 
communication, and (9) push to closure. There were two coders to conduct content 
analysis throughout the whole process. Throughout the process, the inter-coder 
reliabilities of unit segmentation, coding reliability, and coding outlines were checked 
and modified iteratively. For unit segmentation reliability, we adopted Guetzkow’s U 
reliability test [31] and the result (U = 0.0009) indicates high reliability [32, 33]. With 
Cohen’s Kappa, coding reliability (Cohen’s Kappa = 0.90) is also higher than 0.8 [34]. 
Finally, there are nine major behavioral categories with 60 sub-categories.  

Mining of Two-Sequence Dyadic Behavioral Patterns. The essence of this research is 
to examine the gender differences in e-negotiation from a dyadic interaction perspective. 
Therefore, the next step is to find a two-sequence dyadic behavioral pattern. Here, 
“two-sequence dyadic behavior” means a behavioral sequence including a counterpart’s 
behavior unit and the negotiator’s own responding behavior unit, while “two-sequence 
dyadic behavioral pattern” means a significant two-sequence dyadic behavior of which 
the frequency is higher than a threshold. Since each negotiation dyad may have a very 
different length of transcripts, we adopted two steps to mine the two-sequence dyadic 
behavioral pattern. The first is to find the pattern within each negotiation dyad and the 
second is to find the pattern within a particular gender composition group. The threshold 
of a two-sequence dyadic behavioral pattern within a negotiation dyad is the average 
frequency of the two-sequence dyadic behavior type, i.e. the total two-sequence dyadic 
behavioral units of a negotiation dyad divided by the number of two-sequence dyadic 
behavior types. For the threshold of a two-sequence dyadic behavioral pattern within a 
particular gender composition group, we adopted 0.3 as a support rate. This means that 
the two-sequence dyadic behavioral patterns should be found in more than 30% of the 
negotiation dyads of a particular gender-composition group.  
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Identifying Strategic Behavioral Sequences. Since we examine gender differences 
from a strategic dyadic interaction perspective, only the two-sequence dyadic 
behavioral patterns in which both sequential behaviors belong to the four strategic 
categories were targeted for analysis. The four strategic categories are integrative 
information, creating value, distributive information, and claiming value. The final step 
of data transfer is to identify the two-sequence dyadic behavioral patterns into 
appropriate strategic behavioral sequences. The three strategic behavioral sequences— 
reciprocal sequence, complementary sequence, and structural sequence—are borrowed 
from prior research [35].  

5   Data Analysis and Discussion 

After translating the negotiation transcripts into strategic behavioral sequences, 
statistical analyses were performed based on the following levels of group division of 
all subjects: (1) whole group; (2) intra-gender vs. inter-gender groups; (3) women vs. 
men in inter-gender and intra-gender groups. 

 5.1   Whole Group 

Table 3 summarizes the communication rate of three strategic behavioral sequences of 
the whole group. Here, the communication rate of each strategic behavioral sequence 
type is the average percentage of total two-sequence strategic behaviors that belong to 
that type and are significant patterns. It indicates the level of popularity of the strategic 
behavioral sequence of the target group. The data in Table 3 shows that negotiators in 
the whole group are most likely to present the reciprocal sequence (5.90%), then the 
structural sequence (4.92%) and the complementary sequence (3.18%). Although this 
result roughly shows the idea of a negotiator’s strategic response, it does not provide 
information about negotiation behavior in different gender compositions.  

Table 3. The Communication Rate of Strategic Behavioral Sequences of Whole Groups 

Reciprocal Complementary Structural 

Type Communication Rate Type Communication Rate Type Communication Rate 

1→1 4.78% 1→2 2.20% 1→3 1.31% 

2→2 0.00% 2→1 0.98% 3→1 0.99% 

3→3 1.12% 3→4 0.00% 2→4 0.00% 

4→4 0.00% 4→3 0.00% 4→2 0.00% 

    2→3 0.00% 

    3→2 1.79% 

    1→4 0.83% 

    4→1 0.00% 

Total 5.90% Total 3.18% Total 4.92% 

Note:  
(1) A B represents a dyadic strategic sequence where A is counterpart’s behavior and B is the 
negotiator’s responding behavior. 
(2) 1: Integrative Information; 2: Creating Value; 3: Distributive Information; 4: Claiming Value. 
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5.2   Intra-gender Group vs. Inter-gender Group 

In order to examine the gender impact, we divided the whole sample into two groups: 
intra-gender and inter-gender. Table 4 shows the frequency of each strategic behavioral 
sequence. If a two-sequence dyadic behavior type could not pass the threshold in the 
mining process, it was classified as “other” in order to correctly reflect the proportion 
of all dyadic behaviors. A Chi-square independence test was applied to see if there was 
a connection between gender composition and strategic behavioral sequence. The result 
shows that strategic behavioral sequences are affected by intra- and inter-gender 
compositions in e-negotiation (Chi-square = 417.224; df = 3; p = 0.00). The post-hoc 
test result (Fig. 3) shows that the reciprocal and structural sequences are significantly 
different between intra- and inter-gender groups, but the complementary sequence is 
not. In summary, in e-negotiation, inter-gender dyads are more likely to respond with 
reciprocal strategies, while intra-gender dyads are more likely to respond with 
structural strategies. 

Table 4. Two-Sequence Strategic Behavioral Pattern of Intra- and Inter-Gender Groups 

Gender Composition 

Intra Inter  

Frequency Column N % Frequency Column N % 

Reciprocal 1035 4.8% 752 7.5% 

Complementary 768 3.5% 369 3.7% 

Structural 1507 6.9% 193 1.9% 

Strategic 

Behavioral 

Sequence 
Other 18460 84.8% 8738 86.9% 

 
Note:  

***means the strategic sequence is significantly different between the two groups (p<0.05) 

Fig. 3. Comparisons of Proportions of Intra- and Inter-Gender Groups 

5.3   Women vs. Men in Intra-gender and Inter-gender Groups 

Women in Intra-Gender and Inter-Gender Groups: Female-Female Group vs. 
Male-Female Group. Table 5 shows the strategic behavioral sequences of 
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female-female and male-female groups. Again, a Chi-square independence test was 
applied in order to examine the impact of a counterpart’s gender on a female 
negotiator’s strategic response behavior. The result shows that there is a significant 
difference in women’s response to different gender counterparts (Chi-square = 
84.340; df = 3; p = 0.00). Fig. 4 presents the post-hoc result. It reveals that female 
negotiators response to male counterparts with more reciprocal strategies and respond 
to female counterparts with more complementary and structural strategies. 

Table 5. Two-Sequence Strategic Behavioral Pattern of Female-Female and Male-Female 
Groups 

Gender Group 

Female-Female Male-Female 
 
 

Frequency Column N % Frequency Column N % 

Reciprocal 701 6.0% 372 7.7% 

Complementary 555 4.8% 133 2.7% 

Structural 931 8.0% 250 5.2% 

Strategic 
Behavioral 
Sequence 

Other 9497 81.3% 4094 84.4% 

Note:  
A-B means that B responds to A’s strategic behavior, so Male-Female means a female 
negotiator responds to a male counterpart’s strategic behavior and so on. 

 
Note: 
   (1) ***means the strategic sequence is significantly different between the two groups (p<0.05) 

(2) A-B means that B responds to A’s strategic behavior, so Male-Female means a female 
negotiator responds to a male counterpart’s strategic behavior and so on. 

Fig. 4. Comparisons of Proportions of Male-Female and Female-Female Groups 

Men in Intra-Gender and Inter-Gender Groups: Male-Male Groups vs. 
Female-Male Groups. After examining how female negotiators respond to different  
gender counterparts, we also examined whether or not male negotiators respond 
differently to male and female counterparts. A Chi-square independence test was 
applied, and Table 6 shows that there is a significant difference when male negotiators 
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respond to different gender counterparts (Chi-square = 24.432; df = 3; p = 0.00). Fig. 5 
shows the post-hoc result. It indicates that male negotiators respond with more 
reciprocal strategies to female counterparts and with more structural strategies to male 
counterparts. 

Table 6. Two-Sequence Strategic Behavioral Pattern of Male-Male and Female-Male Groups 

Gender Group 

Male-Male Female-Male 

 Frequency Column N % Frequency Column N % 

Reciprocal 522 5.2% 315 6.1% 

Complementary 369 3.7% 223 4.3% 

Structural 551 5.5% 205 3.9% 

Strategic 
Behavioral 
Sequence 

Other 8644 85.7% 4460 85.7% 

Note:  
A-B means that B responds to A’s strategic behavior, so Female-Male means a male negotiator 
responds to a female counterpart’s strategic behavior and so on. 

 
Note: 

(1)***means the strategic sequence is significantly different between the two groups (p<0.05). 
(2)A-B means that B responds to A’s strategic behavior, so Female-Male means that a male 
negotiator responds to a female counterpart’s strategic behavior and so on. 

Fig. 5. Comparisons of Proportions of Male-Male and Female-Male Groups 

5.4   Discussion 

We draw the following findings from the analyses: 
1. In general, negotiators present more reciprocal strategy than structural strategy or 

complementary strategy from the dyadic interaction strategy perspective. 
2. Comparing intra-gender with inter-gender compositions, negotiators in 

intra-gender dyads present more structural strategy but less reciprocal strategy 
than those in inter-gender dyads. 
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3. When women negotiate with different gender counterparts, they adopt more 
structural and complementary strategies, but they use less reciprocal strategy 
with female counterparts than with male counterparts.  

4. When men negotiate with different gender counterparts, they adopt more 
structural strategy but less reciprocal strategy with male counterparts than with 
female counterparts. There is no significant difference in terms of 
complementary strategy. 

Since the negotiations were done via the Internet only, we cannot know whether the 
differences stem only from the gender issue or from both the gender issue and the 
communication media. However, since e-negotiation has become popular and might 
sometimes be an inevitable choice, these findings could help us to find possible 
response strategies in an e-negotiation context based on the counterparts’ gender.  

6   Conclusions and Future Research 

This study explores the impact of gender composition on how negotiators strategically 
respond to their counterparts’ strategy from the dyadic interaction perspective. The 
research data are based on negotiation transcripts rather than on a questionnaire. All of 
the transcripts were translated into quantitative data. The results indicate that 
negotiators’ strategic responses to their counterparts were impacted by the genders of 
both the counterparts and the negotiators themselves. In general, negotiators in 
intra-gender dyads adopt more structural strategy and less reciprocal strategy than in 
inter-gender dyads. No matter whether male or female, a negotiator will adapt his or her 
response strategy based on his or her counterpart’s gender background.  

Since there are more and more available communication media such as video, audio, 
and combinations thereof, in the future, it will be worthwhile to investigate the impact 
of media on negotiation behavior. In addition to examining dyadic strategic response 
behavior, the ways in which that behavior affects the negotiation outcome will be a 
valuable issue to study in the future. We believe that the research findings will benefit 
individual negotiators as well as organizations.  
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Abstract. Although customer loyalty has been widely examined in various 
Internet contexts, the conceptualization and empirical validation of a customer 
loyalty model for social networking sites (SNSs) has not been addressed ade-
quately. This study attempts to shed light on the determinants of customer loy-
alty for SNS. We propose a theoretical model comprising of perceived value, 
satisfaction, and consumer knowledge as antecedents of SNS customer loyalty. 
Theoretical and managerial implications together with suggestions for future 
research are discussed. 

Keywords: customer loyalty, social networking sites, perceived value, user  
satisfaction, consumer knowledge. 

1   Introduction 

Social networking sites (SNSs) have emerged as one of the most popular Internet 
services over the recent years. SNSs allow users to construct a public or semi-public 
profile, articulate a list of other users, view and traverse their connections, and com-
municate with one another in their networks [1]. Since the first SNS SixDegrees.com 
was launched in 1997, we are witnessing the mushrooming of various types of SNSs, 
either based on shared interests (e.g., politics, literature) or focus on certain groups 
(e.g., college students, businessmen). In 2008, the total number of SNS users has 
grown by 25 percent worldwide [2].  

The SNS scene has become very competitive. In the U.S., the top five SNSs Face-
book.com, Myspace.com, Twitter.com, Flixster.com, and LinkedIn.com were reported 
to have 1191m, 810m, 54m, 53m, and 43m monthly visits, respectively in January 
2009 [3]. Meanwhile, in China, the world’s largest Internet market with 384m users 
[4], the popularity of SNS is also surging phenomenally. The number of Chinese SNS 
users is expected to achieve a growth rate of 67.8% and will reach 100m by the end of 
2009 [5]. This figure is expected to hit 170m by 2011 while the potential revenue of 
SNSs in China would reach 1.7b Yuan in 2010 [6]. It was reported that there are at 
least more than 30 SNSs in China with sizeable user base [7]. The four leading Chinese 
domestic SNSs 51.com, Xiaonei.com, Chinaren.com, and Kaixin001.com were re-
ported to have weekly independent visitors of 14m, 9.5m, 7m, and 3.5m, respectively 
[8]. Kaixin001 had more than 9m registered users by February 2009 and is one of the 
top 150 most-visited sites worldwide registering more than 60m hits a day [9]. 
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However, it was found that the percentage increase of Chinese SNS users’ brows-
ing time varied greatly from less than 40 percent to more than 200 percent amongst 
different SNSs [10]. Similarly, U.S. Internet users spent five percent of online time on 
Facebook and only 2 percent on Myspace in January 2009 [11]. Considering the fact 
that there are so many competing SNS services, SNSs are facing the critical issue of 
customer loyalty. Hence, the challenge for SNSs is to be able to differentiate their 
services from other similar SNSs. They need to design services that users will find 
useful and valuable so as to increase website stickiness for user retention. In addition, 
it is also important for SNS operators to have a better appreciation of the factors that 
determine users’ decision to remain with a certain SNS. Unfortunately, little research 
has been done on user repeat patronage behavior or customer loyalty for SNSs. Prior 
customer loyalty decision model derived in the context of e-commerce and other 
Internet services require a new examination considering the unique social capital 
building capabilities of SNS and the level of intense competition in the SNS market. 
Based on the research of customer value and knowledge, we propose a theoretical 
model to investigate the factors that influence SNS customer loyalty. 

2   Conceptual Development 

Figure 1 shows our proposed research model. 

 

Fig. 1. Model of Customer Loyalty for Social Networking Sites 

2.1   Perceived Value and Customer Loyalty 

Customer loyalty is regarded as the relationship between the relative attitude toward 
an entity (brand/service/store/vendor) and repeat patronage behavior. It can be influ-
enced by cognitive, affective, and conative factors [12] and is often suggested to  
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express an intended behavior related to the service or the company [13]. Furthermore, 
it represents a deeply held commitment to rebuy or repatronize a preferred prod-
uct/service consistently in the future, thereby causing repetitive same-brand or same 
brand-set purchasing, despite situational influences and marketing efforts having the 
potential to cause switching behavior [14]. One of the most important determinants of 
customer loyalty is the level of utilitarian and hedonic value that customers perceived. 

Utilitarian value often arises from the conscious pursuit of an intended consequence 
[15] and is primarily instrumental, functional, and cognitive [16]. For example, sav-
ings, higher product quality, and improved convenience can be classified as utilitarian 
values [16, 17, 18]. Traditionally, marketers believed that market choices and con-
sumer preferences were driven by utilitarian value [19]. In SNS context, utilitarian 
value mostly derives from the ability to interconnect with other users. For instance, 
users can upload their photos or interesting videos, post comments on each other’s 
pages, blog, view each other’s profiles, join virtual groups based on common interests, 
to realize their need of communicating with others. In addition, SNS users can find and 
reconnect with old friends, former classmates, or some relatives, as long as they are 
within the same SNS platform. As a tool of communication, SNS provides a larger 
pool of contacts available to their members and allow them to easily manage and main-
tain virtually unlimited number of contacts by just sending or accepting a request. 

Conversely, hedonic value results from spontaneous responses that are more sub-
jective and personal [15]. Hedonic values, such as entertainment, exploration, and 
self-expression [16, 17], are non-instrumental, experiential, and affective. They are 
derived more from fun and enjoyment than from task completion [18, 20]. SNSs offer 
many interesting and highly interactive applications that appeal to millions of Internet 
users. Users can indulge in many online applications that can provide them with a 
virtual realm to fulfill their needs for affinity and social needs. It has been found that 
both utilitarian and hedonic values can have a significant positive influence on both 
repatronage intentions and loyalty as well as preference towards Internet retailers [21, 
22]. Thus, we propose that: 

Proposition 1 (P1): The level of perceived utilitarian value is positively associated to 
the level of SNS customer loyalty. 

Proposition 2 (P2): The level of perceived hedonic value is positively associated to 
the level of SNS customer loyalty. 

2.2   Satisfaction and Customer Loyalty 

Satisfaction is a consumer’s post-purchase evaluation and affective response to the 
overall product or service experience [23]. A consumer's post-purchase response to a 
brand is believed to occur through a matching of expectations and perceived perform-
ance. The resulting satisfaction/dissatisfaction is considered to act as an antecedent to 
loyalty [12]. It has been widely suggested that satisfaction is a reliable predictor of 
repurchase intentions [24, 25, 26]. In addition, the relationship between customer 
satisfaction and purchase loyalty is nonlinear such that when satisfaction increases 
above a critical level, behavioral loyalty will increase dramatically [27]. In e-service 
context, customer satisfaction can have a strong positive influence on the loyalty [28]. 
This relationship was also established in different information systems (IS) contexts 
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such as mobile commerce [29] and customer relationship management [30]. In the 
case of content-based service, it was found that satisfaction with the service provider 
will positively impact user loyalty [31]. Thus, we expect that: 

Proposition 3 (P3): The level of satisfaction is positively associated to the level of 
SNS customer loyalty. 

2.3   Customer Knowledge and Customer Loyalty 

The level of consumer knowledge about alternative products and services can have an 
impact on the perception toward the present choice. Given higher payoffs and lower 
costs, knowledgeable consumers are more likely to search for new information prior 
to making a decision, and will expect their decision criteria to change as product 
knowledge increases [12, 32]. Additionally, expert consumers may seek a greater 
amount of information about particular product attributes simply because they are 
aware of the existence of those attributes or because they are more capable of formu-
lating specific questions about them [32].  

Consumer research has traditionally considered consumer knowledge to comprise of 
objective and subjective knowledge. Objective knowledge refers to accurate informa-
tion about the product/service class stored in long-term memory, while subjective 
knowledge refers to people's perceptions of what or how much they know about a 
product/service class [33]. Higher levels of objective knowledge about alternative 
choice at initiation of pre-purchase search are associated with greater likelihood to 
defect by influencing evaluation of alternatives [34], which means less loyalty for 
incumbent choice. Besides, subjective knowledge about alternatives can also affect 
choice of search strategy. Specifically, people high in subjective knowledge are quick 
to rule out alternatives they believe to be inferior and prefer to avoid relying on dealer 
opinions [35]. It was suggested that more subjective knowledge leads to less perceived 
risk and can influence decision making by increasing the likelihood of searching for 
alternatives [36, 37]. Hence, customers with high levels of subjective knowledge about 
alternatives would be less likely to remain loyal to their present product or service [34]. 
Accordingly, we expect that the level of customer knowledge about SNS alternatives 
can affect customer loyalty for incumbent choice. Therefore, we propose that: 

Proposition 4 (P4): The level of objective knowledge about alternative SNSs is  
negatively associated to the level of SNS customer loyalty for the incumbent SNS. 

Proposition 5 (P5): The level of subjective knowledge about alternative SNSs is  
negatively associated to the level of SNS customer loyalty for the incumbent SNS. 

2.4   Relationship between Utilitarian and Hedonic Value 

Customer perceived utilitarian value has a significant positive effect on perceived 
hedonic value [38]. Consumers can gain self-esteem (a form of hedonic value) from 
utilitarian benefits like monetary promotions [16]. For SNS users, utilitarian value is 
reflected in the convenience of communicating with friends, time saving on managing 
friend contacts and the ease of sharing interesting videos or meaningful articles etc. 
These instrumental, functional benefits can bring users hedonic values such as self-
expression, exploration, entertainment and enjoyment. Therefore, we propose that: 
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Proposition 6 (P6): The level of perceived utilitarian value is positively associated 
with the level of perceived hedonic value. 

3   Implications and Future Research 

With the rapid development of SNS worldwide, identifying the key determinants of 
customer loyalty and understanding their differentiated effects will become a priority 
for all companies aiming to deliver superior and more attractive services. In order to 
have a sustainable SNS business model, it is of paramount importance to ensure that 
customers will be attracted and remained attached to a specific SNS. Our proposed 
model can have some implications for SNS operators and managers. First, the pro-
posed set of determinants can inform SNS companies the important aspects that they 
should pay attention to in the tensely-competitive SNS market. Second, it should also 
help SNS operators and managers to better understand users’ behavior so as to provide 
a stronger basis for functionalities design. Third, user segmentation can also be done so 
that more targeted strategies can be implemented to cultivate customer loyalty.  

This paper is a response to the lack of understanding of customer loyalty in the 
SNS context. Through synthesizing relevant research, our proposed SNS customer 
loyalty model offers some insights into the determinants of SNS user behavioral loy-
alty. The contributions of this model to Internet services customer loyalty research are 
twofold. First, it applied the traditional conceptualization of customer loyalty in a new 
SNS context that is different from other services examined in prior studies. Second, it 
can serve as a foundation for extensive empirical examination of customer perceived 
value, satisfaction, and customer knowledge about alternative services as antecedents 
of SNS user loyalty.  

Researchers can apply the conceptual model to different contexts, e.g., different re-
gions or cultures, to examine whether the relationships in the model are supported, 
and which factors in different contexts have more significant influence on customer 
loyalty. Since it is both managerially and theoretically important to be able to identify 
the factors that determine different type of users’ decision to stay or switch among 
different SNSs, researchers can conduct empirical investigations by classifying users 
into stayers (those who have been using the same SNS since they first started) and 
switchers (those who have changed SNS), and then perform a comparative study 
between them. This can lead to interesting insights on customers’ loyalty behavior 
and advance our understanding of the factors that determine SNS users’ decision to 
stay or switch among different SNSs. Such research endeavors will certainly have 
immense potential to contribute substantially to the emerging IS literature on Web 2.0 
and social media. 
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Abstract. There is disagreement in the auction literature on the question of 
whether dynamic Buy-It-Now (BIN) prices can increase the efficiency of online 
auctions. We report results from an experimental study with economically mo-
tivated subjects that compares the standard online auction format currently used 
on eBay with a new auction format (Online Linear Dutch Auction - OLDA) that 
allows for dynamic BIN prices. We find no statistically significant differences 
between these two auction formats. We then compare our results with these of 
another study investigating OOBCA (Online One-time BIN-price Change Auc-
tion - another auction format that allows for dynamic BIN prices), which finds 
that OOBCA outperforms the standard online auction format. OLDA is more 
dynamic in nature than OOBCA yet OOBCA outperforms a generalized static 
online auction design in the laboratory while the OLDA does not. We discuss 
theoretical and practical implications of our findings.  

Keywords: Internet auction design, auction performance, buyout price,  
dynamic auctions, experimental economics, electronic markets. 

1   Introduction 

In most conventional physical auctions, all buyers, their representatives, or both are 
usually present at the same place and time. Once the auction starts, the buyers submit 
bids according to the auction’s rules. The outcome is determined relatively quickly 
(normally within a few minutes). By contrast, an online auction typically lasts longer 
and buyers arrive and bid at different times and of course from different locations. 
Evidently, online auctions should be designed as dynamic processes in which prices 
change to reflect the changing market conditions in near-real time, synchronously or 
asynchronously. This fact has already been recognized in the current literature (see 
[1], [2], [11], [23], [25]), but there is an unsettled debate in the auction literature about 
the effect that dynamic BIN prices can have on the operational efficiency of online 
auctions. 

There are some studies which imply that dynamic prices should improve the effi-
ciency of online auctions [12], [13], [14], [16], [24], [26], [27]. At the same time, in 
an important contribution to the literature, Gallien and Gupta [5] find that dynamic 
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Buy-It-Now (BIN)1 prices are impractical, despite their theoretical appeal in terms of 
auction efficiency. They argue that because of their inherent complexity dynamic BIN 
prices are unlikely to produce any substantial advantage over simple, static BIN prices 
in real settings in the field. Gallien and Gupta also posit that current online auction 
models make too many simplifying assumptions to be able to make valid predictions 
about auction outcomes.  

We share Gallien and Gupta’s skepticism about the ability of restricted dynamic 
models to predict actual human behavior and auction outcomes, especially because 
previous theoretical models of dynamic auction designs have failed extensive labora-
tory tests (see [3]). In addition, there are many possible implementations of dynamic 
BIN prices that might impact auction outcomes in ways unexpected by theory. For 
example, more recently Vragov et al. [21]  demonstrated in the laboratory that one 
specific implementation of a dynamic BIN price has the potential to increase sellers' 
revenues and the operational efficiency of online auctions without hurting buyers. 
They allowed sellers to change their BIN prices only once during the middle of the 
auction. We call this specific implementation of a dynamic BIN price an Online One-
time BIN-price Change Auction (OOBCA). 

In this paper, we conduct a laboratory test of another implementation similar to the 
one suggested by Wenyan and Bolivar [24]. We consider an auction design in which 
buyout prices decrease continuously during the auction in a linear fashion, and sellers 
decide the rate of change at the beginning of the auction. We call this auction the 
Online Linear Dutch auction (OLDA) to differentiate it from the Dutch auction that is 
used, for example, on eBay to sell multiple units of the same product simultaneously. 
OLDA is more dynamic than OOBCA because BIN prices changes occur more fre-
quently, in this case, once every second for OLDA but only once per trading period in 
OOBCA. OLDA represents a closer approximation of the theoretical auction model 
presented in Gallien & Gupta [5] than OOBCA. We use our experimental design to 
implement a direct laboratory test of Gallien & Gupta’s theoretical model, which puts 
us in position to compare our results with those of Vragov et al. [21] since we are 
using exactly the same experimental environment and parameters. 

The specific research questions that we address in this paper are the following two:  
 

1. How does OLDA perform, compared to current static online auction  
designs? 

2. How does OLDA perform, compared to OOBCA? 
 

To answer these questions we design an experiment using the methodology of experi-
mental economics. We use auction efficiency, buyer and seller surplus, and auction 
website revenue as our criteria to evaluate auction performance. We find that OLDA 
does not significantly improve buyer surplus, seller surplus, or auction website reve-
nues. This means that OLDA's performance in the laboratory justifies some of the con-
cerns voiced by Gallien and Gupta. OLDA is more complex for buyers and sellers and 
there is not enough evidence to suggest that OLDA should be introduced in practice.  

                                                           
1 The Buy-It-Now price in each auction is set by the seller. A buyer can accept the BIN price, 

usually any time during the auction, thus ending the auction, winning the auctioned item, and 
paying the BIN price.  



 Experimental Evaluation of Declining Buyout Price Models for Online Auctions 215 

 

We also compare OLDA to OOBCA and find that OOBCA outperforms OLDA in 
the laboratory. OOBCA also increases seller surplus compared to the static BIN price 
design. We conclude that the benefits of dynamic BIN prices depend on how the BIN 
prices are implemented and also that the frequency of price changes is not the only 
factor to consider. The importance of other factors such as auction complexity or the 
way information is exchanged between buyers and sellers need to be investigated in 
future theoretical models of auctions and experimental tests. 

The contributions of our study are fourfold. (1) We present a scientific test of an 
important theoretical result from the controversial dynamic auction literature in the 
laboratory. (2) We provide some guidelines for future theoretical models of online 
auctions and future experimental test of online auction designs. (3) We introduce a 
novel dynamic online auction design, suggested by previous theoretical literature, and 
test its important properties in the laboratory. (4) We derive business implications for 
online auction managers by showing that dynamic pricing may or may not outperform 
conventional static pricing, depending on the specific implementation of the dynamic 
pricing mechanism, concluding that the specific implementation is critical for success 
in practice. The remainder of this paper is organized as follows. In the next section, 
we discuss related literature on the modelling of auctions. We then describe our hy-
potheses and the methodology issues. In the last three sections we present our results, 
we discuss our findings and limitations, and we conclude with some final remarks. 

2   Background and Theoretical Perspective 

Looking at online auctions as dynamic systems has been fairly recent. For example, 
Wang et al. [23] use differential equations to describe single-item one-sided online 
auctions on eBay. Other studies have explored the dynamic online auction model fur-
ther by analyzing strategic bidder behavior in dynamic settings [2], [5], [11].  

Gallien and Gupta [5] have been the first to explore theoretically a dynamic feature 
(a pre-announced continuous BIN price) in their theoretical auction design. The model 
they provide may be the most general one discussed in the extant literature, although 
the authors offer a mathematical description of only a small subset of equilibrium 
buyer strategies, because of analytical complexity. The authors use simulations to 
compare seller’s revenue under three different option scenarios: static temporary BIN, 
static permanent BIN, and permanent dynamic BIN. For the last pricing option, which 
represents the dynamic case, the authors conclude that the potential revenue increase 
enabled by dynamic buyout pricing is small. They therefore reason that it does not 
sufficiently justify adoption in commercial real-world settings because of the com-
plexity of its implementation and the potential for negative bidder reactions. More-
over, their model does not allow a closed–form solution for allocative efficiency and 
buyer surplus – important variables that need to be taken into consideration when a 
design recommendation is made.  

The idea that dynamic pricing might be able to improve online auctions has origins 
in the previous auction literature. For example, one might think of online auctions as 
examples of two-sided markets wherein buyers and sellers meet to exchange items in 
real time. A long experimental research tradition dedicated to the study of the most 
dynamic market institution, the Continuous Double Auction (CDA), has shown that it 
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is also the most efficient trading mechanism used in practice (see [13], [19]). The 
CDA is an extremely dynamic auction format because its bids and asks both arrive 
and are matched in real time. Transaction prices can change quickly if necessary.  
Dynamic buyout practices are also commonly observed in the financial markets—in 
upstairs block trading [6], [16]. In summary, the literature on dynamic buyout prac-
tices suggests that the more dynamic the auction, the more efficient the market.  

Wenyan & Bolivar [24] discuss a declining price auction model, which is a combi-
nation of a Dutch, public, second-price format. Since, auction participants are not 
physically co-present at online auctions, the model has a starting BIN price when the 
auction begins (just as in traditional Dutch auctions), but then it deceases throughout 
the auction duration by means of an exponential optimal curve with a low price drop 
rate in the beginning of the auction and a high price drop rate towards the end of auc-
tion. The authors suggest that this auction model will speed up the auction duration, 
and that buyers have no incentive to bid at the very last moment as they do in the ma-
jority of current eBay auctions.  

The first laboratory test related to dynamic BIN prices is reported in Vragov et al. 
[21]. There, the authors introduce a different implementation of dynamic BIN prices – a 
one-time price change in the middle of the trading period (OOBCA) and compare it to a 
standard online auction design with a permanent static BIN price. Contrary to Gallien 
and Gupta [5], they did find that OOBCA increases auction efficiency and revenue.   

3   Research Hypotheses 

From a theoretical perspective, it has been recognized that online auctions are clearly 
dynamic systems (see [1], [2], [11], [23]). Accordingly, optimal auction designs 
would likely require dynamic prices. There is both theoretical and experimental evi-
dence for this claim (see [13], [14], [16], [19], [24]) — as we have already discussed 
above in our literature review. As one can clearly see there is an unresolved contro-
versy in the dynamic auctions literature. However, it is still not clear whether dynamic 
BIN prices would benefit or hurt the operational efficiency of online auctions. Gallien 
and Gupta [5] use a theoretical model and simulations to show that dynamic BIN 
prices would not increase efficiency, but Vragov et al. [21] use laboratory experi-
ments to show that dynamic BIN prices would increase seller revenue and also effi-
ciency of online auctions. However, the way dynamic BIN prices are implemented 
under GG and Vragov et al. are different. Gallien and Gupta use a pre-announced con-
tinuous changing BIN price, and Vragov et al. use a previously unannounced one-time 
change in the BIN price in the middle of the auction. To investigate the reasons for 
these different results we implement the OLDA, that is, we design an experiment that 
mimics Gallien & Gupta’s pricing method which allows us to directly test heir model 
in the laboratory. We use the result in Gallien and Gupta to formulate our central  
hypothesis (H1): 

Hypothesis 1: Seller surplus under OLDA is not significantly different from seller 
surplus under current online auctions with static BIN. 

While we do have some theoretical models of online auctions predicting the effect of 
dynamic BIN prices on sellers, there is a lack of theory on how dynamic prices might 
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affect the other side of the market, the buyers. The dynamic models in the literature, 
such as, for example, the one presented in Gallien and Gupta [5] are too complex and 
incomplete to theoretically predict the effect of dynamic prices on buyer surplus. On 
the other hand, this can be easily studied in a laboratory setting because buyer surplus 
is directly measurable. And since the effects on all auction participants should be 
studied before any design is implemented, we address this question as  
well, although we cannot derive specific research hypotheses that are solidly 
grounded in theory.  

Therefore, in the absence of theory for the buyer side, we develop the next two hy-
potheses as exploratory research hypotheses. Both have considerable significance for 
auction design and auction business practice. Their purpose is to investigate the effect 
of OLDA on buyers (H2) and to evaluate its overall market performance and effi-
ciency (H3).  

Hypothesis 2: Buyer surplus under the OLDA auction is not significantly different 
from buyer surplus under current online auctions with static BIN. 

Hypothesis 3: Operational efficiency under the OLDA auction is not significantly 
different from operational efficiency under current online auctions with static BIN. 

4   Auction Design and Experimental Treatments  

The need of laboratory experiments in e-commerce research has also been recognized 
and discussed in Kauffman and Wood [8]. Under their methodological framework, 
laboratory experiments allow the researcher to study relevant phenomena with com-
plicating environmental context-related conditions removed. Such experiments enable 
precise measurements of relevant effects while necessarily sacrificing some generality 
and realism. The methodology of experimental economics is suitable for our investi-
gation, especially because in online auctions individual preferences are private and 
unobservable. Costs related to the value of time are likewise private and unobservable 
by other auction participants. Moreover, to the best of our knowledge, at the time of 
this writing there are no Internet auction sites that offer dynamic prices (including 
dynamic BIN options). In addition, most theoretical models of auction behavior do 
not explicitly or adequately incorporate behavioural effects. Thus, in accordance with 
Kagel [7] and Vragov [22], we conclude that experimental laboratory research is 
likely to produce new insights with respect to theory-building as well as reveal impli-
cations for the practical design and implementation of online auctions.  

We followed the procedures established in Vragov et al. [21] as closely as possible 
to conduct the study. Eighty subjects were recruited randomly from the undergraduate 
student population at a large urban university in the U.S. The subjects were split into 
eight groups of ten participants each: five buyers and five sellers. The subjects were 
paid a ten-dollar show-up fee plus a performance-based payout that averaged about 25 
dollars per person and session. Eight sessions, lasting about two hours each, were run. 
Each treatment was applied four times, with different participants. After the volunteer 
subjects came to the experimental laboratory, they were randomly assigned to the role  
 



218 R. Vragov, R.D. Shang, and K.R. Lang 

 

of a buyer or seller. They read a set of online instructions and participated in a short 
simulation that explained the rules of the market and how to use the trading system 
developed for the experiment. Subjects were encouraged to raise questions, which 
were answered on an individual basis by one of three experimenters in the room. 
Typically it took about half an hour before everyone in the session had successfully 
completed the instruction module. The actual experiment took about another hour, 
starting with one practice round of five minutes (whose data was discarded), followed 
by ten consecutive experimental rounds of five minutes each. Prior to the experi-
ments, a number of pilots were run as the researchers developed the electronic market 
design and trading system implementation.  

Table 1. Value Draws for Bidders 

Round Value draws from highest to lowest Round Value draws from highest to lowest 
1 78, 49, 31, 19, 9 6 57, 31, 30, 8, 6 
2 98, 94, 49, 33, 25 7 68, 45, 35, 22, 15 
3 90, 59, 45, 23, 13 8 84, 75, 31, 23, 14 
4 96, 90, 51, 35, 31 9 84, 56, 16, 14, 11 
5 93, 92, 87, 52, 5 10 87, 85, 78, 27, 22 

 
Our experimental environment consists of five buyers and five sellers. Each seller 

has one unique product to sell and each buyer has an independent private value for 
each item sold in the market. This allows us to hold five auctions with up to five  
buyers in each, independently and simultaneously. The presence of as many as five 
buyers in an auction experiment is sufficient to stimulate competition and prevent 
buyer collusion [17]. We normalize direct product costs to zero. Each seller exhibits a 
private, linear time cost, expressing his or her individual time preferences and cost of 
delay. More specifically, seller time cost is modelled as a linear function in experi-
mental time: cis(t)= i×t /100 for all i∈ {1,..,5}, 0≤t≤T. This is in accord with previous 
auction experiments involving time costs (see [20]). In the experiments, all auctions 
are scheduled to run for five minutes of real time (i.e., 300 seconds). Time costs ac-
crue as the auction unfolds; the quicker an item sells the less time cost is incurred by 
the seller. Each buyer in the experiment has a specific willingness to pay (WTP) for 
each product, whose value is randomly chosen between 0 and 100, with equal prob-
ability. All WTP value draws used in the experiment are shown in Table 1. Likewise, 
buyers are assigned linear time costs cjb(t)= j×t /100 for all j∈ {1,..,5}, 0≤t≤T. 

The experiment has two treatments. Across the two treatments, most parameters 
are the same. The only difference is that in the first treatment sellers are allowed to set 
a permanent BIN price at the beginning of the auction (static pricing treatment), while 
in the second treatment sellers are allowed to set an initial BIN price and a rate at 
which this price will linearly change during the auction (OLDA treatment).    

Each experiment consists of one practice round and ten real rounds. In each round, 
the bidders’ WTP, as given in Table 1, is scrambled so that every buyer has equal 
chance to be the highest WTP holder in a given round for a given auction. The sellers 
know the buyers’ WTP distribution and can see their bids as they come in. The ex-
periment begins with the random assignment to each bidder of his or her WTP values  
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Fig. 1. An Example of Auction Arrival Times and Bidder Values in the OLDA Treatment 

and time-cost function. Time costs are specified as a function of time expressed in 
cost accrued per second as the round progresses. Then sellers are given one minute to 
set their permanent (static case) or initial BIN prices and rate of decrease (OLDA 
treatment). Once the BIN price is set, buyers start arriving randomly in sequence at 
any time during the five-minute auctions. Each of the five sellers runs one, and only 
one, auction per round, trying to sell his respective unique items to any of the five 
potential buyers. The five sellers run their auctions concurrently. All five buyers have 
an interest in the five unique items offered by the sellers and may submit bids in any 
or all of the five parallel auctions. The WTP for an item varies across buyers and  
is given by an individual valuation Vi. Figure 1 depicts an illustration of the bidder 
arrival process.   

The dynamic trajectories of some of the relevant variables in the chosen auction 
round are displayed in Figure 2. V1 and V2 show the time trajectories of the highest 
and second-highest WTP net of buyers’ linear time costs. R1 and R2 show the time 
trajectories of seller’s revenue if the auction price happens to be V1 and V2 net of 
seller’s linear time cost, which is represented by the line C. The graph is based on the 
arrival times and values shown in Figure 1 In addition, seller’s time cost is assumed to 
be $0.01per second and buyer i’s time cost is assumed to be (i × 0.01) per second for i 
= 1, 2, 3, 4, 5. 

Once bidders arrive at an auction, they may either submit a bid or, if their current 
WTP is higher than the current buyout price, accept the buyout price. When a buyer 
accepts a buyout price, he terminates the auction immediately and collects his profit. 
Otherwise, bidders may increase their bids as often as they wish until the auction fin-
ishes at the predetermined closing time after 300 seconds. As soon as the auction 
starts and buyers may bid, time costs kick in and their WTPs are discounted and 
automatically updated on the buyer screen, according to the buyer’s specific time-cost 
function. In the OLDA treatment, sellers set the rate at which their BIN price changes 
during the auction. If someone accepts a BIN price, the auction ends at once and the 
seller and buyers in this auction stop incurring time costs. If the BIN price is not ac-
cepted, the auction continues until its scheduled conclusion. At the end, the bidder 
with the highest bid wins the auction and pays his or her current bid.  
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Fig. 2. The Impact of Time Costs on the Highest and Second-Highest Willingness to Pay and 
Potential Auction Revenue for the Example in Figure 1 

At the end of every round, both seller and buyers accumulate profit.2 They are paid 
accordingly at the end of the experiment, after completing ten rounds. A buyer’s sur-
plus is determined by adding up the profits from all the items she won in any of the 
fifty auction rounds in which she participated. Any won item contributes an amount of 
the WTP net transaction price to her total profits. Seller profits are equal to total reve-
nue minus time cost, since the product costs have been normalized to zero. Obviously, 
time costs diminish profits for both buyers and sellers. Both buyers and sellers face a 
trade-off between getting the best possible price and selling or buying as quickly as 
possible and thus minimizing time costs. Performance-based payouts provide a strong 
incentive to subjects to do well in the auctions in terms of buying and selling at or 
near the right price point.  

The total earnings in the experiment are the sum of the earnings in each round. 
These data can be used to evaluate how the OLDA auction performs compared to a 
standard current online auction with a static BIN price. The cash payouts to the sub-
jects equal their total earnings from the experiment, converted to U.S. dollars by  
applying an exchange rate from experimental dollars to actual U.S. dollars, plus the 
additional ten-dollar show-up fee. This arrangement induces economically motivated 
behavior in the subjects. 

5   Experimental Findings  

The chief purpose of our study is to test the three hypotheses discussed in Section 3. 
More specifically, we compare the differences between our two experimental treat-
ments, which represent two distinct BIN price policies: one static and the other  

                                                           
2 For example if a seller with a time cost of $0.05 per second chose a BIN of $60 and that BIN 

was accepted after one second by a buyer then the seller will earn $60-0.05=$59.95 for this 
round. At the same time if this buyer’s value was $84 and his time cost was $0.04 per second, 
then the buyer will earn $84-60-0.04=$23.96 for this round.  
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dynamic. Given the relatively small number of experimental sessions conducted (4 for 
each of the 2 treatments), the non-parametric Mann-Whitney U test adjusted for small 
samples is the most appropriate and powerful tool for detecting differences in auction 
efficiency and performance (see [10]).  We next report our results. 

Table 2. Seller Surplus Comparison across Treatments 

Session Mean Total Seller Surplus 
 per Session 

Mean Total Seller Surplus 
 per Treatment 

U-test 
 p-value 

Standard1 200.72 
Standard2 204.52 
Standard3 255.02 
Standard4 239.10 

  
  
224.84 
  

OLDA1 235 
OLDA2 244 
OLDA3 270.8 
OLDA4 244.8 

  
248.65 
  
  

0.248 

 
First we test our main hypothesis (H1), developed based on the theoretical predic-

tion that dynamic BIN pricing will not significantly increase seller surplus when im-
plemented in practice. Under H1, we expect that observed seller profits are drawn 
from the same distribution in the two treatments. Table 2 shows the mean total seller 
surplus (per round over all 4 sessions) for the two treatments. The difference between 
seller surplus in the two treatments is insignificant (p-value = 0.248, two-tailed test). 
Therefore the hypothesis is supported.  

Now we test our second hypothesis, namely that buyer surplus is not different in 
the OLDA auction. Under that hypothesis, we again assume that our observations of 
buyer surplus in the two treatments follow the same distribution. Table 3 shows aver-
age buyer surplus across the two treatments.  

As Table 3 shows, buyer surplus in the two treatments is not significantly different 
(p-value = 0.248, two-tailed test), which supports hypothesis H2.  

Finally, we test our last hypothesis (H3), which states that the OLDA auction de-
sign does not improve total surplus. Table 4 shows that the total surplus treatment 
comparisons and the total surplus average in all four sessions of the two treatments.  
 

Table 3. Comparison of Buyer Surplus Treatment Averages 

Session Mean Total Buyer Surplus 
 per Session 

Mean Total Buyer Surplus 
 per Treatment 

U-test 
 p-value 

Standard1 104.81 
Standard2 104.49 
Standard3 57.92 
Standard4 90.20 

 
89.36 

OLDA1 79 
OLDA2 88.9 
OLDA3 61.6 
OLDA4 70.6 

 
75.03 

 
0.248 
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Table 4. Total Surplus Comparisons 

Session Mean Total Surplus 
 per Session 

Mean Total Surplus 
 per Treatment 

U-test 
p-value 

Standard1 305.53 
Standard2 309.01 
Standard3 312.94 
Standard4 329.30 

 
        314.20 
 

OLDA1 314 
OLDA2 332.9 
OLDA3 332.4 
OLDA4 315.4 

 
        323.68 

0.083 

Table 5. Comparison of Seller Revenue Treatment Averages 

Session Mean Total Seller Revenue 
per Session 

Mean Total Seller Revenue 
 per Treatment 

U-test  
p-value 

Standard1 230.75 
Standard2 227.5 
Standard3 283.91 
Standard4 262.5 

 
251.165 
 

OLDA1 262.6 
OLDA2 269.1 
OLDA3 293 
OLDA4 272.9 

 
274.4 
 

0.149 

 
Realized surplus values in each session are statistically independent. Our test compar-
ing the difference of the average surplus between the two treatments is insignificant 
(p-value = 0.083, two-tailed test). Thus, we accept H3. 

It will be in the interest of auction market providers to know whether the OLDA 
auction design increases the revenue of the auction website, even though, as shown 
above, the proposed design does not improve surplus for either buyers or sellers. Ta-
ble 5 shows that total seller revenue in OLDA design is not significantly different 
from the standard one. Since the market providers’ revenue is most of the time from 
commissions based on sellers’ revenue, our result suggests that the OLDA design will 
not significantly benefit market providers either. 

6   Discussion  

The results of our experiment confirm Gallien and Gupta’s claim that implementing a 
pre-announced continuous dynamic BIN price in online auctions will not bring about 
higher profits to the sellers. Assuming some revenue-sharing arrangement between 
sellers and web site owners, OLDA does not result in higher revenues for the auction 
provider. In addition, the OLDA design does not significantly improve surplus.  

To explain this result, let us compare OLDA to OOBCA. We use the results from 
our and Vragov et al. [21] to construct Table 6.  We can see that OOBCA outperforms 
OLDA even though the BIN price changes only once under OOBCA. This suggests  
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Table 6. Comparison of OLDA and OOBCA Buyout Price Models 

Auction 
Model 

Seller Surplus Buyer Surplus Total Surplus Seller Revenue 

OOBCA 
Significantly 
improved  

No significant 
difference  

Significantly 
improved  

Significantly 
improved 

OLDA 
No significant 
difference  

No significant 
difference  

No significant 
difference  

No significant 
difference 

 
that the frequency of price changes is not the only factor that determines the effect of 
dynamic BIN prices on auction performance. There are other factors that might be 
more important. One of them might be the complexity of the dynamic setting, which 
might present individual decision-makers with a cognitive task that is too complex. 
Another possible explanation is that a pre-announced dynamic BIN price does not 
involve real bargaining between the seller and the buyer. If the supply and demand 
conditions change during the auction, or if the seller receives some new information 
during the auction, the seller cannot adjust the BIN price or the rate at which it 
changes. This lack of flexibility translates to only marginal and insignificant im-
provements over a one-time static BIN price. Both discussed factors should be  
included explicitly in future theoretical models of auctions and be tested in the labora-
tory in future experiments.  

Let us conclude with pointing out some limitations. Our experiment tested a variety 
of value combinations and arrival times. However, there are still some gaps in the 
parameter space (for example affiliated values) and these gaps should be explored in 
future experiments. Duration times in real online auctions are also much longer than 
in our experiments and bidder values could be affiliated. Both of these differences 
could influence some of our results. The experiment does not consider implementa-
tion and usability costs. It is also possible that in a real-world setting, for example, 
buyers may resent such new features that might improve the auction at their expense. 

7   Conclusion  

Theoretical models of auctions that involve dynamic optimization techniques are 
based on too many unrealistic assumptions to reliably predict the effect of changes in 
auction design on important auction parameters. This renders current theory of dy-
namic auctions controversial and immature. Our study offers several contributions to 
this relatively new body of literature. We experimentally confirm for the first time an 
important theoretical prediction from dynamic auction theory reported by Gallien and 
Gupta [5] for the specific case of a pre-determined linearly-decreasing dynamic  
BIN price. We introduce a completely new dynamic online auction mechanism 
(OLDA) that has not been used before and evaluate its properties using the methods 
of experimental economics. We find that this new design is viable, although it does 
not generate significant increase in performance as compared to static online auction 
designs. By comparing OLDA and OOBCA, we derive important implications for 
future theoretical models of dynamic auctions and future laboratory experiments.  
We find that the benefits of dynamic BIN prices depend on how the BIN prices are 
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implemented and also that the frequency of price changes is not the only factor to 
consider. The importance of other factors such as auction complexity or the way in-
formation is exchanged between buyers and sellers seem important and should be 
investigated further. 
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Abstract. Many Electronic Commerce websites have vast product catalogues, 
which require visitors to use an on-site search function to find and consequently 
purchase the product they desire. This paper illustrates the importance of  
successful on-site searches, the main Key Performance Indicators (KPI) for  
on-site searches, and introduces several popular on-site search algorithms and 
techniques.   
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1   Introduction 

Over the last decade search engines continue to improve as they grow in popularity. 
With the rise of powerful search engines like Google, Yahoo! and Bing, why would 
we still need search services within a website? Why not let the search engines do all 
the search-related work? Here are the reasons: 

A webpage may not be visible in the search result listings. Visitors tend to have lit-
tle patience. People typically provide two words per search [1] and they do not often 
look past the first ten results returned by the search engine. Research shows that if a 
visitor cannot find what they are looking for within three clicks, the chance of the 
visitor leaving becomes much higher [2]. For a website owner, it does not make sense 
to let visitors leave the website and visit another link from the search engine’s list of 
results if the item is available from your website. If allowed to leave, the chance that 
the visitor will return is very low. There are at least 50.6 billion web pages [3] but 
search engines usually display 10 search results a time. The majority of web pages are 
therefore invisible when search engines are the primary method of searching. 

It is well known that search engines do not crawl web pages on a daily basis, so 
there are many pages that may have changed since they were last indexed. If search 
engines are the only method that visitors can use to browse a webpage, they can be 
mislead by out-of-date or incomplete information. 

People are becoming accustomed to searching by inputting a search keyword rather 
than searching by category. Even if one website has its inventory in well organized 
categories, visitors may still want to search based on keywords that are in their minds, 
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instead of narrowing down their search category by category. Providing both a cate-
gory and text search box on an e-commerce website has become a basic feature. 

Almost all professional e-commerce websites now use a text search box and the in-
clusion of such a text search box, useful or not, is now the norm. By providing a 
search box search service, it becomes much easier to log what visitors are searching 
for on the website. By studying those search keywords, we can gain insight into  
what visitors are expecting from the website. Based on this, webpage content can be 
adjusted to better fit the visitors’ expectations. 

2   Background 

Every e-commerce website has one common goal, which is to sell products or ser-
vices to its visitors. No matter what the product or service is that is being sold, all 
visitors experience the same searching process as illustrated below in Figure 1, which 
is subsequently explained in detail. 

 

 

Fig. 1. E-Commerce Website Usage and KPIs from a Visitor’s Point of View 
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The overall process is composed of two major parts: off-site search optimization 
(OSSO) and on-site search. For the site owner, the purpose of OSSO is to bring  
visitors to the website. On-site searches are intended to convert those visitors into 
customers. This paper concentrates on exploring on-site search approaches and per-
formance measurement metrics. 

2.1   Measuring Performance 

Key Performance Indicators (KPI) are a set of measures or metrics used to define and 
evaluate certain aspects of e-commerce websites. There are several KPI to help gauge 
on-site search services. Some KPI are used to analyze how the current on-site search 
strategies are working, while others are used to design useful on-site search solutions. 

Search Rate (SR) is the percentage of all the visitors who did at least a search by 
inputting a search keyword. The formula for SR is: 

 
SR = Count of unique visitors who performed at least one search /  

Count of unique visitors . (1) 

 
For the websites which expect to get a high SR, a low SR may indicate several web 

design problems, such as the search box not being visible enough to the visitors or 
page content not encouraging visitors to use the search box. 

Positive Action Rate (PAR) is a measure of how many visitors perform a positive 
action such as browsing or searching the site instead of leaving immediately after en-
tering the website. The formula for PAR is: 

 
PAR = (count of unique visitors − count of visitors who leave the website 

without performing any action) / count of unique visitors) . 
(2) 

 
For example, if there were a total of 1,000 unique visitors and 500 of them left the 

site without doing anything, the PAR would be equal to (1000 – 500) / 1000 = 50%. 
Low PAR can be indicative of several types of website issues; one of which may 

be that the website draws too much inappropriate traffic. Such traffic can be directly 
caused by a poor marketing strategy. Another shortcoming may be poor website con-
tent.  The content may be too confusing for the visitors and leave them in a state 
where they do not know what to do next.  The primary use of PAR is to analyze the 
off-site marketing strategy and landing page performance.  

Once visitors have been attracted to a site by OSSO and stay at the site, the next 
step towards success is to have an intra-site search that will aid them to efficiently 
find products or services that they will purchase. 

Successful Search Rate (SSR) is a very important KPI for on-site search. There are 
a couple of different definitions for SSR. Some website-owners calculate it based on 
unique visitors who performed searches. It shows the rate of how many visitors actu-
ally get a search result page. That formula is: 

 
SSR = Count of unique visitors who get at least one search result / 

Count of unique visitors . (3) 
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For example, assume that there are total of 1,000 unique visitors and 800 of the 
1000 did 1,200 searches. Now assume that only 700 of them have ever seen the search 
result page.  The SSR = 700/1000 = 70%. 

Another definition of SSR is the rate for all of the search sessions that receive a 
search result page. That formula is: 

 
SSR = Count of search sessions that get a search result / 

Count of search sessions . (4) 

 
As an example, if there are 1,000 unique visitors that make 1,500 searches and 

1,125 of the search sessions return a search result, then the SSR is 1125/1500 = 75%. 
To simplify the problem and focus on search only, we calculate the SSR according 

to the second formula. Therefore, we calculate SSR based on search sessions rather 
than visitors. SSR is the health meter of the current searching strategies.  It directly 
affects the customer satisfaction rate and the very important KPI final conversion rate. 
Mondosoft [4] reported, “Among the 400 sites in our study, an average of 22% of all 
searches returned no results.” 

2.2   Purchase Related KPIs  

There are some other website KPI that may also reflect how the on-site search solu-
tion is faring, or may detail the effect of the solution on on-site search performance. 

Conversion Rate (CR) is the percentage of the all the visitors who actually buy 
something. For example, if the total number of unique visitors is 1,000 and 40 of them 
finally make a purchase, then the final CR = 40/1000 = 4%. Getting a high CR is the 
goal for all e-commerce websites. One of the motivations to increase SSR is to  
produce a higher CR. Aside from SSR, several other factors can affect a visitor’s pur-
chase decision. Examples of these alternative factors include price, shipping charges, 
and availability. A high conversion rate indicates a good SSR, but a poor conversion 
rate does not necessarily reflect a low SSR. 

Conversion Rate on Successful Searches (CROSS) is the KPI that shows how many 
of the visitors who get at least one search result actually makes a purchase. If the total 
number of unique visitors is 1,000 and 400 of them gets at least one search result then 
forty of them actually purchase goods. The CROSS = 40 / 400 = 10%. This KPI fo-
cuses on the visitors who performed at least one successful search. A low CROSS 
indicates that there may be some pricing, shipping or availability issues that are stop-
ping the visitors from buying the product after finding it through the search function. 

Conversion Rate on Positive Actions (CROPA) shows how many visitors who  
performed a positive action actually buy something. If the total number of unique 
visitors is 1,000 and 500 of them performed a positive action and forty of them actu-
ally buy something, then CROPA = 40 / 500 = 8%. Some site owners prefer this KPI 
since it focuses attention on the performance of on-site features only by filtering out 
inappropriate traffic. 

2.3   Spanning the Entire Process 

Average Searches Per Session (ASPS) refers to the number of searches a typical visi-
tor will usually do on a website. This KPI relates to visitor search behavior. Based on 
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the Mondosoft website search survey [4], the average searches per session is between 
two and four. That research indicates that visitors are likely to refine their search 
keywords four times during a search process, at the most. If the visitor still cannot 
find a positive search result within the maximum four searches, the chance that the 
visitor will leave the website is high. 

All website owners must study this KPI and learn the patience limits of visitors in 
order to survive. This KPI can also be a reference when filtering out suspected  
unwanted visitors. If one visitor searches too many unusual terms or too many times, 
it may be an indication that the visitor may be software and not really a potential  
customer. 

Average Duration of a Search Session measures how much time users spend on 
each search, on average. A search session represents the entire process of a visitor 
trying to find a product by searching using a keyword. A visitor may have many 
search sessions. This KPI shows the time between search sessions. By studying this 
KPI, we can get an idea if the content on the search result page is appropriate. For 
example, if most of the search result pages provide many search results, you may ex-
pect people to finish the reading the entire list within 2–3 minutes. However, if the 
KPI shows that duration of the search is only 1 minute, then it either means that the 
visitor did not find what they were looking or they simply gave up reading.  The chal-
lenge is how to get the right number for this KPI. One must consider that visitors may 
do something not related to search between search sessions, such as loading another 
static information page between searches on the same site or grabbing a cup of coffee. 

Average Number of Search Words answers the question “Are most of the visitors 
searching using multiple words or single words?” This KPI is very important in  
determining the right search strategies. Searches that use multiple words strongly sug-
gest a search approach that understands natural language. 

Top Successful Search Words is the certain number of search keywords that visi-
tors used most frequently to search in the website to get a search result. This measure 
indicates what most of the visitors are expecting from the website. Those search 
words may present some products or certain information. With the help of this KPI, a 
website owner will know what products or information should be promoted through-
out the website. This KPI also indicates whether the searching strategy applied to this 
kind of search is working properly. 

Top Worst Search Words are the most commonly used search terms that do not 
match anything in the index. The inability to get results from a search results in a poor 
situation for both the visitor and the website. However, the top “worst” search words 
can provide very important and valuable information. If a search keyword constantly 
returns no results but different visitors keep using it in their searches, it may indicate 
several things: 

• The keyword may refer to a product that visitors are expecting to be on this 
website and considerations regarding adding the item to the website’s inventory 
should be made. 

• Visitors may be searching for an item that is in the inventory but the visitors 
are not using the correct term that refers to the item. It shows a need for a change to 
the site’s searching strategy as changing a visitor’s search habits is an unreasonable 
solution. 
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Customer Satisfaction Rate (CSR) indicates if customers are satisfied with the 
website and how much they appreciate the services that are provided by the website. 
CSR is difficult to measure. Some websites provide a survey, asking customers if they 
were satisfied with the services offered and if not, what factors caused the dissatisfac-
tion. By analyzing the survey data, website owners can get some measure of the CSR. 
However, for those who do not have, or have but do not analyze, this kind of survey, 
it may be difficult to know customer satisfaction levels. Some other KPI can help in 
this regard.  SSR in particular has a strong affect on CSR. A low SSR leads to low 
CSR —no one appreciates a poor search service. 

3   On Site Search Approaches 

In this part, we introduce major text search approaches. Website owners should pick 
the right searching strategy based on the websites’ searching requirements and data 
characteristics. For most websites, one searching strategy will not fulfill all of the 
searching requirements. Implementing and applying two or even more searching 
strategies on one website may be needed. 

Exact Search is the strategy that returns exact matches for the searched keyword 
only. In SQL, the syntax for exact search is select * from table where column = 'key-
word'.  This gives visitors the most accurate results.  There is no additional technique 
challenge in this kind of search except improving searching speed. Creating proper 
indexes for the data will improve searching speed. Exact search is the best solution 
when visitors know precisely what they are searching for, and under what name it is 
indexed. Unfortunately, the system cannot find exact matches to visitors’ search text 
most of the time and will return no search results if no other search strategies are used 
to follow up. 

Partial Search is also known as wildcard or pattern search. Based on the wild-
card’s position, it can return different results. In SQL, the syntax for partial searches 
can be one of the following: 

 
select * from table where column like 'keyword%' 
select * from table where column like '%keyword' 
select * from table where column like '%keyword%'  
 
This type of search returns the results that contain the search keyword if the key-

word shows up in any part of the searched data. 
The wildcard can be a single character, such as “?”.  If searching for “n?t” the re-

sults will include words such as “not” and “net”. The wildcard can be multiple charac-
ters, using “*”.  For example, a search for “scien*”, the results can include “science” 
and “scientific” [5]. A leading wildcard in the search terms may cost more time than a 
term that has a wildcard in the end. The reason is that the searcher cannot ignore any 
section for the leading wildcard search, and it must go over the entire index until it 
finds the entries for the term. On the other hand, if we know what the results start 
with, we can jump to matching sections directly. Proper indexing can increase partial 
search speed as well. 



232 N. Li et al. 

 

Both of these SQL-based approaches require care to implement. The most straight-
forward approaches leave gaping security holes [6]. Other approaches, which are less 
risky and more forgiving of users’ mistakes, depend on comparing relaxed versions of 
the user’s search terms against a similarly relaxed version of the database index. 

Phonetic Search is defined as strategic indexing and searching through words 
based on their pronunciation. Most of the phonetic algorithms are restricted to words 
in English. If those algorithms are applied to a non-English language, the results will 
surely be a mess [7, 8]. The following are some techniques for phonetic search. 

The most common phonetic search algorithms are Soundex [8] (which was pat-
ented over 70 years ago) and some of its variants: Metaphone [9], Double Metaphone 
[10], Phonix [11], and Editex [8]. In brief, they all work by creating indexes in which 
codes represent letters and combinations of letters (such as “ph”). In this way, many 
words with similar pronunciations are identical in the index.  The entries in the index 
point to the actual words. 

Grammatical Searches are algorithms that try to match two strings using their 
grammatical characteristics. Like phonetic searching, they are also specific to a single 
natural language, e.g. English. Different languages require a different design algo-
rithm to fulfill this search strategy. To implement grammatical search algorithms, it 
may be necessary to work out a library for mapping purposes. Stemming and syno-
nym searches are two of the major grammatical search strategies. 

Stemming Search is a strategy that uses the etymological root of the search key-
word instead of the search keyword itself to search through the data and return 
matches that contain the same root. The stemming search matches all different types 
of a words including its verb, noun and adjective. For example if the keyword is 
“mice”, it will match both “mouse” and “mice”. If the keyword is “running”, it 
matches “run”, “running”, “ran” and “runs”. It was first published by Lovins [12]. 
Since then, several types of algorithms appeared. Among them is an algorithm written 
by Porter [13] which was widely used. His “Surfix Stripping” algorithm set up a rule 
that was formed through several steps. 

All stemming algorithms are attempts to reach a balance between two types of er-
ror: overstemming and understemming. Overstemming means stem two words to the 
same root that should not. On the other hand, understemming means stem to different 
roots for two words that should have the same root [14]. 

Synonym-based search is more complex than stemming but can yield better results. 
Sometimes synonyms search and stemming search are quite confusing.  For example, 
if the search keyword is “cars”, the word “car” will also be in the search result for 
both algorithms. However, “automobile” will be in the result for synonyms search but 
not stemming search. Another example is a search of “intelligent”. A synonym search 
might return matches that include the words “smart” and “clever”.  To implement 
synonyms search, a set of rules is not enough. We may need another dictionary for 
those matches that cannot be covered.  

Fuzzy Search can be defined to include all of the string similarity matching algo-
rithms that include phonetic and grammatical matching. We however, limit the term 
to algorithms that focus on correcting the misspelling (typo) problems in the search 
keyword only. This focus should be a strategy applied only after the failures of  
phonetic, stemming and synonyms searching or where those three strategies are not 
applicable. Levenshtein string distance [15] is one of the most well-known fuzzy 
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search algorithms. It is also referred to as edit distance. It calculates the number of 
deletions, insertions or substitutions to translate a string (source string) to another 
string (target string). This calculated number is called the distance between these two 
strings. If the distance is 0, means the two strings are identical. The larger the number 
is, the more difference there is between the two strings. This algorithm can be used to 
return all of the strings that are close to the search keyword. However, since it is 
based on the string distance only, the majority of the time, it may only return words 
that are totally unrelated. That is why there are many hybrid solutions that implement 
string distance and other ranking algorithms to get more accurate results. Editex,  
referred to above in the section on phonetic algorithms, is one of them. 

All of the algorithms described here in section 6 can be implemented by all of the 
programming languages, such as Java, C++, VB, or SQL server. They are all designed 
to solve the issue of accuracy in the returned search results to lead to a higher success-
ful search rate (SSR). This in turn can lead to increased customer satisfaction rates 
with the site (CSR) as well as higher conversion rate on successful searches 
(CROSS). 

4   Recommendations  

Many electronic commerce websites continue to frustrate potential customers by pro-
viding a search box which often does not provide usable results. These poor results 
are the responses to queries that are not exact matches to the names of products con-
tained within their databases. Most visitors are users that have become accustomed to 
finding millions of results with search engines, and often do not realize that on-site 
search services are far less sophisticated than those of commercial search engines. It 
is imperative for electronic commerce website operators to improve their visitors’ 
experience with on-site search services if they wish to remain competitive.  

In this paper we showed what key performance metrics can be used to assess how 
well on-site search services are functioning. As product catalogues and customer ex-
pectations continue to evolve, it is important to measure and monitor how well on-site 
search services are performing. We recommend that website operators consider using 
some or many of the search approaches outlined in this paper to reduce the number of 
failed searches that visitors are experiencing.  
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Abstract. The global competition for enterprises has been the significant issue 
for recent years. However, the customer needs are difficult to satisfy due to spe-
cialized characteristic of existing customers. A good CRM strategy may assist 
firms to earn advanced profits, increase customer perceived value, and acquire 
new customers. This research aims to provide a holistic framework based on 
two dimensions. The first dimension is the level of customer needs which is re-
lated to customer perceived value. The second value is the process of CRM; for 
instance, attracting, interacting, and retaining customers. This paper intends to: 
(1) identify the level of needs based on perceived value, (2) recognize the  
possible step of CRM processes, and (3) recommend an appropriate CRM  
e-service to a customer.  

Keywords: E-Service; Customer Value; Internet-Enabled CRM. 

1   Introduction 

The global competition for enterprises has been the significant issue for the past 
years. However, the customer needs are difficult to satisfy due to specialized charac-
teristic of existing customers. Companies need to manage the relationships with cus-
tomers more efficient than competitors. For example, firms can get closer to their 
customers by interactive communication and needs/habits identification and enhance 
the value of customer. The profitability of customers can also be increased through 
sustainable attracting, interacting, and retaining customers. Consequently, the key for 
enterprises is offer superior customer relationship management strategies. 

Customer relationship management (CRM) is a significant issue for today’s com-
panies. In particular, a good CRM strategy may assist firms to earn advanced profits, 
increase customer perceived value, and acquire new customers. The popularity of 
information technology and Internet has changed the concept to deliver services over 
the Internet. Certain enterprises provide the opportunity to deliver services over the 
Internet, which is considered as a way to decrease service cost, tighten with custom-
ers, and furnish mass communication.  

In this study, CRM is transformed from traditional CRM (face-to-face) to Internet-
Enabled CRM (over the Internet). This paper defines Internet-Enabled CRM as con-
ducting CRM by utilizing devices which can deliver e-services through the Internet. 
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The extent of Internet-Enabled CRM includes electronic CRM (E-CRM), mobile 
CRM (M-CRM), and ubiquitous CRM (U-CRM). The existing CRM framework is 
based mostly on the company’s perspective; for example, it considers how to acquire 
customers, retain customers, and create profits from customers. Hence, a holistic 
framework for both sides is still lacking, especially for e-service industry. 

Furthermore, Internet is also the major problem for e-CRM which cannot provide 
face-to-face contact and difficult to grasp customer needs. Hence, it is important to 
obtain customer needs accurately and interact with customers efficiently to put effort 
on valuable customers. This research aims to provide a holistic framework based on 
two dimensions. The first dimension is the level of customer needs which is related to 
customer perceived value. The second value is the process of CRM; for instance, 
attracting, interacting, and retaining customers. We believe each customer has differ-
ent perceived value for a same service. That is, this paper intends to: (1) identify the 
level of needs based on perceived value, (2) recognize the possible step of CRM proc-
esses, and (3) recommend an appropriate CRM e-service to a customer. 

The rest of this paper is organized as follows. Section 2 surveys the extant litera-
ture, such as customer perceived value and e-service. Section 3 devises a conceptual 
framework for customer value management. Section 4 provides the implications of 
the proposed framework, and section 5 provides a conclusion. 

2   Background 

2.1   Definition of Perceived Value 

The definition of perceived value is proposed by Zeithaml [11], which indicates cus-
tomer perceived value is the consumer’s overall assessment of the utility of a product 
based on what is received and what is given. Kolter [5] specifies customer delivered 
value is the difference between total customer value and total customer cost. That is, 
the benefit of a specific product or service for a customer. The total value includes 
product value, service value, and personnel value and the total cost enfolds monetary 
cost, time cost, and spirit cost. Holbrook [1] defines customer value is interactive, 
experienced, relative, and favorable. This study considers customer value is the dif-
ference between obtaining and devoting and various from people. 

However, why value is important? Companies attempt to create profit from their 
customers who evaluate the firms that can provide products or services to satisfy  
their value [5]. Consumers always consider value as the most important factor when 
they purchase the products or services. The value stands for what the customers ob-
tain from the transaction. Yan [10] indicates customer value reflects consumer behav-
ior and affects the order of needs. Kim et al. [4] specifies that needs emerge before 
attitude and purchase and can create value, trigger behavior, and satisfy required level 
of needs. Hence, the concept of customer value and customer needs is relative (see 
Fig. 1). Customer value is the obtained benefit from the perception of products or 
services. Customer need is the motivation to achieve goals that belongs to a type of 
spontaneous behavior. Hence, this research will utilize the concept of value to build 
the holistic framework in terms of customer perspective. 
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Fig. 1. Relationship between customer value and customer needs 

2.2   CRM E-Service 

Järvinen and Lehtinen [2] define e-service as a benefit providing object of transaction 
that can be characterized as an intangible process that is at least partially produced, 
marketed and consumed in a simultaneous interaction through electronic networks. 
The implement of e-business not only enhances the efficiency of business but creates 
markets and profit [7]. Meanwhile, e-services generate new service experience and 
customer value, such as functional value (time saving, convenience), emotional value 
(interaction), social value, and network value (security and privacy) [3][6]. 

In this study, we attempt to classify existing CRM e-services into four major com-
ponents: attractive e-service, interacting e-service, analytic e-service, and retaining  
e-service. Attractive e-service provides e-services which employ marketing methods. 
For example, blog marketing, experience marketing, and 1-to-1 marketing are ex-
tremely suitable for e-services. The second component is interacting e-service, which 
allows firms and customers interact over the Internet. In this category, e-service pro-
viders can furnish post-purchase survey e-services, online responding e-services, and 
collected FAQ e-services. Post-purchase survey e-services allow firms to get a better 
understanding of their customers after purchase, and online responding e-service 
enables customers to obtain real-time answers when they have a problem.  

The third component is analytic e-service, which is used to analyze customers 
through two main e-services: statistic analysis and data mining e-services. Statistic 
analysis employs conventional statistical approaches, like clustering and linear regres-
sion, while data mining employs artificial intelligence approaches, like neural net-
works and genetic algorithms, to analyze customers. Finally, retaining e-service  
includes customer segmentation e-service and performance measurement e-service. In 
this category, the aim is to help firms retain their customers. For example, customer 
segmentation e-service can assist firms to segment their customers, identify key value, 
and provide retaining strategies. Hence, this study will utilize the classification as the 
basis to build the holistic framework in terms of enterprise perspective. 
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3   A Conceptual Framework 

3.1   A Value Cube for Internet-Enabled CRM 

In the era of wireless technology, three dimensions of value are identified for Internet-
enabled CRM: (1) business value, (2) customer perceived value, and (3) social value 
(see Fig. 2). Business value is generated from companies and is always represented by 
monetary value (e.g., profits). Firms can easily observe the changes in profit (cus-
tomer profitability) for a given time period and can modify their CRM strategies  
accordingly. Customer retention another indicator with which to measure profits. 
According to the 80/20 rule, 20 percent of customers will generate 80% of a com-
pany’s profits, so it is important to retain those customers. Internet-enabled CRM 
provides Internet-based e-services that customers can access anytime and anywhere, 
and companies can utilize new technologies (e.g., wireless and mobile devices) to 
help earn profits based on certain e-services, so Internet-enabled CRM is believed to 
attain high business value. 

Customer perceived value is generated by customers and reflected in their willing-
ness to pay. The concept of willingness-to-pay represents how much customers intend 
to pay for furnished e-services, and different CRM strategies may result in different 
behaviors of customers. For example, customers will not pay for the e-services which 
are inappropriate for them, even if they are delivered. Internet-enabled CRM provides 
opportunities for customers to acquire the most appropriate e-services when they face 
problems, and the technology helps companies identify customers’ information, such 
as location, personalized preferences, and behaviors. Thus, Internet-enabled CRM can 
help attain high customer perceived value. 

 

 

Fig. 2. A Value Cube for Internet-Enabled CRM 

Social value is generated by collective intelligence—the wisdom of crowds—over 
the Internet. According to certain theories (e.g., Delphi method, brainstorming), group 
decision-making is superior to individual decision-making. Internet-enabled CRM 
allows peers to assist each other in solving problems based on wireless technologies 
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(e.g., agent-based approach). Traditional CRM merely allows firms to decide what 
services to deliver—a one-way delivery concept—but Internet-enabled CRM allows 
peers from the social network to collaborate to decide what e-services will be fur-
nished right away. Thus, Internet-enabled CRM is believed to attain high social value. 

In short, Internet-enabled CRM facilitates high business value, customer perceived 
value, and social value in our proposed value cube. Traditional CRM may attain high 
business value and customer perceived value, but it lacks a social network effect  
in the e-service delivery process. We believe Internet-enabled CRM is superior to 
traditional CRM in terms of collaboration for Internet-enabled services. Hence, Inter-
net-enabled CRM is expected to extend social value dimension from low to high and 
to provide complete solutions for managing customers well. 

3.2   A Value-Based Model for Internet-Enabled CRM 

This research uses the dimensions of customer value and CRM process of e-services to 
propose a customer value creation model (CVCM), which is also a value-based model 
for Internet-enabled CRM. Wooddruff [9] separates customer value into level of attrib-
ute, end, and goal from information processing perspective. Level of attribute describes 
the products or services, level of end indicates the interaction of users and prod-
ucts/services, and level of goal specifies the goal of individual or organization. Sheth et 
al. [8] indicate the determinants of customer decision for consuming value which are 
functional value, social value, emotional value, cognitive value, and conditional value. 
The existing literature specifies the significance for separating customer value into 
several levels. The lowest level of customer value is concrete and the highest of cus-
tomer value is abstract. All levels of customer value are interconnected and the higher 
level of customer value needs to be satisfied from lower level of customer value. In 
this research, we synthesize the existing concepts to classify customer value into self-
actualized value, social and emotional value, added value, and functional value.  

In Fig. 3, we utilize customer value and CRM e-service process as two major di-
mensions to construct a customer value creation model. The lowest two levels of 
customer value are functional and added value which enfold the concept of CRM 1.0. 
In the past, CRM 1.0 allows merely closed or one-way communication which indi-
cates only firms can decide when to communicate with customers or not. In these two 
levels, customers desire to accept useful e-services with basic functions and certain 
extended e-services to obtain added value. For example, customers need Google to 
help them search some information and guide them to the related websites. These two 
levels of customer value are based on basic and expectant value. Companies need to 
provide e-services that the customers perceive usefulness and completeness to fulfill 
their needs.  

The third level is social and emotional value, which is enhanced to CRM 2.0 con-
cept. CRM 2.0 allows value co-creation and is a type of two-way interaction. In this 
level, companies provide e-services that fulfill customers’ desired value and perceived 
belongingness from customers. The effect of word-of-mouth can be applied in this 
level. The most important to firms is the satisfaction of social and emotional value 
that can retain and create more customers. The highest level is self-actualized value  
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Fig. 3. Customer value creation model 

which is also the expected value to customers. In this level, customers expect sur-
prises from companies and the concept is promoted to CRM 3.0. CRM 3.0 allows 
customers to solve problems on their own and furnish suggestions and comments for 
improving e-services sustainably. The customers play a vital role to provide much 
valuable information to enterprises, which is also the concept of customer-centric 
radiation. In this level, customers dominate the process of CRM and help the compa-
nies to retain most of their customers and create profits. 

4   Implications 

4.1   Customer-Centric Management 

This paper provides a new perspective for CRM in terms of motivation and value. 
Different customer background may result in various levels of needs and perceived 
value. Companies need to differentiate marketing methods according to different 
targets. Our proposed framework provides the opportunity to identify customer needs 
and furnish a combination of CRM e-services in time. In addition, we assist firms to 
identify psychological perception from customer value. Enterprises can earn more 
profits from the concept of customer-centric management. 
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4.2   Collective Wisdom Empowerment 

The proposed framework allows customers to collaborate in order to release the 
power of collective wisdom. Collective intelligence (wisdom) refers to the concept 
that people can contribute together in order to attain good performance of Internet-
Enabled CRM. Our framework can assist companies to identify the level of needs for 
customers and predict what CRM e-service(s) can be delivered for the next step.  

4.3   Real-Time E-Service Composition 

Real-time e-service composition is also a significant issue for Internet-Enabled CRM. 
E-service providers should be aware of what customers really want at any time, based 
on their needs. Even when e-service providers acquire customer needs, they still have 
to compose the required e-services and deliver them to the customer quickly. Certain e-
service providers can discover required e-services from the framework more efficiently 
and dynamically bundle them as a package. Our framework advances the e-service 
delivery process and implements the concept of service-oriented management.  

5   Conclusion 

CRM is an essential issue for companies in recent years. The emergence of e-services 
has been changed the essence of traditional CRM services. CRM e-services will 
dominate future CRM processes. This study proposes a value cube for Internet-
enabled CRM in terms of business value, social value, and customer perceived value. 
The value cube also illustrates the revolution of CRM. In addition, this research inves-
tigates the significance of customer value to provide a different perspective for CRM 
process. Thus, we propose a value-based model for Internet-enabled CRM e-services. 
This paper extends the concept of customer value from Maslow needs hierarchy based 
on existing literature. In particular, we separate customer value into four levels: self-
actualized value (highest), social and emotional value, added value, and functional 
value (lowest). The fulfillment of customer value may be caused by different combi-
nation of CRM e-services. Hence, we aim to provide a holistic framework for future 
CRM e-service providers with customer and business perspectives. 

Moreover, there are still some limitations for this research. For example, the pro-
posed value cube and value-based model need to be verified in details. Real-world 
cases or simulation of collected data can examine the feasibility and validity. Al-
though the proposed frameworks are novel and preliminary, the value is existed for 
further investigated. The other limitation is the separation of level of customer value. 
We extend the concept from Maslow needs hierarchy to construct our framework. 
However, some other concepts that can separate the level of customer value are  
existed. The different separation of levels can be applied to compare the difference 
between our model and others. In sum, we believe our proposed model/framework is 
crucial and potential for future CRM studies. Additionally, the contribution will be 
significant if the real-world cases are applied in details. 
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An Integrated Approach to Managing IT Portfolio 
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Abstract. As IT portfolio management (ITPM) has been increasingly regarded 
as solution to governing IT investment, enterprises are faced with the challenge 
to develop and manage IT portfolio. We argue that IT portfolio needs to addi-
tionally consider managerial flexibilities and interdependencies in terms of a 
balanced portfolio return and risk. Moreover, we propose an IT portfolio model 
that is capable of considering option and synergy to make decision. Finally, we 
demonstrate an example to show the use our proposed model. 

Keywords: IT portfolio, synergy, managerial flexibility, options, interdepen-
dency. 

1   Introduction 

Increasingly, IT portfolio management (ITPM) has garnered significant attentions 
among enterprises. It is generally said that IT portfolio management is able to provide 
a portfolio-based approach to help manage various IT asset or project. Since 
McFarlan[20], the basic concept of IT portfolio has existed for almost 30 years. So 
far, however, the IT portfolio researches are still very limited in the Information Sys-
tems literature. 

To a certain degree, IT portfolio management is seen as an extension of IT  
valuation and prioritization. In this regard, discounted-cash-flow based models and 
real-options based models are main financial modeling approaches. In contrast  
with discounted-cash-flow based models, real-options based models in recent years  
have developed a stream of research in information systems (IS) literature 
[3][4][5][8][9][26]. Nevertheless, real-options based models have their own limita-
tions. For example, because of their complicated theoretical assumptions, some enter-
prises tend to see such models as the black-box model for managing IT investment. It 
is also one of reasons why the real-options based models are still precluded from 
being widely used and discounted-cash-flow based models are still dominant. 

Actually, IT portfolio management should cover not only simply IT valuation and 
prioritization, but also portfolio analysis. Nonetheless, usually the IT portfolio-level 
analysis used to be overlooked, because the analogy between an IT portfolio and 
stock portfolio is not easily perceived. For instance, a stock portfolio can be com-
posed of numerous different stocks from the public market, but an IT project portfolio 
can only be composed of IT projects proposed. Besides, each IT project is usually 
singular in an IT project portfolio, but same stock can be multiple in the stock portfo-
lio. On the other hand, the value of a stock portfolio could not be influenced by any 
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managerial flexibility, whereas the value of an IT project portfolio could. For in-
stance, a senior IT manager could let some IT projects postpone for a while, or make 
them share some function with other IT projects in order to save certain cost. In other 
words, the value of the resultant IT project portfolio could change by IT manager’s 
certain managerial action. Specifically, from our observation, managing IT project 
portfolio can exploit considerable possibilities of managerial flexibilities and interde-
pendencies. With technology advancing, IT projects are often capable of benefiting 
from time because of Moore’s law. For instance, because of the digital data and 
modular design, IT projects are relatively easy to share component with each other; 
because of the compatible managerial principles, IT projects are relatively feasible to 
be coordinated to support each other. Put simply, these nuances make managing IT 
portfolio very different from managing a traditional stock portfolio. 

Accordingly, how to make the bridge between financial modeling approach and IT 
project context is one of main challenges in IT portfolio management. Although such 
researches in the Information Systems literature are stark, similar researches can be 
found in related research area. In the context of computer programming, Kersten and 
Verhoef employed the discounted-cash-flow based model and Markowitz’s portfolio 
theory to optimize the IT product portfolio [10]. In the context of R&D management, 
Ong and Wu propose a descriptive IT investments portfolio framework incorporating 
real-options thinking [26]. In the context of operations research, Liesio et al. propose 
a project portfolio model which takes into account the project interdependency [13]. 
Clearly, however, more investigations are needed to explore the IT portfolio man-
agement in the Information Systems area. 

In this paper we are to facilitate IT project portfolio management in a quantitative 
manner. Particularly, by providing a model for developing a balanced IT project port-
folio, we are to improve the communication of IT investment decision. Also, we will 
demonstrate an example to illustrate the use of our proposed model. In this example, 
we will show how IT project deferral option and cost synergy could have impacts on 
IT project portfolio compositions. Finally, we will discuss this paper’s managerial 
implications, research contribution, and future direction. 

2   Related Literature 

On the basis of real-options model, Luehrman proposes a two-parameters model to 
help deal with selecting projects embedded with a deferral option [15][16]. He creates 
an option space to help make strategy for projects under uncertainty. Basically, his 
model depends on the two logics. First, if we wait longer to make the decision for a 
project, we will have more uncertainties on its value. In other words, the project risk 
will increase. Second, if we wait some time to make decision for a project, the pro-
ject’s cost also needs to be discounted, since we should consider the interest that the 
money of the cost might accrue when we are waiting. 

Luehrman’s model fits in with measuring IT project, since most of IT project are 
deferrable and therefore deferral options of IT investment are well regarded and in-
vestigated in the IT related literature [1][3][4][11][20]. Besides, Luehrman’s model is 
compatible with discounted-current-flow based data, so that it is more likely to be 
accepted by decision makers in the enterprise. As Kleinmuntz states, for the resource 
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allocation decision, a complex model will be in danger to be treated as a mysterious 
black box by decision makers, who will be reluctant to rely on it [12]. Since Luhr-
man’s model has several merits and concise to use, we adopt similar measurements to 
evaluate the IT project. 

Modern portfolio theory [18] has been successfully applied in several disciplines. 
In a way, this model is not only dominant in finance discipline, but also suitable for 
being applied in other disciplines [21]. Basically, Markowitz reasons that asset return, 
asset standalone risks, and correlated risks are three main constructs for determining 
portfolio efficiency. Further, he proposes to use expected value of the asset, the stan-
dard deviation of the asset, the correlation between assets, and mean-variance criteria 
(MV) to select the portfolio. Namely, it is stated that a portfolio can dominates  
the other portfolio, if it is of higher return, give the same risk for both portfolios.  
In the same vein, a portfolio can dominate the other portfolio, if it is of lower risk, 
given the same return for both portfolios. Accordingly, the famous efficient frontier 
curve can be derived and those dominant portfolios are also called efficienct portfo-
lios. In many perspectives, certain adjustment of Markowitz’s model is still needed  
to fit in with the various portfolio contexts. However, the basic logics can still be 
analogous and thus Modern portfolio theory can be so influential. 

Synergy is generally believed to bring the advantage to the project portfolio. Fur-
ther, interdependency is often associated with synergy, which is a synergistic effect to 
bring in the additional advantages for interdependent projects. For example, in the 
Engineering Management, Stummer and Heidenberger model the project interdepen-
dency in order to reflect the effect of synergism in R&D project portfolio [27]. In 
their example, this synergism not only can increase the value but also can save the 
cost in the portfolio. Similarly, in the Operations Research, Liesio et al. account for 
the project interdependency in order to reflect the effect of synergy, or cannibaliza-
tion, in the project portfolio. In their definition, synergy means when overall value 
and, or the cost, of a set of projects differs from the sum of the individual projects’ 
overall values and costs. In the Information Systems, Tanriverdi and Venkatraman 
define two types of synergy: super-additive value synergy and sub-additive cost syn-
ergy [22]. Super-additive value synergy refers to the phenomenon—Value (a, b) > 
Value (a) + Value (b). Sub-additive cost synergy refers to the phenomenon—Cost (a, 
b) < Cost (a) + Cost (b). Moreover, Tanriverdi argues that IT relatedness would in-
duce sub-additive cost synergy and IT complementarity would lead to super-additive 
value synergy in the multi-business firm [24]. Overall, in the project level, synergy 
could mean positive effect in the project portfolio and usually results from the inter-
dependency between the projects; in the firm level, IT synergy is related to IT  
resource relatedness and complementarity. 

3   Proposed Solution 

In order to foster a general understanding of our propose model, we firstly propose a 
method for analyzing IT project portfolio (figure 1). With it, we argue that we can 
have analysis layers to go through to evaluate an IT project portfolio: IT project 
common analysis, IT project managerial flexibility analysis, IT project interdepen-
dency analysis, IT portfolio analysis, and IT portfolio selection. In the first layer of IT 
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project common analysis, IT project is estimated by the similar way we evaluate other 
non-IT project. For example, we need to analyze and project IT project value and 
cost. The derived analysis outputs, such as the IT project’s net present value (NPV), 
can usually be found in the IT project proposal, IT project business case, and etc. In 
the next layer of IT project managerial flexibility analysis, we can consider how to 
exploit IT project options, such as the deferral option. In the layer of IT project inter-
dependency analysis, synergy is our focus. For instance, we could think whether  
certain IT projects can work together to save the cost (i.e., sub-additive cost synergy). 
In the layer of IT portfolio analysis, we need to find a way to evaluate our IT projects 
in an aggregate view. For example, we might want to generate all possible IT project 
portfolio combinations and their respective returns and volatilities for making deci-
sion. Finally, in the layer of IT portfolio selection, we need to develop our selection 
criteria. Usually, the trade-off is unavoidable in this layer, such as a trade-off between 
the IT project portfolio return and risk. In our understanding, so far very few enter-
prises have touched on the last two layers, so that we propose this method for  
enterprise reference. 

 

Step1. IT Project Common Analysis

Step2. IT Project Managerial Flexibility 

Step4. IT Portfolio Analysis

IT Portfolio Selection 

Step3. IT Project Interdependency Analysis

 

Fig. 1. Proposed Method for Analyzing IT Portfolio 

3.1   Step 1: IT Project Common Analysis 

Deriving IT project value and cost is the focus here. Most enterprises already have 
their financial practices to evaluate IT project value and cost, such as IT project’s net 
present value (NPV). Thus, our proposed model assumes the IT project value and cost 
are already available for use. 

3.2   Step 2: IT Project Managerial Flexibility Analysis 

Analogous to Luehrman’s model[15][16], our proposed model employs IT project 
return and IT project risk to further IT project common analysis into IT project mana-
gerial flexibility analysis. The deferral option of an IT project is our target to be con-
sidered in our proposed model. In other words, once an IT project is deferred, our 
model would consider the extra interest earning from the unused cost in the deferral 
time, as well as the accompanied risk. Basically, the return means a ratio of IT project 
value to its cost. The risk refers to the degree to which the IT project value would 
fluctuate in the deferral time. They are defined as follows. 
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In the formula 1, we have S: IT project present value, X: IT project cost, r: risk-free 
interest rate, t: the time we can wait for making decision of the IT project, and actu-
ally traditional NPV = S – X. And in the formula 2, we haveσ: the standard deviation 
of IT project value in the deferral time, and t: the deferral time 

3.3   Step 3: IT Project Interdependency Analysis 

In our proposed model, we depend on IT project interdependency to approximate the 
value of IT project synergy. Moreover, we assume that we can estimate this interde-
pendency by analyzing the degree to which IT projects are related. For example, 
whether IT projects are related to sharing similar tangible resources or utilizing the 
similar know-how, and whether they can be pooled for increase negotiation power for 
purchase. Since the research investigating the IT project interdependency and synergy 
is very sparse, we make our assumption mainly grounded on the finings of the sub-
additive cost synergy and IT resource relatedness. According to Tanriverdi [24], the 
sub-additive cost synergy can be measured by four dimensions of IT resources relat-
edness. These dimensions are (1) shared tangible resources, (2) coordinated strategies, 
(3) pooled negotiating power, and (4) shared know-how. Besides, the conventional 
observation is also in support of our assumption. For instance, when thinking about 
reducing the total development cost of overall IT projects, the senior IT manager 
usually would consider whether there are some modules, functions, applications, 
software, and hardware which can be shared in these IT projects (i.e., shared tangible 
resource and shared know-how), or whether we can increase our bargain power by 
aggregating these IT projects’ purchases (i.e., pooled negotiating power). Therefore, 
we reason analyzing IT project cost interdependency is a possible way for us to  
approximate the value of IT project cost synergy.  

Accordingly, we assume that the cost-saving synergy ( ijSyn ) is a function of the 
degree (%) to which two IT project are interdependent ( ijItd ). For instance, if the in-
terdependency between IT project i and j is 0%, it is implied that both projects are 
independent and thus could hardily have any cost-saving synergy. On the contrary, if 
the degree of interdependency is 100%, there is likely a cost synergy for IT project i 

and j. Further, assuming today we can derive a function as )(5.0 ijij ItdSyn =  by either 
the expert judgment or by an educated guess, if we estimate two IT projects can have 
10% interdependency on sharing certain cost component, we could project that there 
will probably be a cost synergy worth 5% of total cost of IT project i and j. In short, 

we assume the cost synergy magnitude of IT project i and j ( ijSyn ) depends on the 

function of their interdependency (f ( ijItd )) 
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( )ijij ItdfSyn =  (3) 

In the formula 3, we have ijSyn : synergy of IT project i and IT project j, and ijItd : 
interdependency between IT project i and project j. 

3.4   Step 4: IT Portfolio Analysis 

On the basis of Markowitz portolio model, we develop our model to measure the 
return and riks of an IT project portfolio. The cost synergy is also taken into account 
in this model. In a sense, a stock portfolio return is analogous to our IT project portfo-
lio

preturn . So, it is derived as follows. 
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In the formula 4, we have iw : the weight of IT project i in the portfolio, ijSyn : the 

synergy of IT project i and IT project j in the portfolio, iX : the cost of IT project i in 

the portfolio, iS : the value of IT project i in the portfolio, r : the risk-free interest 

rate, and ti : the deferral time for IT project i.  
The stock portfolio risk is analogous to our IT project portfolio

prisk , and it is de-

rived as follows. 
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In the formula 5, we have iw : the weight of IT project i in the portfolio, jw : the 

weight of IT project j in the portfolio, ijρ : the correlation between IT project i and j, 

jσ  : the standard deviation of IT project j, and iσ  : the standard deviation of IT 

project i. 

3.5   IT Portfolio Selection 

We follow Markowitz’s mean-variance criterion to select IT project portfolio. This 
criterion is well-regarded in financial portfolio analysis and also found effective in 
other non-financial areas. Its basic logic is that, given the same risk, a portfolio A 
with a higher return will be dominant than a portfolio B with a lower return, and vice 
versa. Moreover, this mean-variance criterion can lead to a so-called efficient frontier 
where the portfolio risk is minimized and return is maximized. Following the same 
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logic, we adopt this mean-variance criterion to determine whether an IT project port-
folio A is more efficient than an IT project portfolio B. In our model, the efficient IT 
portfolio frontier will be defined as the following rule. 
 

IT project portfolio A is more efficient than IT project portfolio B, if 

BA returnreturn >  and 
BA riskrisk ≤  

(6) 

4   An Illustrative Example 

In this section, we illustrate a simplified example to further the understanding of our 
proposed model. Hypothetically, we have only three IT projects A, B, and C to select 
(Table 2). Thus, initially there will be only three IT project choices a, b, c to make 
decision in order to develop the IT project portfolio. In addition, we assume we can 
also decide to defer these decisions to the next year. Thus, we can add choice a1, b1 
and c1 to represent choices when the original projects are deferred for one year to 
make decision. For example, we can decide to invest IT project A, B, and C at the 
current time (i.e., choices a, b, and c), or defer to decide them until the next year (i.e. 
choices a1, b1, and c1). Noticeably, since a and a1, b and b1, and c and c1 are physi-
cally the same project, they are precluded from being selected concurrently. Conse-
quently, with the 6 choices (i.e., a, b, c, a1, b1, and c1), we will have many different 
portfolio compositions to determine whether they are efficient IT portfolios. 

Table 1. IT project profiles 

Heading level IT project A IT project B IT project C 

IT project present value (S)  $102 $99 $97 

IT project cost (X)  $100 $100 $100 
The deferral time (t) (per year) 1  1  1  
Standard deviation (per year) (σ) 0.3 0.2 0.1 

Risk-free interest rate( fr ) 0.06 0.06 0.06 

 
Moreover, we design 3 scenarios to verify the importance of taking the options and 

synergy in into the consideration of an IT project portfolio. In the first scenario, the 
base case, we consider neither options nor synergy. And we depend on the traditional 
net-present-value to determine the efficient IT project portfolio. In other words, in this 
way what we do will be similar to prioritizing IT project based on its net-present-
value only. In the second scenario, the case 1, we add options consideration. In the 
last case, case 2, we consider both options and synergy. To this end, we assume the IT 
project B and IT project C have the 10% interdependency on sharing certain cost 
component. In addition, we assume the correlation between two IT projects will also 
be half of the IT projects’ interdependency. Similarly, we assume the amount of we 
can save from both IT projects’ total cost (synergy) will be half of the IT projects’ 
interdependency. Namely, in this case the correlation between IT project B and C will 
be set as 0.05, and 5% of their total cost will be saved as cost synergy benefit. 
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Consequently, for each scenario we can derive the efficient portfolios from its 
overall IT project portfolio combinations. In the figure 2, we can see there are 3 
groups of efficient portfolios, each of which will be presented with the same color, the 
same shape, and the same first digit. For example, the green-diamond-0a means that, 
in the base case, a portfolio composed of the choice a is derived as efficient, the blue-
triangle-1a means that, in the case 1, a portfolio composed of the choice a is derived 
as efficient, and the red-square-2bc means that, in the case 2, a portfolio composed of 
the choice b and c is derived as efficient.  

As for the base case, the most efficient portfolio is only the portfolio (a), i.e., doing 
the IT project A now. This result is actually not surprised, since only IT project A is 
of a positive net-present-value (i.e., 2$). According to the mean-variance criteria, 
other portfolio combinations could generate only the worse return, given the same risk 
in each IT project choice (i.e., a, b, and c) in the base case. In the case 1 where we 
begin to consider the IT project deferral option, we will have 7 efficient portfolios 
(i.e., a1, a1b1, a1c1, b1c1, ab1, ac1, and a). Among these efficient portfolios, the 
portfolio (a1), i.e., doing the IT project A 1-year later, will be of the highest return as 
well as highest risk. And the portfolio (a), i.e., doing the IT project A now, will be of 
the lowest return as well as highest risk. Clearly, the results together reflect the trade-
off between the portfolio return and risk. That is, the deferral option could bring in not 
only additional advantage but also additional risk. This is also why the portfolio (a) is 
the efficient portfolio either in the base case or case 1. It is the efficient portfolio with 
lowest risk, given the no-synergy situation. In the case 2 of example where we con-
sider both IT project deferral option and cost synergy, the situation change and we 
will have 3 efficient portfolios (i.e., bc, a1bc, b1c1). Currently, the efficient portfolio  
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Fig. 2. Efficient portfolio frontier of illustrative example scenarios 
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with lowest return and risk is the portfolio (bc), i.e., doing the IT project B and C 
now, the in-between efficient portfolio is the portfolio (a1bc), i.e., doing IT project B 
and C now and doing IT project 1-year later, and the efficient portfolio with highest 
risk as well as highest return is the portfolio (b1c1), i.e., doing the IT project B and C 
1-year later. Noticeably, the interdependency between IT project B and C have the 
impact on the efficient portfolio composition, since each of three efficient portfolios 
comprise choices originated from both IT project B and C (i.e., bc and b1c1). If we 
contrast the efficient portfolios in the three cases, we will find the efficient portfolio 
in base case happens to be one of the efficient portfolios in case 1. And the efficient 
portfolios in case 2 of example are better than those in the base 1 and base case. 

5   Discussion and Conclusion 

Thus far, we can see if we consider IT project managerial flexibility and interdepen-
dency, more and better portfolio choices might emerge. In our case 2 of example, the 
derived efficient IT project portfolios are obviously better than those in the base 1 and 
base case. Specifically, in our case 2, if an enterprise is conservative (i.e., risk-
averser), it is likely that portfolio (bc) is favored because it has lowest risk. Con-
versely, if the enterprise is comfortable with high risk (e.g., risk-seeker), the portfolio 
(a1bc) becomes a good choice because it has the largest the return as well as risk. In 
between, the portfolio (b1c1) could be good portfolio choice because its risk is neither 
lowest nor highest. Even if there is no IT project interdependency to exploit, there still 
could be better choices if we have some IT managerial flexibility to utilize. In our 
case 1 of example, portfolio (a1), portfolio (a1b1), portfolio (a1c1), portfolio (b1c1), 
portfolio (ab1), and portfolio (ac1) are all efficient, as long as we are willing to bear 
certain risk in our IT project portfolio.  

Another important point reflected in this paper is that we need to pay attention to 
the balance between the return and risk in the IT project portfolio. If we fully rely on 
real-options based models to select IT projects, we could unconsciously constitute an 
IT project portfolio with very high risk. Besides, there is also a possibility of a syn-
ergy risk, although it is beyond the scope of this paper. In our example, the portfolio 
(a1) is better than portfolio (a) because it is with a higher return, whereas portfolio (a) 
can be better than portfolio (a1) because it is with a lower risk. Therefore, although 
we have shown that additional return could be brought by considering managerial 
flexibility and interdependency, we want to underlie that we also have to consider  
the additional risk. It is very risky to make IT project portfolio without a balance 
consideration. 

Additionally other than options, the IT interdependency and synergy are crucial to 
the IT project portfolio decision. Although such investigations in the literature are still 
stark, we argue the IT project interdependency is a helpful index to approximate the 
synergy effect. For example, if we find that several independent IT projects actually 
more or less need to get some hardware from the same vendor, it would be sensible if 
we estimate their cost synergy by evaluating the degree to which their hardware cost 
are interdependent. 

Moreover, considering IT interdependency and synergy could really make differ-
ence in the IT portfolio decision making. Only considering discounted-based-models 



252 Y.-J. Tu and M.J. Shaw 

 

and real-options-models are sometimes not sufficient. For example, initially we could 
just decide to defer an IT project because of its low net-present-value (NPV) but high 
future risk, ex: a costly and advanced IT platform project. However, after considering 
this IT platform’s possible interdependencies with other IT application projects, we 
could decide not to defer it due to the cost synergy. Actually, it is also very likely to 
have the value synergy in the IT portfolio, although we have not addressed it in this 
paper. Therefore, the consideration of interdependency and synergy really matter in 
the IT project portfolio. 

On the other hand, this paper provides a useful implication for further investigation 
of the relationship between synergies and options. In our case 2 of example, we can 
find one of efficient portfolios is portfolio (b1c1). Actually, it is not a surprised result 
because we assume IT project B and C have the interdependency. And resultant syn-
ergy could also be exploited even if the two projects are deferred for 1 year later, i.e., 
the choice b1 and c1, as long as the two projects were not dropped off. In this regard, 
we make a conjecture that there an interesting relationship between synergy and  
option, a right, instead of the obligation, to utilize the IT project interdependency. 
Moreover, if we combine it with the deferral option, this relationship could be treated 
as the enterprise discretion to exploit the IT project interdependency now or later.  
For example, when two similar IT projects are proposed by two different units, enter-
prise usually would think of whether to integrate, or merge them to the unified one. 
However, the timing of doing so could very depend. It could be in their development 
processes, or we can wait until they have both been successfully developed. 

Overall, this paper makes contributions. First, we demonstrate how to manage IT 
portfolio in a quantitative manner. Besides, our proposed approach is fully compatible 
with financial data and can easily be understood by other non-IT departments, execu-
tive levels, or even other enterprise shareholders. Additionally, in the information 
systems literature, most related papers investigating IT portfolio management are still 
focused on the discounted-based-model and real-options based model. In this paper, 
we point out we need to consider managerial flexibility influence, interdependency 
influence, and their mutual influences in the IT portfolio decision, bring out an prom-
ising research area in terms of a more integrated IT portfolio management. 
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Abstract. Increasingly CIO’s are interested in managing their IT Project Port-
folios centrally. This may be done for a variety of reasons, e.g. to manage costs, 
reduce duplication of effort, reduce the number of silos in the organization, bet-
ter understand what the firm is doing, or to align their IT investments with their 
firm’s strategy. In particular, during this time of an economic downturn manag-
ers want to use their resources efficiently in response to tightening IT budgets. 
An important question then becomes how to value these projects. Real Option 
Analysis (ROA) has become one of the common tools used for valuing projects. 
However, the assumption of independence between projects often made by re-
searchers may undervalue growth options under a wide variety of assumptions 
when these projects are positive quadrant dependent (PQD), a form of positive 
correlation. 

Keywords: Portfolio Management, Copula, Project Management. 

1   Introduction 

Increasingly CIO’s and IT managers are centralizing their IT Project Portfolios for a 
variety of reasons, e.g. to manage costs, reduce duplication of effort, reduce the num-
ber of silos in the organization, better understand what the firm is doing, or to align 
their IT investments with their firm’s strategy etc. An important question is how 
should IT projects be valued?  The difficulty of this problem is due to the nature of IT 
project portfolios. Unlike financial portfolios, which can often be valued through a 
public marketplace, IT projects are generally specific to a firm. While financial port-
folios are commonly diversified (Markowitz, 1952), IT project portfolios are often 
very homogeneous. That is, firms invest in specific technologies and vendors that 
hopefully support their firm’s overall goals and strategies. In a way, IT portfolios can 
be viewed as open complex systems with many interactions (Bak, 1996). The impor-
tance of this is that such systems often exhibit: 

• Non-linear relationships 
• Non-normal distributions 
• Many interdependencies 

All three of the above characteristics make valuing an IT portfolio difficult using the 
traditional techniques found in MIS research, which has until recently been dominated 
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by assumptions of independence, normal distributions and linear relationships. In this 
paper, these issues are dealt with using a modeling technique involving mathematical 
copulas. 

The interdependencies between projects are often significant.  This can be logically 
understood by the simple observation that many projects use the same technologies, 
have the same managers, share the same employees, are in the same group or division 
and are run under the same budget, i.e. Economies of Scope or Scale (Panzar and Wil-
lig, 1981). It is also often observed that the success or failure of projects often move 
together, i.e. two projects that are related are both successful or both unsuccessful. 
This may be because one project depends on the other, or simply because they share 
many of the same inputs, which makes the projects’ success correlated with one an-
other. Therefore, when valuing projects, they should be considered in the context of 
the other projects in the portfolio, not independently (Markowitz, 1952).    

The main question of this paper is what is the affect of these interdependencies on 
the valuation of IT projects? The short answer is that when projects are correlated and 
built in series, traditional techniques that assume independence will tend to undervalue 
them. This paper can be best understood in the general framework of research done by 
Fichman (2004) and Bardharn, Bagchi, and Sougstad (2004). The rest of this paper 
continues as follows, first a brief literature review is given. Second, bivariate distribu-
tions and the theory of mathematical copulas are reviewed, followed by analysis of a 
simple theoretical portfolio with positive quadrant dependence between projects and a 
discussion of the findings. Finally, we conclude with ideas for future research. 

2   Literature Review 

2.1   Valuation of Technology Projects 

Since Markowitz introduced modern portfolio theory in 1952, it has been generally 
recognized that investments should be managed as a portfolio rather than as inde-
pendent investments. Each new project should be evaluated based on how it affects 
the firm as a whole, rather than as an independent asset. Ultimately, the overall goal 
of an organization is to balance the overall risk vs. return of an entire portfolio of pro-
jects, rather than just managing the risk vs. return of an individual project. Conceptu-
ally this can be related to the an individual’s personal investments where a person 
may invest in a range of assets depending on their risk tolerance, e.g. some very low 
risk-low yield government bonds, some medium risk-medium yield blue chip stocks 
and some high risk-high yield investments. This mix of investments is made to mini-
mize risk and maximize return in a business environment that is recognized as being 
inherently uncertain. 

However many traditional financial techniques, such as NPV or ROI, assume static 
business environments, which is often not a valid assumption for IT. Costs, benefits, 
and risks for IT projects are often highly uncertain or stochastic in nature. Real Option 
Analysis (ROA) offers greater flexibility in capturing the value inherent in these 
processes. When complicated investment scenarios arise, ROA can be combined with 
Monte Carlo techniques to calculate portfolio value. Modeling portfolios in this way 
has the advantage that the distributions used in these models and their characteristics, 
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such as mean, median, mode, standard deviation etc., can be easily and transparently 
tracked over time. 

In order to model an IT project effectively for ROA, at a minimum the joint distri-
bution of costs and benefits have to be modeled.  However, even relatively simple joint 
distributions are difficult to conceptualize if the number of variables involved is be-
yond two.  A useful tool which greatly adds to the transparency of joint distributions is 
mathematical copulas.  Copulas allow for multivariate joint distributions to be sepa-
rated into their marginal and joint components, enabling executives to monitor a pro-
ject’s overall costs separately from its overall benefits or from their joint relationship. 

2.2   IT Project Valuation Using Real Option Analysis 

Over the last ten years several different research streams on Real Option Analysis 
(ROA) have developed in the mainstream MIS literature. One early stream of research 
focused on the utility of using ROA for valuing IT projects that are fundamentally 
risky. These high risk investments are usually undervalued using traditional valuation 
tools, such as NPV, because they assume managers have little flexibility to kill poorly 
performing projects or expand superior projects (Benaroch and Kaufman, 1999, 2000; 
Taudes, Feurstein, and Mild, 2000).  

A second important stream of literature focuses on the importance of actively 
imbedding Real Options into initial IT project design.  For example, expressly putting 
escape clauses into contracts so that failing projects can be abandoned without finan-
cial loss will protect the option to abandon assumed in many project valuations. 
Likewise, many infrastructure projects assume that there will be follow on projects 
that will enhance their overall value to the firm (Benaroch 2001, 2002; Bardharn, 
Bagchi, and Sougstad, 2004; Benaroch, Lichtenstein, and Robinson, 2006). 

The above two streams of research have focused mainly on the traditional Black-
Scholes and Binomial Option Models. However, other researchers have begun to ques-
tion the appropriateness of the assumptions embedded in those models and have  
suggested that there may be significant interactions, dependencies, and synergies be-
tween IT projects (Fichman, 2004).  Bardharn et al. (2004) used the Margrabe option 
model to capture the correlation between costs and revenues, and incorporated a way to 
capture some inter-project dependencies through nesting options. A limitation of their 
method was that it allowed for a few discrete possibilities rather than a range of possible 
revenue outcomes for interacting projects. This paper seeks to build on their technique 
by showing how to incorporate a continuous range of possibilities into revenue projec-
tions and also to show the affect PQD between projects has on IT project valuations. 

One relatively simple and flexible technique for handling situations that involve 
complex interactions is using Monte Carlo simulation. Monte Carlo methods can 
simulate many different types of dependence structures and quickly allow managers 
to investigate different business scenarios. The results of the simulations can then be 
used to determine individual project and portfolio valuations (Rogers, 2002).   

2.3   Typology of Basic Real Options 

There have been many types of real options identified within the literature, however 
the most common options discussed are either to defer or abandon a project vs. the 
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option to expand or build upon a project.  Within R&D and high tech industries the 
option to explore different uncertain technologies using pilot programs and prototypes 
is also common. Other important options in high tech are the options to lease equip-
ment or outsource work and in the case of this paper the option to stage a series of 
projects called Growth options (Table 1) (Mun, 2002; Trigeorgis, 1996; Dixit and 
Pindyck, 1995). 

Table 1. Common Types of Options  

Option Description 
Defer The option to delay investment until more information can be learned about the project, 

such as costs, prices, demand etc. 
Stage The option to build a project in stages, where investment can be delayed or even killed if 

the environment changes. 
Explore The option to use a pilot program to better learn about a project before initiating it on a 

full-scale basis. 
Scale The option to increase or decrease the scale of a project depending upon its success. 
Abandon The option to kill a project if it goes badly. 
Outsource The option to subcontract a project or part of a project to shift some downside risks to a 

third party. 
Lease The option to lease some resources to shift some downside risks to a third party. 
Growth A set of projects where the value of earlier projects depends largely on investments in 

additional projects, i.e. an infrastructure investment that assumes follow-on investments 
will be made using that infrastructure. 

Compound A combination of the above options in one project.  

2.4   Copulas and Real Options 

Copulas are a relatively new topic in business research journals, although their origin 
goes at least back to Sklar (1959), they remained largely regulated to mathematicians 
until the arrival of powerful desktop computers and statistical packages such as  
SAS, R, MatLab etc. It was not until Nelson’s seminal works (2006, 1999) and works 
written for practitioners (Schmidt, 2006), that copulas became accessible to non-
mathematicians. Since that time, copulas have been used in insurance, hydrology 
(Salvadori and De Michele, 2004; Gaume, 2006), the petroleum industry (Armstrong 
et. al, 2004; de Melo e Silva Accioly and Chiyoshi, 2004), decision analysis (Clemon 
and Reilly, 1999) and in many financial applications.  

In this paper, we will show how to apply copula methods to the study of a simple IT 
project portfolio in order to enhance ROA techniques developed by Benaroch et al. 
(2000, 1999) and Bardhan et al. (2004). Considering that average IT spending can be 
20% of a firm’s operational costs, any technique which better values a firm’s IT project 
portfolio can significantly improve a firm’s bottom line (Kersten and Verhoef, 2004). 

3   Review of Mathematical Copulas 

3.1   Issues in Modeling IT Project Portfolios 

As mentioned above, IT Project Portfolios have three characteristics that make  
their study difficult using traditional methods. First, they tend to follow non-normal  
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1. a. Bivariate Normal distribution, with 0.60 rank correlated marginals 

 

1. b. Bivariate Lognormal distribution, with 0.60 rank correlated marginals 

 

1. c. Bivariate Normal-Lognormal distribution, with 0.60 rank correlated marginals 
 

Fig. 1. Different correlated bivariate distributions, a.) Normal-Normal b.) Lognormal-
Lognormal c.) Normal-Lognormal.  As can be seen these distributions are quite different and 
assuming a distribution is Normal or Gaussian can lead to large errors. 



 The Effect of Positive Quadrant Dependence between Projects on Portfolio Value 259 

 

distributions. Second, they tend to have non-linear behavior. Third, unlike financial 
investments, IT projects within a company have many interdependencies. Linear cor-
relation and linear regression are very powerful and useful tools. However, not all 
systems are normally distributed or linearly related. As can be seen in Figure 1, 
bivariate normal (or by extension multivariate normal) systems are quite different  
in shape from other bivariate or multivariate distributions. Therefore, assuming a 
process follows a normal or a linear distribution when it does not can lead to large 
errors, particularly in the tails of a process. For example, the growth of the Internet, 
cell phone usage, digital music and digital cameras are all non-normal, non-linear 
phenomena that occurred so rapidly that they caused whole industries to be thrown 
into turmoil. 

Typically, non-normal data in IS research has been handled through transforming 
variables, such as by taking the Natural Log of certain variables. However, manipulat-
ing non-linear, non-normal data in order to model distributions using traditional linear 
techniques has two huge disadvantages. First, it is often difficult for managers or even 
researchers to explain the need to transform the data to others. Second, the user of the 
information is no longer dealing in the processes natural distribution. This is simply 
not an easy or natural process for most people especially if the number of random 
variables is greater than two. As will be seen, mathematical copulas allow the data to 
be investigated using its natural marginal distributions rather than by using an unfa-
miliar joint distribution.   

3.2   Copula Definition and Sklar’s Theory 

The most important theory regarding copulas is Sklar’s Theory which states:  

“Let H be a joint distribution function with margins F and G.  Then there exists a 
copula C such that for all x,y in R, H(x,y) = C(F(x), G(y)).  If F and G are continuous, 
then C is unique; otherwise, C is uniquely determined on Range F x Range G.”  

 
where C is the copula function (Nelson, 2006, pg.21; Sklar, 1959) . 

The importance of Sklar’s theory is that it reduces the problem of finding a joint 
density function to simply (1) identifying the appropriate marginal density functions 
and (2) finding the appropriate Copula function. Both of these can be done using 
modern statistical packages such as SAS, SPSS, Matlab, R etc. all of which have  
libraries available for working with Copulas. 

In essence what copulas do is split a bivariate joint distribution into two pieces, 
first the two marginal distributions which can then be investigated independently and 
second the copula which handles any correlation between them. The two marginal 
distributions are transformed, using the appropriate Cumulative Distribution Func-
tions, and an appropriate mathematical copula, into a unit cube [0, 1]n in which  
both marginal distributions are uniform on the interval [0, 1]. Since these uniform 
marginal distributions can be transformed back into their original functions using  
the appropriate inverse functions (Figure 2), in theory the marginal distributions in-
volved can be any well behaved distribution. That is, Normal-Normal, LogNormal-
Normal, Weibull-Cauchy and many other combinations can be modeled quite easily. 

 



260 J.C. Burke and M.J. Shaw 

 

For example, if the X-axis of Figure 1.a. represented a person’s height and the  
Y-axis represented a person’s weight the two would be expected to be positively cor-
related, in this case with a rank correlation of 0.60.  Using traditional methods the 
joint distribution would be evaluated using statistical tables for a bivariate normal 
distribution. Alternatively, using copula methods, each marginal, (height and weight), 
would be separately transformed into a uniform distribution over [0-1] using the ap-
propriate CDF function (Figure 2), and the 0.6 correlation would be handled by a 
separate copula function. The advantage of this is that the mean and standard devia-
tion of the two marginal distributions and/or the correlation between them can be  
investigated individually. When the joint distribution is bivariate normal, a well be-
haved joint distribution, the advantages of using a copula may be minimal, but when 
the marginal distributions are more exotic, traditional statistical tables may not exist, 
e.g. for a Cauchy-LogNormal bivariate distribution. Copulas handle this situation  
easily, even in the multivariate case. 

 

 

Fig. 2. Inverse Function and Cumulative Distribution Function used to transform a Normal 
Marginal Distribution into a Uniform Distribution and back, (Ponzo, 2008) 

3.3   Archimedean Copulas 

Since marginal distributions are relatively familiar to most researchers, the main diffi-
culty for those new to copula methods will be identifying the appropriate copula func-
tion. For bivariate data there is a class of easily constructed functions known as 
Archimedean copulas which can fit the three basic types of tail dependence, 3.a. 
symmetric-tail dependence, where correlation is symmetric throughout the joint dis-
tribution, 3.b. lower-tail dependence, where lower values of X are more correlated 
with values of Y than higher values of X, and 3.c. upper-tail dependence, where 
higher values of X are more correlated with values of Y than lower values of X. 
Archimedean Copulas have the following properties (Nelson, 2006): 
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• For each pair x and y lying in [0,1], C(x,y), generates a number in [0,1].  
• C(x,y) = 0 if either one of x or y is 0. (That is: C(0,y) = C(x,0) = 0 for x and 

y in [0,1].)  
• C(x,1) = x and C(1,y) = y. (That is, for y = 1, C(x,1) = x increases from 0 to 

1 as x increases from 0 to 1.)  
• C(x,y) is increasing in both x and y. 
• Satisfy the general equation C(x,y) = Φ-1(Φ(x) + Φ(y)); 0 < x, y < 1 

Three of the most commonly used Archimedean copulas are the Frank, Clayton, and 
Gumbel copulas, which have symmetric (Figure 3.a.), lower tail (Figure 3.b.), and 
upper tail (Figure 3.c.) dependence respectively.  Nelson (2006, 1999) lists 22 differ-
ent classes of copula that exhibit a variety of different dependence behavior which are 
further catalogued in Armstrong (2003). These three families are defined by the equa-
tions in Table 2.  

Table 2. Three common copulas and their formulas; θ is a shape parameter, (Ponzo, 2008) 

Name Equation Parameter Dependence 

Frank 
Copula 

C(u,v) = (-1/θ) ln [1 – (1-e-θu)(1 – e –θv)/(1-eθ)]          θ in (-∞ , ∞) Symmetric Tails 

Clayton 
Copula 

[u-θ + v-θ -1]-1/θ θ in [0 , ∞) Lower Tail 

Gumbel 
Copula 

Exp[-( (-ln(u) θ + (-ln(v) θ)1/ θ] θ in (1 , ∞) Upper Tail 

  
 
The three copulas in Figure 3, represent three common types of tail dependence. As 

an example, if the revenues of two projects are positively correlated the Frank copula 
might be used to represent the stochastic properties of their joint distribution. However, 
if the same two projects are more likely to be more tightly correlated when revenues 
are low, than when they are high, the Clayton copula might be used because it has 
lower tail dependence.  Likewise, if two projects are more likely to be correlated when 
things go well then when things go poorly; the Gumbel copula might be used. 

3.4   Generating Data with Copulas for Monte Carlo Analysis 

Once the appropriate copula family is chosen, the copula equations can then be used 
in Monte Carlo simulation using the following procedure (Ponzo, 2008). 

1. Assume a copula C(u,v), in this case the Clayton copula 
C = [ u-θ + v- θ - 1 ] -1/ θ 

2. Calculate the partial derivative ∂C/∂u and set w = ∂C/∂u 
w = u-1- θ [ u- θ + v- θ - 1 ] -1/ θ – 1 

3. Solve w = ∂C/∂u for v in terms of u and w. 
v = [ w- θ /(1+ θ) u- θ - u- θ + 1 ] -1/ θ 

4. Randomly generate u and w as uniformly distributed random variables on 
[0,1]    

5. Then the v value associated with the selected u-value is given in step 3, 
above. 
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3. a. Frank Copula with no tail dependence 

 

3. b. Clayton Copula with lower table dependence 

 
3. c. Gumbel Copula with upper tail dependence 

 

Fig. 3. Different common copulas and their tail dependence 

The result of this process is to create a copula with the desired tail dependence on 
the unit square, [0,1]. Typically the correlation of the copula is measured using 
Spearman’s rho rank correlation or by Kendall’s Tau. Different desired correlations 
can be created by changing the value of θ in the equations above.  
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Once the copula is constructed on the unit square [0,1], the X and Y values for any 
bivariate distribution can then be generated from u and v using the appropriate inverse 
functions of the marginal distributions. That is, if the marginal distributions are both 
Normal, then x and y can be found by using the function NORMINV() in Excel. If 
they are both Log-Normal then the LOGINV() function can be used. If X is Log-
Normal and Y is Normal, then simply apply the appropriate inverse function to u and 
v. SAS, MatLab, SPSS, R etc. have extensive libraries of inverse functions so that 
almost any common marginal distribution can be found. Although beyond the scope 
of this paper, a similar procedure can be used to construct multivariate copula  
functions. Typically the process is automated in the commonly available statistical 
packages and data can be generated relatively easily. 

4   Research Question and Methodology 

For the purposes of this paper it is assumed there are two generic possibilities for in-
teractions between IT projects in a firm. The first is that two projects that are built in 
parallel will interact, although they are not explicitly dependent on one another, such 
as a Wifi project and a database project. Although they may seem completely unre-
lated, they may still interact or be Positive Quadrant Dependent (PDQ) if for example 
the same project manager is responsible for both, if funds from one project are used to 
bolster the other, or if the same employees using the same company standards are 
used in both projects etc. Formally, projects are PQD, if the following inequality 
holds, Pr(X > x, Y > y) ≥ Pr(X > x) Pr(Y > y). PQD is a somewhat weaker version of 
linear correlation in that it means that the value of two projects increases or decreases 
together, but not necessarily linearly.   

A second fundamental way projects can interact is if they are built in series, such 
as an Ecommerce Web site being built on top of a product database. In this case the 
database must be built first, and if successful, the Web site can be built on top of it as 
a growth option. If the database is particularly successful, it is somewhat reasonable 
to expect that the Web site will also do well. At the opposite extreme, if the database 
project goes very poorly and is canceled the Web site cannot be built at all. 

In the first case, the Wifi project and the database should be considered two sepa-
rate investments, although their interaction should be accounted for. In the second 
case, the value of the Ecommerce Website should be explicitly included in the valua-
tion of the initial database project because the Website is actually a growth option off 
the first investment. The valuation of this type of situation has been expressed as a 
nested option (Bardhan, 2004). The adjustment made in this paper is the explicit  
addition of the value of interaction. This value of this interaction can in theory be 
negative as when two IT projects interfere with one another. 
 
Case 1: 
Value of Portfolio = Real Option Value of Project 1 + Real Option Value of Project 2 
+ interaction value  
 
Case 2: 
Value of Portfolio = Real Option Value of {Project 1 + Call Value[Project 2] + inter-
action value} 
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The research question of this paper is what is the value of a portfolio made of two 
projects, X and Y, where the value of two projects X and Y are PQD?  The revenues 
of a simplified portfolio of two projects was simulated, the first case involving two 
projects that were built in parallel, the second case where the two projects were built 
in series. Further, the two projects were related through three types of copulas; Clay-
ton, Frank, and Gumbel Copulas. Rank correlations approximating 0%, 20%, 40%, 
60%, 80% and 98% were simulated for each case. Finally, three types of Marginal 
distributions were considered, Uniform, Normal and LogNormal.   

10,000 trials were run in each case using Vose ModelRisk software to generate the 
Copula data.  Random numbers were generated that simulated the proposed depend-
ence structure between the revenues of the two projects. For example, two projects 
that were assumed to have no interactions and had no tail dependence were generated 
using a Frank copula 10,000 times and their revenues averaged. Next two projects that 
had a rank correlation of 20% were generated using a Frank copula 10,000 times and 
their revenues recorded and averaged. Next two projects that had a rank correlation of 
40% were generated using a Frank copula 10,000 times and their revenues recorded 
and averaged etc. The process was repeated for a Clayton copula (lower tail depend-
ence) and for a Gumbel Copula, (upper tail dependence).   

To value the simulations, real option logic was used rather than a formal option 
model such as Black-Scholes. A project was considered a success if it reached the 0.4 
quantile of its projected revenue. A project was considered a failure, and discontin-
ued, if it was less than the 0.4 quantile of revenue; for reference, in the case of a  
normal distribution that corresponds to a z-score of about -0.25. For two projects in 
series, (that is a project that had a potential growth option available to it), if the first 
project failed and was canceled, the second project was also automatically cancelled, 
i.e. it had a revenue of 0. In the case of two projects in parallel, if the first project 
failed, the second project could still survive if it also was above the 0.4 quantile of its 
expected revenue.    

5   Results and Analysis 

The results were somewhat counter intuitive to what was expected and are shown in 
Table 3, 4, and 5. The base case in each table is the assumption of independence be-
tween two projects, or a rank correlation of 0. These projects are listed as 100%. 
Every other cell in the tables represents the average simulated revenue for various 
assumptions of tail dependence and PQD relative to the independent case. For exam-
ple, when there is no tail dependence, (Table 3), rank correlation is close to 1, and the 
two projects have bivariate lognormally distributed revenues, revenues are 128% what 
they would be as compared to two projects that were independent. 

As can be seen when projects are in series, higher dependency leads to higher 
revenues and thus higher profits. In the extreme case, revenues can be 30% or more 
higher for projects that are highly correlated, have a rank correlation near 1 and run in 
series. This compares favorably to projects that are completely independent, and have 
a rank correlation near 0. However, when the projects were run in parallel, higher 
rank correlations did not necessarily correspond to greater or lesser revenue figures  
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for uniform or normally distributed projects. In fact, higher correlation appears to 
have little effect for parallel projects, except when the projects are lognormally dis-
tributed, in which case the highly skewed distributions led to some unstable results. 

It is fairly easy to understand why higher PQD leads to greater profitability when 
projects run in series. If the first project is successful, higher correlation leads to suc-
cess in the second project as well, in a domino effect, or “success breeds success”. 
When projects run in parallel however, the picture is not so clear. It appears that when 
the distributions are symmetrical, higher correlations do not add much to overall prof-
itability. This does make some sense, because failures are balanced out by successes. 
What is very interesting is that when revenues are highly skewed, such as is the case 
of the lognormal distribution there seems to be an effect on profitability. This is im-
portant because our empirical investigations of several Fortune 500 companies have 
all had projects that have lognormally distributed revenue patterns. 

Table 3. Comparison of Profitability when projects are in series vs. in parallel with various 
assumptions of PQD and No Tail Dependence 

Rank 
Correlation 

Uniform 
Distribution 

Frank 
Copula 

Projects in 
Series 

Normal 
Distribution 

Frank 
Copula 

Projects in 
Series 

LogNormal 
Distribution 

Frank 
Copula 

Projects in 
Series 

Uniform 
Distribution 

Frank 
Copula 

Projects in 
Parallel  

Normal 
Distribution 

Frank 
Copula 

Projects in 
Parallel  

LogNormal 
Distribution 

Frank 
Copula 

Projects in 
Parallel  

0 100% 100% 100% 100% 100% 100% 

0.2 104% 104% 105% 100% 100% 102% 

0.4 109% 108% 108% 101% 100% 101% 

0.6 115% 114% 120% 101% 101% 106% 

0.8 117% 115% 119% 99% 98% 102% 

0.98 122% 122% 128% 99% 99% 106% 
 

Table 4. Comparison of Profitability when projects are in series vs. in parallel with various 
assumptions of PQD and Lower Tail Dependence 

Rank 
Correlation 

Uniform 
Distribution 

Clayton 
Copula 

Projects in 
Series 

Normal 
Distribution 

Clayton 
Copula 

Projects in 
Series 

LogNormal 
Distribution 

Clayton 
Copula 

Projects in 
Series 

Uniform 
Distribution 

Clayton 
Copula 

Projects in 
Parallel  

Normal 
Distribution 

Clayton 
Copula 

Projects in 
Parallel  

LogNormal 
Distribution 

Clayton 
Copula 

Projects in 
Parallel  

0 100% 100% 100% 100% 100% 100% 

0.2 104% 104% 108% 100% 100% 103% 

0.4 109% 109% 111% 100% 100% 101% 

0.6 113% 112% 114% 100% 100% 99% 

0.8 118% 117% 121% 100% 100% 101% 

0.98 123% 123% 131% 100% 100% 104% 
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Table 5. Comparison of Profitability when projects are in series vs. in parallel with various 
assumptions of PQD and Upper Tail Dependence 

Rank 
Correlation 

Uniform 
Distribution 

Gumbel 
Copula 

Projects in 
Series 

Normal 
Distribution 

Gumbel 
Copula 

Projects in 
Series 

LogNormal 
Distribution 

Gumbel 
Copula 

Projects in 
Series 

Uniform 
Distribution 

Gumbel 
Copula 

Projects in 
Parallel  

Normal 
Distribution 

Gumbel 
Copula 

Projects in 
Parallel  

LogNormal 
Distribution 

Gumbel 
Copula 

Projects in 
Parallel  

0 100% 100% 100% 100% 100% 100% 

0.2 102% 101% 89% 99% 99% 92% 

0.4 107% 106% 101% 100% 100% 95% 

0.6 112% 112% 102% 99% 100% 92% 

0.8 114% 113% 107% 99% 99% 94% 

0.98 119% 119% 115% 98% 98% 97%  

6   Conclusions and Future Work 

Real option analysis has been a major stream of research in IS for two decades. How-
ever, it has only been relatively recently that ROA has begun to investigate portfolios 
of projects in IT. This is unfortunate as popular IT management frameworks such as 
COBIT and VALIT recognize the limitations of traditional valuation techniques like 
NPV and ROI and suggest using ROA for evaluating IT investment programs. The 
necessity of using more advanced techniques of valuation stems from the homogene-
ity of IT project portfolios and the inherent interdependencies produced from sharing 
resources, technologies and personnel. The economies of scope and scale created lead 
to portfolios that exhibit non-normal and non-linear relationships. 

This paper contributes to the existing literature by investigating the implications of 
running projects in parallel or in series.  From the results given above, it is clear that 
when projects are run in series, higher correlations lead to greater success.  This is 
significant because in the authors’ dealings with Fortune 500 companies, we have 
found that projects often include growth options where a particular successful project 
leads to further investments in the same technology or vendor. 

Another current trend we have seen is companies are trying to use similar tech-
nologies in parallel across company divisions, e.g. using Java across all departments.  
The justification used is that the economies of scope created by investing in such pro-
jects will save money.  However, as can be seen above, projects that run in parallel do 
not gain much benefit from being positively correlated, indeed traditional portfolio 
analysis would suggest that overall portfolio risk would be lowered if the projects 
were not highly correlated.  Thus, the benefit of using the same technologies in paral-
lel projects is not immediately apparent, but the added risk could be significant, e.g. if 
Java later needs to be significantly upgraded all departments will be affected. 

To sum up, the important insight from this work is that if projects are PQD, i.e. if 
the success of a base project is positively correlated with the success of a follow on 
project, traditional assumptions of independence between projects in Real Option 
Analysis valuation will tend to undervalue growth options.  On the other hand, if pro-
jects are run in parallel, PQD will not necessarily create greater returns in a portfolio. 
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This was unexpected as firms that we are working with are generally trying to spread 
technologies across departments, horizontally not vertically within an organization. 

In general, this work agrees with the work done by Bardharn (2004), but the con-
tribution of this work is two-fold.  First, it shows how copulas can be used to simulate 
PQD between projects, which was a suggestion of Bardhan et al., and it shows that 
failure to account for PQD is dangerous and will tend to undervalue projects that run 
in series, i.e. projects that have growth options and have little affect on projects that 
run in parallel. 

Future work contemplated by our team involves investigating the source of value 
created by spreading technologies horizontally across firms.  Mathematically, PQD 
seems to have little effect on projects that run in parallel, yet firms that we work with 
are actively pursuing this strategy.  In the actual cases, this restructuring involves sig-
nificant costs to reengineer the organizations by tearing down legacy technological 
silos, e.g. one division uses COBOL, another uses PL/1, a third uses Visual Basic etc., 
and they all will be replaced by Java.  If the primary savings is from sharing informa-
tion across the firm then adding Data services between silos may be cheaper and less 
risky than reengineering the silos. 
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Abstract. We assess the effect of external pressure in IS adoption in the inter-
organizational settings of electronic invoicing. Electronic invoicing has been 
hailed as one of the biggest savings generators for businesses in recent years. 
However, the adoption in different countries has been much slower than antici-
pated. Based on earlier literature on diffusion of innovations, adoption of  
inter-organizational information systems, and institutional theory, we build a re-
search model to empirically estimate the relative importance of external  
pressure in the context of an IOS implementation. We test the research model 
empirically using a survey data of companies that have received a letter enforc-
ing them to move to electronic invoicing. We find that organizational readiness, 
external pressure, and perceived benefits are the most important factors affect-
ing the adoption of electronic invoicing systems in small and medium sized 
companies (SMEs). We also find evidence for the “bandwagon effect” as well 
as for the supplier pressure.  

Keywords: Adoption of IS, external pressure, electronic invoicing, survey. 

1   Introduction 

In this study, our focus is on inter-organizational information systems, more precisely 
on electronic invoicing. Electronic invoicing is defined as the electronic transmission 
of invoice data in a structured and standardized format, allowing the automated  
processing of the invoice at the buyer site [1]. Its importance is highlighted by the 
attention it has received from the European Commission, naming it as one of most 
important sources of productivity growth in Europe [2].  

In Europe, the two most commonly used forms of electronic invoicing are PDFs 
and EDI messaging. PDFs, however, do not allow for the invoice data to be automati-
cally processed in the receivers’ information systems as the data transmitted is not in 
structured format. EDI messaging, on the other hand, is mainly used in point-to-point 
systems, requiring usually somewhat heavy investments in information systems. In 
the Nordic countries, there are standards for exchanging invoice data electronically, in 
a structured format, through many-to-many networks. In Finland, these standards are 
TEAPPSXML and Finvoice standards, with which the invoice data is electronically 
transmitted in structured format between two trading partners. 
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Compared to paper-based invoicing or e-mail based PDF-invoicing, true electronic 
invoicing in structured format presents numerous benefits for both trading partners, 
including processing cost savings, time and material savings, and decreased number of 
errors in the invoicing process [3]. Despite the benefits, the transition to electronic 
invoicing has been slow [4]. As a result, some companies and government units have 
begun enforcing their suppliers to send their invoices in electronic format (see e.g. [5]). 
The objective in this study is to evaluate the effect of these enforcement initiatives in 
the adoption process of electronic invoicing. In other words, our main focus is on as-
sessing the effect of external pressure in an IS diffusion. To do this, we build a research 
model based earlier research on diffusion of innovations and adoption of inter-
organizational information systems, to empirically estimate the relative importance of 
external pressure in the context of electronic invoicing. Our objective is to enhance the 
current understanding of the external pressure component in IOS diffusion. 

The extant literature offers many avenues for examining the factors affecting the 
rate of adoption of information systems [6], [7], [8], [9]. We took the existing studies 
on IS adoption as a starting point and gathered a set of factors that had been identified 
as important in IS adoption. Using principal component analysis to reduce the number 
of constructs, we found eight easily identifiable constructs: (1) perceived benefits, (2) 
complexity, (3) perceived competitor benefits, (4) supplier pressure, (5) bandwagon 
effect, (6) organizational readiness, and (7)-(8) two constructs measuring the external 
pressure from customers. 

The results of the regression analysis suggest that perceived benefits, supplier  
pressure, bandwagon effect, external pressure from customers, and organizational 
readiness can be used to explain the adoption of electronic invoicing in small compa-
nies. Concerning the items related to the focus of our study, external pressure from 
customers, these items loaded on two separate constructs in the principal component 
analysis. The component which included the reception of the enforcement letters and 
the attitude towards these letters (positive vs. negative) was statistically significant in 
explaining the adoption of electronic invoicing. 

The paper is organized as follows. We will next review the relevant literature on IS 
diffusion and adoption of inter-organizational IS. Then, we will present our research 
model and its operationalization to the context of electronic invoicing. Finally, we 
provide the results using the 96 responses we have gathered so far. 

2   Literature Review 

For the purposes of our study, we collected a set of factors from earlier research on IS 
adoption. We were especially interested in exploring the research addressing the ex-
ternal pressure component in IS adoption.   

2.1   IS Adoption  

The extant literature provides a plethora of factors affecting the rate of diffusion of 
technological innovations. The diffusion of innovations (DoI) theory [10] addresses 
how, why, and at what rate new ideas and technology spread through organizations. 
The theory suggests a number of variables that determine the rate of adoption of an 
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innovation. First, it identifies five factors or innovation characteristics impacting the 
adoption rate of innovations: relative advantage, compatibility, complexity, trialabil-
ity, and observability. Second, it distinguishes between optional, collective, and  
authority innovation decision types. It also distinguishes between different channels 
through which the innovation is communicated, and presents the nature of the social 
system as a factor affecting the rate of adoption. Finally, it acknowledges the extent of 
change agents’ promotion efforts. [10] 

The diffusion of innovations theory has been used in numerous studies in the field 
of information systems. Most importantly, Moore and Benbasat expanded the five 
factors impacting the adoption of innovations, generating eight factors (voluntariness, 
relative advantage, compatibility, image, ease of use, result demonstrability, visibility, 
and trialability) that impact the adoption of IT [11]. Furthermore, they presented 
scales to operationalize these factors and validated them in their empirical study. 
Since the early applications of DoI to IS research the theory has been applied and 
adapted in numerous ways. Research has, however, consistently found that technical 
compatibility, technical complexity, and relative advantage (perceived need) are im-
portant antecedents to the adoption of innovations (see e.g. [12], [13]). 

2.2   Institutional Factors  

Utilizing the institutional theory, DiMaggio & Powel discuss the three mechanisms of 
institutional isomorphic change - coercive, mimetic, and normative - as sources of 
organizational change [14]. Coercive pressures result from both formal and informal 
pressures exerted on organizations by other organizations upon which they are de-
pendent and by cultural expectations in the society within which organizations func-
tion. Such pressures may be felt as use of force, as persuasion, or as invitations to join 
in collusion. Mimetic pressure stems from uncertainty. When organizational tech-
nologies are poorly understood, or when the goals of the organization are ambiguous, 
or when the environment creates symbolic uncertainty, organizations may model 
themselves on other organizations, in other words, imitate existing organizational 
models. Therefore, the process of imitation can be seen as a response to uncertainty. 
When an organization faces a problem with ambiguous causes or unclear solutions, it 
is tempted to imitate similar organizations in their field that it perceives to be  
more legitimate or successful. Normative pressures stem primarily from profession-
alization. According to DiMaggio and Powell, there are two main aspects of profes-
sionalization that act as the sources of normative isomorphism. First, universities and 
professional training institutions are important centers for the development of organ-
izational norms among managers and staff. Second, professional and trade associa-
tions are another vehicle for the definition and promulgation of normative rules about 
organizational and professional behavior. [14] 

Teo et al. used the institutional isomorphism framework to empirically test the con-
tribution of these three factors to the adoption of inter-organizational linkages (IOL) 
[9]. Consistent with the institutional-based theories, they found that all three institu-
tional influences – mimetic pressures, coercive pressures, and normative pressures – 
can be dearly distinguished conceptually and empirically in terms of their influence 
on organizational predisposition toward an IT-based IOL [9]. Furthermore, when 
institutional forces are examined as a whole, and their influence is evaluated within a 
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larger set of factors that include organizational readiness to adopt financial EDI 
(FEDI) and attitudes toward adopting FEDI, institutional factors still exhibit a signifi-
cant and high influence on intentions to adopt. Overall, there is strong empirical  
support for institutional-based variables as predictors of adoption intentions for inter-
organizational linkages. 

2.3   External Pressure in IOS Adoption  

Earlier research has identified two main sources of external pressure to adopt informa-
tion systems: competitive pressure, and even more importantly, imposition by trading 
partners. The impacts of these factors have been exemplified, for instance, in automo-
tive industry, where car manufacturers have required their suppliers and subcontractors 
to use EDI in their transactions with them [6], [15]. Imposition from trading partners is 
expected to be one of the most critical factors for EDI adoption by small firms; as the 
typically weaker partners in inter-organizational relationships, small businesses are 
extremely susceptible to coercion by their larger partners [8]. Such impositions are 
especially prevalent in the case of EDI because of its network nature [6]. 

The pressure exercised by trading partners is a function of two factors: the poten-
tial power of the imposing partner and its chosen influence strategy [16], [6]. Provan 
discusses potential and enacted power in organizational relationships [16]. A powerful 
partner may pursue three different strategies to induce a small partner to adopt EDI: 
(1) recommendations, (2) promises, and (3) threats [6]. Threats have been invoked, 
for instance, by large automobile manufacturers and department store chains [17]. 

Mehrtens et al. developed a model of Internet adoption by SMEs [7]. Their model 
included perceived benefits, organizational readiness (technical and financial), and 
external pressures by trading partners. The findings of their multiple case study indi-
cate that all three factors had an impact on the decision making process to adopt 
Internet in small and medium sized enterprises [7]. 

2.4   Research Model and Operationalization of Constructs 

Based on the above discussion, our model for assessing the importance of external 
pressure in the diffusion of electronic invoicing includes four sets of factors: institu-
tional factors (coercive, mimetic and normative), perceived benefits, complexity, and 
organizational readiness (financial and technical). 

In operationalizing the research model, we measured the dependent variable, the 
intention to adopt electronic invoicing by asking the respondent to evaluate the fol-
lowing statement on a LIKERT scale from 1 to 7: “During the next six months, we 
plan to regularly use electronic invoicing in our organization”. For our independent 
variables, we utilized the constructs from earlier studies (mainly from [7], [9]). 

To study the effect of external pressure, in addition to the constructs provided by 
[9], we included questions about the enforcement letter sent to the suppliers indicating 
that they should send their invoices in electronic format in order to continue the busi-
ness relationship. The question “My organization has received requests to adopt  
e-invoicing” was a 0/1 variable, whereas the questions “We perceived the requests 
positively”, “We perceived the requests as a means to deepen the relationship with the 
customer”, and “We perceived the requests as a burden that increases our costs of 
invoicing” were measured on a LIKERT scale 1-7. 
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Fig. 1. Research Model 

3   Empirical Study 

3.1   Key Variables and Sample 

Following our research model depicted in the section above, we created a question-
naire to be used in the survey. The questionnaire included background questions  
(industry, size of the organization, country, etc.) and questions related to the penetra-
tion of electronic invoicing and the intention to adopt electronic invoicing in the near 
future. In addition, we asked 33 questions related to the independent constructs in our 
research model. These items can be found in Appendix 1. The questionnaire was 
tested by piloting it with a group of academics and practitioners. 

Our empirical study consisted of four groups of survey data collection. First, invi-
tation to participate in the electronic survey was sent to companies that had received a 
letter by a large Finnish company, sent to their suppliers requesting them to supply the 
invoices in electronic format. Second, the invitation was sent to organizations that had 
received a similar letter sent by a government unit to their suppliers. Third, the invita-
tion was sent to a list of respondents provided by an electronic invoice operator to 
study the effect of third-party persuasion. Fourth, the survey questionnaire was sent to 
a group of organizations that had not received, to our knowledge, a letter enforcing 
them to move to the use of electronic invoicing. The questionnaire used in these sur-
veys was not changed between the rounds of data gathering. The data collection for 
each of these rounds was conducted in August – September 2009. We received 105 
responses to the survey, of which 96 had all questions answered. 

3.2   Principal Component Analysis 

First, we conducted a principal component analysis (varimax rotation) to the set of  
33 independent variables to reduce the number of variables to be used in the regres-
sion analysis. We decided to use eight variables using the threshold of Eigenvalues  
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above 1. The rotated factor pattern can be found in Appendix 1 and the Eigenvalues 
of the correlation matrix in the following table (Table 1). All of the eight components 
can be clearly distinguished. We named the constructs as (PC1) perceived benefits, 
(PC2) complexity, (PC3) perceived competitor benefits, (PC4) supplier pressure, 
(PC6) bandwagon effect, (PC8) organizational readiness, and two constructs measur-
ing the external pressure from customers (PC5 and PC7). 

Table 1. Principal Component Analysis Eigenvalues 

Component Eigenvalue Difference Proportion Cumulative 
PC1 (perceived benefits) 8.69205080 3.85517836 0.2634 0.2634 
PC2 (complexity) 4.83687244 1.45476555 0.1466 0.4100 
PC3 (perceived competitor benefits) 3.38210689 1.30537037 0.1025 0.5125 
PC4 (supplier pressure) 2.07673652 0.20504346 0.0629 0.5754 
PC5 (ext. pressure from customers 1) 1.87169305 0.39212708 0.0567 0.6321 
PC6 (bandwagon effect) 1.47956597 0.20143047 0.0448 0.6769 
PC7 (ext. pressure from customers 2) 1.27813550 0.15094716 0.0387 0.7157 
PC8(organizational readiness) 1.12718834 0.11481809 0.0342 0.7498 

 
Next, we used these eight principal components to explain the dependent variable 

in the model. We will next proceed to discussing the results of the regression analysis. 

3.3   Regression Analysis 

We used linear regression to analyze the data. By examining the residuals of the re-
gression analysis, we decided to test the model separately for large and small compa-
nies. We used the turnover of the company as an indicator of size; large companies in 
our sample had turnovers of more than 50 million Euros. There were 72 responses in 
the data set from small companies with less than 50 million Euros turnover. 

By using the eight constructs to explain the intention to regularly use electronic in-
voicing, we were able to explain more than 50% of the variance in the dependent 
variable (R2 = 0.5628, adjusted R2 = 0.5072). 

The results of the regression analysis for small companies suggest that (PC1) per-
ceived benefits, (PC4) supplier pressure, (PC6) bandwagon effect, (PC7) external  
 

Table 2. Results of the Linear Regression (small, n = 72) 

Variable DF Estimate Error t value 
Intercept 1 4.95748 0.17859 27.76 
PC1 (perceived benefits) 1 0.58675 0.19661 2.98 
PC2 (complexity) 1 -0.22735 0.18574 -1.22 
PC3 (perceived competitor benefits) 1 0.34295 0.18972 1.81 
PC4 (supplier pressure) 1 0.59160 0.19315 3.06 
PC5 (ext. pressure from customers 1) 1 0.13111 0.18258 0.72 
PC6 (bandwagon effect) 1 0.39507 0.16767 2.36 
PC7 (ext. pressure from customers 2) 1 0.81933 0.19140 4.28 
PC8 (organizational readiness) 1 1.02626 0.17126 5.99 



 Assessing the Effect of External Pressure in Inter-organizational IS Adoption 275 

pressure from customers, and (PC8) organizational readiness affect the intention to 
regularly use electronic invoicing. 

Unfortunately, the survey data set only has 24 observations for large companies, 
therefore not allowing the regression analysis to be done on the companies with turn-
over of more than 50 million Euros. 

4   Summary and Conclusions 

In this study, we set out to explore the effect of external pressure in IOS adoption, 
particularly in the context of electronic invoicing. Based on earlier research, we de-
veloped a research model and operationalized it into a survey questionnaire. The 
questionnaire included background questions, one question measuring the intention to 
adopt electronic invoicing, and 33 items to measure the independent constructs.  

We sent the survey out to the recipients of an enforcement letter indicating that the 
supplier should send their invoices in electronic format in order to continue the busi-
ness relationship, and received altogether 105 responses, of which 96 were usable. 

Using principal component analysis, we were able to reduce the number of vari-
ables to eight easily identifiable constructs. The variables related to the external pres-
sure from customers loaded on two separate components. One of the two components 
included items used in earlier research [9] to measure the extent of external pressure 
from customers. Another component included the question of whether the company 
had received an enforcement letter from their customers (either from customer  
companies or from public organization). In the next phase of the study, we used  
these eight principal components in the regression analysis to explain the adoption of  
electronic invoicing. 

Using our survey data, we were able to identify factors that affect the adoption of 
electronic invoicing by small and medium sized companies (with turnover of less than 
50 million Euros). The results show that perceived benefits, supplier pressure, band-
wagon effect, organizational readiness, and external pressure from customers affect 
the adoption of electronic invoicing practices. 

The small number of responses is the main limitation of our study. We decided to 
examine separately the factors affecting the adoption of electronic invoicing in small 
companies and in large companies. In this paper, we report the findings addressing the 
small companies with less than 50 million Euros turnover. We plan to gather more 
data especially from large organizations, and our objective is to compare the factors in 
the case of small versus. large companies. We assume that the external pressure com-
ponent and the organizational readiness component are less significant in the case of 
large companies’ IS adoption. We predict the perceived benefits to be the most impor-
tant factor for large companies. This will be addressed in our future research. 
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Appendix: Rotated Factor Pattern (Principal Component Analysis, 
Varimax Rotation)  

 F1 F2 F3 F4 F5 F6 F7 F8 
My organization has received 
requests to adopt e-invoicing 

0.08 -0.01 0.03 0.17 0.01 -0.13 0.73 -0.08 

We perceived the requests 
positively 

0.34 -0.02 0.07 0.15 0.07 0.10 0.74 0.22 

We perceived the requests as a 
means to deepen the  
relationship with the customer 

0.22 0.09 0.17 -0.03 0.15 0.08 0.74 0.05 

We perceived the requests as a 
burden that increases our costs 
of invoicing 

-0.07 0.52 -0.05 0.11 0.19 0.10 0.14 -0.42 

The extent of electronic  
invoicing adoption by  
competitors 

0.06 -0.04 -0.23 0.01 0.23 0.71 0.06 0.09 

The extent of electronic  
invoicing adoption by  
suppliers 

0.15 0.01 -0.01 0.15 0.05 0.82 0.01 -0.18 

The extent of electronic  
invoicing adoption by  
customers 

0.25 0.01 0.15 0.16 -0.14 0.80 -0.07 0.16 

Competitors have benefitted 
from e-invoicing in terms of 
time and monetary savings 

0.09 -0.06 0.91 0.23 0.10 -0.04 0.06 0.07 

Competitors are perceived 
favorably by others in the 
same industry 

0.07 0.01 0.91 0.21 0.08 0.00 0.19 -0.07 

Competitors are perceived 
favorably by suppliers 

0.10 -0.09 0.89 0.16 0.18 -0.01 -0.01 -0.08 

Competitors are perceived 
favorably by customers 

0.06 -0.03 0.91 0.19 0.24 -0.06 0.06 0.02 

Concerning the suppliers that 
have adopted e-invoicing, my 
firm’s well-being depends on 
their resources 

0.15 -0.03 0.38 0.71 0.11 0.07 0.10 0.11 

Concerning the suppliers that 
have adopted e-invoicing, my 
firm cannot easily switch 
away from them 

0.12 0.10 0.18 0.85 0.05 0.18 0.05 0.02 

Concerning the suppliers that 
have adopted e-invoicing, my 
firm must maintain good 
relationships with them 

0.27 0.08 0.30 0.67 0.06 0.05 -0.06 0.11 

Concerning the suppliers that 
have adopted e-invoicing, 
they are the core suppliers in a 
concentrated industry 

0.07 0.06 0.14 0.79 0.17 0.06 0.22 0.08 
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Concerning the customers that 
have adopted e-invoicing, my 
firm’s well-being depends on 
their purchases 

0.18 0.11 0.23 0.22 0.80 0.13 0.05 0.08 

Concerning the customers that 
have adopted e-invoicing, my 
firm must maintain good 
relationships with them 

0.29 0.12 0.14 0.13 0.78 -0.05 0.12 0.06 

Concerning the customers that 
have adopted e-invoicing, 
they are the largest customers 
in the industry 

0.19 0.15 0.28 0.07 0.79 0.09 0.06 0.09 

E-invoicing is difficult to 
understand from a business 
perspective 

-0.11 0.74 -0.09 0.34 0.00 -0.17 -0.12 -0.03 

E-invoicing is difficult to 
understand from a technical 
perspective 

-0.15 0.76 0.00 0.04 0.01 -0.03 0.09 0.09 

Using e-invoicing is difficult -0.06 0.78 -0.05 -0.06 -0.06 -0.23 0.09 0.19 
Maintaining audit trail is 
difficult with e-invoicing 

-0.07 0.87 -0.05 -0.05 0.00 0.15 0.00 -0.06 

Tracing errors is difficult with 
e-invoicing 

-0.09 0.77 0.00 -0.12 0.24 0.12 -0.01 -0.09 

Understanding the whole 
process of cash disbursement 
and collection is difficult with 
e-invoicing 

-0.09 0.88 0.04 0.08 0.09 0.02 -0.09 -0.13 

We have the necessary  
monetary resources to  
implement e-invoicing 

0.32 -0.09 -0.06 0.07 0.15 0.04 0.17 0.80 

We have the necessary  
technical resources to  
implement e-invoicing 

0.24 0.02 -0.01 0.26 0.12 0.03 0.01 0.81 

E-invoicing generates cost 
savings 

0.85 -0.14 0.05 0.10 -0.03 0.01 0.08 0.19 

E-invoicing generates material 
savings 

0.85 -0.04 0.06 0.08 0.16 0.13 0.01 0.09 

E-invoicing generates time 
savings 

0.81 -0.20 -0.03 0.12 -0.03 0.15 0.08 0.05 

E-invoicing reduces the  
number of errors 

0.54 -0.11 0.05 0.46 0.15 0.04 0.22 0.08 

E-invoicing improves the 
image of my organization 

0.80 -0.05 0.12 0.22 0.23 0.08 0.18 0.08 

E-invoicing our customer 
retention 

0.76 -0.14 0.08 0.12 0.26 0.09 0.22 0.13 

E-invoicing our customer 
satisfaction 

0.64 -0.08 0.27 -0.06 0.31 0.13 0.21 0.15 

 
PC1: Perceived benefits, PC2: Complexity, PC3: Perceived competitor benefits, 

PC4: Supplier pressure, PC5: External pressure component1, PC6: Bandwagon effect, 
PC7, External pressure component2, PC8: Organizational readiness. 
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Abstract. This paper analyzes the impact of network externalities on the com-
petition between open source software (OSS) and proprietary software (PS) in a 
fully covered market. The installed base and the profit of proprietary software 
are found increasing at the expense of decreasing user base for OSS. Further-
more, we find that a threshold corresponding to the quality ratio between OSS 
and proprietary software can be derived such that if the network effect intensity 
of the OSS is greater than that of the proprietary software multiplied by this 
threshold value, then OSS benefits from the presence of network externality; 
Finally, we find that making software products compatible with competing rival 
is not desirable by proprietary software vendors but favored by OSS venders.   

Keywords: Open source software, network externalities, competition,  
compatibility. 

1   Introduction 

As opposed to commercial proprietary software (PS), open source software (OSS) 
refer to those programs “whose licenses give users the freedom to run the program for 
any purpose, to study and modify the program, and to redistribute copies of either the 
original or the modified program without having to pay royalties to previous develop-
ers” [16]. Apache, OpenOffice, mySQL and Linux are some notable examples of OSS 
that have achieved remarkable success against their closed source or proprietary alter-
natives as is evident in their large user base.  

Increasing number of OSS products have become available in the market, ranging 
from major operating systems, database systems, to thousands of specialized scientific 
applications. The increasing adoption of OSS at the same time poses a challenge for 
proprietary software vendors. For decades, commercial software makers charge con-
sumers licensing fees of their programs for a steady flood of ever-cheaper computers. 
But now, the suppliers face a growing threat from “the open source”, which gives 
customers a free or low-cost alternative to commercial products. “It’s very hard to 
compete with free,” says John Chen, chief executive of Sybase Inc., the No. 4 largest 
database provider. “It lowers the price point.”  
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Several factors contribute to the lower total ownership cost of using OSS. For in-
stance, “OSS costs less to initially acquire, upgrade and maintain, and runs more 
efficiently on older hardware, among others” [16]. Cyber source found that using OSS 
saves 24 to 34 percent of the total ownership cost over a three-year time span com-
pared with using Microsoft’s proprietary approach for a typical organization of 250 
computer-using employees (www.cybersource.com). 

2   Literature Review 

The successes of OSS have led to an increasing interest in understanding this form of 
software about its development and its impact on the software industry. Pioneering 
research on OSS to date focuses mainly on why developers participate in OSS pro-
jects (e.g., [7, 8, 11, 12]), the incentives of firms to adopt open source initiatives (e.g., 
[13]), and the success factors of OSS projects (e.g., [3, 4, 6, 15]). As OSS proves to be 
a viable technology solution for businesses, another stream of OSS research turns 
attention to the competition dynamics between OSS and proprietary software. This 
stream of research includes analysis – both empirical and theoretical – of the public 
and free nature of OSS products and their impact on the marketplace for software 
products. However, the majority of these studies either focus primarily on the result of 
competition between particular operating systems (e.g., [2]) or consider open source 
to be privately provided public goods and concentrate on software vendor’s choice 
between producing open source or proprietary software  (e.g., [1, 9]).  Furthermore 
there are few studies that analyze the extent of this competition under the presence of 
network externalities.   

Our paper aims at a similar topic but differs from the past literature in two major 
aspects. First, our work focuses on the impact of network externalities on the competi-
tion rather than the result of competition between open source and proprietary soft-
ware. We model the heterogeneous consumers’ preferences for products to depend on 
two major factors – the software quality and the network size, and we allow the extent 
of network effect to be different between OSS and proprietary software. Second, we 
investigate the strategic choices and incentives for compatibility between OSS and 
proprietary software venders – a topic majorly overlooked in previous studies on open 
source software. 

Table 1. Four different cases of analyses  

 OSS and Proprietary 
Software are  
compatible 

OSS and Proprietary 
Software are  
incompatible 

Both OSS and Proprietary 
Software exhibit same network 
effect (γ) 

Case 1 Case 3 

OSS and Proprietary Software 
exhibit different network effect 
(γo & γp) 

Case 2 Case 4 
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We use a purely analytical approach to study the competition between open source 
and proprietary software with focus on the following research questions: Does the 
positive network effect always yield positive impact? How would the choice of com-
patibility affect network externality’s impact? Furthermore, which software vendor 
(PS or OSS) has the most incentive to make its product compatible? We address these 
research questions by separating our analysis into four different cases (see Table 1) 
depending on whether the rivalry software are compatible with each other and 
whether they share the same network effect intensity. 

3   The Model 

Assume that the total number of potential customers who will adopt either open 
source software (OSS) or proprietary software is N , which is normalized to 1 without 
loss of generality. Let θ represent a customer’s preference for software quality and θ 
is uniformly distributed between 0 and 1. In the absence of network externalities, a 
customer derives:  

u s pθ= ⋅ −    

utility of adopting the software of quality s charging price p.  
Let γ model the intensity of the network externalities effect. When Q is the in-

stalled base of the software (i.e., the total number of users adopting the software), 
network externalities effect increases each consumer’s preference θ by γQ in accor-
dance with the increase in willingness to pay when an additional user joins the net-
work. When purchasing a software product of quality s in a network of size Q at price 
p, consumer θ obtains net utility:  

( )u Q s pθ γ= + −    

under the influence of network externalities. In [5], sθ ⋅  is the product’s “network-
independent” or standalone value, which depends on both consumer’s preference and 
product quality. The “network-generated” value is Qsγ  and exhibits complementary 

effects between network size and quality. Therefore in the same network, a high qual-
ity product has both higher standalone and network values than a lower quality one. In 
[10], and most other research on network externalities, product are homogeneous and 
consumers differ in their total willingness to pay. The network-generated benefit 
therefore only depends on the network size. 

Let os  and ps  describe respectively the quality of open source software and pro-

prietary software. Generally, software quality can be measured in several dimensions, 
such as performance, ease of use, customer support, reliability and security, etc. For the 
sake of generality, our study is not restricted to any particular dimension. Rather, we 
define software quality as the characteristics of software other than the price. For prac-

tical purpose, we assume p os s> , since all customers will adopt OSS if the quality  

of the free OSS exceeds that of the commercial counterpart. In reality, we indeed ob-
serve certain quality advantages enjoyed by the proprietary software, such as more 
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user-friendly interface, more reliable and professional customer support, continuous 

product upgrade and so forth. Let oQ and pQ denote the installed user base of open 

source software and proprietary software respectively. 

4   Competition between OSS and Proprietary Software 

We first present the case where there is no network externalities effect in Section 4.1 
as a benchmark, followed by analyses of competition between OSS and proprietary 
software in the presence of network externalities under different scenarios. Several 
key propositions are derived to examine the impact of network externalities on the 
competition. 

4.1   Benchmark Case – No Network Externalities  

In the benchmark model (see Figure 1), we assume that the market is fully covered, 
i.e., all consumers choose to use one of the two software products. This is always true 
when the benefit of the product is sufficiently large. In addition, we assume that the 
open source software is freely available hence there is no price component in the net 
utility. Without network effect, a consumer of type θ  derives net utility  

o ou sθ= ⋅    

by using the open source software and the net utility of buying the proprietary soft-
ware is 

u sθ= ⋅  . p p p−   

Suppose consumer [ ]0,1bθ ∈ is indifferent between the open source and proprietary 

software products, then one has 

b p b os p sθ θ− =  .  

 

Fig. 1. Demand of Open Source and Proprietary Software 

Thus, ( )/b p op s sθ = − and the resulting installed bases for OSS and proprietary 

software are bθ and 1 bθ− respectively. In contrast with conventional Hotelling model, 

only one party—the proprietary software producer aims at maximizing profit and the 
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open source software vender is passive. Due to the negligible marginal cost of produc-
tion, proprietary software firm solves the following profit maximization problem: 

max (1 ) 

 . .  0

b
p

p o

p

s t p s s

θ−

≤ ≤ −
 . 

 

Accordingly, the optimal price of the proprietary software in the benchmark case is,  

( )* / 2
b p op s s= −  ,  

and the demands of proprietary and open source software and the profit of the  
proprietary software vender are given by  

( )

* *

*

1

2

/ 4

bp bo

b p o

Q Q

s sπ

= =

= −
  

 

where the subscript b denotes the benchmark case of no network externalities, p for 
proprietary software, and o for OSS. Even though proprietary software is of higher 
quality, since OSS is free, the benchmark-level demands (e.g. installed user base) of 
proprietary and open source software are the same. 

4.2   The Impact of Network Externality 

We first present how consumers’ utility functions of the open source and proprietary 
software change according to different network effect intensities and compatibility 
strategies. Next, we summarize the impact of network externalities by comparing the 
demands of OSS and proprietary software with the benchmark demands reported in 
Section 4.1. 

4.3   Case 1: OSS and Proprietary Software Are Compatible and Exhibit Same 
Network Externality Effect 

When the rivalry products are compatible with each other, the network size for either 

software product is equivalent to the sum of the two networks (i.e. 1o pQ Q Q= + = , 

since the market is fully covered). In addition, both OSS and proprietary software 

exhibit the same network effect intensity in Case 1 (i.e., 
o p

γ γ γ= = ). Therefore, in 

the presence of direct network effect, the net utility for OSS and proprietary software 
consumers are given by:  

( )o ou Q sθ γ= +  and ( )p pu Q s pθ γ= + − , where 1Q = .  

Marginal consumer oθ  who is indifferent between open and proprietary software is 

characterized by 
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( ) ( )o o o pQ s Q s pθ γ θ γ+ = + −  .  

The demands of open source and the proprietary software are therefore defined as: 

o oQ θ=  and 1p oQ θ= −  .  

Simple algebra indicates that:  

( )( ) ( )/o o p p os s p s sθ γ= − + −  . 
 

Accordingly, the number of proprietary software buyers is:  

( )( )( ) ( )1 /p p o p oQ s s p s sγ= − + − −  . 
 

In order to guarantee non-negative demand for both OSS and proprietary software, 
the following condition must hold  

( ) ( ) ( )1p o p os s p s sγ γ− ≤ ≤ + −  .  

Proprietary software vender maximizes its revenue by setting the price optimally. The 
decision problem of the proprietary software vender is therefore formulated as: 

( ) ( )

( ) ( )( )

1
max

s.t. 1

p o

p
p

p o

p o p o

s s p
pQ p

s s

s s p s s

γ

γ γ

− + −
= ⋅

−

− ≤ ≤ + −

 . 

 

Kuhn-Tucker conditions lead to: 

( ) ( ) ( ) ( )2

* * * *
1 11 1

2 2 2 4
,  ,  ,  and p o p o

o p p

s s s s
p Q Q

γ γγ γ
π

− + − +− +
= = = = . 

 

By comparing these optimal results to the benchmark level demands and profit, we 
have the following proposition. 

Proposition 1. In Case 1, the installed base of proprietary software increases, the 
installed base of open source software decreases, both the optimal price and the op-
timal profit of proprietary software increase in the presence of network externalities. 

4.4   When the Network Effect Intensity Is Different 

Unlike past literature, our model allows the possibility that the OSS has higher net-
work effect intensity than the proprietary software. To address this issue (i.e., Cases 2 

and 4 in Table 1), we use different parameters oγ  and pγ  ( o pγ γ> ) to capture the 

different network effect intensities for OSS and proprietary software respectively. 
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4.5   When Software Products Are Not Compatible 

Users in OSS network will not be able to benefit from the contribution of the users in 
the proprietary software network and vice versa. As a result, the network size, from 
which the network value is generated, shrinks for both software products. To address 

this issue (Cases 3 and 4 in Table 1), we use oQ  and pQ  to denote the installed base 

of OSS and proprietary software respectively. Full market coverage leads to 

1o pQ Q+ = . Following the same approach in Case 1, Table 2 reports the optimal 

outcomes of the open source and proprietary software under different scenarios. A 
series of key propositions are thus derived from Table 2. 

Table 2. Fully covered market: optimal outcomes 

 

4.6   The Effect of Network Externalities – Positive or Negative 

By comparing the optimal outcomes of OSS and PS under Cases 3 and 4 with the 
benchmark results, we find that network externalities have positive impact on the 
demand and profit of proprietary software, but negative impact on the demand of 
open source software. 

 
Proposition 2. When OSS is incompatible with its proprietary software counterpart 
(Case 3 and 4), the installed base of open source software decrease, the installed base 
of proprietary software increases, the optimal price of proprietary software drops,  
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but the optimal profit of proprietary software improves in the presence of network  
externalities. 

 
Comparing the optimal outcomes of Case 2 with benchmark results, however, shows 
mixed results. We find that if the ratio of network effect intensities between OSS and 

proprietary software (i.e. /o pγ γ ) falls short of the inverse quality ratio between the 

two (i.e. /p os s ), then proprietary software benefits from the presence of network 

externalities; otherwise, OSS is favored by more users in the presence of network 
externalities. Our findings can be summarized by the proposition below. 

Proposition 3. Define the threshold value 1

p

o

T
s

s
= . In case 2, When 

1o pTγ γ<  , the 

installed base, the optimal price and the overall profit for proprietary software all 
increase and the installed base of OSS decreases in the presence of network external-

ities. The results are reversed when  1o pTγ γ> . 

4.7   What Is the Best Strategy – Compatible or Incompatible? 

For either OSS or proprietary software vender, making its product compatible to its 
competitor allows the user of that product benefit from the network of its opponent, 
which therefore adds to the value of the product and increases consumer’s willingness 
to pay and their net utility of adopting the software. However, in a fully covered mar-
ket, the increase of one party’s user leads to the decrease of the other party’s user and 
the best response for the competitor in such a situation is to make its product com-
patible too. Therefore in equilibrium we will see software products are either incom-
patible with each other or fully compatible with each other. One-way compatibility 
(one product compatible with the other, but not the other way around) is therefore 
ignored in our analysis. Furthermore, we are more interested in the question about 
which party has the most incentive to make its product compatible. The answer to this 
question can be found by a head to head comparison (e.g. Case 3 vs. Case 1, Case 4 
vs. Case 2) between the payoffs (e.g. market shares and profits) for both OSS and 
proprietary software venders when the software is made from incompatible to com-
patible with its rival product. 

 
Proposition 4. Whether OSS and proprietary software exhibit the same network effect 
intensity or not, OSS vender always has the most incentive to make its product com-
patible with its proprietary counterpart, as manifested by the expanded market share 
after the change. Proprietary software vender, on the other hand, is not willing to 
make its product compatible with the OSS as doing so will decreases its market share 
and profit. 

5   Conclusion 

We investigate the impact of network externalities on the competition between open 
source and proprietary software. We analyze four different scenarios depending on 
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whether OSS and proprietary software are compatible with each other and whether 
they exhibit the same network effect intensities. When the market is fully covered, 
network effect benefits the proprietary software more than OSS in all cases except 
Case 2. Compared with the benchmark case of no network externalities, the installed 
base and the profit of proprietary software both increase at the expense of OSS losing 
user base in the presence of network externalities. In Case 2, we find that a threshold 
corresponding to the quality ratio between OSS and proprietary software can be de-
rived such that if the network effect intensity of the OSS is greater than that of  
the proprietary software multiplied by this threshold value, then OSS benefits from 
the presence of network externality; otherwise, proprietary software benefits from the 
presence of network effect. Finally, we find that making software products compatible 
with competing rival is not desirable by proprietary software vendors but highly fa-
vored by OSS venders. Hence, in order to maintain its dominant position in market 
shares, the proprietary software vendor should make it hard for the OSS software to 
be compatible with its product. 
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When Is RFID Perceived as a Radical Technology?  

Aditya Sharma, Dominic Thomas, and Benn Konsynski 

Abstract. RFID Technology has been in existence since the 1940’s when it was 
used to differentiate between friendly and enemy aircraft in World War II. Its 
application in the business world is however relatively new. RFID has the  
potential to revolutionize supply chains and take product tracking to a new 
level. However, its adoption has been slow not only because of the higher cost 
of tags compared to barcodes but also because many companies have not been 
able to figure out how to effectively use it. In this study we focus on one of the 
key issues companies face when they try to evaluate RFID i.e. its radical and 
disruptive nature. Using data from semi-structured interviews we build a  
case for why organizations may perceive RFID as a disruptive and radical tech-
nology.  Perceived radicalness of a technology is presented as a second order 
formative with five critical dimensions. Testable hypotheses are proposed for 
each dimension and its contribution towards the “radicalness of RFID”. 

Keywords: Radical Technologies, Perceived Radicalness, Adoption, RFID, 
Emerging Technologies. 

1   Background and Introduction 

“RFID will have a pervasive impact on every aspect of civilization, much the same 
way the printing press, the industrial revolution and the Internet and personal com-
puters have transformed society.... RFID is a big deal. Its impact will be pervasive, 
personal and profound. It will be the biggest deal since Edison gave us the light bulb.” 

 
-Rick Duris, Frontline Solutions Magazine, December 2003 

 
The “digital wallet,” “the personal data warehouse,” “unison,” “ubiquity,” and “uni-
versal:” these terms characterize current discussions of cutting-edge information tech-
nologies.  Information technologies (ITs) pervade modern daily life and continue to 
move into previously analog spaces, such as our money management (smart phones 
with digital cash chips built in), basic information in our lives (PDAs, smart phones, 
etc.), and any communications we conduct (email, SMS, cellular communications, 
MySpace and blogs, etc.). Radio Frequency Identification (RFID) technology pro-
vides the necessary cornerstone for identifying almost any item uniquely and digitally 
from a distance enabling new efforts with “blink” debit and credit cards, mass transit 
ticket systems, and a variety of industrial applications beyond the well-known appli-
cation of replacing bar codes (i.e. Walmart’s initial RFID efforts). Many of RFID 
applications in business promise to extend far beyond simple logistics. They can in-
clude smart sensor units that track and report their status and self-reporting receipts 
and warranties built into items and controlled by their owners. A breakthrough  
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application of this fundamental change in identification technology (from prior analog 
or barcode systems) could disrupt the way businesses compete. RFID hence may be 
perceived as a radical technology offering great opportunity. Businesses know that 
there is great risk to attempting to apply such a radical technology. It will cost a lot 
and it will require substantial business process change to leverage its true potential. At 
the same time, businesses are also aware that great risk is present in failing to address 
RFID: it could displace the rules of business which lead to their current profitability.   

The developer and the adopter of a new technology innovation represent two sides 
of the same coin. While one side helps create new and better technologies the other 
helps determine its impact and eventual success. Most characterizations of an emerging 
technology innovation such as radical, breakthrough, revolutionary and discontinuous 
are from the creator/developer perspective where these labels are used interchangeably 
to suggest technologies that are new and distinct and that provide significantly large 
rewards. The innovations are also characterized as disruptive because they have the 
potential to alter competitive position of innovating firms [16]. This research began 
with a broad, qualitative inquiry into the current efforts in business to apply RFID. A 
substantial literature review showed that research has yet to address the issue of 
RFID’s radicalness and its implications from the adopter’s perspective. Thus, we con-
ducted intensive 1-2 hour interviews with 12 senior managers in 10 large or medium 
organizations (6 Fortune 500, 1 Major IT consulting firm) to better understand what 
are the special risks and opportunities present in a radical platform IT innovation such 
as RFID and how organizations deal with them. We report the findings of this research 
here. We show how research must clarify the meaning of radicalness as it applies to 
adoption of new IT in order to make it useful for academic and practice purposes.  

It is often assumed that term radicalness of an innovation is clearly understood and 
means the same for all researchers and managers. This however is far from truth. Dif-
ferent people characterize the same innovation as radical for very different underlying 
reasons. This lack of definitional clarity belies understanding the inherent attributes of 
radicalness for effectively understanding radical technologies and innovations. Re-
searchers often face ambiguity in understanding and explaining the effects of radical-
ness on adoption and implementation decisions and outcome due to this lack of clarity.  

We address this literature gap and argue that the radicalness of a technology innova-
tion is inherently related to technology adoption. To be understood more completely 
the IS research community needs to conceptualize radicalness as a multi-dimensional 
construct including user perceptions and their application context along with the inher-
ent technology attributes. The conceptualization of radicalness in technology adoption 
we present herein extends work by Sood and Tellis [17]; Chandy and Tellis [2];  
Henderson and Clark [10] on innovation attributes by incorporating technology-
organization-context focused dimensions which, we argue, will enable radicalness  
to better explain when and why a technology will experience adoption resistance or 
success.   

We begin by discussing the role of technology radicalness in new technology adop-
tion and making a case for its relevance in adoption studies. We follow with a discus-
sion on prior conceptualizations of technology radicalness in the innovation literature. 
We define perceived radicalness of a technology as a second order formative con-
struct and present its five critical dimensions while discussing their contribution to-
wards RFID’s radicalness.  Testable hypotheses are proposed for each dimension and 
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its effect on perceptions of RFID’s radicalness. We support our conceptualization 
through the data collected from semi-structured interviews in an emerging technology 
adoption context and more specifically in our current empirical study of the adoption 
of Radio-Frequency Identification (RFID) technology.  

2   Literature Review 

As technology relates to innovations, configurations of business process can be im-
plied by and built into the structure of technologies, directing specific usage behaviors 
that, if faithfully followed, will yield the intended benefits of the technology [4]. 
Radical technologies are very different from incremental technologies. They are likely 
to require specific usage behaviors that vary greatly from the existing behaviors 
within the affected organizational business processes for their implementation. As a 
result, radical technologies are less frequently adopted than incremental innovations 
[3], appear more complex to adopters and generate uncertainty about the resources 
required to use them effectively [8]. It has been suggested that perceptions of a tech-
nology’s radicalness may influence its adoption and need to be better understood [1].   

To address differences in adoption patterns, we focus on radical technology-
enabled business process innovations, as this is an area where consultants and practi-
tioners focus their efforts to improve business. These innovations require a higher 
perspective than that of the individual user. At a minimum, we must look at multiple 
users to isolate steps and sequences in adoption. Business process innovations involve 
group level convergence of technology, people, and process producing some non-
incremental change in the status quo – a “radical” innovation. It follows that any  
conceptualization of radicalness to understand business innovation will need to  
address at least a group or in some cases a business unit or an organization. 

2.1   Radicalness in RFID 

RFID is an infrastructure technology [11] associated with platform innovation [17]. 
As such it requires substantial initial investment and future follow on investments 
with significant changes in the routines and practices of organizations to realize  
benefits. This degree of change coupled with the newness of RFID to commercial 
endeavors indicates that decision-makers would likely perceive it as highly radical. 
RFID technology has a potential to become a disruptive technology [13] with a pro-
found impact on business and society. RFID adoption in a firm poses the issue of 
modifying and altering the business processes to leverage the benefits from it, and it 
has yet to be widely applied in practice, indicating substantial newness. In this sense, 
adoption of RFID may be characterized as risky and disruptive as it brings about 
changes in structure and functioning of organizations. To realize supply chain benefits 
from RFID adoption, synergies need to be built propagated through multiple organi-
zations, as is happening with Wal-Mart and its suppliers.  Such inter-organizational 
systems changes are complex and involved heightened uncertainty and potential for 
gain [12]. Though some technologies exhibit one or two of the characteristics of radi-
calness, few exhibit them all. RFID presents a context ideal for studying radicalness 
because it involves high expense and risk as well as great potential for gain. 
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2.2   Prior Conceptualizations of Innovation Radicalness  

Most of the prior literature views innovations dichotomously (i.e. product or process, 
administrative or technological and incremental or radical) [9]. An innovation is de-
fined as radical if it is both new and introduces a magnitude of change [6]. Radical 
innovations are characterized as competence destroying [18] often making existing 
skills and knowledge redundant. Dewar and Dutton [5] recognize radical innovations 
with high degree of new knowledge embedded in them. These categorizations while 
useful are incomplete as they leave out perceptions of radicalness within an applica-
tion context. The fact that existing technologies may display a characteristic of radi-
calness directly contradicts the notion that radicalness must be new-to-the-world or 
inherent in a technology.  Indeed, taken as a whole, existing literature argues that 
radicalness is in the eye of the beholder but that beholder may be a group or organiza-
tion when it comes to understanding radicalness of platform technologies such as 
RFID. A conceptualization of technology radicalness that includes perceptions of its 
radicalness within its application context has yet to be well formulated.  

3   Conceptualization and Hypotheses: Perceived Radicalness a 
Multidimensional Construct  

A five item scale for perceived radicalness was proposed [7] that tried to capture the 
radicalness inherent in a technology innovation. The scale was later extended and 
used [15]. However, we believe that radicalness as a concept needs to be looked at 
from the adopter’s perspective where attributes inherent to the technology interact 
with its application context.  Henderson and Clark [10] provide three factors that cap-
ture radicalness in terms of the changes in a product innovation. We extend their con-
ceptualization into a technology adoption context by including the new knowledge 
and changes an innovation mandates for successful adoption. Hence we propose a 
multi dimensional construct of “Perceived Radicalness”. Consistent with this  
prior work we have defined the perceived radicalness to include the following five 
dimensions: 1) embedded knowledge in the technology or product knowledge; 2) 
knowledge and prior experience in the application of technology or business applica-
tion knowledge; 3) changes in fundamental concepts of the business activities to 
which it is applied or business concept change; 4) changes in the resources needed for 
the business activities to which it is applied or business component change and 5) 
changes in the business processes of the business activities to which it is applied or 
business linkage change.  

The following sub-section delineates each dimension along with its role in RFID 
being perceived as radical: 

 
1) Product knowledge: Encompasses the knowledge about a specific technol-

ogy, particularly its features and capabilities, resources required to operate it 
and its limitations. In the RFID context, the knowledge about RFID (How 
does it work? What are its limitations?) would constitute the knowledge 
about the technology or product knowledge. Organizations that are unaware 
of RFID’s unique features and capabilities are likely to perceive it as radical 
due to high knowledge barriers. Hence, 
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H1: Lower level of product knowledge will contribute towards higher per-
ception of radicalness of RFID 

 

2) Business application knowledge: Encompasses knowledge about the settings 
and contexts in which a technology could be applied in a given business. The 
knowledge about how RFID could be utilized in a current business setting 
(for example inventory tracking, theft prevention etc) to leverage benefits 
would constitute business application knowledge. This knowledge can be 
thought of as an intersection of technology with business and may be very 
context specific. Greater application knowledge will allow businesses to 
visualize and use RFID in unique and unexpected ways contributing towards 
its radicalness. 

H2: Higher level of business application knowledge will contribute to-
wards higher perception of radicalness of RFID 

 

3) Business Concept Change: Encompasses changes in underlying ideas of 
what a business does and can do including how it makes money and what its 
products or services are. RFID tag and reader enable the unique item-level 
identification, non-line of sight, real time and parallel processing of identifi-
cation data. All of these scientific concepts are embedded in the technology. 
However, the use of RFID in business activities such as asset management 
would lead to a change in the concepts of how that activity is and can be 
conducted. Fundamental and conceptual changes in the way the business is 
conducted will contribute towards RFID’s radicalness. 

H3: Higher level of changes at the conceptual level of the business activity 
will contribute towards higher perception of radicalness of RFID 

 

4) Business Component Change: Encompasses changes in assets and resources 
that are available to a firm including employee skills, IT, systems and 
equipment for doing its business. In the context of RFID use, the readers and 
tags, other hardware, software, systems and sub-systems and people would 
be components associated with the RFID innovation required to execute a 
business activity. Any improvements, replacements, additions or removals of 
existing components would mean a change in components for the business 
activities. The level of change in components will be high when RFID tech-
nology is to be used to accomplish business tasks that were manually  
performed in the past, because the innovation adoption may involve all of the 
above-mentioned changes. Greater need for change in resources will cause 
greater disruption in the current activities of the business contributing  
towards RFID’s radicalness. 

H4: Higher level of changes at the component level of the business activity 
will contribute towards higher perception of radicalness of RFID 

 

5) Business Linkage Change: Encompasses changes in the processes including 
tasks and routines by which a firm links its business components to execute 
its business model. In context of RFID, linkage change applies to how the 
tags, readers, other hardware, software, middle-ware, other systems and peo-
ple are inter-connected to accomplish the business activity. Any change  
in the way components are connected through tasks and processes for  
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accomplishing a business activity would mean a change in linkages. Greater 
linkage change will contribute towards RFID’s radicalness. 

H5: Higher level of changes at the linkage level of the business activity will 
contribute towards higher perception of radicalness of RFID 

4   Data and Methodology 

We wished to explore the meaning of radicalness of an innovation for the adopting 
organizations, why organizations perceive some innovations as more radical than  
others, and how radicalness may impact their decision to adopt and integrate a tech-
nology-based innovation. Prior literature showed inconsistent definitions and incoher-
ence across fields in understanding radicalness in innovation adoption. In such a case, 
interpretive research focusing on exploring the unknown phenomenon best serves to 
initiate a valid and accurate line of inquiry [19], [14] precisely our underlying re-
search goal. To accomplish the above-mentioned goals and to develop a better under-
standing of the adoption process, we conducted in-depth, semi-structured interviews 
using a convenience sample. The interviewees were executives and RFID program 
managers and supply chain managers across 10 organizations (12 interviews) in-
volved in RFID initiatives at some level. We sampled from three perspectives in  
order to triangulate and, thereby, strengthen our understanding of radicalness of RFID 
adoptions. These perspectives were the adopter perspective (7 firms and 8 interviews 
in three industries: manufacturing, retailing, and logistics), the implementer perspec-
tive (1 top IT consulting firms and 2 interviews), and the vendor perspective (2 firms 
and 2 interviews).   

The interviews were conducted over a period of three months (May-July, 2005) 
and were either face to face or over the phone, lasting between one and two hours. 
The questions for the interviews were a mix of open-ended questions and closed ques-
tions to allow both the flexibility of exploring new contexts but also to help maintain 
focus on some of the previously identified relevant themes. At the time of the inter-
views, we were not exploring radicalness as perceived or context dependent.  These 
themes emerged from the data and were later developed conceptually, because of 
what we found from practice. 

The interviews were recorded and later transcribed. The authors coded the inter-
view data in an effort to extract key ideas underlying the concept of innovation radi-
calness for managers evaluating emerging technologies such as RFID.  This coding 
process involved the first author identifying patterns and underlying themes that 
emerged from quotations in the raw text, excerpting them and bringing them to the 
other two authors for joint discussion and refinement over a period of 7 months and 
more than 20 hours of discussion.  

5   Discussion  

We became aware that all three perspectives were unified in seeing RFID adoption 
radicalness as a continuous, context-dependent phenomenon with multiple dimen-
sions. Prior conceptualization of radicalness as dyadic or non-perceptual does not fit 
these data from practice. The context dependency fits well if we expect radicalness 
would be perceptual for innovation adoptions.   
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Some of the key quotes of managers that were interviewed are presented in Table 1 
(Appendix) as a representative sample that supports our multi-dimensional conceptu-
alization of radicalness as perceived and depending upon prior experience and appli-
cation context. Table 1 also shows the major patterns and underlying themes found as 
a result of the coding and analysis process.   

Repeated mentions of “need for learning” and “need for high level of changes in 
business processes and infrastructure that could prove disruptive” by the interviewees 
suggest support for multiple dimensions of product knowledge, business application 
knowledge, change in business linkages and business components. Another important 
theme that emerged from the interviews was about paradigm shift in the way a par-
ticular business activity is conducted. This idea is also reflected in our proposed  
dimension of change in business activity concepts.  

6   Implications for Practice and Theory 

This study addresses an important question i.e., why RFID might be perceived as 
radical by its adopters? In doing so it also discusses what radicalness means and how 
perceptions of radicalness may influence adoption decisions. 

The conceptualization of radicalness as a multi-dimensional construct has implica-
tions for both theory and practice. For the practitioners our conceptualization  
addresses the issue of “lack of definitional clarity” and enables managers to under-
stand the inherent attributes of innovation radicalness. This will allow managers to 
effectively develop or respond to radical innovations. From the theoretical and aca-
demic perspective, our conceptualization opens the “black box” of radicalness by 
proposing a multi-dimensional construct. This will enable researchers to reconcile 
seemingly disparate results and aggregate their understanding of role of radicalness in 
innovation adoption. 

7   Conclusion 

Overall the data from interviews supports our conceptualization of radicalness as a 
perceptual and formative multidimensional construct with the five proposed dimen-
sions. We expect to test our proposed hypotheses as an extension of our current work. 
We believe that our conceptualization of radicalness will further the understanding of 
the role of “Perceived Radicalness” construct on RFID adoption and implementation 
decisions. 
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Appendix 
 

Table 1. Key Quotes from Managers 

# Key Quotes Organization Underlying 
Themes 

1 We find benefits but RFID is not on our priority 
list and we don’t think we are ready as we don’t 
have the infrastructure and expertise to process 
huge amount of data that would be generated by 
it and make sense out of it. Lack of standards and 
cost of tags and readers is prohibitive. Also RFID 
will be a major change for our company in over 
hauling our business processes. 

 

A Business  
Application 
Knowledge, 
Business  
Component 
Change, Business 
Linkage change 

2 For RFID we could easily identify which tag 
would work and what device would work for our 
products, that didn’t take very long, less than six 
months but now we are facing a major issue as far 
as its application. How much changes you have to 
do to all the existing ERP systems and front end 
business applications required in its application, 
we are not clear as there may be a lot. 

 

G Business  
Application 
Knowledge 

3 Smaller organizations see RFID as an opportunity 
to make two leaps at once and hence displace 
some of the existing organizations. Also I believe 
that it is more perceptual and determined by the 
business context in which it is applied. For us, in 
terms of retail checkout at this point it is not a 
major change, as it does not fundamentally 
change the business process. But going into the 
future, when there is item level tagging, and 
automated checkouts. It may be a paradigm shift 
because it Eliminates the basis of our business. 
We may have to kiss our scanning and retail 
business goodbye.  

J Business Concept 
Change, Business 
Component, 
Business Linkage 
Change 

4 RFID would require altering our existing optical 
scanners infrastructure and processes currently 
in place. A lot of learning, major changes in 
infrastructure may be required. This would be 
disruptive for the organization. 

 
 

C Product  
Knowledge, 
Business  
Application 
Knowledge, 
Business  
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Abstract. This study contrasts the results of a survey on eProcurement adoption 
rates, success factors, and challenges conducted in 2009, with findings from 
prior studies. The findings suggest that many of the barriers to success identi-
fied in earlier studies (such as lack of management buy-in) have largely been 
overcome, yet the technical challenges of integrating information systems and 
processes remain. Furthermore, while only 24% of respondents indicated they 
were satisfied with their organizations’ current eProcurement implementation, 
72% of respondents felt that their organization would benefit from more usage 
of eProcurement. This disparity is explored using principal components analysis 
of the factors associated with the usage, benefits, and challenges of eProcure-
ment. The paper concludes with a discussion of how implementation success 
factors may continue to evolve as the technology and business practices mature. 

Keywords: eProcurement, technology adoption, success factors, hype cycle, 
B2B ecommerce. 

1   Introduction 

This study investigates current experiences, benefits, and challenges of electronic 
procurement (eProcurement) in Canada. Many recent peer-reviewed studies suggest 
eProcurement adoption is still very limited [1,2]. In contrast, this survey of 334 pur-
chasing management professionals in Canada found over 75% of the organizations 
have used eProcurement technologies for at least one year and over half have used 
eProcurement for at least three years.  

The term eProcurement refers to using computer-based systems to facilitate the 
purchasing of goods or services. Six forms of eProcurement have been classified, 
including e-ordering/e-Maintenance Repair Operate (MRO), web-based enterprise 
resource planning (ERP), e-sourcing, e-tendering, e-reverse auctioning/e-auctioning 
and e-informing [3]. For the purposes of this study, eProcurement is defined as the 
use of computer-based information systems linked via the Internet or other data net-
works to facilitate the purchasing of goods or services.  

eProcurement has matured significantly since its initial “hype” over a decade ago. 
Desperate to claw their way out of an economic downturn, firms jumped at early 
claims of eProcurement as a source of economic efficiency in virtually every aspect of 
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supply chain management [4]. Researchers and analysts promised that eProcurement 
technologies would, among other things, reduce administrative costs, increase cost 
efficiency, shorten order fulfillment time, and increase collaborations between business 
partners. Subsequent market observations were disappointing: existing adoption proc-
esses were slower and more complex and technologies were less developed than  
expected. Companies realized that they did not have a full understanding of the inter-
organization collaboration and network effects underlying this new model [5]. In addi-
tional, many organizations acknowledged the potential benefits of eProcurement yet 
did not commit to its implementation. For one reason or another, the purchasing com-
munity appeared to be sitting on its hands [6]. Both these factors caused the incredible 
expected growth of eProcurement implementation to be revised downwards [5].  

This progression of eProcurement technologies closely correspond to the shifts 
from the technology trigger, to the peak of inflated expectations, to the trough of 
disillusionment of the “hype cycle” concept popularized by Gartner Inc. [7]. As 
shown in Fig. 1, Gartner’s hype cycle characterizes the typical evolution of an emerg-
ing technology from over-enthusiasm through a period of disillusionment to an even-
tual understanding of the technology’s role in a market or domain. Now, years later, 
the eProcurement model is likely progressing on the slope of enlightenment, where 
the focus is on experimentation and real-world application.  

 

Fig. 1. Gartner’s Hype Cycle Concept (adapted from Linden and Fenn 2003 
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While the impact of eProcurement technologies was previously overestimated in 
the short term, it is important to not underestimate its influence in the long term [8]. 
The goal of this paper is to provide a more recent analysis of (1) the current state of 
implementation and usage of eProcurement and (2) the benefits and challenges cur-
rently facing organizations in eProcurement implementation and usage. 

2   Prior Literature 

The mechanisms and processes for organizational purchasing have remained static for 
decades in many companies. Some businesses still employ a mostly paper-based 
method that is both error-prone and inefficient [4] . However, despite its obvious 
advantages, eProcurement cannot be instantly and seamlessly applied into an existing 
workplace with existing procedures, policies, and practices. The implementation of a 
new technology requires costly, complex, and time-consuming changes, updates, 
replacements, and adaptations throughout the infrastructure. Changing to eProcure-
ment technologies requires a complete renovation of company systems and  
strategies, from which not all organizations are readily willing to resign [9]. In short, 
eProcurement is a process, not an easily learned, inconsequential tool to speed up 
online negotiation [10].  

There are five main drivers that influence the success of eProcurement adoption—
organizational, readiness, supply, strategic, and policy factors [11]. First, the main 
organizational factors are size and type of operation: eProcurement is usually more 
advantageous in bigger organizations and in more repetitive systems [11]. Second, 
employees and users’ level of resistance to new systems is vital, as lack of readiness 
has been attributed mainly to human readiness [12]. Third, full integration throughout 
the supply chain ensures maximum benefit from eProcurement implementation [13]. 
Fourth, organizations should be strategic in their eProcurement adoption by creating 
and following a specific eProcurement strategic and aligning this in broader context to 
organizational strategy [14]. Lastly, research shows that public procurement organiza-
tions can use government spending as an instrument of industrial or social policy, 
helping to support regional developments and promoting industrial efficiency [15]. 
These five types of factors affect the degree of overall success, and experiences of 
benefits and challenges of the eProcurement implementation.  

Adoption of a losing technology is costly not only in the money invested but also 
in terms of time to implement the technology. The majority of organizations have 
been taking the “wait and see” approach: they have been either aware of the develop-
ments but have not committed resources or have been investing selectively until the 
best eProcurement model can be identified [16]. As well, companies have mostly 
experimented with eProcurement technologies only in peripheral business processes 
[17].  

In 2001, eProcurement was cited as an enabler for many best practices, automating 
transaction processing and thus freeing employees to do more value-added work. As 
well, the emergence of eProcurement developed new tools, such as reverse auctions 
and global sourcing. Reverse auctioning, for example, enables multiple users to bid 
and sell to individual buyers; this greatly increases the competition and improves the 
purchasing price of for buyers [4].  
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Early on, three key areas were identified as potential causes of eProcurement im-
plementation failure: difficult software solutions, lack of integration/standardization, 
and buyer/seller/user resistance [4]. Instead of embracing the new technologies, em-
ployees adopted a “wait and see” approach in adopting eProcurement [18]. Managers 
worried about not getting the desired returns for the investment and over the security 
and confidentiality of data exchange in a virtual environment while workers were 
weary of being replaced by either automated machines or others more suited for the 
position after the changes [19]. The remainder of this paper introduces new findings 
to examine how usage, benefits, and challenges of eProcurement has changed now 
that the technologies and practices have matured further. 

3   Methodology 

In March 2009, the 2484 members of the Purchasing Management Association of 
Canada (PMAC) that had achieved the C.P.P. credential were invited to fill out ques-
tionnaires in English or French. In total, 334 members took part in the survey. The 
items for the survey were drawn from prior eProcurement studies [1,20,21] and pilot 
tested with two researchers and two managers to ensure the questions had strong face 
validity. The eProcurement usage, benefits, and challenges items used a five-point 
Likert-type scale from strongly disagree to strongly agree. 

Respondents were from a diverse variety of industries, including manufacturing 
(22%), resources (17%), government/not-for-profit (17%), and utilities/transport 
(11%) which reflects the Canadian economy in general. the size of organizations in 
terms of annual sales was evenly distributed between $1M to $100M (19%), $100M 
to $1B (27%), greater than $1B (22%) and not applicable (28%). 

Most respondents (55%) held titles of manager/director, while 16% were buyers, 
and 14% were analysts. On average, repondents had seven years of eProcurement 
experience at their present organizations and fourteen years at other organizations. 
Two-thirds (67%) of the respondents felt knowledgable about their organization’s 
current plans for eProcurement; over half (56%) felt knowledgable about their 
organization’s future plans for eProcurement. The majority of organizations (53%) 
have used eProcurement for more than three years , while 22% have used 
eProcurement for more than five years.  

4   Results 

Findings from the survey included data on how eProcurement is currently being used, 
what are the perceived benefits to the organization, and what are the perceived chal-
lenges. A principal components analysis was used to obtain estimates of the factors 
that account for the largest variance in the sample and uncover the underlying con-
structs for each set of items (Stevens, 1986). Factors with eigenvalues greater than 
one were retained. Varimax rotation with Kaiser normalization was used to transform 
the initial factors in to a more meaningful configuration. Items were assigned to fac-
tors if the loading was at least 0.40 and did not cross-load on more than one factor. 
Each of the three sets of data were found to be suitable for factor analysis using the 
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criteria of Bartlett’s test of sphericity (P<0.000) and the Kaiser-Meyer-Olkin (KMO) 
measure, which was greater than 0.70 for each of the data sets. 

4.1   Usage of eProcurement 

In earlier studies, eProcurement activities focused on purchasing nonproduction or 
indirect supplies [22]. The use of eProcurement in purchasing indirect supplies, de-
fined as goods or services purchased for maintenance, repair, or operations, was 
mandatory in 28% of the organizations in this study. Conversely, the use of ePro-
curement in purchasing direct supplies, defined as components of the organization’s 
product or service, was mandatory in only 19% of the organizations. Indirect goods 
is clearly the focus, perhaps due to the fact that indirect purchasing is generally a 
more secure and economical space for companies to try out eProcurement systems 
than direct purchasing [23].  

There was some discrepancy between large and small businesses in mandatory 
eProcurement usage. Large businesses are defined as those with over 1000 employees 
in Canada and small businesses as those with under 1000 employees in Canada. The 
use of eProcurement in purchasing direct supplies was mandatory in 18% of the large 
businesses versus 21% of the small businesses. On the other hand, the use of ePro-
curement in purchasing indirect supplies was mandatory in 29% of the large businesses 
versus 26% of the small businesses. These results display a pattern of greater mandated 
eProcurement implementation in large businesses in terms of indirect supplies and 
greater mandated implementation in small businesses in terms of direct supplies.  

Fig. 2 shows the extent to which respondents’ organizations use eProcurement sys-
tems to support various procurement functions. The overall level of current usage, 
which encompasses widespread and minimal usage, was strong, with the greatest 
percentages of organizations currently using eProcurement for the purposes of pur-
chasing from existing suppliers, purchasing from new suppliers, and placing orders 
through single supplier’s website.  

Of the organizations that are not yet utilizing eProcurement systems in each of the 
categories, almost half expected to be using eProcurement within one to three years. 
The most optimistic percentages of expected usage were in the purchasing from new 
suppliers, purchasing indirect supplies, and evaluating new suppliers categories, while 
the most pessimistic were in the making payments through a multi-supplier website, 
making payments through a single supplier website, and placing orders through a 
multi-supplier website categories. Once again, preference was displayed towards 
purchase- and single-supplier-oriented functions instead of payment- and multi-
supplier-oriented functions.  

Principal components analysis of the usage items indicated that three factors ac-
counted for 77% of the variance in the items (see Table 1). These factors can be inter-
preted as three principal types of usage of eProcurement that are significant: payments 
and reporting; evaluating suppliers; and ordering from suppliers. The only exception 
to this grouping is the item “placing orders through a multi-supplier website” which 
loaded more strongly on the first factor rather than the third, which may be due to the 
relatively few respondents who currently used eProcurement for that activity. The  
identification of these three categories of usage is reduces the complexity of current 
conceptualizations of how eProcurement systems are used. Other items that did not 
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Fig. 2. Usage by Type of Activity 

Table 1. Factor Loadings for Usage Items 

 

load strongly on a factor (0.40) included “managing tenders”, which suggests that 
most respondents did not identify that usage as being currently being significant.  

Despite greater mandated eProcurement utilization in terms of direct supplies  
in small businesses, a greater share of total direct purchases is conducted through 
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eProcurement in large businesses. The percentage of large businesses that purchased 
over 75% of total direct supplies through eProcurement exceeded small businesses by 
10%. As well, the percentage of large businesses that purchased 50% to 74% of total 
direct supplies through eProcurement exceeded small businesses by 4%. Large busi-
nesses also purchased a greater share of total indirect purchases through eProcurement 
than small businesses: over 75% were purchased through eProcurement for 16% of 
large businesses versus 14% of small businesses. Both these results and previous 
research shows that larger businesses adapt and use eProcurement much more than 
small businesses [24]. eProcurement software requires larger investments than alter-
native e-procurement technologies, which explains why large corporations are the 
main adopters of this technology. More expensive e-procurement technologies, such 
as e-procurement software, may be better suited for organizations with large supply 
chains that expect larger savings from improving these processes, but not for smaller 
companies that do not have the scale to justify such a large investment. In contrast, 
these companies may benefit from cheaper e-procurement technologies [16]. Other 
reasons for small businesses’ lagging patterns in eProcurement adoption include own-
ers’ attitudes, limited IT infrastructure, and limited knowledge and expertise with 
information systems [25].  

4.2   Perceived Benefits and Challenges of eProcurement 

As shown in Table 2, the greatest current benefits were attributed to spending less 
time on low-value tasks, finding new suppliers, and paying less for supplies. The 
benefits least mentioned were understanding suppliers’ plans, involving suppliers in 
the organizations’ plans, and reducing number of contracts. Agreed encompasses the 
strongly agreed and agreed categories. These results show that eProcurement has 
served to increase economic efficiency, but has not necessarily improved buyer-
supplier relationships.  

Table 2. Perceived Benefits of the Organization’s eProcurement Systems 

"eProcurement has helped my  
organization to..." 

Strongly 
disagree Disagree 

Neither 
agree nor 
disagree Agree 

Strongly 
agree 

Find new suppliers 6.9% 12.7% 15.8% 36.7% 18.5% 

Reduce number of suppliers 6.6% 27.4% 27.4% 20.1% 8.5% 

Reduce number of contracts 5.4% 28.6% 28.6% 20.5% 5.8% 

Negotiate with suppliers 6.6% 19.3% 22.8% 32.8% 7.3% 

Strengthen our supplier relationships 5.4% 15.1% 29.3% 30.9% 8.9% 

Measure supplier performance 5.4% 18.5% 33.2% 21.2% 8.1% 

Involve suppliers in our planning 6.2% 23.2% 29.0% 20.5% 3.1% 

Understand our suppliers' plans 5.0% 28.2% 29.0% 16.6% 2.7% 

Reduce off-contract buying 5.8% 19.3% 24.3% 30.5% 5.8% 

Pay less for supplies 4.6% 14.3% 22.0% 40.5% 9.3% 

Spend less time on low-value tasks 4.2% 8.9% 17.4% 43.2% 17.8% 
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As shown in Table 3, the greatest challenges in an organization’s eProcurement 
implementation were difficulty integrating internal procurement systems, difficulty 
integrating organization’s system with supplier’s, and lack of standard data formats. 
As eProcurement is a relatively new development in the business application area, 
there is a lack of benchmark models especially in organizations that are still learning 
of these systems’ functionalities and uses as applicable to their specific businesses [1]. 
In the short term, firms need to accommodate the trends in their key market segments. 
In the long term, a universal standard for eProcurement systems needs to be set across 
all industries [26]. For example, the key to the success of a single eProcurement net-
work for the U.S. automotive industry, a goal pursued by GM, Ford, and Daimler 
Chrysler in their joint venture, is involving other leading automakers such as Japanese 
automotive manufactures [27,28]. In contrast, the least significant challenges were 
incurred in external supplier resistance (17% agreed), internal buyer resistance (19% 
agreed), and internal end-user resistance (22% agreed). Previously perceived to be a 
major obstacle, buyer/seller/user resistance and apprehension has been overcome with 
time and training. These results suggest that the major barriers to more effective ePro-
curement implementation are no longer due to user resistance or lack of management 
support but merely overcoming the current technological challenges.  

Table 3. Perceived Challenges of the Organization’s eProcurement Systems 

"Implementing eProcurement in my 
organization has been challenging due 
to..." 

Strongly 
disagree Disagree 

Neither 
agree 
nor 

disagree Agree 
Strongly 

agree 

Lack of standard data formats 0.0% 12.0% 23.5% 39.0% 13.1% 

Difficulty integrating internal procurement 
systems 

0.8% 11.2% 15.1% 41.8% 20.7% 

Difficulty integrating our systems with 
suppliers 

0.4% 13.5% 19.9% 35.1% 18.3% 

Difficulty maintaining our internal controls 
and policies 

1.6% 22.3% 20.7% 29.1% 14.3% 

Unexpected costs (catalog implementation, 
training, etc.) 

0.4% 16.3% 30.7% 28.3% 9.6% 

Immature eProcurement software 2.0% 16.7% 27.5% 30.3% 7.6% 

Immature eProcurement service providers 2.4% 18.7% 33.1% 21.1% 8.0% 

Internal buyer resistance 4.4% 32.3% 21.5% 23.1% 9.2% 

Internal end-user resistance 3.6% 25.1% 21.9% 27.5% 11.6% 

External supplier resistance 2.0% 27.9% 33.5% 19.5% 3.6% 

Lack of internal management support 4.0% 18.3% 25.9% 25.5% 16.3% 

 
Principal components analysis of the perceived benefits resulted in a two-factor so-

lution (Table 4) that accounted for 70% of the variance. The first factor can be inter-
preted as improved supplier relationship management, while the second factor can be 
interpreted as increased operational efficiency. 

Principal components analysis of the perceived challenges resulted in a three-factor 
solution (Table 5) that accounted for 76% of the variance. The first factor can be 
interpreted as the challenges with integrating systems, processes, and controls. The 
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second factor can be interpreted as the challenge of using relatively immature soft-
ware. The third factor relates to the challenge of overcoming resistance from within 
the organization. Interestingly, resistance from external suppliers and internal man-
agement did not load strongly on this factor, which suggests responses to these latter 
two items were inconsistent. 

A final series of items focused on the respondents’ satisfaction with the current 
eProcurement implementation in their organization. 41% of respondents agreed that 
the benefits outweigh the costs of eProcurement systems as opposed to the 13% who 
disagreed. However, only 24% of respondents indicated that they were satisfied with 
their organizations’ current levels of eProcurement implementation. Despite this low 
level of current satisfaction, 72% felt that their organization would benefit from more 
usage. 

Table 4. Factor Loadings for Benefits Table 5. Factor Loadings for Challenges 

 

 

5   Discussion and Conclusion 

In contrast to prior reports which contend eProcurement adoption is not yet widespread 
[1,2], this survey of 334 purchasing management professionals in Canada found that, in 
2009, over 75% of the organizations have used eProcurement technologies for at least 
one year and over half have used eProcurement for at least three years. eProcurement 
technologies were most frequently used for purchasing- and single-supplier activities 
and less so for payment- and multi-supplier activities. In comparing public- and private-
sector organizations, the biggest difference in usage of eProcurement was in managing 
tenders, which was the second greatest area of eProcurement usage for the public sector 
but did make the top nine most common uses for the private sector.  

5.1   Usage of eProcurement 

The primary function of eProcurement has not changed significantly from 2003, when 
it was also to place and track orders [16]. The lowest percentages of current usage 
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were in making payments through a multi-supplier website, placing orders through a 
multi-supplier website, and making payments through a single-supplier website. Cur-
rent eProcurement usage was most widespread for purchase- and single-supplier  
activities and less prevalent in payment- and multi-supplier activities. Notably, order-
processing of goods and services, especially in simple forms, has become a priority in 
terms of eProcurement functions for many companies [23].  

One of the difficulties with researching enterprise systems is coming to terms with 
their complex functionality. However, principal components analysis of the survey 
responses on the current use of eProcurement in the organizations studied indicate 
they are primarily used for three principal functions: payments and reporting; evalu-
ating suppliers; and ordering from suppliers. 

5.2   Benefits and Challenges of eProcurement 

Large and small businesses faced almost identical challenges in the implementation of 
eProcurement. The biggest distinction was in difficulty integrating systems with sup-
pliers, which was a challenge for 14% more of the small business respondents than 
the large business respondents. Small businesses’ lack of capital to participate in 
business-to-business procurement environments and the small transaction volumes 
associated with these firms’ scale of business result in the incapacity to purchase and 
maintain the most up-to-date systems [1]. As well, small businesses’ lack of market-
place influence often means that they have to provide and regularly update catalogue 
data in a variety of formats in order to accommodate each specific buyer [29]. An-
other notable discrepancy was in immature eProcurement software, which was an 
issue for 7% more of the large business respondents than the small business respon-
dents. Small and medium enterprises are typically able to start using electronic devel-
opments earlier than large firms, as the bulk of their transactions are less complex and 
they can take advantage of new technologies for more advanced applications without 
bearing the full burden of the cost [30].  

The most frequently cited benefits attributed to eProcurement systems were: spend-
ing less time on low-value tasks, finding new suppliers, and paying less for supplies. 
Surprisingly, the most frequently reported challenges reported did not include user or 
supplier resistance, but rather involved the technological difficulties in integrating 
information systems. As shown in the factor analysis, the many potential benefits of 
using eProcurement systems can be conceptualized using two underlying constructs: 
improved supplier relationship management and improved operational efficiency. 
Similarly, factor analysis revealed the many challenges with implementing eProcure-
ment in an organization were related to three underlying challenges: integrating  
systems, processes, and controls; immaturity of the software; and resistance from 
internal users. Surprisingly, lack of support from management or external suppliers 
was not found to be consistently cited by the respondents, as has been found in earlier 
eProcurement studies (e.g., Angeles and Nath 2007, which reports on a survey  
conducted several years prior).  

The respondents’ overall ratings of satisfaction with eProcurement contained some 
interesting contrasts. As noted previously, the majority (41%) felt the benefits of 
eProcurement outweighed the costs for their organization. Only 24% of respondents 
were satisfied with their organizations’ current eProcurement implementation and 
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fully 72% felt that their organization would benefit from more usage of eProcurement. 
This broad consensus suggests an optimism among purchasing managers that the cost-
benefit ratio for implementing eProcurement systems will continue to improve as the 
technologies and practices mature. In “hype cycle” terms, not only does eProcurement 
appear to have passed be well beyond the “peak of inflated expectations”, but it ap-
pears to have passed the “trough of disillusionment” and is climbing into the “plateau 
of productivity”. eProcurement appears to not be a managerial fad that has come and 
gone, but a maturing technology that is quietly becoming a critical component for 
many organizations. 

The results of this study suggest that eProcurement usage is more widespread than 
previously reported. Despite the apparent complexity of eProcurement systems, a 
factor analysis of the results suggests the most consistent uses for eProcurement fall 
into just three categories: payments and reporting; evaluating suppliers; and ordering 
from suppliers. Similarly, the many potential benefits and challenges were found to 
load on five major factors. The most consistently reported benefits of eProcurement in 
an organization was improving supplier relationship management and improving 
operational efficiency. Similarly, the most consistently reported challenges were  
in integrating systems, processes, and controls; immaturity of the software; and resis-
tance from internal users. This suggests that further efforts in researching and improv-
ing eProcurement technologies and practices should focus on each of the areas  
highlighted in these results. 
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