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Preface

With the ever-growing power of generating, transmitting, and collecting huge
amounts of data, information overload is now an imminent problem to mankind.
The overwhelming demand for information processing is not just about a better
understanding of data, but also a better usage of data in a timely fashion. Data
mining, or knowledge discovery from databases, is proposed to gain insight into
aspects of data and to help people make informed, sensible, and better decisions.
At present, growing attention has been paid to the study, development, and
application of data mining. As a result there is an urgent need for sophisticated
techniques and tools that can handle new fields of data mining, e.g., spatial data
mining, biomedical data mining, and mining on high-speed and time-variant
data streams. The knowledge of data mining should also be expanded to new
applications.

The 6th International Conference on Advanced Data Mining and Applica-
tions (ADMA 2010) aimed to bring together the experts on data mining through-
out the world. It provided a leading international forum for the dissemination of
original research results in advanced data mining techniques, applications, algo-
rithms, software and systems, and different applied disciplines. The conference
attracted 361 online submissions from 34 different countries and areas. All full
papers were peer reviewed by at least three members of the Program Commit-
tee composed of international experts in data mining fields. A total number of
118 papers were accepted for the conference. Amongst them, 63 papers were
selected as regular papers and 55 papers were selected as short papers. The Pro-
gram Committee worked very hard to select these papers through a rigorous
review process and extensive discussion, and finally composed a diverse and ex-
citing program for ADMA 2010. The ADMA 2010 program was highlighted by
three keynote speeches from outstanding researchers in advanced data mining
and application areas: Kotagiri Ramamohanarao, Chengqi Zhang, and Vladimir
Brusic.

September 2010 Longbing Cao
Yong Feng

Jiang Zhong
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Abstract. Classifier ensemble is a main direction of incremental learning re-
searches, and many ensemble-based incremental learning methods have been 
presented. Among them, Learn++, which is derived from the famous ensemble 
algorithm, AdaBoost, is special. Learn++ can work with any type of classifiers, 
either they are specially designed for incremental learning or not, this makes 
Learn++ potentially supports heterogeneous base classifiers. Based on massive 
experiments we analyze the advantages and disadvantages of Learn++. Then a 
new ensemble incremental learning method, Bagging++, is presented, which is 
based on another famous ensemble method: Bagging. The experimental results 
show that Bagging ensemble is a promising method for incremental learning and 
heterogeneous Bagging++ has the better generalization and learning speed than 
other compared methods such as Learn++ and NCL. 

Keywords: Incremental Learning, Ensemble learning, Learn++, Bagging. 

1   Introduction 

An incremental learning algorithm gives a system the ability to learn from new dataset 
as it becomes available based on the previously acquired knowledge [1]. In incremental 
learning, the knowledge obtained before will not be discarded. An incremental learning 
algorithm has to meet the following criteria [2]: 

(1)It should be able to learn additional information from new data. 
(2)It should not require access to the original data, used to train the existing classifier. 
(3)It should preserve previously acquired knowledge (that is, it should not suffer 

from catastrophic forgetting). 
(4)It should be able to accommodate new classes that may be introduced with new 

data. 
According to the number of base classifiers in the target result, the incremental 

learning algorithms can be divided into two categories: incremental learning of single 
classifier, and ensemble based incremental learning. 

Single-classifier based Incremental learning generates only one base classifier to-
tally, and the structure of the classifier updates each time when new data comes. So this 
kind of algorithm requires its base training algorithm having incremental learning 
capabilities. Many incremental learning algorithms belong to this category, such as 
incremental decision tree [3], incremental SVM [4], ARTMAP (Adaptive Resonance 



2 Q.L. Zhao, Y.H. Jiang, and M. Xu 

Theory modules Map [5]), EFuNNs (Evolving Fuzzy Neural Networks [6]) etc. In 
these algorithms, some parameters are needed to control when and how to modify the 
inner architecture of the classifier. And inappropriate parameters are possible to 
over-fit the training data, resulting in poor generalization performance. 

Ensemble [7] based incremental learning generates one or more classifiers, and the 
prediction is the combination of the predicted results of all the classifiers generated. 
Among the algorithms of this category, some of them must work with the specific base 
training algorithms, such as ENNs (Evolved Neural Networks [8]), SONG 
(Self-Organizing Neural Grove [9]) and NCL (Negative Correlation Learning for 
Neural Networks [10]). Some of them has little requirement for base training algo-
rithms and achieves better generality. The typical approach is Learn++ [2]. 

This paper will discuss the following questions: whether Bagging [11] is a good 
choice for ensemble based incremental learning? Whether heterogeneous base classi-
fiers can improve the generalization for incremental learning? To answer the problems, 
an incremental learning algorithms, Bagging++, is proposed in this paper. Bagging++ 
uses Bagging to construct base classifiers for new dataset. The experimental results 
show that: 1) Bagging++ achieves better predictive accuracy than learn++ and other 
compared algorithms, for both homogeneous and heterogeneous versions; 2) the 
learning process of Bagging++ is much faster than learn++; 3) Heterogeneous base 
classifiers improve the diversity of the ensembles, which improve the generalization of 
incremental learning finally.  

The structure of this paper is as follows: Section 2 gives an introduction to the re-
lated researches. Section 3 proposes two algorithms: Bagging++; Section 4 presents the 
setup of the comparative experiments. Section 5 discusses the empirical results. Section 
6 ends this paper with some conclusions and future works.  

2   Related Works 

This paper aims at ensemble based incremental learning. Typical approaches in this 
category include ENN, SONG, NCL and its optimizations, Learn++. The following 
give an introduction to these approaches. 

Seipone and Bullinaria developed an incremental learning approach ENN, which uses 
an evolutionary algorithm to develop parameters for training neural networks such as the 
learning rates, initial weight distributions, and error tolerance. After each generation, bad 
neural networks are discarded, and new ones with different architectures are added into 
the next generation. The evolutionary process aims to develop the parameters to produce 
networks with better incremental abilities. One advantage of ENN is that it is possible to 
tune any of the parameters of the neural network using the evolutionary algorithm, 
thereby solving the difficult problem of manually determining parameters. ENN can 
adapt to dynamic environments by appropriately changing architecture and learning rules 
of neural networks. The weakness of ENN is that the evolutionary algorithm cannot 
satisfy all the criteria necessary for incremental learning under certain conditions. 

SONG is an ensemble-based incremental learning approach that uses ensembles of 
self-generating neural networks (ESGNN) algorithm to generate base classifiers of 
self-generating neural trees (SGNTs). SGNT algorithm is defined as the problem of how 
to construct a tree structure from the given data, which consist of multiple attributes 
under the condition that the final leaves correspond to the given data. Each SGNT can be 
learned incrementally. An ESGNN is constructed by presenting different orders of the 
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training set to each of the SGNTs. After the construction of the ensemble, applying a 
pruning method to compose a SONG is possible. SONG presents the advantages of 
using an ensemble with the benefit of using a base classifier that is suitable for incre-
mental learning. Except for different input sequences of datasets, SONG does not en-
courage diversity in the ensemble. 

GNCL (Growing NCL) use NCL (Negative Correlation Learning) to generate base 
classifiers, where NCL is a method to produce diverse neural networks in an ensemble, 
by inserting a penalty term into the error function of each individual neural network in the 
ensemble. GNCL performs incremental learning using NCL is to create an ensemble that 
has initially only one neural network. The neural network is trained with the first avail-
able dataset. To each new incoming dataset, a new neural network is inserted in the en-
semble. Only the new neural network is trained with the new data set. The other neural 
networks that were previously inserted in the ensemble do not receive any new training 
on the new dataset, but their outputs to the new data are calculated in order to interact 
with the new MLP (Multi-Layer Perceptron), which is trained using NCL. GNCL trains 
only one neural network with each new dataset, its learning is fast. However, only one 
neural network to each of the datasets could be a short number to attain a good accuracy. 

Another notable approach to incremental learning is Learn++ which is inspired on 
AdaBoost [12]. In AdaBoost, the distribution of probability is built in a way to give 
higher priority to instances misclassified only by the last previously created classifier. 
While in Learn++, the distribution is created considering the misclassification by the 
composite hypothesis, formed by all the classifiers created so far to that incoming 
dataset. The advantage of Learn++ is that it creates multiple classifiers when a new 
dataset is available, which may be a good choice for generalization performance. Al-
though Learn++ creates each of the classifiers to the new dataset using a probability of 
distribution that is related to all the previous classifiers created to the new dataset, the 
construction of classifiers to the new dataset does not have interaction with the classi-
fiers created to previous datasets. 

Except Learn++, all other approaches mentioned above adopt a special training al-
gorithm for the base classifier individually. The classifiers trained by different training 
algorithms are all suitable for Learn++, which makes it more flexible than the other 
ensemble based approaches.  

3   Bagging-Based Incremental Learning 

In this section we first analyze the advantages and disadvantages of Learn++, then based on 
the analysis a Bagging-based incremental learning method, Bagging++, will be presented. 

3.1   Advantages and Disadvantages of Learn++ 

Though the original Learn++ proposed by Polikar et al. uses MLP as the base classi-
fiers, it does not limit the types of the base classifiers, any models such as neural  
network, decision tree, support vector machine, can work with Learn++. This charac-
teristic makes Learn++ having following additional advantages: 

(1)Base classifiers of an ensemble can be heterogeneous. Researches showed that an 
ensemble composed by heterogeneous base classifiers gets higher diversity than a 
homogeneous ensemble of the same size, which is an efficient way to improve the 
predictive performance and stability of ensembles.  
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(2)There are no requirements of incremental abilities for base classifiers. This 
characteristic makes Learn++ having good flexibility and scalability.  

By experiments, several disadvantages of Learn++ are also found: 
(1)Learning on new datasets is time-consuming: Learn++ uses weighted sampling to 

create the training set of the next base classifier. As the courses continue, the training 
set become more and more difficult, and more and more time is required in training. For 
some applications, Learn++ may never meet the stop criteria, and can not terminate in a 
normal way.  

(2)Low predictive accuracy: AdaBoost is much suitable for weak training algo-
rithms. For strong training algorithm, it is possible to over-fit training data. The reason 
is that AdaBoost pay much attention to the difficult instances, and gives high weight for 
the classifiers which predict these instances correctly. Yet these classifiers may have 
low predictive abilities for other instances, and give a negative effect for the whole 
target ensemble. 

(3)More and more time is required for prediction: Each time a new data set comes, 
one or more base classifiers will be added into the target ensemble. The growing en-
semble requires more and more time to predict new instances.  

From the analyses above, we propose an approach for incremental learning: Bag-
ging++. Bagging++ uses Bagging, a well-known ensemble method, to generate an 
ensemble for each incremental step.  

3.2   Bagging++ 

Bagging is presented a well-known ensemble method, in which many new training sets 
of base classifiers are created from the original training set by bootstrap re-sampling. In 
Bagging, there is no accuracy requirement for each base classifier, so the training time 
of each base classifier is relatively small. And all base classifiers are equally weighted, 
so the negative effect of any bad classifier is also limited and the generalization ability 
of Bagging ensemble is strong and stable. For Bagging, majority voting is used to 
combine the predicted results of all base classifiers. 

In Bagging++, Bagging is adopted to generate an incremental ensemble for each 
new dataset. Algorithm 1 shows the description of Bagging++. 

In Algorithm 1, ℑ  is a training algorithm. Any training algorithms (such as BPNN, 
decision tree, SVM, naïve Bayesian) are accepted in step (2.b). If step (2.b) uses the  
 

Algorithm 1. Bagging++ 
Inputs: 
Dinc : new dataset 
Se  : size of incremental ensemble 
Et   : target ensemble 
Outputs: 
Et   : new target ensemble 

(1) Initialize incremental ensemble: E=NULL; 
(2) Use Bagging to generate an incremental ensemble of a given size 

(2.a) Get a training set: Dt= Bootstrap(Dinc ); 

(2.b) Learn a base classifier: h=training (ℑ , Dt); 

(2.c) }{hEE ∪= ; 

(2.d) if |E|<Se, goto (2.a); 
(3) Obtain new target ensemble: EEE tt ∪= ; 

(4) Return Et. 
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same training algorithm to train the classifier at each time, we call the algorithm ho-
mogeneous Bagging++. If the base classifiers in the resulted incremental ensemble are 
learned by different training algorithms, the algorithm is heterogeneous Bagging++. 

4   Experimental Setup 

We compare six incremental methods: GNCL, Learn++, Bagging++, heterogeneous 
Learn++, heterogeneous Bagging++ and single BPNN, which is taken as the basis of 
the experiment. In this part we will answer two questions presented in section 3:  

a) Is Bagging ensemble feasible to incremental learning? 
b) Can heterogeneous ensemble improve the performance of incremental 

learning? 
There are many methods to create heterogeneous ensembles, but we only want to 

find if they are better than homogeneous ones, so in the experiment we adopt a quite 
simple method described in Algorithm 2. 

Algorithm 2. Build a base classifier for a heterogeneous ensemble 
Input: Training set T. 
Output: A base classifier. 

With For the given T, create a BPNN, a C4.5, a SVM and a Naïve Bayes individually with their default  
parameters; 
(1) Get the predictive accuracy of each classifier for T. Each classifier predicts on T; 
(2) Return the classifier with the highest accuracy, abandon others. 

4.1   Datasets 

Thirty classification datasets from UCI [13] machine learning repository are used to 
perform the experiments. Table 1 presents a summary of all datasets. It shows the 
number of instances, the number of input attributes, the number of class labels, the 
number and size of the training sets used in incremental learning. 

Table 1. Data sets used for classification 

Dataset number  
   of  

Instances 

Attributes/ 
Class  
labels 

# of 
Inc. 

Size of 
Training 
Set 

Dataset number  
of  
Instances 

Attributes/ 
Class  
labels 

# of 
Inc.  

Size of 
Training  
Set 

adult 30162 14/2 9 3016 kr-vs-kp 3196 36/2 9 319 
mushroom 5644 22/2 9 564 letter- 

recognition 
20000 16/26 9 2000 

austra 690 14/2 3 207 optdigits 3823 64/10 6 200 
balance-scale 625 4/3 3 187 page 5473 10/5 9 547 
breastcancer- 
wisconsin 

   683 9/2 3 204 pima 768 8/2 3 230 

bupa 345 6/2 3 103 poker-hand 25010 10/10 9 2501 
cancer 699 9/2 3 209 segmentation 2100 19/7 9 210 
car 1728 6/4 7 222 sick- 

euthyroid 
2000 18/2 9 200 

cleveland 303 13/5 3 90 spambase 4601 57/2 9 460 
cmc 1473 9/3 6 220 splice 3190 60/3 9 319 
dermatology 358 34/6 3 107 tic-tac-toe 958 9/2 4 215 
german- 
numeric 

1000 24/2 4 225 transfusion 748 4/2 3 224 

glass 214 9/6 3 64 vehicle 
(statlog) 

846 18/4 3 210 

imports-85 
(autos) 

159 25/7 3 47 waveform 5000 21/3 9 500 

ionosphere 351 34/2 3 105 yeast 1484 8/10 6 222 
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4.2   Experimental Methods 

In most experiments of incremental learning, researchers seldom consider the time and 
memory metrics such as training time, size of ensembles. But these metrics are often 
has important effect for real world applications, for example, in the context real-time 
applications, the generic algorithm based methods such as ENN and SNCL [14] may 
not been chosen by the users.  

All our tests are performed on 30 datasets, for each dataset a random part is taken out 
as the test set at first, then the rest instances are equally divided into several incremental 
training sets. During incremental learning, the training sets are inputted in turn into all 
the compared methods simultaneously until all the training sets are processed. For each 
dataset, these courses are repeated for 30 times to eliminate the effect of randomness, 
all the results listed in the next section are the average results of all 30 times.  

We compare all algorithms from the following facets: 

Accuracy: After presented an incremental training set is presented, each compared 
method will create a new classifier (or new ensemble), which will be tested on the test set.  

Generalization improvement: It is the improvement of accuracy of from the first to 
the last incremental steps. A positive improvement implies good incremental ability of 
the corresponding methods. 

Training time: Average of learning time used in each incremental step. 

Predicting time: Average of predicting time on the test set after each incremental step. 
This metric is important for ensemble incremental learning, because when ensemble 
becomes very large the responding time may not been accepted by the users. 

For each incremental training set, Learn++ and Bagging++ create 20 base classifiers. 
For Learn++ a set of weights are assigned to all base classifiers of the ensemble, while 
for Bagging++ all base classifier are equally weighted. 

In our experiments, the heterogeneous ensembles consist of four types of base 
classifiers, which are BPNN, C4.5, SVM and Naïve Bayes. All the BPNN (including 
NCL) classifiers have one hidden layer with number of nodes equaling to the number of 
the input attributes. And we adopt the fast training algorithm RPROP [15] during 
training of all BPNNs, for which the stopping criterions are: 1) MSE is less than 0.015; 
2) The number of epochs reaches 3000. All the decision trees are built by C4.5 system 
with the pruning confidence level of 0.25. All the support vector machines are con-
structed by Libsvm [16], we use radial kernel with γ being 0.001, and complexity pa-
rameter ε setting to 0.001. 

Our test platform is configured with AMD 4000+, 2G RAM. All above experiments 
are implemented in C++ programming language and tested on Linux operating system.  

4.3   Experimental Results and Analysis 

This section presents and analyzes the comparison results of six incremental methods: 
BPNN, GNCL, homogeneous Learn++, homogeneous Bagging++, heterogeneous and 
heterogeneous Learn++ (HLearn++), and heterogeneous Bagging (HBagging++). 
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4.4   Accuracy 

Table 2 shows the average accuracy of each approach after the first and last incremental 
steps in the alphabetic order of datasets. Learn++ (or HLearn++) may not work on some 
datasets, so in the corresponding cell the results are marked as (-). For fairness purpose, 
on each dataset all compared methods are ranked according to their prediction accuracy 
after the last incremental step. And at the last row, the averages of predicted accuracies 
and the corresponding ranks are also shown. We can find that the single BPNN almost 
always has the poorest performance, because it suffers much catastrophic forgetting 
each time when new incremental data arrives. For all of the datasets, homogeneous 
Bagging++ obtains first rank on 8 datasets, GNCL achieves 3 best results and homo-
geneous Learn++ only wins on 2 datasets, while heterogeneous Bagging++ and  
heterogeneous Learn++ receive 12 and 5 best results respectively. According to the 
average ranks, we can order all the compared methods from best to worst as follows: 
heterogeneous Bagging++, homogeneous Bagging++, heterogeneous Learn++, GNCL, 
homogeneous Learn++ and single BPNN. Then it is possible to make the following 
conclusion about the accuracy of all compared methods: 

Table 2. Accuracy results of single BPNN, GNCL, Learn++, Bagging and the heterogeneous 
version of the last two algorithms 

Dataset Single BPNN GNCL Learn++ 
(Homo.) 

Bagging++ 
(Homo.) 

Learn++ 
(Hetero.) 

Bagging++ 
(Hetero.) 

adult 79.88-83.62 80.05-77.57 77.11-83.44 82.55-84.09 77.38-83.46 82.57-84.15 
mushroom 98.35-99.43 98.87-92.48 93.90-99.94 99.21-99.60 96.48-99.94 99.12-99.58 
austra 78.31-81.06 81.26-72.95 74.40-81.98 83.19-83.67 74.01-82.22 85.12-85.89 
balance-scale 82.81-85.52 90.68-66.77 75.05-82.34 88.80-90.26 73.23-82.86 88.80-90.47 
breast-cancer- 
wisconsin 

95.59-95.82 96.62-97.56 87.84-93.33 97.23-97.51 84.55-96.01 97.51-97.84 

bupa 62.50-64.81 62.59-68.24 56.30-65.74 66.02-72.04 61.30-66.39 67.69-72.22 
cancer 96.25-96.62 95.83-96.57 82.55-92.78 96.85-97.18 86.71-95.46 97.13-97.55 
car 82.53-85.10 85.96-69.41 79.20-85.57 84.44-86.71 81.51-86.92 85.02-86.86 
cleveland 54.34-58.08 55.76-57.27 48.28-56.97 57.17-59.39 49.90-55.86 58.79-58.69 
cmc 41.00-47.39 44.95-47.15 42.57-48.65 47.54-51.42 41.98-48.67 46.58-51.13 
dermatology 86.58-90.99 93.42-86.58 68.83-88.20 93.24-95.50 83.06-91.80 96.22-96.58 
german-numeric 66.40-71.23 71.10-75.13 65.20-72.63 74.23-75.73 65.53-72.53 74.20-75.60 
glass 50.61-58.48 61.52-61.52 53.33-59.39 64.09-63.94 55.15-62.88 62.27-63.79 
imports-85(autos) 42.59-45.74 53.15-56.48 46.48-61.11 51.30-59.81 48.89-55.74 58.89-62.59 
ionosphere 80.00-83.70 88.89-90.83 70.93-70.74 86.94-89.35 73.52-79.91 89.63-91.57 
kr-vs-kp 90.36-93.82 94.39-95.12 84.59-83.41 93.04-94.39 83.32-86.12 93.10-94.37 
letter-recognition 37.12-45.32 40.19-44.77 (-) 45.49-48.92 63.80-70.85 64.64-68.93 
optdigits 75.86-85.08 83.67-88.58 75.46-91.00 84.05-89.00 71.19-88.35 84.60-89.67 
page 90.05-89.82 89.77-89.67 90.51-90.96 89.77-89.63 90.53-93.40 90.93-91.08 
pima 71.32-73.46 72.01-74.02 67.22-71.11 73.33-75.73 65.38-72.69 73.12-76.20 
poker-hand 45.61-48.18 47.33-49.44 47.02-48.62 48.03-49.40 46.91-48.70 48.20-49.59 
segmentation 76.76-85.78 85.21-87.48 73.35-88.29 84.30-86.97 73.21-89.95 84.84-88.03 
sick-euthyroid 90.17-92.92 92.70-93.68 74.53-86.88 92.23-93.52 78.08-90.12 92.47-93.40 
spambase 90.12-92.76 91.60-93.22 86.62-92.72 92.15-93.30 86.14-92.68 92.34-93.16 
splice 87.29-94.26 93.06-60.47 75.26-89.05 92.92-95.28 81.92-90.47 93.02-95.26 
Tic-tac-toe 69.01-72.58 83.10-73.20 71.67-80.65 76.02-76.26 71.50-82.28 75.92-77.62 
transfusion 73.95-77.68 77.46-78.64 67.15-74.65 78.77-80.22 68.90-72.19 78.77-79.65 
vehicle(statlog) 66.39-71.65 73.49-76.27 62.02-69.78 72.24-74.75 63.98-69.85 72.42-75.37 
waveform 83.33-85.75 84.70-86.99 81.81-86.45 85.52-87.02 81.39-86.55 85.67-87.06 
yeast 48.42-55.75 53.03-58.71 47.50-56.23 55.96-59.21 48.55-56.49 55.48-59.19 
Accuracy average 77.08 75.56 75.09 79.99 78.38 81.10 
Rank average 4.67 3.87 4.50 2.33 3.80 1.83 
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1. The generalization of Bagging++ ensemble is better than that of Learn++ in in-
cremental learning. Learn++ gives more weights to the hard instances in each 
round, then it focus only on these instances while ignoring others (these instances 
are most of the training set), at last the base classifiers that can correctly predict 
these instances are given too much weights, so the prediction performance of other 
instances are affected. This problem is actually a kind of over-fitting. Learn++ is 
originally designed for working with weak learners, so with strong learner it may 
suffers more over-fitting. 

2. Bagging is quite easy, so it may have a bright future in real applications of in-
cremental learning. 

3. Heterogeneous Learn++ and Bagging++ are better than their homogeneous ver-
sion. Heterogeneous ensemble has advantages in the diversity of the base classi-
fiers, and this can explain why it is better in accuracy. 

4. GNCL is better than homogeneous Learn++, and a little worse than heterogeneous 
Learn++. GNCL is much faster than both of them in during training process, so it is 
more practical in real applications. But GNCL can only work with the neural 
networks, so it is less flexible than Bagging++ and Learn++. 

5. Homogeneous Learn++ can’t finish the work on dataset letter-recognition. Con-
sidering that we have modified the original Learn++ algorithm to alleviate this 
problem, this is again shows the restriction of Learn++. 

4.5   Generalization Improvement 

The generalization improvement is calculated as the average accuracy of the test 
dataset in the last incremental step minus the average accuracy of the test set in the first 
incremental step. In this way, a high value indicates a high improvement. A high im-
provement means that a good incremental ability is attained, while a decrease in the 
generalization is a sign of poor incremental learning ability. Table 3 presents the gen-
eralization improvement of each method for all datasets, and in the last row the average 
improvements are also shown. 
1. Homogeneous Learn++ and heterogeneous Learn++ obtain the best improve-

ment on most of the datasets, which shows that Learn++ has a good incremental 
ability. 

2. The average improvement of GNCL is negative, indicating a poor incremental 
ability. The problem of GNCL is that it only inserts one neural network into the 
ensemble for each incremental step, and the small ensemble may suffer too much 
performance degradation in the next incremental steps. 

3. The improvement of homogeneous Bagging++ (and heterogeneous Bagging++) is 
not as high as Learn++. Considering table 2, the accuracy of Bagging++ in the first 
incremental step is almost always better than Learn++, so maybe this is the actual 
reason why its improvement is not so high. 

4.6   Training Time 

The training time is the total time that a method spends on training classifiers (or en-
semble) for all incremental steps. From the results, we can get following conclusions: 
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Table 3. Generalization Improvement 

Dataset BPNN GNCL Learn++ Bagging HLearn++ HBagging 
adult 3.74 -2.48 6.33 1.53 6.09 1.58 
(mushroom 1.09 -6.39 6.04 0.38 3.46 0.46 
austra 2.75 -8.31 7.58 0.48 8.21 0.77 
balance-scale 2.71 -23.91 7.29 1.46 9.64 1.67 
breastcancer-wisconsin 0.23 0.94 5.49 0.28 11.46 0.33 
bupa 2.31 5.65 9.44 6.02 5.09 4.54 
cancer 0.37 0.74 10.23 0.32 8.75 0.42 
car 2.57 -16.55 6.38 2.26 5.40 1.84 
cleveland 3.74 1.52 8.69 2.22 5.96 -0.10 
cmc 6.38 2.20 6.08 3.88 6.69 4.55 
dermatology 4.41 -6.85 19.37 2.25 8.74 0.36 
german-numeric 4.83 4.03 7.43 1.50 7.00 1.40 
glass 7.88 0.00 6.06 -0.15 7.73 1.52 
imports-85(autos) 3.15 3.33 14.63 8.52 6.85 3.70 
ionosphere 3.70 1.94 -0.19 2.41 6.39 1.94 
kr-vs-kp 3.46 0.73 -1.19 1.35 2.80 1.27 
letter-recognition 8.20 4.58 (-) 3.44 7.05 4.28 
optdigits 9.22 4.91 15.55 4.95 17.16 5.08 
page -0.24 -0.10 0.45 -0.14 2.87 0.15 
pima 2.14 2.01 3.89 2.39 7.31 3.08 
poker-hand 2.57 2.11 1.59 1.38 1.78 1.40 
segmentation 9.02 2.27 14.94 2.67 16.75 3.19 
sick-euthyroid 2.75 0.98 12.35 1.28 12.03 0.93 
spambase 2.65 1.63 6.10 1.15 6.54 0.82 
splice 6.97 -32.59 13.79 2.36 8.55 2.24 
tic-tac-toe 3.57 -9.90 8.98 0.24 10.78 1.70 
transfusion 3.73 1.18 7.50 1.45 3.29 0.88 
Vehicle(statlog) 5.26 2.78 7.76 2.52 5.86 2.95 
waveform 2.42 2.29 4.64 1.50 5.16 1.39 
yeast 7.32 5.68 8.73 3.25 7.94 3.71 
average 3.96 -1.85 7.53 2.10 7.44 1.93 
negative mprovement 1 9 2 2 0 1 

Table 4. Training Time 

Dataset BPNN GNCL Learn++ Bagging HLearn++ HBagging 
adult 40.67 323.00 4902.42 783.28 5915.11 1381.31 
mushroom 0.68 74.98 17.35 9.17 36.74 32.79 
austra 0.07 1.11 2.18 0.98 3.75 1.83 
balance-scale 0.01 1.05 0.51 0.25 0.85 0.65 
breast-cancer-wisconsin 0.01 0.01 3.35 0.16 1.75 0.29 
bupa 0.19 0.51 3.88 3.90 3.96 4.05 
cancer 0.01 0.01 3.39 0.16 1.53 0.29 
car 0.05 5.88 1.38 0.88 2.45 2.09 
cleveland 0.02 0.07 0.50 0.37 0.66 0.50 
cmc 0.51 8.19 29.25 12.82 30.15 13.77 
dermatology 0.09 0.17 3.94 1.50 7.88 3.92 
german-numeric 0.28 0.68 3.95 4.20 4.19 4.84 
glass 0.03 0.10 1.01 0.75 0.91 0.73 
imports-85(autos) 0.04 0.09 1.65 0.69 2.60 1.82 
ionosphere 0.20 0.28 5.21 2.77 4.75 2.80 
kr-vs-kp 0.84 2.21 26.40 16.07 30.17 20.97 
letter-recognition 4.94 7.88 0.00 92.29 454.76 246.30 
optdigits 1.03 1.44 8.14 7.87 10.64 11.46 
page 0.12 0.32 103.03 2.42 104.32 4.54 
pima 0.75 2.21 8.87 14.84 9.23 14.97 
poker-hand 153.03 243.58 3630.60 2954.97 3981.91 3317.24 
segmentation 0.25 0.44 6.22 4.45 7.96 6.10 
sick-euthyroid 0.19 0.34 21.83 3.30 21.62 3.95 
spambase 1.03 2.42 174.39 19.48 137.99 28.08 
splice 5.01 10.38 928.76 84.33 749.36 189.88 
tic-tac-toe 0.05 3.52 1.07 1.07 1.63 1.82 
transfusion 0.68 1.40 24.86 13.25 25.16 13.40 
vehicle(statlog) 0.28 0.86 4.47 5.30 5.05 5.81 
waveform 2.60 7.70 92.62 53.46 99.39 59.05 
yeast 1.60 5.96 93.85 31.37 97.66 31.82 
average 7.18 23.56 336.84 137.55 391.80 180.24 
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1. Training time of heterogeneous Learn++ and Bagging++ are always longer than 
their homogeneous versions for all datasets. This is because our algorithm needs to 
create four different types of classifiers to add a new base classifier into the  
ensemble. 

2. The average training time of Learn++ is beyond two times that of Bagging++. 
Learn++ is derived from the idea of AdaBoost, it also have has generalization 
criteria for each base classifiers of the ensemble, if a base classifier can not meet 
the criteria, it will be is abandoned and a new base classifier has to be created 
again. But for Bagging, there is no requirement for the base classifier, so the 
training time of Bagging is usually proportional to the size of the target ensemble. 

3. Training time of heterogeneous Bagging++ is still much less than that of homo-
geneous Learn++, so the former one is more practical. 

4. GNCL is fast in training, because it only creates one NCL for each incremental 
step. But to create a NCL, it needs the predicted results of other base classifiers, so 
the average training time of a single NCL is beyond three times that of a normal 
BPNN.  

4.7   Ingredients Components of Heterogeneous Ensemble 

For heterogeneous Learn++ and Bagging++, the distributions of each type of base 
classifiers are shown in table 5. For each dataset, the size of the ensemble in the last 
incremental step is presented, and the percents of each type of classifiers are shown 
inside the parentheses (in the order of BPNN, C4.5, SVM and Naïve Bayes). And the 
average distributions are also shown in the last row of the table. 

Table 5. Ingredients of Heterogeneous Ensemble 

Dataset HLearn++ HBagging Dataset HLearn++ HBagging 
adult 180(99.9/0.1/0/0) 180(100/0/0/0) kr-vs-kp 180(91.1/0.4/6.3/2.2) 180(99.4/0/0.2/0.4) 
mushroom 180(88.8/1.2/2.3/7.7) 180(88.7/0/1.4/9.8) letter- 

recognition 
180(0/0/0/100) 180(0/0/0/100) 

austra 60(87.6/0.3/4.4/7.7) 60(42.3/0/44.7/13) optdigits 120(18.6/0/0/81.4) 120(72.9/0/0/27.1) 
balance-scale 60(95.3/0.2/1.9/2.7) 60(98.6/0/1.4/0) page 180(85/1.1/0/13.9) 180(30.6/0/0.2/69.3) 
breast-cancer- 
wisconsin 

60(54.8/1.6/6.8/36.7) 60(45/0/12.3/42.7) pima 60(92.8/0.1/0/7.1) 60(88.2/0/0.1/11.8) 

bupa 60(81.7/1.2/0.5/17.1) 60(92.7/0/0.1/7.2) poker-hand 180(100/0/0/0) 180(100/0/0/0) 
cancer 60(55.3/2.1/3.9/38.8) 60(42.6/0/12.0/45.4) segmentation 180(62.1/0.1/0/37.8) 180(79.2/0/0/20.8) 
car 140(85.1/0.1/8.7/6.1) 140(99.9/0/0.1/0) sick- 

euthyroid 
180(80.9/3.3/0.6/15.3) 180(94.5/1.2/0.6/3.8) 

cleveland 60(65.7/0/0.1/34.2) 60(55.1/0/0.1/44.8) spambase 180(97.2/0.5/0/2.4) 180(100/0/0/0) 
cmc 120(99.5/0/0.1/0.4) 120(99.9/0/0/0.1) splice 180(80.7/0.6/3.7/15) 180(60.3/0/0/39.7) 
dermatology 60(23.9/0.9/1/74.2) 60(17.1/0/0.1/82.8) tic-tac-toe 80(94.3/0.3/4.9/0.5) 80(98.2/0/1.8/0) 
german- 
numeric 

80(94.8/0/0.7/4.6) 80(89.9/0/0.4/9.7) transfusion 60(86.6/2.6/0.3/10.6) 60(85.7/6/8.1/0.3) 

glass 60(71.3/0/0/28.7) 60(83.8/0/0.1/16.1) vehicle 
(statlog) 

60(91.2/0/0/8.8) 60(100/0/0/0) 

imports-85 
(autos) 

60(40.6/0/0.1/59.3) 60(42.5/0/0/57.5) waveform 180(88.6/0/0.1/11.4) 180(99.6/0/0.3/0.1) 

ionosphere 60(53.0/3.2/1.4/42.5) 60(36.1/0/0.1/63.9) yeast 120(96.2/0/0/3.8) 120(96.9/0/0/3.1) 
average 114(77.2/0.7/1.5/20.7) 114(77.4/0.2/1.6/20.9)    

According to the average distribution, in both heterogeneous Learn++ and hetero-
geneous Bagging++ the distributions of each type of classifiers are very similar. This 
may suggest that the distribution is only related to the characteristics of the training 
algorithms of base classifiers and is independent of to the ensemble methods. 
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5   Conclusions and Future Works 

Based on massive experiments, in this paper we investigate the use of Bagging en-
semble and heterogeneous ensemble in incremental learning. The experimental results 
show that:  

(1)Bagging ensemble is fast and with strong generalization ability, which is a 
promising method for incremental learning. 

(2)Heterogeneous ensemble is an effective way to improve the generalization of 
original ensemble methods. 

There are still many works need to do in the future, which are: 
(1)It has been proved that ensemble pruning can improve the generalization and the 

efficiency of the ensembles at the same time in non-incremental learning. Next we will 
test whether it has the similar effects in ensemble incremental learning. 

(2)In our experiments, we assume the distributions of training data in each incre-
mental step are the same. Next we will redo our test under different data distribution 
assumptions. 

(3)The algorithm used to created heterogeneous ensemble in our experiments is 
simple and rough. We will improve it in both efficiency and generalization in the future. 

Acknowledgments. This work was supported by the National Science Foundation of 
China under the grant No. 60905032. 
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Abstract. Data intensive applications are widely existed, such as massive data 
mining, search engine and high-throughput computing in bioinformatics, etc. 
Data processing becomes a bottleneck as the scale keeps bombing. However, 
the cost of processing the large scale dataset increases dramatically in tradi-
tional relational database, because traditional technology inclines to adopt high 
performance computer. The boost of cloud computing brings a new solution for 
data processing due to the characteristics of easy scalability, robustness, large 
scale storage and high performance. It provides a cost effective platform to im-
plement distributed parallel data processing algorithms. In this paper, we pro-
posed CPLDP (Cloud based Parallel Large Data Processing System), which is 
an innovative MapReduce based parallel data processing system developed to 
satisfy the urgent requirements of large data processing. In CPLDP system, we 
proposed a new method called operation dependency analysis to model data 
processing workflow and furthermore, reorder and combine some operations 
when it is possible. Such optimization reduces intermediate file read and write. 
The performance test proves that the optimization of processing workflow can 
reduce the time and intermediate results. 

Keywords: data processing, cloud computing, MapReduce, performance,  
workflow. 

1   Introduction 

Cloud computing offers large scale data storage and computation services delivered 
through huge data centers. It offers a scalable distributed file system and a program-
ming model for data intensive distributed application. 

Adopting cloud computing into data processing, we present CPLDP (Cloud based 
Parallel Large Dataset Processing System) in this paper. CPLDP is built on Apache 
Hadoop [9]. Apache Hadoop is an open source project that implements Google File Sys-
tem and MapReduce framework. This is a chance for anyone who wants to build their 
system on cloud platform. Our system is built on Hadoop distributed file system and 
MapReduce framework. We firstly implement some basic data processing operations on 
MapReduce framework. These operations are frequently used in data processing. Every 
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operation indicates a MapReduce job. Upon them, a workflow mechanism is devised to 
orchestrate them. The reason why we design a workflow system is that we discover that 
single MapReduce cannot be too complex because of the restriction of its program 
model. Almost every meaningful result generated from the raw dataset needs a series of 
operations. We provide a user-friendly GUI to help create workflow of operations 
through the GUI, user can create data processing workflow that satisfies their complicate 
requirements. The more MapReduce jobs in a workflow, the more read and write of in-
termediate results, hence the more execution time it needs. To reduce the intermediate 
data read and write, an optimization module is designed to optimize workflow before 
executing them. The optimizing methods include reordering operations and combining 
some of them. Factors that affect optimization and algorithms that carry out the optimiza-
tion will be introduced in section 4. 

This paper makes the following contributions: 

 We propose a new schema of processing large dataset in cloud. In this schema, 
data processing job is constructed by orchestrating basic operations. This schema 
is extendable and satisfies most data processing needs.  

 We propose operation dependency analysis and operation combination to opti-
mize MapReduce job workflow. With the optimization, the execution time of 
workflow is reduced significantly.  

2   Related Work 

Sawzall [11] is a scripting language building atop of GFS and MapReduce framework 
by Google. It allows user to program the filter and select an aggregator to form their 
data processing job. The first difference between Sawzall and our system is that our 
system provides a user friendly interface to let user design their data processing work-
flow visually, and Sawzall let user “program” their data processing program. Sec-
ondly, Sawzall provides a process called “chain” to orchestrate Sawzall jobs. But it 
doesn’t optimize the workflow before running it. Pig Latin [12] is designed by Ya-
hoo! Research atop of HDFS and MapReduce. The data processing workflow is called 
Pig Latin logical plan in it. It compiles the logical plan into a series of MapReduce 
primitives, as we compile our workflow into a series of MapReduce jobs. In Pig 
Latin, it doesn’t optimize its MapReduce primitives flow as we do. Dryad [14] is a 
distributed platform that is developed at Microsoft to provide large-scale, parallel, 
fault-tolerance execution of processing jobs. And DryadLINQ [15] is the language 
used to design data processing jobs in it. Unlike MapReduce restricting process into 
map/reduce schema, DryadLINQ allows arbitrary data processing job that can be ex-
pressed as directed�acyclic�graphs�(DAG). There is static optimization of DAG 
before running it and dynamic optimization when running the DAG expressed data 
processing workflow. It moves the operators which reduce the datasets to front when 
it is possible, but it doesn’t combine operators to reduce the read and write of inter-
mediate files. Instead, it uses Dryad’s TCP pipe and in-memory FIFO channels in-
stead of persisting temporary data in files. This is effective when the intermediate file 
is not that large. When intermediate file is becoming large, it cannot be stored in main 
memory. 
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3   CPLDP 

Figure 1 shows the architecture of CPLDP. We build our system based on HDFS 
(Hadoop Distributed File System) and MapReduce framework. Upon them, we im-
plement basic data processing operations.  

 

Fig. 1. The architecture of CPLDP 

These operations include: 
Binarization: transforming continuous values to binary values (1 or 0) 
Discretization: transforming continuous values to categorical values  
Redundancy Remove: removing the duplicated entries and keeps one 
Column Select: selecting columns which are specified 
Row Select: selecting rows which are satisfied the condition specified 
Feature Creation: creating a new attribute based on the expression specified 
Variable Transformation: transforming an attribute according to the expression   
specified.  
Sampling: generating a subset of the dataset with specified size by random  
sampling 
Aggregate: performing an operation on a group of values to get a single result.  

The operation includes COUNT, SUM, MAX, MIN, and AVERAGE.  

4   Operation Dependency Analysis 

We classify operations into two kinds: synchronous operations and asynchronous op-
erations. An operation is synchronous if it needs to check all the input records to 
complete its operation. Conversely, the asynchronous operations can complete its 
operation only depend on its own record. Redundancy remove is a synchronous  
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operation because it needs to check all the records to confirm whether one record has 
replicates. It means that during the execution of redundancy remove, between reading 
and writing of dataset, there is a barrier that forbids writing after reading a subset of 
dataset.  Synchronous operations cannot exchange with other operations, or there will 
be writing of dataset beyond the barrier. For example, there is a workflow: <binariza-
tion, redundancy remove>, if we exchange binarization and redundancy remove the 
output of binarization is beyond the barrier of redundancy remove. Aggregate is a 
synchronous operation, too. On the contrary, other operations in our system are asyn-
chronous.  

So if two operations are commutative, they must be asynchronous. But it is not the 
sufficient condition. <variable transformation, feature creation> is  a workflow 
without synchronous operations. The input of this workflow is records of employee 
information: <ID, name, birthday, salary, address>.Variable transform change birth-
day to age. And feature creation creates a new attribute based on age and salary. In 
this case, variable transform and feature creation cannot be exchanged because the 
later operation depends on the output of the former.  

To determine such dependency between operations, we use two vectors to describe 
the actions of operation changing dataset: read vector and write vector. For variable 
transform in figure 4, its read vector is 00100 because it read the birthday attribute. Its 
write vector is 00100, too, since it changes the birthday attribute of dataset. We find 
variable transform also reads other data of other attributes, but it doesn’t use them. 
We set a bit to 1 only when the operation reads the attribute and uses it to execute the 
operations. In the same way the read vector of feature creation is 00110, and the write 
vector is 000001. We set the six bit of write vector to 1 because it creates a new at-
tribute and it is added in the rear.  

Given two asynchronous operations (A and B) and their vectors (A.r, A.w, B.r and  
B.w which represents A’s read vector, A’s write vector and B’s read vector and B’s 
write vector respectively), we determine  whether they are commutative by calculat-
ing  the following equations: 

F1 = A.r^B.w . (1)

F2 = A.w^B.r . 
 

(2)

B and A are commutative if f1 and F2 are equal to zero. F2 equals to zero means B 
doesn’t read the data that A writes, hence there is no dependency between them. F1 
equals to zero means if A and B have been exchanged there is no dependency be-
tween them.  

Algorithm 1. Reorder data processing operations 

Procedure LIST REORDERWORKFLOW(LIST workflow) 
    for(each asynchronous operation o in workflow) do 
       o1 = o’s former asynchronous operation; 
        if(o1==null)then 
        //this means o is at front of workflow. 
            continue; 
       end if 
       if(o1.r^o.w=0 and o1.w^o.r=0and  o.prio>o1.prio)then 
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            //o1 and o are commutative and o’s priotiy is 
           //higher than o1’. 
           exchange o and o1; 
           goto 3; 
       end if 
    end for 
    return workflow; 
  end procedure 

The two factors discussed above only provide the condition that two operations can 
be exchanged or not. They don’t give the information that reflects two operations are 
necessary to exchange. In fact, in our system, we only let the operation that scales 
down the dataset execute as early as possible, because it scales down the input dataset 
of the operation that exchanges with it. We use an attribute called priority to describe 
how much an operation scales down dataset. The higher priority is, the more it scales 
down the dataset. Sampling has the highest priority because it scales down the dataset 
most. Column select and row select has the second highest and others have normal 
priority. If variable transform and feature creation in figure 2 are commutative, we 
exchange them only when the priority of variable transform is lower than the priority 
of feature creation. And in fact, they have equal priority and we don’t exchange them 
even though they are commutative. 

With three factors discussed above, the workflow of data processing can be opti-
mized as follows: for every operation in the workflow, if its priority is higher than the 
priority of the former one, and they are commutative, we exchange them. Then do the 
same procedure on the new former operation until it could changes with its former 
one. This process goes as algorithm 1. After reordering, the execution time of work-
flow is reduced about 3/4. We will discuss it in section 6 in detail. 

5   Operation Combination 

The reordering of workflow searches the opportunity to reduce the input dataset of 
some operations. After reordering the operations, we find some linked operations can 
be combined together to totally avoid the input of the later one. For example, in work-
flow <binarization, feature creation>, the input data is the same as data in section 4. 
The binarization transforms salary to 1 if it is higher than a threshold, for example 
4000, or else transforms it to 0. Feature creation generates a new attribute based on 
salary and address. In cloud platform, binarization reads the input and then executes 
and writes its output into distributed file system. Then feature creation reads the out-
put of binarization and executes its code and then writes its result to distributed file 
system. The writing output to file system of binarization is not necessary because the 
code of feature creation can execute immediately after the executing of code of bi-
narization. The combination of binarization and feature creation elides the writing 
and reading of intermediate file. This will reduce a lot of execution time of the whole 
workflow. 

Algorithm 2 describes the procedure of combining operations in already reordered 
data processing workflow.  
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Algorithm 2. Combine operations in reordered workflow 

  procedure LIST COMBINE(LIST workflow) 
    int i = workflow.length-1; 
    while(i>=0) do 
       o = workflow.get(i); 
       o1=workflow.get(i-1); 
       if(o1!=null && o1 and o are asynchronous) then 
          o2 = combine(o, o1); 
          workflow.set(i-1, o2); 
        end if 
       i=i-1; 
     end while 
   end procedure 
 
The combination of operations improves the performance significantly. We will dis-
cuss it in next section. 

6   Experiment and Performance 

We evaluate our data processing system by executing a workflow which is described 
as <feature creation, variable transform, discretization, column select, row select, 
sampling, redundancy remove, discretization, aggregate>. We execute this case with 
different input file size, from 1000’000*25 records (about 4.5G) to 1000’000*125 
records (about 22.9 G) by increasing 1000’000*25 records each time. The original 
workflow, reordered workflow and combined workflow are executed with different 
data input scale respectively. Through this process we discuss the factors that influent 
workflow execution time.  

Our test bed is a 12-node Hadoop cluster. One node serves as master (namenode 
and jobtracker). And the other 11 nodes are slaves (datanode and tasktracker). Each 
node is equipped with 16 processor (Dual core AMD Opteron(tm) Processor 870, 2 
GHz), 32G main memory and 80G hard disk. The hard disk volume is relatively low, 
that is why the input file size scales from 4.5G to 22.9G in our experiment.  

As depicted in figure 2, the optimization process improves the performance signifi-
cantly. After reordered, the execution time of workflow is reduced about 5/6 except 
the data is 4.5G. Through our experiment, we found that the sampling size of  
sampling, constraint of row select and column select influence the execution time of 
reordered workflow a lot. The original workflow is reordered to <sampling, column 
select, row select, feature creation, variable transformation, discretization, redun-
dancy remove, discretization, aggregate>. Operations that scale down dataset execute 
as early as possible. This means that the more these operations scale down the dataset, 
the less time subsequent operations will take. But on the other hand, if these opera-
tions don’t scale down dataset with a considerate rate, the execution time after reor-
dering will not decrease significantly. In our experiment, the sampling size is 0.2, 
which means after sampling, only 20% of the dataset remains.  
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Fig. 2. Experiment result 

After combination, the execution time is reduced by about 4/5 compared with the 
corresponding execution time of reordered workflow. The reordered workflow is 
combined into two operations: <sampling, column select, row select, feature creation, 
variable transformation, discretization, redundancy remove> and <discretization, 
aggregate>. It seems contradictory with the combination algorithm described in algo-
rithm 3 because here we “combine” the synchronous operations (redundancy remove 
and aggregate) with other asynchronous operations.  

Our experiment proves that the optimization of MapReduce workflow is necessary 
and efficient, especially when there are operations scaling down dataset such as sam-
pling, row select and column select in workflow. 

7   Conclusion and Future Work 

In this paper, we propose a large data processing system CPLDP. Before running data 
processing workflow, we adopt operation dependency analysis to reorder operations 
and combine some operations. Such optimization process is effective. 

Through our experiment, we find that Hadoop cluster environment influences per-
formance in certain extends. Our future work will focus on the implementation of 
MapReduce to find other possibilities of optimizing data processing workflow. On the 
other hand, the MapReduce job configuration is a factor that affects the single job 
performance. Hence automatically and intelligently configuring MapReduce jobs is 
another research focus. 
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Abstract. Multi-relational classification is an important data mining task, since 
much real world data is organized in multiple relations. The major challenges come 
from, firstly, the large high dimensional search spaces due to many attributes in 
multiple relations and, secondly, the high computational cost in feature selection 
and classifier construction due to the high complexity in the structure of multiple 
relations. The existing approaches mainly use the inductive logic programming 
(ILP) techniques to derive hypotheses or extract features for classification. How-
ever, those methods often are slow and sometimes cannot provide enough informa-
tion to build effective classifiers. In this paper, we develop a general approach for 
accurate and fast multi-relational classification using feature generation and selec-
tion. Moreover, we propose a novel similarity-based feature selection method for 
multi-relational classification. An extensive performance study on several bench-
mark data sets indicates that our approach is accurate, fast and highly scalable. 

Keywords: Multi-relational classification, Feature generation, Feature selection. 

1   Introduction 

Much real-world data is organized in multiple relations in databases. Mining multi-
relational data repositories is an essential task in many applications such as business 
intelligence. Multi-relational classification is arguably one of the fundamental prob-
lems in multi-relational data mining. 

Multi-relational classification is challenging. First, there may be a large number of 
attributes in a multi-relational database where classification is conducted. Since rela-
tions are often connected in one way or another, virtually, multi-relational classifica-
tion has to deal with a very high dimensional search space. Moreover, the structure of 
a multi-relational database, i.e., the connections among multiple relations, can be very 
complicated. High complexity in structure of multi-relational data often leads to high 
cost in feature selection and classifier construction. 

To tackle the challenges, the existing approaches, which will be briefly reviewed in 
Section 2.2, mainly use the inductive logic programming (ILP) techniques to derive 
hypotheses or extract features for classification. However, those methods are often 
slow due to the high cost in searching the clause spaces or joining multiple tables. 
Moreover, those methods often cannot fully utilize information stored in all types of 
attributes and provide enough information to build effective classifiers using methods 
such as SVM [1], which constructs models from feature space instead of rules. 
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There are many mature and effective classification methods for data in a single re-
lation, such as SVM and decision trees [2]. Those methods cannot be applied directly 
for multi-relational classification since they cannot handle multiple relations and their 
connections. Thus, a natural question is whether we can derive a general feature gen-
eration and selection method to build the feature space from multiple relations, so that 
those existing classification methods for single relations can be easily extended to 
multi-relational classification. 

In this paper, we tackle the problem of multi-relational classification by developing 
a general approach using feature generation and selection. We make the following 
contributions. First, we develop a general framework for multi-relational classifica-
tion such that many existing classification methods on single relation, such as SVM 
and decision trees, can be applied on multi-relational data. The central idea of the 
framework is to generate and select features from multi-relational data. Second, we 
propose a novel similarity-based feature selection method for multi-relational classifi-
cation by leveraging available features in a large search space effectively. Last, to 
preserve as much information as possible, we devise a similarity-based feature com-
putation method for data transforming. An extensive performance study on several 
data sets indicates that our approach is accurate, fast, and highly scalable. 

The rest of the paper is organized as follows. In Section 2, we describe the problem 
of multi-relational classification and review the related work. We present our general 
framework in Section 3. We develop our feature generation and selection methods in 
Section 4 and data transforming in Section 5. We report an extensive performance 
study in Section 6 and conclude the paper in Section 7. 

2   Problem Description and Related Work 

In this section, we describe the multi-relational classification problem and briefly 
review the existing approaches.  

2.1   Problem Description 

A multi-relational data set is a set of relations R={R1,…,Rn} where every attribute is 
either numerical or nominal. Among all relations in question, there is a target relation 
which contains a class-label attribute. The tuples in the target relation are called the 
target tuples. The other relations are called the background relations. 

Example 1 (Problem Description). We take the finance database whose schema is 
shown in Fig. 1. The data set contains 8 relations. LOAN is the target relation, and the 
attribute Status as the class-label attribute. We are interested in building a classifier 
using the data in the finance database to predict the status of new loans in the future. 

Although a loan is recorded as a record in relation LOAN, it is highly related to some 
information stored in the other relations in the database, such as the related transac-
tions through bank accounts. Instead of using only the information in relation LOAN, 
a loan status classifier can be expected more accurate if it can also make good use of 
the information in the other relations. 
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LOAN

Loan-id
Account-id
Date
Amount
Duration
Payment
Status

ACCOUNT

Account-id
District-id
Frequency
Date

ORDER

Order-id
Account-id
Bank-to
Account-to
Amount
Type

TRANSACTION

Trans-id
Account-id
Date
Type
Operation
Amount
Balance
Symbol

CARD

Card-id
Disp-id
Type
Issue-date

DISPOSITION

Disp-id
Account-id
Client-id
Type

CLIENT

Client-id
Birth-date
Gender
District-id

DISTRICT

District-id
Dist-name
Region
#People
#Lt-500
#Lt-2000
#Lt-10000
#Gt-10000
#city
Ratio-urban
Avg-salary
Unemploy95
Unemploy96
Den-enter
#Crime95
#Crime96

 

Fig. 1. An example of Financial Database from PKDD CUP 99 

2.2   Related Work 

Inductive logic programming (ILP for short) [3, 4, 5] becomes a natural approach in 
multi-relational classification. In general, inductive logic programming takes logic 
programming [6] as a uniform representation of positive and negative examples, 
background knowledge and hypotheses, and computes hypotheses that follow all 
positive and none of the negative examples. 

For example, FOIL [7] constructs a set of conjunctive rules which distinguish posi-
tive examples against negative examples. The core of rule construction in FOIL is to 
search for the best predicates iteratively and append those candidates to a rule. 
PROGOL [8] constructs a most general clause for each example using an A*-like 
search. Redundant clauses are removed. Mimicking the decision tree methods [2], 
TILDE [9] adopts the heuristic search of C4.5 [10] and uses a conjunction of literals 
in tree nodes to express background knowledge. The above ILP systems, however, are 
well recognized costly on large data sets due to very large search spaces of possible 
rules or clauses. To handle the efficiency issue of ILP systems, CrossMine [11] de-
velops a tuple ID propagation method to avoid physically joining relations. 

Alternative to the inductive logic programming approaches, a possible idea is to 
transform a multi-relational data set into a “flattened” universal relation. The proposi-
tionalization approaches use inductive logic programming to flatten multi-relational 
data and generate features [12]. Particularly, the features in the universal relation are 
generated by first-order clauses using inductive logic programming. LINUS [13] is a 
pioneer propositionalization method, which transforms clauses into propositional 
expressions as long as all body literals in the clauses are determined. Srinivasan and 
King [14] addressed the problem of non-determined literals in clauses by constructing 
boolean features from PROGOL clauses. Compared to the other ILP methods, the 
propositionalization methods incur high computational cost and heavy information 
loss in constructing binary features. RelAggs [15] tries to tackle the issues by consid-
ering aggregates in feature generation. However, efficiency remains an issue due to 
the huge universal relation with exponential set of features constructed. 

Although good progress has been made on multi-relational classification, a critical 
problem remains open. Many mature classification methods on single relations such 
as SVM, which constructs models from feature space instead of rules, cannot be ex-
tended to multi-relational data effectively. Although the propositionalization ap-
proaches transform multiple relations into a universal relation, the transformation cost 
on large data set is very high which makes classifier construction very costly. 
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3   Framework 

To enable general classification methods such as SVM applicable on multi-relational 
data in an effective way, we propose a feature-generation-and-selection framework.  

It contains two important components. (1) Feature generation and selection. We 
generate and select features from data in multiple relations according to the usefulness 
of the feature in classification. The usefulness is evaluated by the similarity between 
such feature and class label attribute. (2) Data transformation. We transform training 
data into a set of training instances where each instance is represented using the fea-
tures selected. The training data can be fed into any classification method on single 
relation to build a classifier. When predicting, the test data is transformed similarly.  

Let us start with a simple approach using aggregate features. Given a set of rela-
tions R={R1,…,Rn}, we can join all relations and generate the universal relation RU.  

Definition 1 (Aggregate feature). For a target tuple t, an attribute A and an aggregate 
function aggr, the aggregate feature of t is defined as ).(. )(U

AsaggrAt tRsaggr ∈= . 

Example 2 (Aggregate features). Consider the finance database in Fig. 1 and target 
relation LOAN. A t.Account-id may appear in multiple orders and transactions. For 
example, for tuples t1 and t2 in relation LOAN, suppose each has three instances in the 
universal table RU. Consider attribute Type from TRANSACTION. Fig. 2 shows that we 
can use aggregate functions such as COUNT to extract aggregate features. 

 

Fig. 2. Extracting aggregate features 

While aggregate features are simple, there are some problems in using them in 
multi-relational classification. First, aggregates such as COUNT or FREQUENT may 
not be able to manifest the similarity among training examples in the same class as 
well as the differences among training examples in different classes, especially on 
nominal attributes. For example, two instance sets RU(t1) and RU(t2) with very differ-
ent distributions on a nominal attribute may have same aggregate feature values using 
simple aggregates, as demonstrated in Fig. 2. To tackle this issue, authors in [16] 
introduce target-dependent aggregators to model the distribution of nominal attrib-
utes, and use vector distance to construct new features. It brings informative features 
but also redundant and useless ones without proper feature selection methods. 

Second, a universal relation often has a large number of attributes, and thus a large 
number of aggregate features. Those features form the search space of classification 
problem. However, some attributes in a multi-relational data set may not be pertinent 
to the classification task. For example, attribute Issue-date in the finance database in 
Fig. 1 provides little help when determining whether a loan is paid on time. We need 
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to develop an effective approach to select a small set of features effective for multi-
relational classification. Ideally, the features should not be redundant to each other. 

We will address the above two issues in the next section. 

4   Feature Generation and Selection 

In this section, we first introduce distribution features in order to extract more detailed 
information for nominal attributes. Then, we develop an efficient method for selecting 
pertinent features from both aggregate and distribution features. 

4.1   Distribution Features 

We observe in Section 3 that simple aggregate attributes may not be able to provide 
enough information on nominal attributes. Thus, we propose to extend aggregate 
features to distribution features. 

Definition 2 (Distribution feature). For a target tuple t and a nominal attribute A not in 
the target relation, the distribution feature of t on A, denoted by t.DA, is the distribution 
of RU(t) on A. It can be written as a feature vector t.DA={p1,…,pm}, where m=|A| and pi 
is the occurrence frequency in RU(t) of the i-th value in A. 

Example 3 (Distribution features). Fig. 3 illustrates that distribution features of three 
target tuples in relation LOAN are extracted on attribute Type. Clearly, the distribution 
features provide more information than the aggregate features shown in Fig. 2. 

 

Fig. 3. Extracting distribution features 

4.2   Similarity between Features 

Many measures are studied in feature selection methods [17]. However, most of them 
are designed for data mining on one relation. Those methods cannot evaluate features 
when RU(t) contains multiple instances with respect to a target tuple t. 

To tackle the problem, we introduce a similarity-based feature selection method for 
multi-relational classification. As the starting point, we adapt the method in [18] to 
measure the similarity between two features. Later, we will develop a new feature 
selection method for multi-relational classification based on similarity evaluation. 
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Definition 3 (Similarity between target tuples). For target tuples t1 and t2, an attribute 
A, and an aggregate feature Aaggr, the similarity between t1 and t2 on Aaggr is defined as 
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whereóaggr is the standard deviation of { Aaggr (ti)} for all target tuples ti. 
The similarity between two target tuples t1 and t2 on a distribution feature DA is de-

fined as 
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where t1.DA[i] is the i-th element of the feature vector t1.DA. 

Example 4 (Similarity between tuples). Consider the feature vectors on attribute Type in 
Fig. 2. The similarity between t1 and t2 on aggregate features TypeCOUNT, TypeCOUNT 

UNIQUE, and TypeFREQUENT are all 1. On the distribution feature DType in Fig. 3, the 
similarity between t1 and t2 is simDType

 = 0.67 * 0.67 + 0 + 0 = 0.45. 

Definition 3 is important since it gives us a ground to compare how features, either 
aggregate or distribution ones, manifest the similarity between target tuples. For a 
feature Af, we can calculate the similarity simAf(t1,t2) for each pair of target tuples (t1, 
t2). We define the similarity matrix of the feature using such similarity values. 

Definition 4 (Similarity matrix). Let t1,…, tN be the set of all target tuples and N be the 
number of target tuples. For a feature Af, the similarity matrix of Af is defined as 

                       .)],([V ,1
Af

NjijiA ttsim
f ≤≤=                                        (3) 

Example 5 (Similarity matrix). Suppose in our running example, the target relation 
LOAN contains only three target tuples whose distribution feature vectors on Type are 
shown in Fig. 4. The similarity matrix of DType is 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

167.067.0

67.056.045.0

67.045.056.0 . 

Using the similarity matrices, we can measure the feature similarity. Particularly, we 
are interested in similarity between a feature and the class distribution feature, which 
is a kind of distribution feature where the vector contains one 1and 0 for others. 

Definition 5 (Feature similarity). The similarity between a feature Af, no matter an 
aggregate one or a distribution one, and the class distribution feature Dc is defined as 

                        .),(
fc

fc

AD

AD

fc
VV

VV
ADsim

⋅
⋅=                                                (4) 

It indicates that, in order to achieve a high similarity to a class distribution feature, a 
feature on an attribute A needs to manifest all tuples in the same class in a small num-
ber of values in the domain of A. In other words, those specific values in the domain 
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of A should have a high utility in discriminate a class from the other. Note that the 
denominator |VAf| penalizes features on which tuples in all classes have similar distri-
butions. Such features are thus not informative in classification. 

Compared to information gain and some other measures of feature utility in classi-
fication, the similarity-based measure considers the distribution of tuples in different 
classes on the feature, which can effectively support feature selection specific for 
accurate classification. 

4.3   Feature Selection 

Based on the feature similarity, we propose a feature selection method (Algorithm 1) 
for multi-relational classification. Our method iteratively selects features with high 
utility in discriminating a class from the other. A feature Af is selected if (1) the simi-
larity between Af and the class distribution feature is over a threshold min_sim, and (2) 
the similarity between Af and every pertinent feature selected already is smaller than a 
threshold max_select, in order to avoid redundant features. To evaluate all candidate 
features efficiently, we adopt a heuristic search and update the candidate feature set 
and pertinent feature set dynamically. We also adopt the tuple ID propagation tech-
nique [11] to avoid joining relations physically. When considering a background 
relation Ri, for each tuple t in Ri, the IDs of target tuples joinable with t are propagated 
along the join path and recorded in Ri for further transferring. With these IDs, it is 
unnecessary to physically join relations and form a universal relation when calculat-
ing similarity between features. 

Algorithm 1. Feature Selection 
Input: target relation Rt and a set of background relations {R1, R2,… , Rn},  

         class label attribute Ac 
Output: a set of pertinent features 

 
1.  pertinent feature set P empty, candidate feature set C empty 
2.  activate Rt 
3.  for each relation Ri that joins with Rt directly 
4.     activate Ri 
5.  repeat 
6.     select feature Af in C of the maximum similarity 
7.     if sim(Dc, Af ) <= min_sim, then break 
8.     remove Af from C 
9.     if exist Af’ in P that sim(Af, Af’ ) >= max_select, then continue 
10.    add Af into P 
11.    for each target tuple ti 
12.       if cover(ti) <= min_cov, then increase the weight of ti in the weight matrix W 
13.    if W is updated, then update the similarity of features in C 
14.    for each inactive Rj that can be appended to a path from Rt to Ri which contains A 
15.       activate Rj 
16. end 
return P 
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Activating a Relation. In Lines 2, 4 and 15 in Algorithm 1, the operation of activating 
a relation Ri includes the following steps. 1) propagate target tuple IDs to Ri, 2) 
generate features including both aggregate and distribution ones from each attribute A 
in Ri, 3) for each extracted feature Af, calculate sim(Dc, Af), and 4) add each Af with its 
sim(Dc, Af) into the candidate set C. Once a feature Af of the maximum similarity is 
selected, suppose Ri is the relation contains A, and there is a join path from Rt to Ri 
through l relations {Ri1,…,Ril}. Then, for each inactive relation Rj which can be 
appended directly to any relation in {Rt, Ri1,…,Ril, Rj}, Rj is activate (Line 14 to 15). 

Boosting Coverage of Examples. When a feature Af is selected such that A is not in 
the target relation, the feature may cover only a portion of target tuples. Although Af 
has high utility in classification, it cannot classify target tuples that are not covered by 
Af. Therefore, we should pay more attention on the tuples that are not covered well by 
the features selected already in the progressive feature selection procedure. A weight 
matrix is to trace how well each target tuple is covered by features selected so far. 

Let t1,…, tN be the set of all target tuples. The weight matrix W is defined as 

                     .)],([W ,1 Njiji ttweight ≤≤=                                            (5) 

The element Wi,j is set to 1 as default. 
Using the weight matrix, we integrate the coverage information into the similarity 

calculation between a feature Af and a class distribution feature Dc as follows. 
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In each iteration, after a feature is selected, suppose there are x features selected so 
far. For each target tuple t, suppose t is covered by xi features selected. Then, we cal-
culate cover(ti) = xi/x. If cover(ti) is lower than a threshold min_cov (min_cov<1), we 
adjust the weight of ti in the weight matrix W by increasing row i and column i b 
(b>1) times. Once W is updated, sim(Dc, Af) for each Af in the candidate feature set C 
should be updated. The weight adjustment process is in Lines 11- 13 in Algorithm 1. 

5   Data Transformation 

A propositional classification method, which builds a classifier on a single relation, 
takes a set of attribute-value pairs as input. For each aggregate feature Aaggr selected, 
t.Aaggr for each target tuple t is the corresponding value. For each distribution feature 
DA, t.DA is a vector (p1,…, pm). Thus, the critical issue in data transformation is how to 
transform t.DA into an appropriate value for each target tuple t. 

Transforming a vector into a value inevitably leads to information loss. We want to 
reduce the cost in classification accuracy as much as possible. For example, we can 
use distance-based method [16] to transform the distribution vector into a value. We 
can compute the centroid O of all target tuples. Then, t.DA for a target tuple t can be 
transformed to the Euclidian distance between t.DA to the centroid O. 

Example 6 (Distance-based transformation). Suppose there are in total 8 target tuples 
in a training set and t.DType for each tuple is shown in Fig. 4(a). In distance-based 
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transformation, the centroid of distribution feature DType is (0.75, 0.25). Thus, t1.DType 
is transformed to 5.3005.2015.70 22 =−+− ）（）（ . 

In distance-based transformation, all distribution feature vectors of the same distance 
to the centroid are transformed to the same value. For example, in Fig. 4(a) t1 and t3 
have the same value on DA after transformation, though their distribution feature vec-
tors are very different. 

To reduce information loss, we propose a new transformation strategy based on 
similarity analysis among tuples. 

 

Fig. 4. Transformation with (a) distance-based method and (b) similarity-based method 

Definition 6 (Similarity-based transformation). Let t1,…, tN be the set of target 
tuples. We transform a distribution feature vector t.DA to vDA(t) such that 
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Example 7 (Similarity-based transformation). Consider the data in Fig. 4(b). The 
similarity vector vDType is also shown in the Figure. The similarity transformation 
transforms t1.DType to (1+1+0.5+1+1+1+0+0.5)/8=0.75. The other distribution feature 
vectors can be transformed similarly and the results are shown in Fig. 4(b). 

In similarity-based transformation, t.DA is transformed to the average of the similari-
ties between t.DA and the other distribution feature vectors on DA. If vDA(t) is close to 
1, t has a value distribution on A similar to those of the other target tuples. In other 
words, t is an ordinary tuple according to A. If vDA(t) is close to 0, t is different from 
other target tuples in distribution on A. 

The similarity-based transformation strategy works well under the hypothesis that 
the target tuples in the same class have high similarity to each other and low similarity 
to tuples in other classes on DA. This hypothesis is implemented by the evaluation 
measure used in feature selection procedure where the selected features have high 
similarity with class distribution feature DC. 

6   Experimental Results 

To evaluate the performance of our general approach for multi-relational classification, 
we first implement it to build a SVM classifier, denoted by MulSVM. We evaluate the 



30 M. Zou et al. 

 

effectiveness of the feature generation and selection approach and the feature computa-
tion method based on similarity analysis. Then we implement our general approach to 
build classifiers using other propositional classification methods, and make compari-
sons with ILP approaches on both accuracy and efficiency. 

We use the propositional classification algorithms in WEKA1. In the feature selec-
tion, min_sim is experimentally set to 50% of sim(Dc, A

0
f) with the first selected A0

f. 
max_select is set to 0.8 and min_cov is set to 0.5 experimentally, which means if 
cover(ti) for a target tuple ti is less than 0.5, the elements in row i and column i of W 
should be increased by b times. The parameter b is set to 2  in our experiments. 

We compare with a classical propositionalization approach RelAggs [15] and an 
efficient ILP approach CrossMine [11]. We employ various approaches including 1) 
SVM, 2) J48, a decision tree method, 3) PART, a rule-based method, and 4) Logit-
Boost (LB for short), a boosting method for RelAggs and our general approach. All 
parameters involved are set as default in WEKA. All experiments are run on a 
1.5GHz Pentium 4 PC with Windows XP. We adopt a 10-fold cross validation. 

We use five real data sets2, including 1) Mutagenesis (Muta), a standard dataset in 
relational learning, 2) Financial Database (F-DB), a benchmark back finance database 
whose schema is shown in Fig. 1, 3) East-West (E-W), a classical relational learning 
problem in machine learning, 4) Alzheimer toxic (A-t), a relational dataset of disease, 
and 5) Drug pyrimidines (Drug), a relational dataset of drugs. 

6.1   Evaluating MulSVM 

In this experiment, we evaluate the effectiveness of the feature generation and selec-
tion approach and the feature computation strategy in MulSVM. The following ap-
proaches are implemented to make comparison. 1) The naïve solution (Naïve), using 
all and only aggregate features, without feature selection, 2) The only-aggregate solu-
tion (OnlyAggr), using the same feature selection strategy as MulSVM, without dis-
tribution feature generated, 3) The distanced-based solution (Distance), using the 
same feature selection strategy as MulSVM, but using distance-based transformation 
method on distribution features. 

The accuracy and running time of these approaches are given in Table 1. On most 
data sets, MulSVM has the highest accuracy. It is much faster than the Naive method. 
It performs better than the Naive solution in most cases, because it introduces distri-
bution features for nominal features. Compared to OnlyAggr and Distance, MulSVM 
with the similarity-based feature computation method performs better than aggrega-
tion only and distance-based methods, expect on date sets Alzheimer and Drug. On 
those two data sets, most of the methods have the same accuracy because no distribu-
tion features are selected. 

This experiment indicates that the feature generation method and the similarity-
based feature computation strategy in MulSVM improve the accuracy and  
efficiency. 

                                                           
1 http://www.cs.waikato.ac.nz/ml/weka/ 
2 http://www.cs.waikato.ac.nz/ml/proper/datasets.html 
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Table 1. Accuracy/running time analysis (in percentage/second, best results in bold) 

 Muta F-DB E-W A-t Drug 
Naive 86.2 1.4 87 69 80 0.1 89.6 11.2 98.1 7.8 

OnlyAggr 87.8 0.9 86.8 4.1 75 <0.1 91.2 55.7 98.4   5.4 
Distance 
MulSVM 

87.2 
87.8 

1 
1 

86.8 
87.3 

4.1 
4.4 

80 
80 

<0.1 
<0.1 

91.2 
91.2 

61 
61.4 

98.4 
98.4 

4.6 
5.5 

6.2   Evaluating the General Approach 

We implement the general approach proposed in this paper with some other proposi-
tional classification algorithms, denoted by MulJ48, MulPART and MulLB. We com-
pare the performance of these approaches with the corresponding RelAggs-methods 
and CrossMine. The accuracy and running time are shown in Table 2. 

We observe the following results. First, the accuracy of Mul-methods is better than 
RelAggs-methods on most data sets, especially on Alzheimer and Drug datasets. It is 
because Mul-methods use distribution features and the similarity-based feature com-
putation strategy, which provide more useful information than RelAggs-methods. On 
data sets Alzheimer and Drug pyrimidines, Mul-methods have a much higher accu-
racy than all the other algorithms, with improvement up to 19% and 15%. 

Second, only CrossMine is competitive with Mul-methods in efficiency. The Mul-
methods prove to be fast even compared to CrossMine on Mutagenesis, Financial and 
East-West data sets. On Alzheimer data set, Mul-methods are slower than CrossMine 
because of frequent similarity update due to low tuple coverage. The running time of 
Mul-methods is only 1%-10% of that of the Relaggs-methods. Both Mul-methods and 
CrossMine adopt the tuple ID propagation to avoid joining relations physically. This 
experiment proves the effectiveness of our approach for multi-relational classification. 

Table 2. Accuracy/running time analysis (in percentage/second, best results in bold and second 
with underline) 

     Muta  F-DB E-W A-t Drug 
MulSVM 87.8 1 87.3 4.4 80 <0.1 91.2 61.4 98.4 5.5 

RelAggs_SVM 79.8 7.3 82.6 125 80 9 85.7 463 93.4 322 
MulJ48 88.8 0.8 87 4.3 75 <0.1 97.6 58.4 98.5 5.3 

RelAggs_J48 85.6 7.4 88.2 124 80 9 92.9 462 93.4 324 
MulPART 86.2 0.9 84.8 4.5 80 <0.1 98.8 58.5 98.4 5.3 

RelAggs_PART 87.2 7.1 89 127 80 9 93.9 465 94.5 334 
LB 89.9 0.8 89.8 4.5 85 <0.1 96.3 59.3 94.2 5.6 

RelAggs_LB 85.1 7.3 80 125 85 9.1 80.6 465 82.2 324 
CrossMine 81.9 1.3 87.3 9.7 80 0.1 94 0.4 88.2 3.1 

In order to evaluate the efficiency and scalability further, we also construct a syn-
thetic database. We generate a relational schema with r relations, including a target 
one. For each relation, there are a attributes. For the target relation, a nominal attrib-
ute is used as the class label attribute. The primary-keys are randomly generated, with 
the restriction that there is at most one for each relation. For each primary-key there 
are f corresponding foreign-keys randomly located in the other relations. n tuples are 
generated for each relation. 
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First we design a series of databases with the same schema except for the number 
of tuples. We generate 5 relations for each database, 5 attributes for each relation and 
2 foreign-keys for each primary-key (Syn_DB_R5A5F2). We compare the running 
time of MulSVM (MulSVM represents all Mul-methods because SVM performs 
slowly on large data set), CrossMine, and RelAggs-methods (RelAggs_J48 represents 
all RelAggs-methods except RelAggs_SVM). The results are shown in Fig. 5(a). 

We design another series of databases with the same schema except for number of 
relations. We generate 10, 20, 50, 100 and 200 relations, respectively, 5 attributes for 
each relation and 2 foreign-keys for each primary-key. We fix the number of tuples in 
each relation to 500 (Syn_DB_A5F2T500). Results on running are shown in Fig. 5(b). 

 

Fig. 5. Running time comparison (a) as number of tuples grows on Syn_DB_R5A5F2, and (b) 
as number of relations grows on Syn_DB_A5F2T500  

When the number of tuples increases, MulSVM is comparative to CrossMine in ef-
ficiency, which is much faster than the RelAggs-methods. The running time of 
RelAggs_SVM grows dramatically compared to the other RelAggs-methods in Fig. 5 
because SVM is inefficient on large data sets with excessive features that RelAggs-
methods generated. However, MulSVM performs efficiently even on large data sets. 
On the other hand, as the number of relations increases in Fig. 5(b), MulSVM is also 
as efficient as CrossMine, which is one of the most efficient ILP algorithms in multi-
relational classification. In conclusion, we demonstrate in this experiment that Mul-
methods are preferable to classical ILP approaches on both efficiency and accuracy. 

7   Conclusions 

In this paper, we develop a general approach for multi-relational classification using 
feature generation and selection. We propose a similarity-based feature selection 
method for multi-relational classification, and a similarity-based data transformation 
method to construct feature values. An extensive empirical study verifies that our 
approach is accurate, fast and scalable. As future work, it is interesting to explore 
extending our approach for other multi-relational data mining tasks. 
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A Unified Approach to the Extraction of Rules from 
Artificial Neural Networks and Support Vector Machines 
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Abstract. Support Vector Machines (SVM) are believed to be as powerful as 
Artificial Neural Networks (ANN) in modeling complex problems while avoid-
ing some of the drawbacks of the latter such as local minimæ or reliance on ar-
chitecture. However, a question that remains to be answered is whether SVM 
users may expect improvements in the interpretability of their models, namely 
by using rule extraction methods already available to ANN users. This study 
successfully applies the Orthogonal Search-based Rule Extraction algorithm 
(OSRE) to Support Vector Machines. The study evidences the portability of 
rules extracted using OSRE, showing that, in the case of SVM, extracted rules 
are as accurate and consistent as those from equivalent ANN models. Impor-
tantly, the study also shows that the OSRE method benefits from SVM specific 
characteristics, being able to extract less rules from SVM than from equivalent 
ANN models.  

Keywords: Data Mining, Support Vector Machines, Artificial Neural Net-
works, Orthogonal Search-based Algorithm, OSRE, Pedagogical, Decomposi-
tional, Rule Extraction. 

1   Introduction 

Support Vector Machines (SVM) proved to be accurate analytical tools, quite able to 
predict complex relations in various application fields. Similarly to Artificial Neural 
Networks (ANN), such accuracy stems from their ability to represent any given func-
tion [1] [2] [3] or to define complex decision boundaries. Despite their predictive abil-
ity, ANN and SVM have well-known drawbacks such as their black-box approach to 
modeling and the ensuing lack of transparency. What can be learnt from their systemic 
underlying knowledge representation is little more than a set of weights, activation 
functions and optimal parameters, discovered during the Neural Network training, or 
the kernel function and the optimized parameters of the Support Vector Machine. Hid-
den inside such complexity is an eventually meaningful relationship between inputs 
and predicted values. 

Given the obvious need to understand the underlying learning mechanisms of 
ANN, in recent years authors have proposed varied techniques to overcome this miss-
ing transparency. However, there is still a demand for a unified rule extraction method 
that encompasses ANN and SVM, ensuring a compromise between accuracy and 
fidelity to the original models, together with consistency and comprehensibility, while 
being highly portable between different algorithms.  
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The paper demonstrates a quite successful application of the Orthogonal Search-
based Rule Extraction algorithm (OSRE) [4] to Support Vector Machines modeling. 
Results obtained with Artificial Neural Networks and the same rule extraction meth-
ods are used as benchmarks, showing that the use of OSRE with SVM is capable of 
maintaining the accuracy of the original classifiers while extracting, in both cases, a 
consistent set of rules. 

2   Rule Extraction 

Figure 1 displays chronologically the most relevant algorithms hitherto proposed to 
extract rules from ANN or other modeling tools. In Figure 1 algorithms are further 
organized according to the translucency of the rule extraction algorithm [5]. 

The translucency criterion considers the techniques perception of the learning 
method, thus creating three broad families of rule extraction approaches: the decom-
positional approach, the pedagogical approach and the eclectic approach. 

 

Fig. 1. Rule Extraction Methods organized by broad families and by year 

The decompositional approach extracts rules at the level of the individual units by 
analyzing the activation values, weights and biases of the Neural Networks and the 
kernel function, vectors and optimization parameters of the Support Vector Machines 
[5]. Its disadvantage lies in its dependency on the learning mechanism coupled with 
the inability to accurately derive the logic of the underlying decision surface [4] [5].  

The pedagogical approach used considers the trained ANN or SVM as a black box 
and using the classifier algorithm as an oracle through which it tests its predicted 
responses [5]. While changing the input values, rules are extracted which express the 
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relationship between inputs and outputs of the Neural Network or Support Vector 
Machine. The main issue with most pedagogical approaches is that they are exponen-
tial in their complexity [4]. The number of rules grows at a rate of kn, with n being the 
number of input variables with k possible values. Nevertheless, they are highly port-
able due to their ability to operate with all types of classifiers.  

Finally, the eclectic approach incorporates elements of both decompositional and 
pedagogical rule extraction techniques. The algorithms of the eclectic type use the 
internal architecture of the trained ANN or SVM to complement a symbolic learning 
algorithm [4] [5]. 

3   The Use of OSRE with ANN 

The Orthogonal Search-based Rule Extraction algorithm (OSRE) from Etchells and 
Lisboa [4] is a successful pedagogical methodology often applied in biomedicine (see 
[6] [7] [8] [9] and others). OSRE possesses the attractive characteristic of reducing 
the problem from exponential to linear in terms of the number of inputs [4] and is 
based on a formalism proposed by Tsukimoto [11]. OSRE extends the algorithm 
proposed by Ruleneg [10] to ordinal and continuous variables using trained data to 
perform a 1-from-N coding, while searching, in orthogonal directions, where the 
decision surface crosses a decision boundary.  

An illustrative example of the use of OSRE (with an ANN) follows: given 3 input 
variables, each with the following values: 

a1 = [1,2], a2 = [1,2,3], a3 = [1,2,3,4]. 

In one case in the dataset where [a1,a2,a3] = [1,2,2], OSRE codes the original values into 1-
from-N form, converting them into, respectively, [0,1|0,1,0|0,0,1,0].  

Considering that the original case had a neural network activation response > 0.5, 
then while stepping through all values of a1 leaving a2 and a3 fixed, OSRE uses the 
classifier as an oracle inspecting its response as shown in Table 1. This method is 
called stepwise negation [10] [4]. Since, in this case, there is no change in a1, this input 
variable will not be included in the rule. Indeed, this input does not change the classifi-
ers response. Stepping through a2 and putting aside a1 and a3, the algorithm again in-
spects the classifiers response, and as can be seen, there has been a change at a2 =2. 

Table 1. Artificial Neural Network activation response 

Stepping through a1 Stepping through a2 Stepping through a3 
Net (01|010|0010) > 0.5 
Net (10|010|0010) > 0.5 

Net (01|001|0010) > 0.5 
Net (01|010|0010) > 0.5 
Net (01|100|0010) < 0.5 

Net (01|010|0001) < 0.5 
Net (01|010|0010) > 0.5 
Net (01|010|0100) > 0.5 
Net (01|010|1000) > 0.5 

 
Therefore, a first rule is extracted: a2 ≤ 2. Finally, stepping through a3, the algorithm finds a 
change at a3 = 2. A second rule will be a3 ≥ 2. In brief, the network states that when a2 ≤ 2 
and a3 ≥ 2 the response of the network is > 0.5 i.e. in class. So the rule for this data point is 
(a2 ≤ 2) ∧ (a3 ≥ 2). 
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The resulting set of rules can then be refined by deleting repeated rules and those 
which fall below a predetermined specificity. The last refinement considers reducing 
the conjunctions and determining whether there has been a drop in specificity. Where 
specificity remains the same, conjunctions are eliminated thus defining the final set.  

4   The Use of OSRE with SVM 

OSRE is now applied to the extraction of rules from Support Vector Machines, and 
we will highlight here the successful results obtained. Following the steps used 
above to demonstrate the use of OSRE with Artificial Neural Networks, the first 
step consists of searching for a change in the classification result of the SVM, while 
stepwise negating the Boolean space of each input in the training dataset as we did 
in Table 1. 

In order to discuss the ability of OSRE to extract rules from SVM, the original 
benchmark datasets from the Etchells and Lisboa study [4] are used here, namely the 
three Monks [12] datasets, the Wisconsin Breast Cancer [13] dataset and the Iris [14] 
dataset. Given that the relationships underlying these datasets have been widely stud-
ied and debated, namely using ANN, it is now possible to compare those published 
results with the SVM case highlighted in this paper, thereby evaluating the set of rules 
extracted by such method against those obtained from ANN. The training of SVM 
was carried out using SMO (Sequential Minimal Optimization) [15] and the kernel 
parameters were chosen to attain or surpass the accuracy of the original Artificial 
Neural Networks used in the OSRE literature. Results by dataset are as follows: 

Monks. The Monks data consists of three artificial generated datasets each having 2 
classes and 6 input variables: 

a1 = [1,2,3], a2 = [1,2,3], a3 =  [1,2], a4 = [1,2,3], a5 = [1,2,3,4], a6 = [1,2]. 

Monks-1. The known rule for these dataset is:  
(a5=1) (a1=a2) . (1) 

Using a SVM with a polynomial kernel we were able to get a trained model with 99.8% 
accuracy and the set of rules represented in Table 2. 

The results show that the rules extracted from the SVM are consistent with the known 
rule and identical to the ones obtained with the ANN [4]. 

Table 2. OSRE SVM Extracted Rules - Monks-1 

Specificity Sensitivity Rules 
1 0.4928 [a5=1] 
1 0.2338 [a1=3, a2=3] 
1 0.2266 [a1=2, a2=2] 
1 0.2050 [a1=1, a2=1] 
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Monks-2. For the second dataset, the known rule is: 
Exactly two of: 

{a1 = 1, a2 = 1, a3 = 1, a4 = 1, a5 = 1, a6 = 1}. 

 

(2) 

Table 3 shows that it is possible to extract from a SVM, trained with a polynomial kernel, 
identical rules to the ANN OSRE results, which represent all the permutations of the known 
rule. 

Table 3. OSRE SVM Extracted Rules - Monks-2 

Specificity Sensitivity Rules 
1 0.1601 [2 ≤ a1 ≤ 3, 2 ≤ a2 ≤ 3, a3 = 1, 2 ≤ a4 ≤ 3, 2 ≤ a5 ≤ 4, a6 = 1] 
1 0.1019 [a1 = 1, 2 ≤ a2 ≤ 3, a3 = 1, 2 ≤ a4 ≤ 3, 2 ≤ a5 ≤ 4, a6 = 2] 
1 0.0970 [2 ≤ a1 ≤ 3, a2 = 1, a3 = 1, 2 ≤ a4 ≤ 3, 2 ≤a5 ≤ 4, a6 = 2] 

1 0.0825 [2 ≤ a1 ≤ 3, 2 ≤ a2 ≤ 3, a3 = 1, a4 = 1, 2 ≤a5 ≤ 4, a6 = 2] 

1 0.0825 [a1 = 1, 2 ≤ a2 ≤ 3, a3 = 2, 2 ≤ a4 ≤ 3, 2 ≤ a5 ≤ 4, a6 = 1] 

1 0.0776 [2 ≤ a1 ≤ 3, 2 ≤ a2 ≤ 3, a3 = 2, a4 = 1, 2 ≤a5 ≤ 4, a6 = 1] 

1 0.0728 [2 ≤ a1 ≤ 3, 2 ≤a2 ≤ 3, a3 = 2, 2 ≤a4 ≤ 3, a5 = 1, a6 = 1] 

1 0.0728 [2 ≤ a1 ≤ 3, a2 = 1, a3 = 2, 2 ≤ a4 ≤ 3, 2 ≤a5 ≤ 4, a6 = 1] 

1 0.0485 [2 ≤ a1 ≤ 3, 2 ≤ a2 ≤ 3, a3 = 1, 2 ≤ a4 ≤ 3, a5 = 1, a6 = 2] 

1 0.0485 [2 ≤a1 ≤ 3, a2 = 1, a3 = 2, a4 = 1, 2 ≤ a5 ≤ 4, a6 = 2] 

1 0.0388 [a1 = 1, a2 = 1, a3 = 2, 2≤ a4 ≤ 3, 2 ≤ a5 ≤ 4, a6 = 2] 

1 0.0339 [a1 = 1, 2 ≤a2 ≤ 3, a3 = 2, a4 = 1, 2≤ a5 ≤ 4, a6 = 2] 

1 0.0291 [a1 = 1, 2 ≤ a2 ≤ 3, a3 = 2, 2 ≤ a4 ≤ 3, a5 = 1, a6 = 2] 

1 0.0291 [2 ≤ a1 ≤ 3, a2 = 1, a3 = 2, 2 ≤ a4 ≤ 3, a5 = 1, a6 = 2] 

1 0.0242 [2 ≤ a1 ≤ 3, 2 ≤ a2 ≤ 3, a3 = 2, a4 = 1, a5 = 1, a6 = 2] 

 
 
Results thus confirm that the use of a different smooth classifier such as the SVM, does not 
change the rules that define the problem boundaries, as extracted by OSRE.  

Monks–3. In this case, both ANN and SVM classified cases with a 98.91% accuracy 
and again, rules extracted using OSRE converge towards the known rule. 
The known rule is: 

(a2≠3) (a5≠4) ∨ (a4=1) (a5=3) . (3) 

The rules from the SVM are shown in Table 4. They mimic the known rule. 

Table 4. OSRE-SVM Extracted Rules – Monks-3 

Specificity Sensitivity Rules 
0.9812 0.9479 [1 ≤ a2 ≤ 2, 1 ≤ a5 ≤ 3] 
0.9962 0.1493 [a4=1, a5=3] 
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Wisconsin Breast Cancer. This data set contains nine variables with discrete values 
between 1 and 10 and two outcome classes showing whether the patient’s cancer is 
benign or malign. An ANN correctly classifies 96% of cases in the training phase and 
96.9% in the validation phase. SVM obtained identical results. Rules extracted from 
ANN and SVM using OSRE were discarded where specificity fell below 90%. Rules 
extracted from ANN are represented in Table 5. 

Table 5. OSRE – ANN Extracted Rules – Wisconsin Breast Cancer 

Specificity Sensitivity Rules 

0.9913 0.7261 
[2 ≤ a2 ≤ 10, 2 ≤ a3 ≤ 10, 3 ≤ a5 ≤ 6 ∨ 8 ≤ a5 ≤ 10, a8 = 1 ∨ 3 ≤ a8 ≤ 6 ∨ 8 ≤ a8 ≤ 10] 

0.9137 1 [2 ≤ a2 ≤ 10, 2 ≤ a3 ≤ 10] 
0.9568 0.8690 [2 ≤ a1 ≤ 10, 2 ≤ a2 ≤ 10, 2 ≤ a3 ≤ 10, 2 ≤ a6 ≤ 10] 

 
Figure 2 shows the boundaries of the extracted rule with higher sensitivity: 

(a2 ≥ 2)(a3 ≥ 2) . (4) 

 

Fig. 2. Decision Boundaries (dotted border) found by the ANN rule with higher sensitivity 

    Using a polynomial kernel, OSRE extracted from SVM rules as in Table 6. 

Table 6. OSRE – SVM Extracted Rules – Wisconsin Breast Cancer 

Specificity Sensitivity Rules 
0.9568 0.8690 [2 ≤ a1 ≤ 10, 2 ≤ a2 ≤ 10, 2 ≤ a3 ≤ 10, 2 ≤ a6 ≤ 10] 
0.9568 0.8928 [2 ≤ a2 ≤ 10, 2 ≤ a3 ≤ 10, 2 ≤ a6 ≤ 10] 
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OSRE extracted from SVM less rules than with ANN and again, the rule with higher 
sensitivity is similar to the rule extracted from ANN but with one more variable (a6) to 
explain the problem. 

(a2 ≥ 2)(a3 ≥ 2)(a6 ≥ 2) . (5) 

Replacing the input variables with their description, the extracted rule can be represented by 
decision boundaries shown in Figure 3. 

(Uniformity of Cell Size ≥ 2)(Uniformity of Cell Shape ≥ 2)(Bare Nuclei ≥ 2) . (6) 

 

Fig. 3. Decision Boundaries (dotted border) found by the SVM rule with higher sensitivity 

Rules extracted from ANN are thus consistent with those from SVM, albeit minor dif-
ferences are also observed, as might be expected from using techniques that employ distinct 
types of decision surfaces. 

Iris. The Iris dataset, widely viewed as a classification benchmark since Ronald Fisher 
introduced it in 1936, was also used in the OSRE introductory document [16] to test the 
ability of OSRE to represent ANN models using orthogonal rules. The Iris data has 150 
items with 4 attributes, namely sepal length, sepal width, petal length and petal width, and 3 
classes: Iris Setosa, Iris Virginica and Iris Versicolor. We extracted rules from ANN and 
SVM trained to represent the Iris Versicolor. Both ANN and SVM correctly classify 97.3% 
of cases in the training and in the validation phase. Rules extracted from ANN are shown in 
Table 7. 

Table 7. OSRE – ANN Extracted Rules – Iris Dataset 

Specificity Sensitivity Rules 
0.9803 0.96 [2 ≤ a3 ≤ 8, 2 ≤ a4 ≤ 8] 
0.9803 0.96 [3 ≤ a4 ≤ 5, 7 ≤ a4 ≤ 8] 
0.9803 0.96 [4 ≤ a4 ≤ 5] 
0.9411 0.89 [3 ≤ a3 ≤ 8, 1 ≤ a4 ≤ 5 ∨ 7 ≤ a4 ≤ 8] 
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Using a polynomial kernel, OSRE extracted from SVM the rules shown in Table 8. 

Table 8. OSRE – SVM Extracted Rules – Iris Dataset 

Specificity Sensitivity Rules 
0.9803 0.96 [3 ≤ a4 ≤ 5, 7 ≤ a4 ≤ 8] 

 
Once again, experimental analysis shows that OSRE extracted less rules from SVM than 

from ANN, thus improving the interpretability of the final solution.  

5   Conclusions and Future Research 

The study shows that rules can indeed be extracted from SVM models. Moreover, such 
rules are identical or similar to those extracted from ANN models. It is thus concluded that 
users of SVM, when trying to improve the interpretability of their models, can expect the 
support already available to users of ANN. Orthogonal Search-based Rule Extraction 
(OSRE) can be used to extract consistent and accurate rules from both SVM and ANN, 
adding to Data Mining tasks the interpretability and comprehensibility these tools lack. 

Moreover, since SVM are capable of unique solutions [17] and unique solutions may 
mean simpler decision surfaces, it follows that OSRE may be able to extract less rules from 
SVM than from equivalent ANN models, as is indeed the case of two of the instances in the 
paper. Less rules, in turn, mean improved pattern interpretability. Indeed, the paper opens 
up an interesting line of research, namely that aimed at ascertaining whether there exists 
some type of intrinsic adequacy between model interpretation algorithms such as OSRE 
and model building algorithms such as SVM.  

It would also be interesting to extend the application of OSRE to larger and more chal-
lenging datasets trained using other smooth classifiers, in order to test its unifying abilities 
beyond ANN and SVM. Extracted rules that stand out among different classifiers may 
represent a more generic description of the problem’s solution.  
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Abstract. Today, huge amounts of data are being collected with spatial and 
temporal components from sources such as meteorological, satellite imagery 
etc. Efficient visualisation as well as discovery of useful knowledge from these 
datasets is therefore very challenging and becoming a massive economic need. 
Data Mining has emerged as the technology to discover hidden knowledge in 
very large amounts of data. Furthermore, data mining techniques could be ap-
plied to decrease the large size of raw data by retrieving its useful knowledge as 
representatives. As a consequence, instead of dealing with a large size of raw 
data, we can use these representatives to visualise or to analyse without losing 
important information. This paper presents a new approach based on different 
clustering techniques for data reduction to help analyse very large spatio-
temporal data. We also present and discuss preliminary results of this approach.  

Keywords: spatio-temporal datasets, data reduction, centre-based clustering, 
density-based clustering, shared nearest neighbours. 

1   Introduction 

Many natural phenomena present intrinsic spatial and temporal characteristics. Be-
sides traditional applications, recent concerns about climate change, the threat of 
pandemic diseases, and the monitoring of terrorist movements are some of the newest 
reasons why the analysis of spatio-temporal data has attracted increasing interest. 
With the recent advances in hardware, high-resolution spatio-temporal datasets are 
collected and stored to study important changes over time, and patterns of specific 
events. However, these datasets are often very large and grow at a rapid rate. So, it 
becomes important to be able to analyse, discover new patterns and trends, and dis-
play the results in an efficient and effective way. 

Spatio-temporal datasets are often very large and difficult to analyse [1][2][3]. 
Fundamentally, visualisation techniques are widely recognised to be powerful in ana-
lysing these datasets [4], since they take advantage of human abilities to perceive 
visual patterns and to interpret them [5]. However spatial visualisation techniques 
currently provided in the existing geographical applications are not adequate for deci-
sion-support systems when used alone. For instance, the problems of how to visualise 
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the spatio-temporal multi-dimensional datasets and how to define effective visual 
interfaces for viewing and manipulating the geometrical components of the spatial 
data [6] are the challenges. Hence, alternative solutions have to be defined. Indeed, 
new solutions should not only include a static graphical view of the results produced 
during the data mining (DM) process, but also the possibility to dynamically and 
interactively obtain different spatial and temporal views as well as interact in different 
ways with them. DM techniques have been proven to be of significant value for ana-
lysing spatio-temporal datasets [7][8]. It is a user-centric, interactive process, where 
DM experts and domain experts work closely together to gain insight on a given prob-
lem. In particular, spatio-temporal data mining is an emerging research area, encom-
passing a set of exploratory, computational and interactive approaches for analysing 
very large spatial and spatio-temporal datasets. However, several open issues have 
been identified ranging from the definition of techniques capable of dealing with the 
huge amounts of spatio-temporal datasets to the development of effective methods for 
interpreting and presenting the final results.  

Analysing a database of even a few gigabytes is an arduous task for machine learn-
ing techniques and requires advanced parallel hardware and algorithms. Huge datasets 
create combinatorially explosive search spaces for DM algorithms which may make 
the process of extracting useful knowledge infeasible owing to space and time con-
straints. An approach for dealing with the intractable problem of learning from huge 
databases is to select a small subset of data for mining [2]. It would be convenient if 
large databases could be replaced by a small subset of representative patterns so that 
the accuracy of estimates (e.g., of probability density, dependencies, class boundaries) 
obtained from such a reduced set should be comparable to that obtained using the 
entire dataset. 

Traditionally, the concept of data reduction has received several names, e.g. edit-
ing, condensing, filtering, thinning, etc, depending on the objective of the reduction 
task. Data reduction techniques can be applied to obtain a reduced representation of 
the dataset that is much smaller in volume, yet closely maintains the integrity of the 
original data. That is, mining on the reduced dataset should be more efficient yet 
produce the same analytical results. There has been a lot of research into different 
techniques for the data reduction task which has lead to two different approaches 
depending on the overall objectives. The first one is to reduce the quantity of in-
stances, while the second is to select a subset of features from the available ones.  

In this paper, we will focus on the first approach to data reduction which deals with 
the reduction of the number of instances in the dataset. This approach can be viewed 
as similar to sampling, a technique that is commonly used for selecting a subset of 
data objects to be analysed. There are different techniques for this approach such as 
the scaling by factor [9][10], data compression [11], clustering [12], etc. 

Often called numerosity reduction or prototype selection, instance reduction algo-
rithms are based on a distance calculation between instances in the dataset. In such 
cases selected instances, which are situated close to the centre of clusters of similar 
instances, serve as the reference instances. In this paper we focus on spatio-temporal 
clustering technique. Clustering is one of the fundamental techniques in DM [2]. It 
groups data objects based on information found in the data that describes the objects 
and their relationships. The goal is to optimise similarity within a group of objects and 
the dissimilarity between the groups in order to identify interesting structures in the 
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underlying data. Clustering is used on spatio-temporal data to take advantage of the 
fact that, objects that are close together in space and/or in time can usually be grouped 
together. As a consequence, instead of dealing with a large size of raw data, we can 
use these cluster representatives to visualise or to analyse without losing important 
information. 

The rest of the paper is organised as follows. In Section II we discuss background 
and related work. Section III describes in detail our data reduction technique based on 
clustering. Section IV we evaluate the results of our data reduction technique as a pre-
processing step on a very large spatio-temporal dataset. In Section V we discuss fu-
ture work and conclude. 

2   Background 

2.1   Data Reduction  

Sampling. The simplest approach for data reduction, the idea is to draw the desired 
number of random samples from the entire dataset. Various random, deterministic and 
density biased sampling strategies exist in literature [7][13]. However, naive sampling 
methods are not suitable for real world problems with noisy data, since the perform-
ance of the algorithms may change unpredictably and significantly. The random  
sampling approach effectively ignores all the information present in the samples not 
chosen for membership in the reduced subset. An advanced data reduction algorithm 
should include information from all samples in the reduction process [14][15]. 

Discretisation. Data discretisation techniques can be used to reduce the number of 
values for a given continuous attribute by dividing the range of the attribute into in-
tervals. Interval labels can then be used to replace actual data values. Replacing nu-
merous values of a continuous attribute by a small number of interval labels thereby 
reduces and simplifies the original data. In [9] the data reduction consists of discretis-
ing numeric data into ordinal categories. The process starts by first being given a 
number of points (called split points or cut points) to split the entire attribute range, 
and then repeats this recursively on the resulting intervals. The problem with this 
approach taken in [9] is that the interval selection process drops a large percentage of 
the data while trying to reduce the range of values a dimension can have. 

2.2   Spatio-Temporal Data Mining 

Spatio-temporal DM represents the junction of several research areas including machine 
learning, information theory, statistics, databases, and geographic visualisation. It in-
cludes a set of exploratory, computational and interactive approaches for analysing very 
large spatial and spatio-temporal datasets. Recently various projects have been initiated 
in this area ranging from formal models [4][16] to the study of the spatio-temporal data 
mining applications [5][16]. In spatio-temporal data mining the two dimensions “spa-
tial” and “temporal” have added substantial complexity to the traditional DM process. It 
is worth noting, while the modelling of spatio-temporal data at different levels of details 
presents many advantages for both the application and the system. However it is still a 
challenging problem. Some research has been conducted to integrate the automatic 
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zooming of spatial information and the development of multi-representation spatio-
temporal systems [17][18][19]. However, the huge size of datasets is an issue with these 
approaches. In [8][9], the authors proposed a strategy that is to be incorporated in a 
system of exploratory spatio-temporal data mining, to improve its performance on very 
large spatio-temporal datasets. This system provides a DM engine that can integrate 
different DM algorithms and two complementary 3-D visualisation tools. This approach 
reduces their datasets by scaling them by a factor F; it simply runs through the whole 
dataset taking one average value for the F3 points inside each cube of edge F. This re-
ducing technique has been found to be inefficient as a data reduction method which may 
lose a lot of important information contained in the raw data. 

2.3   Related Work 

To the best of our knowledge, there is only our recent work [12] which proposed a 
knowledge-based data reduction method. This method is based on clustering [1] to cope 
with the huge size of spatio-temporal datasets in order to facilitate the mining of these 
datasets. The main idea is to reduce the size of that data by producing a smaller repre-
sentation of the dataset, as opposed to compressing the data and then uncompressing it 
later for reuse. The reason is that we want to reduce and transform the data so that it can 
be managed and mined interactively. Clustering technique used in this approach is K-
Medoids [12]. The advantage of this technique is simple; its representatives (medoids 
points) cannot however reflect adequately all important features of the datasets. The 
reason is that this technique is not sensitive to the shape of the datasets (convex). 

3   Knowledge-Based Data Reduction 

In this section, we present a new approach to improve our previous data reducing 
method [12]. We summarise firstly a framework of spatio-temporal data mining 
where our reducing method will be applied. Next, we describe our knowledge-based 
approach in an analytical way with an algorithm and the discussion on its issues. 

3.1   Spatio-Temporal Data Mining Framework 

As described in [8][9], our spatio-temporal data mining framework consists of two 
layers: mining and visualisation. The mining layer implements a mining process along 
with the data preparation and interpretation steps. For instance, the data may need 
some cleaning and transformation according to possible constraints imposed by spe-
cific tools, algorithms, or users. The interpretation step consists of using the selected 
models returned during the mining to effectively study the application’s behaviour. 
The visualisation layer contains different visualisation tools that provide complemen-
tary functionality to visualise and interpret mined results. More details on the visuali-
sation tools can be found in [8][9]. 

In the first layer, we applied the two-pass strategy. The reason is that the raw spa-
tial-temporal dataset is too large for any algorithm to process; the goal of this strategy 
is to reduce the size of that data by producing a smaller representation of the dataset, as 
opposed to compressing the data and then uncompressing it later for reuse. Further-
more, we aim to reduce and transform the data so that it can be managed and mined 
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interactively. In the first pass, the data objects are grouped according to their close 
similarity and then these groups are analysed by using different DM techniques based 
on specific objectives in the second pass. The objective of the first pass is to reduce the 
size of the initial data without losing any relevant information. On the other hand, the 
purpose of the second pass is to apply mining technique such as clustering, association 
rules on the tightly grouped data objects to produce new knowledge and ready for 
evaluation and interpretation. In the first implementation of this strategy, a scaling-
based approach was used for the first past. Although it is simple and easy to imple-
ment, it loses a lot of important information contained in the raw data.  

3.2   Clustering for Data Reduction 

In this paper, we propose a new data reduction method based on clustering to help 
with the mining of the very large spatio-temporal dataset. Clustering is one of the 
fundamental techniques in DM. It groups data objects based on the characteristics of 
the objects and their relationships. It aims at maximising the similarity within a group 
of objects and the dissimilarity between the groups in order to identify interesting 
structures in the underlying data. Some of the benefits of using clustering techniques 
to analyse spatio-temporal datasets include a) the visualisation of clusters can help 
with understanding the structure of spatio-temporal datasets, b) the use of simplistic 
similarity measures to overcome the complexity of the datasets including the number 
of attributes, and c) the use of cluster representatives to help filter (reduce) datasets 
without losing important/interesting information. 

We have implemented a combination of density-based and graph-based clustering 
in our approach. We have chosen a density-based method rather than other clustering 
method such as centre-based because it is efficient with spatial datasets as it takes into 
account the shape (convex) of the data objects [1]. However, it would be a perform-
ance issues when a simple density-based algorithm applied on huge amount of spatial 
datasets including differences in density. Indeed, the running times as well as the 
choice of suitable parameters are performance impacts of complex density-based 
algorithms [2]. In our algorithm, a modification of DBSCAN is used because 
DBSCAN algorithm [20] is simple; it is also one of the most efficient density-based 
algorithms, applied not only in research but also in real applications. 

 

Fig. 1. Step by step view of the first pass of the strategy 
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In order to cope with the problem of differences in density, we combine DBSCAN 
with a graph-based clustering algorithm. Concretely, the Shared Nearest Neighbor 
Similarity (SNN) algorithm [21] is used to firstly build a similarity graph. Next, 
DBSCAN will be carried out based on the similarity degree. The advantage of SNN is 
that it address the problems of low similarity and differences in density. Another 
approach with a combination of SNN and DBSCAN was proposed in [2]. However, it 
is not in the context of data reduction and it did not take into account the problem of 
the huge size of the datasets in the context of memory constraint. 

Fig.1 shows an overview of our reduction method including four steps: (1) a simple 
pre-processing is applied on raw datasets to filter NULL values. (2) SNN similarity 
graph is built for all datasets. Similarity degree of each data object is also computed in 
this step. The two parameters Eps and Minpts are selected based on these similarity 
degrees. Then, DBSCAN-based algorithm is carried out on the datasets to determine 
core objects, specific core objects, density-reachable objects, density-connected ob-
jects. These objects are defined in [20][22]. 

Clusters are also built based on core objects and density-reachable features in this 
step. Data objects which do not belong to any cluster will be considered as noise ob-
jects. Core objects or specific core objects are selected as cluster representatives that 
form a new (meta-) dataset (3). This dataset can then be analysed and produce useful 
information (i.e. models, patterns, rules, etc.) by applying other DM techniques (sec-
ond pass of our framework). It is important to note that data objects that have a very 
high similarity between each other can be grouped together in the same clusters. As a 
result of this pass, the new dataset is much smaller than the original data without 
losing any important information from the data that could have an adverse effect on 
the result obtained from mining the data at a later stage.   

4   Evaluation and Analysis 

In this section, we study the feasibility of data reducing for spatio-temporal datasets 
by using DM techniques described in Section III. We compare also this approach with 
two other ones: scaling [8] (cf. 2.2) and K-Medoids clustering [2]. The dataset is the 
Isabel hurricane data [23] produced by the US National Centre for Atmospheric Re-
search (NCAR). It covers a period of 48 hours (time-steps). Each time-step contains 
several atmospheric variables. The grid resolution is 500×500×100. The total size of 
all files is more than 60GB (~1.25 GB for each time-step). The experimentation de-
tails and a discussion are given below. 

4.1   Experiments 

The platform of our experimentation is a PC of 3.4 GHz Dual Core CPU, 3GB RAM 
using Java 1.6 on Linux kernel 2.6. Datasets of each time-step include 13 non-spatio 
attributes, so-called dimensions. In this evaluation, QCLOUD is chosen for analysis; 
it is the weight of the cloud water measured at each point of the grid. The range of 
QCLOUD value is [0…0.00332]. Different time-steps are chosen to evaluate: 2, 18, 
and 42. Totally, the testing dataset contains around 25 million data points of 4 dimen-
sions X, Y, Z, QCLOUD for each time step. 
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(a) Time-step 2 

 
(b) Time-step 18 

 
(c) Time-step 42 

Fig. 2. All dataset 

Fig.2 shows all data points before processing by any data reduction technique for 
testing dataset. Fig.3 shows the scaling results of our testing dataset in the grid coor-
dinate at the selected time-steps. The scaling factor chosen is 50 ×50 × 50 for X, Y, Z 
i.e. we obtain 125000 data points after scaling as representative points. Fig.4 shows 
the results of our density-based clustering approach presented in Section 3 on the 
testing dataset. We also show representatives (specific core point) of each cluster. The 
number of representatives is approximate 120000. Fig.5 shows our testing dataset 
after the reducing process by a K-Medoids clustering. The number of clusters is 2000. 
We only show 50 data points including the medoid point of each cluster as representa-
tives. We have totally 100000 data points for this case. 

4.2   Analysis 

As shown in Fig. 3, 4 and 5, representative points (or representative, in brief) could 
reflect the general shape of hurricane based on (X,Y,Z,QCLOUD) comparing to their 
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whole original points (Fig.2) in different time-steps. By observing these figures, we 
recognise that the scaling approach cannot reflect the border of data points in details. 
For instance, it cannot show the shape of data points in the upper left corner (Fig.2a, 
Fig.3a and Fig.4a, data points in the circle). The reason is that in the scaling approach, 
all data points in a cube are reduced to the centre point. If this centre point is outside 
the dense areas of this cube then it cannot exactly represent the dense feature of this 
cube. Moreover, sometimes this position may get Null value while other positions in 
this cube are not null.  

 
(a) Time-step 2 

 
(b) Time-step 18 

 
(c) Time-step 42 

Fig. 3. Scaling by 50 × 50 × 50 
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(a) Time-step 2 

 
(b) Time-step 18 

 
(c) Time-step 42 

Fig. 4. SNN-DBSCAN-based 

Fig.2b, Fig.3b and Fig.4b for the time-step 18 also confirm our observation. The 
scaling approach (Fig.3b) cannot show the data points on the extreme left of figure 
(near the Z-axis). Other circles in Fig2, Fig.3 and Fig.4 remark positions where this 
approach cannot represent efficiently. Indeed, the density-based approach (Fig.4) can 
show different holes (remark by dash circle in Fig.4 and Fig.2) clearer than the origi-
nal ones (Fig.2) because in our approach, redundant data points are eliminated. Note 
that these holes are normally very important to geography experts to study the impor-
tant features of a hurricane. They are sometimes not clear in early hours of the hurri-
cane (Fig.2a, Fig.4a) Furthermore, representatives in our approach form different 
clusters and further analysis can base on this feature to extract more hidden knowl-
edge. It is clearly that we can significantly reduce running time in following stages of 
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spatio-temporal data mining because the size of representatives is less than 10% of all 
dataset. Besides, these representatives also reflect the movement of hurricane as their 
whole origin points do. 

 
(a) Time-step 2 

 
(b) Time-step 18 

 
(c) Time-step 42 

Fig. 5. K-Medoids 

In our approach, specific core points are used instead of core points. The reason is 
that the number of core points is approximately 90% of all dataset in our experiments. 
Thus, the reduction does not gain in term of size of dataset. On the other hand, if there 
is a limitation of main memory, then the multi-partition approach will be applied. For 
instance, we carried out our approach with 10 parts in a limited memory and it gives an 
approximate result in representatives comparing to the case where whole dataset 
loaded in memory. The reason is that we combine SNN algorithm with our approach 
and it can deal with the different densities in the datasets. Consequently, it can reduce 
the effect of the partition of the dataset. However, running time as well as choosing 
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efficient parameters (e.g. number of partitions) for this approach is also a performance 
issue. Besides, K-medoid approach gives a better performance comparing to the scal-
ing one (Fig.3,5 e.g. data points in the circle). However, it cannot efficiently reflect the 
shape of data comparing to the SNN-DBSCAN based (Fig.4,5 e.g. data points in the 
rectangular). As a brief conclusion, these experiments above show that with our new 
approach, the use of simple DM techniques can be applied to reduce the large size of 
spatio-temporal datasets and preserve their important knowledge used by experts. 

5   Conclusion and Future Work 

In this paper, we study the feasibility of using DM techniques for reducing the large 
size of spatio-temporal datasets. As there are many reducing techniques presented in 
literature such as sampling, data compression, scaling, etc., most of them are con-
cerned with reducing the dataset size without paying attention to their geographic 
properties. Hence, we propose to apply a clustering technique to reduce the large size 
without losing important information. We apply a density-based clustering that is a 
combination of SNN and DBSCAN-based algorithm on different time-steps. The 
experimental results show that knowledge extracted from mining process can be used 
as efficient representatives of huge datasets. Furthermore, we do not lose any impor-
tant information from the data that could have an adverse effect on the result obtained 
from mining the data at a later stage. Besides, a solution for the limitation of memory 
is also proposed. We have reported some of these preliminary visual results for 
QCLOUD in its space X,Y,Z for three different time-steps (2, 18 and 42).  

A more extensive evaluation is on-going. In the future we intend to analyse differ-
ent combinations of dimensions over more time steps to try and find hidden informa-
tion on their relationships with each other. Indeed, we are currently testing with a 
hybrid approach where density-based and centre-based clusterings are used to in-
crease the performance in terms of running time and representative positions.  
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Abstract. In general in the literature practitioners transform of real

numbers into fuzzy numbers to the median or average, so they follow

the probabilistic path. However, theoreticians do not investigate trans-

formations of real numbers into fuzzy numbers when they analyse fuzzy

numbers. They usually operate only on the fuzzy data. In the paper we

describe an algorithm for transforming a sequence of real numbers into

a fuzzy number. The algorithms presented are used to transform multi-

dimensional matrices constructed from times series into fuzzy matrices.

They were created for a special fuzzy number and using it as an example

we show how to proceed. The algorithms were used in one of the stages of

a model used to forecast pollution concentrations with the help of fuzzy

numbers. The data used in the computations came from the Institute of

Meteorology and Water Management (IMGW).

Keywords: Algorithm, Fuzzy number, Fuzzy model.

1 Introduction

In recent years many prediction approaches, such as statistical [1], fuzzy [2],
neural networks [3] [4] and neuro-fuzzy predictors [5] have emerged. During the
tests of the models which are based on fuzzy numbers real data is used. In this
work we want to present a simplified description of a sequence of data, numbers
which are concentrated, i.e. are close to each other. Fuzzy sets theory is helpful [6]
[7] [8]. However, we could ask: How can we obtain a fuzzy information from real
information? One of the possible paths is a probabilistic distribution, however
we know from experience we know that we can fit many distributions for a set of
numbers. Another possibility is to replace the raw data with a fuzzy number. The
fuzzy number obtained in this way gives the possibility of standarisation, which
further allows us to obtain one number. In the proposed model of air pollution
forecasting (APFM) we use real data for the testing purposes. The individual
stages of APFM [9] [10] arise based on the fuzzy numbers. Also in APFM the
selection of this method is obvious, if we take into account the data on which
the computations take place. Weather forecasts, meteorological situations and
pollution concentrations have a chaotic character. Therefore in order to describe
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natural phenomena we use fuzzy numbers, which made it necessary to develop
algorithms which allow a real number to be transformed into a fuzzy number.

The paper is organized in the following way. In Section 2 we describe the basic
terms. In Section 3 we present the algorithms. In Section 4 we discuss the gradient
method and we give some examples. In Section 5 we describe experiments for
time series and in Section 6 we present the conclusions.

2 Basic Definitions

In the literature there are many interpretations of a fuzzy number [11] [12]. In
our work we use the interpretation of the form (1).

Definition 1. The fuzzy set A ∈ FS(IR), whose membership function:

μA : IR → [0, 1] , (1)

satisfies the following conditions:

1. ∃x∈IRμA(x) = 1,
2. for any elements x1, x2 ∈ IR and λ ∈ [0, 1] we have μA[λx1 + (1 − λ)x2] �

min{μA(x1), μA(x2)},
3. μA is an interval continuous function,

we will be called a fuzzy number.

In APFM the algorithms arise based on a specific fuzzy number (2). This fuzzy
number was chosen based on our own calculations and based on paper [13].

μG(x) =

⎧⎪⎨⎪⎩
exp(−(x−m1)2

2·σ2
1

) if x ≤ m1 ,

1 if x ∈ (m1, m2) ,

exp(−(x−m2)2

2·σ2
2

) if x ≥ m2 ,

(2)

where m1 ≤ m2 , σ1 > 0, σ2 > 0 for m1, m2, σ1, σ2 ∈ IR .
Let us denote the family of fuzzy sets on IR as FS(IR) and let us denote the

fuzzy numbers set as FN .
In the algorithms we use the discrete form of the fuzzy number which is defined

in the following way.

Definition 2. Let us assume that A ∈ FS(IR) and μA(xi) > 0 for i = 1, . . . , n.
We will call a set of pairs B = {(x1, μA(x1)), . . . , (xn, μA(xn))}, n ∈ IN with
membership functions μB a discrete fuzzy number. Let us denote as d-FN the
set of all discrete fuzzy numbers.

3 Algorithms

We use algorithms to change the sequence into a fuzzy number. We divide this
change into two algorithms. At first in Section 3.1 we change the number se-
quence to a discrete fuzzy number B, then in Section 3.2 we change B into a
fuzzy number of the form defined by (2).
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3.1 Algorithm 1

Input: number sequence X = {ξ1, . . . , ξm}, m ∈ IN.
Output: B ∈ d–FN .

Having the sequence X , we define:

α = min X , β = maxX , h =
β − α

n − 1
, (3)

where n ∈ IN, n > 1 is a parameter .
Let us define:

γi = α + h · (i − 0.5) for i = 0, . . . , n ,
ai = {ξ ∈ X : γi−1 ≤ ξ < γi} for i = 1, . . . , n ,
xi = α + (i − 1) · h for i = 1, . . . , n .

(4)

Let us assign (xi, μB(xi)), where μB(xi) = |ai|/max{|a1|, . . . , |ap|} is the mem-
bership grade of xi for i = 1, . . . , n. We eliminate all xi for which μB(xi) = 0 and
we obtain the discrete fuzzy number B. The histograms of the data are usually
multimodal and flattened.

3.2 Algorithm 2

Input: x1, . . . , xn and values y1, . . . , yn and weights ω1, . . . , ωn, ωi > 0. In par-
ticular ωi = 1 or ωi = 1

yi
.

Output: number of the form (2). Let us assume that the set of pairs B =
{(xi, yi), i = 1, . . . , n}, where xi ∈ IR, yi = μB(xi) is a discrete fuzzy number.
We will determine the fuzzy number (2) in the mean-square sense from the dis-
crete fuzzy number B. Function (2) contains four parameters. For simplicity, let
us denote them as p1 = m1, p1 = σ1, p3 = m2, p4 = σ2. To compute parameters
p1, p2, p3, p4 we use the mean-square approximation. Practically, we can write
that function (2) is dependent on 5 parameters: x and p1, p2, p3, p4.

μG(x) = μG(x; p1, p2, p3, p4) = μG(x; p). (5)

Afterwards we compute the minimum value of this function. For this purpose
we use the gradient method.

Therefore, we define function (6).

χ2(p) =
1
2

n∑
i=1

ωi · (yi − μG(xi; p))2, (6)

Function χ2 is a C1
IR class because μG is a C1

IR class. To determine zero approx-
imation in an iterated process, we implement the following algorithm. At first
we have to select parameters p1, p3. Let us define a set:

M = {xi : μB(xi) = 1; i = 1, . . . , n} . (7)
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From definition 2, we know that set B is normal, so M is not empty. Let us
define:

p1 = min
x∈M

(x) and p3 = max
x∈M

(x) , (8)

p2 =
p1 − x1

2
and p4 =

xn − p3

2
. (9)

To find the minimum of the function χ2 we compute partial derivatives and then
we equal them to 0 (a necessary condition for the existence of the minimum). Ad-
ditional difficulties of finding the minimum of χ2 are the dependencies between the
parameters which come from the form of the function μ: p1 � p3, p2 � 0, p4 � 0.

The following equalities arise.

Φi(p) =
∂χ2

∂pi
=

n∑
j=1

(μG(xj ; p) − yj)
δμG

δpi
|x=xi , i = 1, . . . , 4 (10)

Let us calculate:

∂χ2

∂p1
=

⎛⎝ n∑
j=1

(μG(xj ; p) − yj)

⎞⎠ · ∂μG

∂p1
,

where
∂μG

∂p1
=

{
exp(−(x−p1)2

2·p2
2

) · (x−p1)
p2
2

if x � p1 ,

0 if x ∈ (p1,∞) .
(11)

∂χ2

∂p2
=

⎛⎝ n∑
j=1

(μG(xj ; p) − yj)

⎞⎠ · ∂μG

∂p2
,

where
∂μG

∂p2
=

{
exp(−(x−m1)2

2·p2
2

) · (x−p2)2

p3
2

if x � p1 ,

0 if x ∈ (p1,∞) .
(12)

The derivatives ∂χ2�∂p1, ∂χ2�∂p2 at point p1 are continuous. Like p1 we cal-
culate ∂χ2�∂p3 and like p2 we calculate ∂χ2�∂p4. The derivatives are used to
compute a minimum of the function (6) in an iterated process. Thereby, we get
a function of the form (2) with the proper parameters p1, p2, p3, p4.

4 Gradient Method

Using algorithms 1 and 2 we obtain consecutive approximations of the fuzzy
numbers. Below is an example of changing a given time series into a fuzzy num-
ber using algorithms 1 and 2. In APFM we operate on matrices [14], but for
better understanding we will give examples on time series for each of the at-
tributes separately. At first we take the humidity data from 28 January 2006,
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Fig. 1. The results of algorithms 1 and 2: for the humidity attribute at 28 January

2006, hour 11 (left) and at 28 January 2006, hour 13 (right)

hour 11.00. For n = 7 and X = {50, 49, 54, 51, 79, 76, 93, 60, 57, 59, 77, 76, 97}.
Using algorithm 1 we obtain a discrete fuzzy number (13):

B = {(49.0, 0.75), (58.6, 1.00), (77.8, 1.00), (97.0, 0.50)} . (13)

Using the consecutive approximations in algorithm 2 we obtain values shown in
Fig. 1. We advance for all the input data in this way. The second approxima-
tion is better, gives a more accurate approximation of the fuzzy number to the
number sequence than the first approximation and the probabilistic methods.
Because of the large amount of data in APFM, the computations are made on
multidimensional matrices with the dimensions 36×9. Having properly grouped
the matrices for each attribute and each hour separately, we create sequences
of numbers. Next, we use algorithms 1 and 2 to transform selected sequences
of numbers into fuzzy numbers. Individual time series which consist of fuzzy
numbers for the selected attributes are presented in Fig. 2.

5 Experiments

Using the gradient method for each attribute i and hour t we obtain a fuzzy
number with the parameters p1, p2, p3, p4.

Next, for each t we standardise the obtained fuzzy number and obtain one
value d. For this purpose we use two methods called: avg (14) and avgM (15).
Let us define T = {t = i · Δt : i = 1, . . . , nT }, Δt > 0, where Δt means a time
step (usually Δt = 1 hour).

∀t∈T davg(t) =
∑m

i=0 ξi

m
, (14)

∀t∈T davgM (t) =
1
2
(p1 + p3) . (15)

In Fig. 3 we have the obtained time series runs of the data computed with
the avg, avgM method, real meteorological data and the forecast data for the
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Fig. 2. Time series runs of the fuzzy numbers (2): for the wind speed attribute at 27

January 2006 (top-left), for the wind speed attribute at 28 January 2006 (top-right),

for the temperature attribute at 28 January 2006 (bottom-left) and for the humidity

attribute at 28 January 2006 (bottom-right)
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Fig. 3. Comparison of data obtained with the avg, avgM method and of the real data

and forecast data: for the humidity attribute at 28 January 2006 (left) and for the

temperature attribute 26 January 2006 (right)

humidity attribute at 28 January 2006 and for the temperature attribute at 26
January 2006.

We use the Mean Absolute Error [15] to estimate the verifiability of our al-
gorithms for forecasting pollution concentrations. For each attribute i and hour
t the Mean Absolute Error between the standardised computed data d and the
real meteorological situations r is given by:

Mdi,ri =
1

nT

nT∑
t=1

|di,t − ri,t| (16)

where |x| is the absolute value of x.
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We denote the Mean Absolute Error for the computed data from (14) and r as
Mdavgi,t

,ri,t . For the differences between the computed data from (15) and r we
use the notation MdavgMi,t

,ri,t for the Mean Absolute Error. Finally, we denote
the Mean Absolute Error for r and the predicted weather forecast from IMGW
f as Mfi,t,ri,t .

Table 1. Results of the tests for the wind speed attribute

Date MdavgMi,t
,ri,t Mdavgi,t

,ri,t Mfi,t,ri,t

26 January 2006 0.64 1.17 1.58

27 January 2006 0.68 1.01 1.75

28 January 2006 0.65 0.76 1.25

Table 2. Results of the tests for the temperature attribute

Date MdavgMi,t
,ri,t Mdavgi,t

,ri,t Mfi,t,ri,t

26 January 2006 1.81 2.28 4.19

27 January 2006 1.99 2.73 3.74

28 January 2006 1.69 2.82 3.46

Table 3. Results of the tests for the humidity attribute

Date MdavgMi,t
,ri,t Mdavgi,t

,ri,t Mfi,t,ri,t

26 January 2006 5.77 5.65 12.73

27 January 2006 4.67 6.55 13.79

28 January 2006 3.72 4.87 11.51

In Tabs. 1, 2, 3 we compile the values of the Mean Absolute Error between
the computed data from the algorithms, real meteorological situations and the
forecast. In Tab. 1 we see that there are very small differences between the real
meteorological data and the computed data with the avg and avgM method for
algorithms 1 and 2. avgM method gave the best results. Using existing algorithms
from the COSMO LM model, we obtain results more distant from the real. We
see the results In Tabs. 2 and 3.

6 Conclusions

In the paper we have proposed and discussed in detail the algorithms which
transform a sequence of numbers into a fuzzy number. The experiments were
performed on data from IMGW. Probabilistic methods which have not given
satisfactory results were used. However, too many functions could be fitted to the
number sequence. To make the fitting, better algorithms 1 and 2 were created.
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Comparing the data computed with the help of our algorithms with the real
data and the forecast data, we see very small differences between the computed
data and the measured data. In particular in the standardisation method the
best results were obtained for the avgM method. There are bigger differences
between the forecast data and the measured data. Using algorithms to forecast
the weather and pollution concentrations will improve the obtained results.
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Abstract. When training and testing data are drawn from different

distributions, the performance of the classification model will be low.

Such a problem usually comes from sample selection bias or transfer

learning scenarios. In this paper, we propose a novel multiple kernel

learning framework improved by Maximum Mean Discrepancy (MMD)

to solve the problem. This new model not only utilizes the capacity of

kernel learning to construct a nonlinear hyperplane which maximizes

the separation margin, but also reduces the distribution discrepancy be-

tween training and testing data simultaneously, which is measured by

MMD. This approach is formulated as a bi-objective optimization prob-

lem. Then an efficient optimization algorithm based on gradient descent

and quadratic programming [13] is adopted to solve it. Extensive exper-

iments on UCI and text datasets show that the proposed model outper-

forms traditional multiple kernel learning model in sample selection bias

and transfer learning scenarios.

Keywords: Kernel Learning, Maximum Mean Discrepancy.

1 Introduction

In traditional supervised learning, training and testing data are assumed to be
drawn from identical and independent distribution (i.i.d.). However, this assump-
tion doesn’t hold in many real world application, such as bioinformatics, text
mining, sensor network data mining and low quality data mining [15]. Such situ-
ations are often be related to sample selection bias or transfer learning problems
in machine learning [4,3,8,14]. For example, in text classification, the training
text data may come from newspapers while testing data may come from blogs,
the distribution of training and testing data are different in some degree and not
i.i.d. Usually in such cases the performance of the classifier will decrease accord-
ing to the degree of the distribution discrepancy. How to handle this problem is
a key challenge in sample selection bias and transfer learning tasks.
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Recently multiple kernel learning (MKL) has received more and more atten-
tion as a new kernel method[1,12]. [6] proposes an inductive learning algorithm
which can be formulated into an SDP or QCQP optimization problem. Some
faster algorithms are also explored, including SILP [11] and gradient based algo-
rithm [10]. The objective of kernel learning is to find a best kernel space where
the separation margin for labeled training data will be maximized. In spite of
its nonlinear capacity that fits well for sophisticated data distributions, MKL
doesn’t perform well in all cases. For example, if the distribution of unlabeled
testing data is different from the labeled training data, the learned kernel space
will not be suitable for the classification of testing data, which will result in
poor classification performance. Such problems often happen in scenarios such
as sample bias and transfer learning.

In this paper, we propose a new model to solve this problem based on the
MKL framework. The main idea of this model is to learn a kernel transforma-
tion which simultaneously maximizes the separation margin and minimizes the
distribution discrepancy between training and testing data. As a popular met-
ric for measuring the distance between distributions in kernel space, Maximum
Mean Discrepancy (MMD) is used in our model. By adding MMD into the MKL
framework, the original single-objective optimization problem of MKL becomes
a bi-objective one, which will trade off between bringing two distribution to-
gether and obtaining a hyperplane that maximizes the separation margin. So our
new model is a new multiple kernel learning method improved by MMD, called
MKL-MMD. We derive optimization formulas similar to MKL where MMD is
integrated naturally as a regularizer of original MKL. Then the efficient opti-
mization algorithm based on gradient descent plus QP [13] are used to solve the
new optimization problem proposed in this paper with slight changes. The em-
pirical experimental results on UCI and text datasets show that our new multiple
kernel learning model improved by MMD outperforms traditional MKL model
significantly.

The rest of the paper is organized as follows. Section 2 briefly reviews the
related works. Details of our model are discussed in Section 3, including the
problem definition, framework and optimization algorithm. In Section 4, exper-
imental results are presented. Finally, we give a conclusion in Section 5.

2 Related Works

2.1 Sample Selection Bias and Transfer Learning

In the standard formulation of supervised machine learning problems, we assume
that training and testing data are drawn from the same distribution. Then clas-
sifier learned from the training data can be used to predict the testing data with
high accuracy. However, this assumption often does not hold in practice. The
training data often include some information irrelevant for classification or even
diverse from the testing set. These may be due to some practical reasons such as
the cost of data labeling or acquisition. The problem occurs in many areas such
as astronomy, econometrics, and species habitat modeling. In [3,4], some formal
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explanations are presented, and this is called the sample selection bias problem.
The main correction technique used in sample selection bias is to re-weight the
cost of training point errors to more closely reflect that of the test distribution.

In the transfer learning scenario [8], we focus on the learning method using
the training data coming from related domains, whose distribution is different
from that of testing data. One of the major challenges in this field is how to
handle the distribution difference between the target and source domains(or the
in and out domains). [9] models distribution distance using MMD metric which
we also adopt in our paper. The main difference between our approach and [9]
is that [9] learns a nonlinear classifier in kernel space with predefined kernel
matrix while ours is based on kernel learning. [7] also utilizes the MMD metric
to obtain a kernel space that brings the two distribution together. However, it
employs dimension reduction and is based on kernel principle component analysis
(KPCA). Therefore, our MKL-MMD approach is different from the approaches
of [7] and [9].

2.2 Maximum Mean Discrepancy

In the sample selection bias problem or transfer learning problem, we need to
evaluate the difference in distribution between two domains given finite observa-
tions of {xi} and {x′

i} (or training set and testing set). By reducing the difference
between out domain and in domain, we can got well learning performance in
transfer learning. For this purpose, a non-parametric distance estimate between
distributions called Maximum Mean Discrepancy(MMD) is introduced for min-
imizing the difference between out domain and in domain. MMD is based on
the Reproducing Kernel Hilbert Space (RKHS) distance, given by the following
formula:

MMD2 =

∥∥∥∥∥ 1
N1

N1∑
i=1

φ(xi) − 1
N2

N2∑
i=1

φ(x′
i)

∥∥∥∥∥
2

. (1)

For the sample selection bias problem, MMD is used for reweighing the train-
ing examples to correct bias between the training set and testing set in [5]. For
transfer learning, the MMD measurement is used for Dimensionality Reduction
[7], and it can also be introduced into SVM as a regularizer to solve the trans-
fer learning problem [9]. Considering the kernel method, we change the MMD
formula to its kernel form:

MMD2 =
1

N2
1

N1∑
i,j=1

K(xi, xj) +
1

N2
2

N2∑
i,j=1

K(x′
i, x

′
j) −

2
N1 · N2

N1,N2∑
i,j=1

K(xi, x
′
j). (2)

then the MMD formula can be changed to:

MMD2 =
∑
i,j=1

DijKij , (3)
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where Kij = K(xi, xj) and Dij :

Dij =

⎧⎪⎨⎪⎩
1

N2
1

when xi, xj ∈ Dout

1
N2

2
when xi, xj ∈ Din

−2
N1·N2

otherwise

2.3 Kernel Learning

Multiple Kernel Learning (MKL) tries to learn a suitable kernel for a given data
classification problem by learning a combination weight vector for a series of
basis kernels. Formally, we are given positive definite basis kernels Km, where
m = 1, 2, · · · , D. Each Km is associated with a RKHS Hm, and Km ∈ Hm. The
goal is to find a best linear combination weight vector d for these basis kernels,
which will result in a target kernel given in the following formula:

Kd =
D∑

m=1

dmKm, with d ≥ 0.

In this formula, d = (d1, d2, · · · , dD) is the the kernel combination weight vector.
An initial kernel learning framework was proposed by [6]. In [6], SVM dual vari-
able and kernel combination weight parameters are learned simultaneously with
a group of predefined basic kernels. This SVM based kernel learning framework
can be formulated as:

min
d

ω (Kd) (4)

= max
α

2αTe− αT G (Kd)α

subject to 0 ≤ α ≤ C, αT y = 0,

Kd 	 0, trace(Kd) = c, (5)

Kd =
D∑

m=1

dmKm,d 	 0 (6)

where G(Kd) = Y KdY and Y is a diagonal matrix of labels. We denote α
as a Lagrange coefficients vector and e as all ones vector. Although the above
formula is straightforward and proved to be efficient, it turns out to be an SDP
optimization problem, which is time consuming. Recently, faster algorithms have
been proposed to solve this problem. [11] uses the SILP algorithm to solve an
objective function similar to Eq.(4). [10] proposed a multiple kernel learning
framework from a different prime problem formulation of SVM. Its dual form
shares much similarity with formula (4) and worths to be shown here:

min
d

max
α

2αTe − αT G (Kd)α (7)

subject to 0 ≤ α ≤ C, αT y = 0,
D∑

m=1

dm = 1,d 	 0
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Denoted that Eq.(7) reduce constraints of Eq.(5) and Eq.(6) by imposing semi-
positive constraint on basic kernel. Moreover, after simplification, a two step opti-
mization, including gradient descent as outer iteration and SVM based quadratic
programming as inner iteration, can be applied to solve Eq.(7), which is a lot
faster than SDP. Recently, another optimization of kernel parameters with gra-
dient descent and SVM solvers is introduced in [13] by using formula:

min
d

max
α

2αTe− αG(Kd)α + r(d) (8)

subject to 0 ≤ α ≤ C, αT y = 0,

d 	 0

where
r(d) = ‖d‖p, p = 1, 2

r(d) represents the regularizer of the kernel parameter d, while the first two
terms are no different from the dual form of standard SVM. In practice, L1 and
L2 regularizers of d are often used because of their popularity and simplicity. As
a result, we restrict our discussion on the L1 or L2 norm of d as the regularizer
function r(d).

3 Multiple Kernel Learning Improved by MMD

In the previous section, we have introduced some kernel learning models and
their optimization methods. These inductive learners learn the target kernel
matrix from labeled training data, which will transform the original data into
a new kernel space where the separation margin will be maximized. However,
if the distribution of unlabeled testing data is different from the labeled train-
ing data, the learned kernel space will not be suitable for the classification of
testing data, resulting in poor classification performance. Such situations arises
frequently in sample selection bias and transfer learning scenarios. To solve this
problem, it is natural to consider how to reduce the distribution discrepancy
when we learn the kernel transformation. As discussed before, MMD is a good
measure of distribution discrepancy in kernel space. Therefore, we can extend the
optimization objective function of kernel learning by simultaneously optimizing
separation margin and MMD, which will transform the data into a new kernel
space where training data and testing data are closer and separated better, and
will improve the classification performance in sample selection bias and transfer
learning situations.

3.1 Problem Definition

For machine learning scenario, X denote instance space, while Y denote output
space. In the case of classification, Y ∈ {−1, +1} and X ∈ Rd. We define D as a
data set from domain space X ×Y. Given Dtrn{(xi, yi)}N

i=1 as a training set and
Dtst{(x′

i, y
′
i)}M

i=1 as a testing set, our task is to learn a classifier from Dtrn and
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use it to predict the label y′
i in Dtst. The gram matrix K is defined as the inner

product of corresponding projection φ(x), i.e., K = 〈φ(x), φ(x)〉. If f : X → Y
is the function for learning task, our objective is to learn a kernel Kd, where
f (x) =

∑
i αiyiKd(xi, x) + b and Kd(xi, xj) =

∑
m dmKm(xi, xj). Note that

Km ∈ Hm, m ∈ {1, 2, · · · , D}. This is a group of basic kernels given in advance.
For both sample selection bias and transfer learning scenario, Dtrn and Dtst are
not drawn according to the same distribution. In such cases, a bias between Dtrn

and Dtst exists and the estimation from conventional MKL is not reliable any
more. To measure the distribution difference, We define a discrepancy measure
of the Dtrn and Dtst in kernel space, and give it in the form of MMD metric.
Our basic idea is to reformulate the MKL algorithms to handle sample selection
bias and transfer learning application with empirical MMD estimation.

3.2 Framework

In section 2.3, we introduced some multiple kernel learning models. The latter
two are much faster and simpler than the first one. Since our problem is to
embedded the MMD metric into MKL framework, we choose the second one for
its simplicity. The formula of Eq.(7) can be extended as follows by considering
the reduction of distribution discrepancy in the kernel space :

min
d

J (d) + λ · dis(Dtrn, Dtst)2 (9)

subject to

D∑
m=1

dm = 1,d 	 0

where
J (d) = α∗T e− 1

2
α∗T G (Kd)α∗. (10)

Noted that α∗ is the optimal SVM solution of a fixed Kd and Kd is the combi-
nation of basic kernels given weight vector d. The first part of formula (9) is the
traditional optimization objective function of kernel learning, the second part is
the measure of distribution discrepancy between training and testing data. It is
clear that formula (9) represents a bi-objective optimization problem, and λ > 0
is the parameter for trading off between the two objectives. As we can see from
formula (10), J (d) is a function of decision vector d. We are going to transform
the whole formula (9) into a function of d, so our next problem is to build the
connection between d and dis(Dtrn, Dtst)2.

From Eq.(3) and Kd =
∑D

m=1 dmKm is the combination term of basis kernels;
dis(Dtrn, Dtst)2 can be reformulated as:

dis(Dtrn, Dtst)2 =
∑
i,j=1

D′
ijKij

=
∑
i,j=1

D′
ij

D∑
m=1

dmKmij
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=
D∑

m=1

dm · (
∑
i,j=1

D′
ijKmij)

= KT
disd, (11)

where

D′
ij =

⎧⎨⎩
1

N2 when xi, xj ∈ Dtrn
1

M2 when xi, xj ∈ Dtst
−2

N ·M otherwise

and Kdis is a vector defined as:

Kdis = (
∑

D′
ijK1ij ,

∑
D′

ijK2ij , · · · ,
∑

D′
ijKDij)T

Substituting Eq.(11) into Eq.(9), we obtain a new version of our objective func-
tion, which is purely a function of d.

min
d

W (d) (12)

subject to
D∑

m=1

dm = 1,d 	 0

where
W (d) = α∗T e− 1

2
α∗T G (Kd)α∗ + λ · KT

disd. (13)

Now we focus our discussion on Kdis. As discussed before and based on Eq.(11), it
is clear that the inner product of Kdis and d reflects the distribution discrepancy
between training and testing data in the learned kernel space. Unlike traditional
techniques in sample selection bias, we reweight the basis kernels related to
the data to reduce the bias in kernel space. As we will see later, a two step
optimization method is proposed in the next section, which is similar to the
SVM based gradient descent algorithm in [13].

3.3 Optimization Algorithm

In this section, we derive an optimization algorithm based on the gradient descent
method and Quadratic Programming (QP) to solve the optimization problem
defined in Eq.(12) effectively.

We first examine Eq.(7) and Eq.(8) in Section 2.3. The main difference be-
tween them is that the constraint

∑D
m=1 dm = 1 in Eq.(7) is replaced by the

regularizer r(d) in Eq.(8). It is observed that formula (13) is similar with for-
mula (8). The only difference is that the regularizar r(d) is replaced by the MMD
metric KT

disd derived from Eq.(11). The MMD metric KT
disd acts like an L1 reg-

ularizer, so we don’t need an extra regularizer with objective function, to keep d
simple, we borrow the same idea from Eq.(8) to remove the equality constraint∑D

m=1 dm = 1 from the optimization problem. After this relaxation, we get a
simpler form of the optimization problem than Eq.(12) as follow:
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min
d

W (d) (14)

subject to d 	 0

W (d) is the same as that given in Eq.(13). Eq.(14) shares a similar form discussed
in [13]. Therefore we adopt the same optimization strategy in [13] to handle this
problem.

In order to simplify the optimization procedure, we firstly relax the only
constraint in Eq.(14). Now Eq.(14) turns into an unconstraint nonlinear op-
timization problem. In this case, the gradient descent method is an efficient
optimization method to handle it. A regular gradient descent algorithm updates
the variable iteratively by the following equation:

dn+1 = dn − s · ∇dW, (15)

s is a step size of regular gradient algorithm and ∇dW is the gradient of W (d).
For W (d) is differentiable and we need to calculate ∇dW , we use a straight for-
ward extension of Lemma 2 in [2], then we conclude that W (d) have derivatives
given by:

∂W

∂dm
= λ ·

∑
D′

ijKmij − 1
2
α∗T ∂G(Kd)

∂dm
α∗. (16)

The matrix D′ and Km are constructed as described in the previous sections.
For classification, G(Kd) = Y KdY and its derivative is straightforward as Kd is
an affine function of d.

Now this algorithm can be summarized as a two step optimization procedure:
firstly, given a fixed d, we can obtain an optimal α∗ by SVM optimization pro-
cedure; secondly, α∗ is used to calculate ∇dW based on (16). This procedure is
repeated until convergence. For the constraints d 	 0 we have relaxed before,
we can simply take the strategy of dm ← max(0, dm) to ensure it is satisfied. We
refer to this algorithm as Multiple Kernel Learning Improved by MMD (MKL-
MMD), which is presented in Algorithm 1 in details.

4 Experiments

To demonstrate the effectiveness of the framework proposed in this paper, we
carry out experiments on real-world data collections. The performance is com-
pared with traditional MKL classifiers introduced in previous sections.

4.1 Data Sets Description

To study the performance of our algorithm in sample selection bias and transfer
learning scenario, we use UCI data sets and text data sets respectively in our
experiments.

For the scenario of sample selection bias, we use data sets selected from the
UCI machine learning repository, which are all collected from real world scenario.
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Algorithm 1. Multiple Kernel Learning Improved by MMD
Input: sample data set Dtrn and Dtst

Output: kernel parameter d
n← 0

Initialize d0 randomly;

repeat
K ← k(dn);

calculate D′ using (3) with Dtrn and Dtst

Use an SVM solver to solve the single kernel problem with kernel K and obtain

α∗.
Calculate dn+1 using (15) and (16)

dn+1
m = max(0, dn+1

m );

n← n + 1;

until converged

Table 1. UCI data set and Text data set

name Dtrn Dtst dim class name Dtrn Dtst dim class

haberman 78 228 3 2 chessboard 14 86 2 2

SPECTF 28 239 44 2 comp vs sci 201 264 6773 2

magic 65 189 10 2 auto vs aviation 134 220 5991 2

madelon 40 360 500 2 real vs simulated 202 201 6161 2

wine 36 142 13 2 orgs vs people 155 242 4771 2

sonar 43 165 60 2 orgs vs places 102 105 4415 2

For example, the haberman dataset contains cases on the survival of patients
who had undergone surgery for breast cancer in a study conducted between 1958
and 1970 at the University of Chicago’s Billings Hospital.

We also should consider some special cases of data sets in experiments for our
kernel learning problem. For example, the wine data is a dataset with 3 class
labels. Since traditionally kernel learning solve binary classification problem, we
select one class of data as the positive class, and the other two classs as negative
class to transform it into a two-class data set. Both the magic and madelon
datasets are relatively large and it is difficult for kernel learning because of the
high computation complexity. So we reduce their size to a suitable level. In
the following experiments we select 254 instances from magic and 400 instances
from madelon. To simulate the sample selection bias scenario, we choose a small
portion of the data examples (about 10% to 25%) as training set Dtrn and the
rest as testing set Dtst. Detailed information of these selected UCI datasets are
summarized in Table 1.

For the transfer learning scenario, we select text data from 20-NewsGroups,
SRAA and Reuters-21578. The 20-NewsGroups corpus contains approximately
20,000 Usenet articles from 7 top categories. Two top categories, ”comp”, ”sci”
which have a two-level hierarchy are selected for study. Each transfer learning
task involves a top category classification problem but the training and testing
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data are drawn from different sub-categories. For example, in comp and sci, the
training set Dtrn is drawn from ”comp.graphics” and ”sci.crypt”, while the testing
set Dtst is drawn from ”comp.windows.x” and ”sci.space”. So the distributions of
the training and test data are different but related. The SRAA corpus contains
73218 UseNet articles from four discussion groups about simulated autos, sim-
ulated aviation, real autos and real aviation. The Reuters-21758 corpus contains
21758Reuters news articles in 1987 organized into 5 top categories.We select three
top categories, ”orgs”, ”people” and ”places” in this experiment. Both the SRAA
and Reuters-21758 have a two-level hierarchy similar to 20-NewsGroups.

Text datasets are commonly modeled as sets of instances with high dimen-
sionality as shown in Table 1. In our multiple kernel learning setup, a basis
kernel is constructed from each feature, so a high dimensionality will result in
a high dimensional combination weight vector d and make it hard to learn in
the multiple kernel learning framework. A simple but effective approach for this
problem is to perform dimension reduction on text data. Principal component
analysis (PCA) is a standard tool for dimension reduction. Then we use PCA
to perform dimension reduction on text data to make sure the MKL algorithm
has practical performance. By PCA, the dimensions of all the text datasets are
reduced to 50. Detailed information of the selected text datasets are listed in
Table 1.

4.2 Setup of Experiments

We compare the performance of our MKL-MMD algorithm with GMKL pro-
posed in [13]. GMKL is a recently developed supervised kernel learning method,
which generalizes the combination way of basis kernels by combining them as
sums or other suitable ways. We compare our model with GMKL with con-
ventional MKL to emphasize the advantages of our model in the scenarios of
sample selection bias and transfer learning. On the other hand, because MMD
acts as a regularizer function in the kernel learning framework, we compare our
model with GMKL using L1 and L2 regularizer function simultaneously. There
are several important experiment at settings: firstly, as the combination term of
basis kernel is not important for comparison, we just set the composite kernel
as Kd(xi,xj) =

∑D
m=1 dmexp(− (xim−xjm)2

σ ) on both MKL-MMD and GMKL.
Here D is the number of dimension and xim, xjm are the values in the m dimen-
sion of the examples xi, xj . σ is a kernel parameter and is set to 1. Secondly, as
there is a positive constraint d 	 0 for variable d, we simplify the L1 regular-
ization equivalently as r(d) = eT d and L2 regularization r(d) = dT d of GMKL,
where e is an all one vector. Thirdly, for the cost parameter C in the SVM
part of both the MKL-MMD and GMKL models, we fixed it to 10 for both of
the algorithms. Finally, to compare the performance of the different models, the
evaluation criterion is the accuracy.

4.3 Experiments Results

We present our experiment results in this section. Table 2 summarize the perfor-
mance comparison between MKL-MMD and GMKL on UCI and text datasets
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Table 2. Experiment results on UCI data task

task name λ MKL-MMD GMKL l1 GMKL l2

Haberman 10 72.37% 71.49% 70.61%

SPECTF 10−6 79.08% 76.15% 78.66%

magic 1.7 · 104 70.37% 66.67% 67.20%

madelon 10−1 58.06% 55.56% 51.67%

wine 10−3 95.77% 94.37% 92.25%

sonar 10−2 81.21% 80.00% 80.61%

chessboard 105 62.79% 60.47% 54.65%

comp vs sci 10 74.24% 68.56% 67.05%

auto vs aviation 10−3 75.45% 70.91% 64.09%

real vs simulated 9 · 10−4 65.67% 61.19% 57.21%

orgs vs people 10−4 61.16% 59.92% 58.68%

orgs vs places 10−2 63.81% 60.00% 60.95%

respectively. Accuracy of MKL-MMD presented in these tables are the values
according to the best value of parameter λ, which is also shown in the tables.

In the experiments, UCI datasets are in a setup with small training set size
and regarded as with sample selection bias. From Table 2, it is obvious that
MKL-MMD preforms better than GMKL even in the situation that the size
of the training dataset is small. For example, for the ’magic’ dataset, MKL-
MMD achieves an accuracy of around 70.37% while the best accuracy of GMKL
is 67.20%. It also can be seen that for ’wine’, MKL-MMD yields an accuracy
of around 95.77% while the best accuracy of GMKL is 94.37%. In summary,
though GMKL can perform well in sample selection bias scenarios, MKL-MMD
can perform better.

For the transfer learning tasks based on text datasets, MKL-MMD also per-
forms better than GMKL. The accuracy is significantly improved in most of the
tasks of text classification learned from MMD-MKL comparing with GMKL.
For example, in auto vs aviation task, the best accuracy performance that
MMD-MKL can achieve is 75.45%, while GMKL L1 and GMKL L2 only achieve
70.91% and 64.09% respectively.

5 Conclusions

A common difficulty in both sample selection bias and transfer learning is the dis-
tribution discrepancy between training and test data. In this paper, we try to solve
this problem in multiple kernel learning framework by introducing a distribution
distance metric in kernel space called MMD. The main idea is to learn a suitable
kernel transformation in which the separation margin and the closeness between
the distributions can be simultaneously optimized. Experiments on UCI and text
datasets show that our method outperforms traditional MKL method with L1 or
L2 regulation. We can conclude that our new method can improve the robustness
of the MKL technique to handle transfer learning or sample selection bias problem.
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Abstract. Semi-supervised learning has been the focus of machine learning and 
data mining research in the past few years. Various algorithms and techniques 
have been proposed, from generative models to graph-based algorithms. In this 
work, we focus on the Cluster-and-Label approaches for semi-supervised 
classification. Existing cluster-and-label algorithms are based on some 
underlying models and/or assumptions. When the data fits the model well, the 
classification accuracy will be high. Otherwise, the accuracy will be low. In this 
paper, we propose a refinement approach to address the model misfit problem 
in semi-supervised classification. We show that we do not need to change the 
cluster-and-label technique itself to make it more flexible. Instead, we propose 
to use successive refinement clustering of the dataset to correct the model 
misfit. A series of experiments on UCI benchmarking data sets have shown that 
the proposed approach outperforms existing cluster-and-label algorithms, as 
well as traditional semi-supervised classification techniques including Self-
training and Tri-training. 

Keywords: Semi-supervised learning, model misfit, classification. 

1   Introduction 

In many practical classification applications, the acquisition of labeled training 
examples is both costly and time consuming, where human effort is usually required. 
Therefore, semi-supervised learning that exploits unlabeled examples in addition to 
labeled ones has become a hot topic in the past years. Various algorithms and 
techniques have been proposed, including generative models [1, 2], graph-based 
methods [3, 4], as well as transductive SVMs [5]. A literature survey of semi-
supervised learning can be found in [6].  

Most recent semi-supervised learning algorithms work by formulating the 
assumption that “nearby” points, and points in the same structure (e.g., cluster), should 
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have similar labels [7]. Models based on such an assumption may achieve high 
classification accuracy when the data distribution complies with the assumption. 
However, when the models do not fit the data well, the performance of the resulting 
semi-supervised classifiers can be quite poor. In this paper, we aim to address the model 
misfit problem to improve the performance of semi-supervised classification. In 
particular, we focus on the Cluster-and-Label techniques [8, 9]. 

In the process of Cluster-and-Label, data are clustered using an unsupervised 
learning technique, and the class of unknown data is predicted based generated 
clusters. As noted in [6], cluster-and-label methods can perform well if the particular 
clustering algorithms match the true data distribution. In other words, the performance 
of cluster-and-label algorithms suffers from the model misfit problem. The 
straightforward solution might be replacing the clustering model with one which 
matches the true data distribution appropriately. However, in the scenario of semi-
supervised learning where only a small portion of examples are labeled, the true 
distribution of data is not easy to be found.  

In this paper, we propose a novel yet simple method to deal with the model misfit 
problem of cluster-and-label techniques. Our method does not need to change the 
underlying clustering model itself. Instead, we successively refine the generated 
clusters based on the cluster purity, using the same clustering model. The resulting 
classifier, called purity refinement cluster tree (PRC-Tree), is a hierarchical clustering 
model which splits the labeled and unlabeled training data successively into nested 
clusters with higher purity. PRC-Tree enables the discovery of clusters in different 
subspaces; the combination of nested clusters of PRC-Tree is expected to match the 
true data distribution better. Consequently, PRC-Tree can be more effective and 
robust. The predication of test data is made by using an efficient path-based strategy 
which searches the PRC-Tree for the best cluster close to the unknown data.  

To evaluate the performance of the proposed approach, we conduct a series of 
experiments on the benchmarking UCI data sets. The experimental results show that 
the generalization ability of PRC-Tree outperforms both cluster-and-label techniques, 
as well as traditional semi-supervised learning algorithms including Self-training [10] 
and Tri-training [12].  

The rest of the paper is organized as follows. Section 2 briefly reviews existing 
research related to our work. Section 3 presents the hierarchical semi-supervised 
classification model PRC-Tree. Performance evaluation of the proposed method is 
presented in Section 4. Finally, Section 5 concludes this paper and discusses future 
work. 

2   Related Work 

In the past few years, many semi-supervised learning algorithms have been proposed, 
including self-training [10], co-training [11, 12, 13], generative methods [1, 2], semi-
supervised support vector machines [5], and graph-based methods [3, 4]. Most recent 
existing semi-supervised learning algorithms are developed based on the assumption 
that “nearby” points, and points in the same structure (e.g., cluster), should have 
similar labels. For example, the graph-based methods construct a graph structure 
where the nodes are labeled and unlabeled examples in the dataset, and edges reflect 
the “closeness” of examples. Graph-based methods then propagate the labels from 
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known examples to unknown examples based on the above assumption, which is 
similar to the “homophily” principle observed in social networks. Therefore, the 
“homophily” assumption made by most recent semi-supervised learning algorithms 
inherently decides the resulting performance. When the data distribution complies 
with the assumption, satisfactory classification accuracy can be achieved. Otherwise, 
the performance may suffer. We aim to address the model misfit problem in semi-
supervised learning. In particular, we focus on the cluster-and-label methods, which 
are similarly developed based the “homophily” assumption. We review some 
representative cluster-and-label methods as follows.  

Demiriz et al. [8] introduce an early work of cluster-and-label. In their approach, 
data are segmented using an unsupervised learning technique that is biased toward 
producing clusters as pure as possible in terms of class distribution. To do this, they 
modify the objective function of an unsupervised techniques (e.g., K-means 
clustering), to minimize both the within cluster variance and a measure of cluster 
impurity based on class labels. A genetic algorithm optimizes the objective function 
to produce clusters, which are then used to predict the class of future points. Our 
approach is different from their work because we consider the measure of within 
cluster variance and the measure of cluster impurity separately. We perform a 
sequence of nested clustering, where each clustering minimizes the within cluster 
variance only. The cluster impurity measure is used to decide whether a further 
partition of a cluster is needed. Instead of generating a plain set of clusters, our 
method delivers a hierarchical clustering model, which enables the discovery of 
clusters from subspaces with higher purity. Furthermore, our method is more efficient 
since no genetic algorithms are needed to optimize the objective function.    

Dara et al. [9] map labeled and unlabeled data to nodes in self-organizing feature 
map (SOM). Based on the similar assumption that data of the same class should be 
mapped to the same SOM node, the method trains the SOM first with labeled data, 
and then supplies the model with unlabeled data. Unlabeled data are predicted 
according to the mapping SOM nodes. Next, it iteratively re-trains the SOM with 
labeled data and predicted data until no new labels can be assigned to unlabeled data.  
They observe the model misfit problem as “non-labeling” SOM nodes, to which data 
with different labels are assigned. It is impossible to induce a label for unlabeled data 
clustered to non-labeling SOM nodes. Our algorithm which further splits a cluster if it 
is not pure enough avoids the generation of non-labeling clusters with properly 
defined purity threshold. Their method also generates “undefined” SOM nodes, to 
which no labeled data are clustered. Undefined nodes cannot be used to predict labels 
for unlabeled data also. Since our approach organizes clusters hierarchically, the 
problem can be addressed gracefully by using the label of a parent (or an ancestor) 
cluster.    

In summary, our algorithm is different from existing cluster-and-label algorithms 
in the way that existing methods cluster the training data for once, while we perform 
nested clustering on the training data. In contrast to a plain set of clusters generated 
by existing methods, we generate a hierarchical clustering model which discovers 
clusters from subspaces with higher purity, and improves the model flexibility to 
match the true data distribution.  
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3   The PRC-Tree 

In this section, we firstly discuss some preliminaries. Then, the proposed purity 
refinement cluster tree is described. The reason why PRC-Tree can address the model 
misfit problem is analyzed finally.  

3.1   Preliminaries 

In semi-supervised classification problem, one is given a training set  consisting of 
a labeled subset  and an unlabeled subset , . , ,, , … ,  where ∈ ℜ  is a feature vector of  dimensions, and ∈  is the corresponding class label. , , … ,  where ∈ ℜ . 
Given another set of test data , , … ,  where ∈ ℜ , the objective of 
semi-supervised classification is to learn a function : , which sufficiently 
approximates the mapping from the vectors in  to classes in .  

As mentioned above, our approach aims to address the model misfit problem by 
performing nested clustering to create a hierarchical clustering model. We define 
some related notions as below.  

Definition 1. (nested clustering) A clustering  with k clusters is said to be nested in 
the clustering  , which contains r (< k) clusters, if for any cluster  in  , there is 
a cluster   in  such that  ⊆ . And there exists at least one cluster in  , 
which holds  ⊂  ,  . 

Definition 2. (cluster tree) A cluster tree is a sequence of nested clustering, so that  ,  ∈   , there is a ∈  , such that  ⊆ . Then, we call   an 
ancestor cluster of  . Partically, if 1, then we call   a parent cluster of  

, and  �

 a child of . 

For example, Fig. 1 shows an example cluster tree. The root node represents the 
complete set of training data, which is partitioned into 3 clusters:  ,  , and  , 
where the superscript is used to denote the level of the tree and the subscript denotes the 
cluster number. The cluster  is further partitioned into 3 clusters:  ,   and  .  

3.2   PRC-Tree Classification 

Basically, our PRC-Tree classification method can be decomposed into two steps: 1) 
creating a cluster tree from the training dataset; and 2) classifying a new test example 
using the cluster tree. We describe the two steps sequentially as follows. 

Creating a cluster tree. The input of this step is the set of training data, consisting of 
both labeled and unlabeled examples. The pseudo-code of this step is described in 
Algorithm 1. We initially create the root of the cluster tree with all training examples. 
A base clustering model is used to cluster the root. For each generated cluster, we 
measure its purity in terms of class distribution. If the purity of the cluster is greater 
than some pre-defined threshold θ, the cluster is left as a leaf node of the cluster tree. 
Otherwise, it is further partitioned using the base clustering model.   
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Fig. 1. Example of a cluster tree  

The design of a purity measure is an important issue of our method. Although 
different purity metrics has been proposed, such as the Gini index, we find that 
measuring the purity of a cluster in terms of the percentage of examples belonging to 
the majority class suffices in our method.  

 

 
Input:      , the cluster purity threshold . 
Output:   A cluster tree  
Description: BuildTree(D, ) 
1. Let current node . 
2. IF purity( )  
3.         Assign  as a leaf node 
4. ELSE 
5.        , , … , } = Cluster( ). 
6.        FOR each   
7.              Assign  as a child node of  
8.              BuildTree( , ) 
9.        ENDFOR   
10. ENDIF 
 

Algorithm 1. Creating a cluster tree 

Let  be the number of examples in a cluster . Let  be the number of 
examples with a label of class . Then, the purity of , denoted as , is computed 
as,                       , ,…,         1                                      .      (1) 
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The higher the value, the more certain the class distribution of a cluster. In order to 
generate a cluster tree expected to achieve higher classification accuracy, a higher 
value of the purity threshold θ is preferred. Particularly, in order to avoid the 
generation of “non-labeling” clusters [9] as discussed in Section 2, the purity 
threshold should be set to 1.  

Our approach is general so that any clustering method can be used as the base 
clustering model. In our implementation, we use the K-means clustering. Given a set 
of objects , , … , ,  where each object ∈ ℜ  is a d-dimensional vector, k-
means partitions the objects into k clusters (k < n), , , … , , by 
minimizing the within-cluster sum of squares:                                                       ∈  ,                                                          2  

where  is the mean of objects in . Given an initial set of k means , , … ,  , which may be specified randomly or by some heuristics, the 
algorithm proceeds by iteratively refining them as follows:  

1: Assign each object to the cluster with the closest mean.  : , 1, . . . ,   .                      3   

2: Calculate the new means to be the centroid of the observations in the cluster.                                                             1| |  .                                          4∈  

The algorithm is deemed to have converged when the assignments no longer change. 
Moreover, two issues are involved when using k-means clustering as the base 
clustering model: (1) How to decide the parameter k at each node of the cluster tree? 
(2) How to select the initial centroids of k-means at each node of the cluster tree? 
Thanks to the labeled examples in the training data, we solve the problems as follows. 
For the first issue, we calculate the percentage of labeled examples of each class, and 
return k as the number of classes with a percentage higher than certain threshold. For 
example, if the threshold is set to 0, we set k as the number of classes existing in the 
labeled training data. For issue 2, rather than using randomly assigned initial 
centroids, we aim to improve the performance of k-means by calculating the means of 
labeled examples belonging to each class. 

Classifying a test data. The second step is to predict the label for a test example, 
using the cluster tree created in the first step. The straightforward solution might be 
comparing the test example with all leaf clusters of the cluster tree, and using the 
closest cluster to predict the label. However, it may not be fair to compare the 
distance between the test example with clusters on different levels of the tree. For 
example, consider the set of training examples in Fig. 1, which is redrawn in Fig. 2. 
Let the filled circle be the test example. If directly considering the leaf clusters, as 
shown in Fig. 2 (a), the example is closer to the centroid of cluster  , although it’s 
probably better to be clustered to  . Therefore, in our approach, we use a path-
based strategy to search the best cluster from the cluster tree.  
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Fig. 2. Leaf based search v.s. path based search 

For example, Fig. 2 (b) shows the distance between the test example and the 
clusters on the first level. Since it has the shortest distance with cluster C , and C  
is a leaf cluster of the tree, the test example will be predicted using C .  

After finding the closest leaf cluster , we assign the label of the test example as 
the label of the cluster, label( ), which is defined as:              Label argmax if  has labeled examplesLabel . parent otherwise   ,          (5) 

Where   is the number of labeled examples belonging to class . If a cluster does 
not have any labeled example, we define the label of a cluster as the label of its parent 
(ancestor).  Therefore, there exists no “undefined” clusters [9] such that no label can 
be induced if a test example is clustered to the cluster. The pseudo-code of this step is 
shown in Algorithm 2. 

 
Input:      The cluster tree , the test example  
Output:   The label of  
Description: Classify( . , ) 
1. Let current node . . 
2. WHILE  is a not leaf node 
3.        Compute the distance between  and child clusters of ,  
4.        Let  be the most close cluster 
5.        Classify( ,  ) 
6. ENDWHILE 
7. Assign .label = Label( ) 

 

Algorithm 2. Classifying a test example 

3.3   Discussion 

When the model does not fit the true data distribution, the data points of the same 
class hardly form natural clusters, e.g., the red circles in Fig. 1. Most of existing 
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clustering model may not be able to identify a class of data which are similar in some 
subspaces. For example, the K-means clustering method cannot discover such clusters 
because it assumes hyper-spherical clusters. Since our method recursively clusters the 
training data, it enables the discovery of clusters in subspaces. Therefore, the 
successive refinement clustering model is more flexible to match the data distribution 
which does not comply with the “homophily” assumption. Moreover, the nested 
clustering used by our method alleviates the impact of parameter setting. For 
example, the number of clusters k is an important parameter of K-means clustering. 
Existing cluster-and-label methods using k-means clustering should decide the value 
of k appropriately to ensure the classification accuracy. However, in our approach, it 
is not as critical as before because we will partition a cluster further if it is not pure 
enough. Furthermore, we calculate the initial centroids of K-means using labeled data, 
which can be viewed as supervised clustering.  

4   Experiments 

In this section, we evaluate the performance of the proposed method by comparing it 
with the existing cluster-and-label method, as well as traditional semi-supervised 
classifiers. We firstly describe the experiment setup. Next, we present and analyze the 
experimental results. All experiments were conducted on an Intel(R) Xeon(R), 1.60 
GHZ computer with 4GB memory. 

4.1   Experiment Setup 

Datasets. 15 datasets from the UCI machine learning repository1 are used in our 
experiments.  The characteristics of the data sets are summarized in Table 1.  

Table 1. Data Characteristics 

Data set #Instances #Attributes #Classes 

balance 625 4 3 
breast-w 699 9 2 
clean1 476 166 2 
ecoli 336 7 8 
glass  214 9 7 

haberman  306 3 2 
heart 270 13 2 

ionosphere 351 34 2 
iris  150 4 3 

machine  209 7 8 
madelon 2000 500 2 

page-blocks 5473 10 5 
segment 2310 19 7 

waveform 5000 40 3 
wine 178 13 3 

                                                           
1 http://archive.ics.uci.edu/ml/ 
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For each data set, we divide it into three portions with equal size. One of the 
portions is used as the test data, and the other two serve as the training data. We 
further split the training data as labeled examples and unlabeled examples. Let ð be 
the percentage of labeled training examples. We vary the parameter by setting ð=10%, 30%, and 50% respectively. All data splits are performed in a stratified way.  

Competing methods. We compare our PRC-Tree against the existing cluster-and-
label technique, denoted as Standard Cluster-and-Label (SCL). SCL clusters the 
training data into using K-means. Each cluster is labeled by the majority of labeled 
examples in the cluster. If a cluster does not have any labeled examples, it will not be 
used to classify a test data. In such a case, test data in this cluster will be classified 
using nearest neighbor (NN) based on the labeled examples only. 

We also compare our method with traditional semi-supervised classifiers, including 
Self-training [10], Tri-training [12] and Co-forest [13]. For Self-training, NN is used 
as the base classifier. Self-training adds, in each round, the most confidently predicted 
examples into the labeled set. We use the unlabeled example which has the shortest 
distance with labeled examples as the most confidently predicted example. For Tri-
training, the decision tree J48 is used as the base classifier.  For Co-forest, 10 random 
decision tree classifiers are used.  

4.2   Experimental Results 

The experimental results of all competing methods on datasets with different rates of 
labeled examples are shown in Tables 2, 3, 4 respectively. Each result is averaged 
over 20 runs of the corresponding method, with dataset randomly shuffled. For the 
proposed method, we set the purity threshold θ to be 0.8, 0.9 and 1.0 respectively. For 
each dataset, we highlight the best classification accuracy achieved by the methods. 
The last row of each table shows the average accuracy of each method on all datasets.  

Table 2. Classification accuracy achieved on datasets with ð=10% 

Data sets 
SCL 

PRC-Tree Self-
training 

Tri-
training 

Co-
forest θ = 0.8 θ = 0.9 θ = 1.0 

balance 67.54 72.74 72.28 71.84 68.15 72.40 73.73 
breast-w 96.05 96.05 94.88 94.01 94.40 91.63 94.52 

clean1 54.39 67.17 68.42 68.65 58.91 62.88 64.42 

ecoli 78.92 80.23 79.43 78.64 49.90 67.42 74.81 

glass 47.50 52.05 51.98 51.98 45.51 50.66 52.13 
haberman 68.60 69.40 69.90 69.89 64.65 70.60 66.55 

heart 80.96 78.01 73.80 73.80 73.12 70.56 71.02 

ionosphere 66.21 82.34 82.21 82.34 69.43 77.86 84.69 
iris 80.62 81.14 82.91 82.91 85.93 79.68 82.81 

machine 74.38 76.53 73.53 73.46 66.38 68.76 71.76 

madelon 57.71 56.27 56.27 56.27 50.43 51.09 49.88 

pageblock 91.35 92.23 92.67 92.81 92.26 94.81 95.16 
segment 68.68 83.98 85.00 85.13 85.18 88.90 91.21 

waveform 73.58 76.61 74.92 73.65 61.55 72.79 79.68 
wine 96.57 96.05 95.96 95.96 88.24 67.45 84.29 

Avg. 73.54 77.40 76.94 76.76 70.26 72.50 75.78 
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Table 3. Classification accuracy achieved on datasets with ð=30% 

Data sets 
SCL 

PRC-Tree Self-
training 

Tri-
training 

Co-
forest θ = 0.8 θ = 0.9 θ = 1.0 

balance 72.06 78.22 77.93 76.67 72.03 76.77 77.30 

breast-w 96.37 96.37 96.11 95.02 94.95 92.95 95.36 

clean1 55.09 74.61 75.99 76.12 71.85 69.61 73.58 

ecoli 81.35 82.24 81.58 80.46 78.13 80.04 80.51 

glass 51.69 58.01 57.57 57.57 56.76 56.25 63.08 
haberman 62.10 59.34 56.70 56.50 68.19 69.60 66.05 

heart 82.72 82.50 78.46 76.42 76.64 74.82 77.95 

ionosphere 69.73 85.39 85.08 84.56 80.26 87.56 90.82 
iris 82.91 87.81 91.14 91.97 92.60 92.39 91.45 

machine 75.76 78.84 78.84 77.61 75.76 79.23 81.92 
madelon 58.82 59.15 59.15 59.15 50.59 54.59 52.96 

pageblock 91.35 93.03 93.85 94.11 94.37 96.13 96.42 
segment 68.35 87.39 89.12 89.83 92.20 92.69 95.41 

waveform 77.18 76.81 75.47 74.12 63.95 74.81 81.32 
wine 95.87 95.70 95.70 94.99 93.50 85.35 92.01 

Avg. 72.06 79.69 79.51 79.00 77.45 78.85 81.08 

Table 4. Classification accuracy achieved on datasets with ð=50% 

Data sets 
SCL 

PRC-Tree Self-
training 

Tri-
training 

Co-
forest θ = 0.8 θ = 0.9 θ = 1.0 

balance 70.65 79.22 78.64 77.91 75.55 77.76 78.37 

breast-w 96.37 96.37 96.37 94.64 95.24 94.02 95.60 

clean1 55.25 80.00 81.69 81.25 77.88 76.18 83.42 
ecoli 83.55 80.84 78.41 76.86 79.25 79.67 82.00 

glass 52.20 63.67 62.13 61.98 60.29 63.82 69.92 
haberman 60.85 62.39 61.59 61.29 65.84 69.90 65.85 

heart 82.55 82.55 79.14 75.90 76.47 73.86 80.90 

ionosphere 70.21 85.13 86.39 86.00 82.95 88.95 92.17 
iris 82.91 88.85 90.83 91.14 93.12 92.08 93.54 

machine 75.53 81.46 81.30 80.07 80.07 84.15 85.92 
madelon 58.74 62.40 62.56 62.56 51.03 56.45 55.61 

pageblock 91.26 93.26 94.23 94.47 95.16 96.57 96.90 
segment 68.22 88.74 90.70 91.56 93.69 94.29 96.87 

waveform 77.14 77.56 75.85 74.69 67.85 75.48 81.58 
wine 96.05 96.05 95.87 96.31 94.21 88.59 95.70 

Avg. 74.76 81.23 81.05 80.44 79.24 80.78 83.62 
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Comparing PRC-Tree and SCL, our method improves over SCL on almost all of 
the experimental settings, which indicates that the successive purity refinement based 
clustering strategy address the model misfit problem very well. Comparing all 
competing methods, we summarize the results from the following two aspects: 

1) Consider the number of times a classifier achieves best performance on datasets, 
which is shown in parenthesis, the methods are ranked as follows: ð=10% Co-Forest (6), PRC-Tree (4), SCL (4), Self-Training (1), Tri-Training (1) ð=30% Co-Forest (6), PRC-Tree (5), SCL (3), Self-Training (1), Tri-Training (1) ð=50% Co-Forest (8), PRC-Tree (5), SCL (4), Self-Training (0), Tri-Training (1) 

2) Consider the average accuracy achieved by a classifier on all datasets (in 
parenthesis), the methods are ordered as follows: ð=10% PRC-Tree (77.40), Co-Forest (75.78), SCL (73.54), Tri-Training (72.50), 

Self-Training (70.27) ð=30% Co-Forest (81.08), PRC-Tree (79.69), Tri-Training (78.85), 
Self-Training (77.45), SCL (72.06)ð=50% Co-Forest (83.62), PRC-Tree (81.23), Tri-Training (80.78), 
Self-Training (79.24), SCL (74.76)

Again, from both aspects, our method clearly outperforms the standard cluster-and-
label method. Our PRC-Tree also performs better than traditional semi-supervised 
classifiers of Self-Training and Tri-training. Our method achieves competitive 
performance when compared with the ensemble classifier Co-Forest. When the rate of 
labeled examples is low (e.g., π=10%), the average accuracy achieved by our method 
is even higher than Co-Forest. However, our method is more efficient than the 
ensemble classifier.  

When varying the purity threshold èfrom 0.8 to 1.0, we notice that our method 
achieves the best performance when the threshold is set to 0.8. This is because, when 
the threshold is set to 1.0, the refinement strategy used by our method leads to the 
overfitting problem by making sure each cluster consists of labeled examples from 
one class only.  

5   Conclusion 

In this paper, we address the problem of model misfit evident in cluster-and-label 
based semi-supervised learning algorithms. We propose a method, called PRC-Tree, 
to successively refine the clustering of training data, based on the cluster purity in 
terms of class distribution. The resulting hierarchical cluster tree enables the 
discovery of clusters from subspaces, and the combination of nested clusters is 
expected to match the heterogeneous data distribution better. After creating the cluster 
tree, our method employs a path-based searching strategy to find the best cluster 
efficiently for a test example to predict its label. We conduct a series of experiments 
on the UCI benchmarking data sets to evaluate the performance of our approach. The 
results demonstrate that our method deals with the model misfit problem very well by 



86 H. Su et al. 

improving over the existing cluster-and-label method on most of experimental 
scenarios. The generalization ability of our method is also better than tradition semi-
supervised algorithms such as Self-training and Tri-training. The classification 
accuracy of our method is comparable with that of the ensemble method Co-Forest.   

We notice from the experimental results, that the purity threshold plays an important 
role in the learning performance. Selecting an appropriate threshold value is an 
important issue of our method. As an ongoing work, we are interested in deciding the 
threshold value automatically based on some statistical test methods (e.g., Chi-square 
test).   
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Abstract. This paper presents the applicability of soft set theory for discovering 
a decision attribute in information systems. It is based on the notion of a map-
ping inclusion in soft set theory. The proposed technique is implemented with 
example test case and one UCI benchmark data; US Census 1990 dataset. The 
results from test case show that the selected decision attribute is equivalent to 
that under rough set theory.  

Keywords: Information system, Soft set theory, Decision attribute. 

1   Introduction 

Partitioning a set of heterogeneous data objects into smaller homogeneous classes of 
data sets is a fundamental operation in data mining. This can be done by introducing a 
decision attribute in an information system. To this, one practical problem is faced: 
for many candidates in a database, we need to select only one that is the best attribute 
to partition the objects. The theory of soft set proposed by Molodtsov 1999 is a new 
method for handling uncertain data. Soft sets are called (binary, basic, elementary) 
neighborhood systems. Molodtsov pointed out that one of the main advantages of soft 
set theory is that it is free from the inadequacy of the parameterization tools, like in 
the theories of fuzzy set, probability and interval mathematics. As for standard soft 
set, it may be redefined as the classification of objects in two distinct classes, thus 
confirming that soft set can deal with a Boolean-valued information system. The the-
ory of soft set has been applied to data reduction and decision support systems [[2], 
[3], [4]]. The existing researches rely heavily on Boolean-valued information system. 
However, to date, only scarce researchers deal with multi-valued information system. 
The concept of decision attribute selection in a multi-valued information system is 
another area which purportedly supports data classification.  

By applying the concept of a mapping inclusion in soft set theory, we propose an al-
ternative technique for decision attribute selection. The main purpose of the proposed 
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technique is to ensure that the process of decision attribute selection is used in trans-
forming an information system into a decision system. 

One example test case was considered to evaluate the accuracy of a decision attrib-
ute as compared to a technique called Maximum Dependency Attributes (MDA) [6] 
using rough set theory. The results show that the selected decision attribute is equiva-
lent to that under rough set theory. The experiment was also conducted with a set of 
data from public dataset; UCI benchmark dataset – US Census 1990 in order to show 
that the proposed technique can also be implemented with large datasets.   

The rest of this paper is organized as follows. Section 2 describes the fundamental 
concept of information systems. Section 3 describes the concept of soft set theory. Sec-
tion 4 describes soft set-based approach for decision attribute selection in multi-valued 
information systems. Finally, the conclusion of our work is described in section 5. 

2   Information System 

An information system is a 4-tuple (quadruple), ( )fVAUS ,,,= , where U  is a 

non-empty finite set of objects, A is a non-empty finite set of attributes, 

∪ Aa aVV
∈

= , aV  is the domain (value set) of attribute a, VAUf →×:  is a 

total function such that ( ) aVauf ∈, , for every ( ) AUau ×∈,  , called information 

(knowledge) function. An information system is also called a knowledge representa-
tion systems or an attribute-valued system that can be intuitively expressed in terms of 
an information table (as shown in Table 1). 

Table 1. An information system 

U 1a  2a  … ka  … Aa  

1u  ( )11 , auf  ( )21 , auf  … ( )kauf ,1  … ( )Aauf ,1  

2u  ( )12 , auf  ( )22 , auf  … ( )kauf ,2  … ( )Aauf ,2  

3u  ( )13 , auf  ( )23 , auf  … ( )kauf ,3  … ( )Aauf ,3  

       

Uu  ( )1, auf U  ( )2, auf U  … ( )kU auf ,  … ( )AU auf ,  

In many applications, there is an outcome of classification that is known. This 
knowledge, which is known as a posteriori knowledge is expressed by one (or more) 
distinguished attribute called decision attribute. This process is known as supervised 
learning. An information system of this kind is called a decision system. A decision 

system is an information system of the form { }( )fVdAUD ,,, ∪= , where Ad ∉  

is the decision attribute. The elements of A are called condition attributes.  
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In the following sub-section, we propose an idea of decomposition of a multi-

valued information system ( )fVAUS ,,,=  into A numbers of Boolean-valued 

information system { }( )fVaUS i
i ,,, 1,0= , where A  is the cardinality of A. 

2.1   Decomposition of a Multi-valued Information System 

The decomposition of ( )fVAUS ,,,=  is based on decomposition of 

{ }AaaaA ,,, 21=  into the disjoint-singleton attribute { } { } { }Aaaa ,,, 21 . 

Here, we only consider for complete information systems. Let ( )fVAUS ,,,=  be 

an information system such that for every Aa∈ , ( )AUfVa ,=  is a finite non-

empty set and for every Uu∈ , ( ) 1, =auf . For every ia  under i th-attribute 

consideration, Aai ∈  and aVv∈ , we define the map { }1,0: →Ua i
v  such that 

( ) 1=ua i
v  if ( ) vauf =, , otherwise ( ) 0=ua i

v . The next result, we define a bi-

nary-valued information system as a quadruple { }( )fVaUS i
i ,,, 1,0= . The informa-

tion systems { }( )fVaUS i
i ,,, 1,0= , Ai ≤≤1  is referred to as a decomposition 

of a multi-valued information system ( )fVAUS ,,,=  into A  binary-valued 

information systems, as depicted in Figure 1. Every information system 

( )fVaUS aii
i ,,,= , Ai ≤≤1  is a deterministic information system since for 

every Aa∈  and for every Uu∈ , ( ) 1, =auf  such that the structure of a multi-

valued information system and A  number of binary-valued information systems 

give the same value of attribute related to objects. 

3   Soft Set Theory 

Throughout this section U refers to an initial universe, E is a set of parameters, ( )UP  

is the power set of U and EA ⊆ . 

Definition 1. (See [1].) A pair ( )AF ,  is called a soft set over U, where F is a map-

ping given by  

( )UPAF →: . 

In other words, a soft set over U is a parameterized family of subsets of the universe 

U. For A∈ε , ( )εF  may be considered as a set of ε -elements of the soft set 

( )AF ,  or as the set of ε -approximate elements of the soft set. Clearly, a soft set is 

not a (crisp) set. For illustration, Molodtsov considered several examples in [1]. In 
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addition, in this section we present the relation between rough and soft sets, i.e., every 
rough set can be considered as a soft set as stated the following proposition. 

Based on the definition of an information system and a soft set, in this section we 
show that a soft set is a special type of information systems, i.e., a binary-valued in-
formation system. 

Proposition 2. If ( )AF ,  is a soft set over the universe U, then ( )AF ,  is a binary-

valued information system { }( )fVAUS ,,, 1,0= . 

Proof. Let ( )AF ,  be a soft set over the universe U, we define a mapping  

{ }nfffF ,,, 21= , 

where  

ii VUf →:  and ( ) ( )
( )⎩

⎨
⎧

∉
∈

=
i

i
i aFx

aFx
xf

,0

,1
,  for Ai ≤≤1 . 

Hence, if ∪ Aa a
i i

VV
∈

= ,  where { }1,0=
ieV , then a soft set ( )AF ,  can be consid-

ered as a binary-valued information system { }( )fVAUS ,,, 1,0= .   

From Proposition 2, it is easily understand that a binary-valued information system 
can be represented as a soft set. Thus, we can make a one-to-one correspondence 

between ( )EF ,  over U and { }( )fVAUS ,,, 1,0= . 

Definition 3. (See [2].) The class of all value sets of a soft set ( )EF ,  is called value-

class of the soft set and is denoted by ( )EFC , . 

3.1   Multi-soft Sets in Information Systems 

The idea of multi-soft sets is based on a decomposition of a multi-valued information 

system ( )fVAUS ,,,= , into A  number of binary-valued information systems 

{ }( )fVAUS ,,, 1,0= , where A  denotes the cardinality of A. Consequently, the A  

binary-valued information systems define multi-soft sets 

( ) ( ){ }AiaFAF i ≤≤= 1:,, . 

Based on the notion of a decomposition of a multi-valued information system in 
the previous section, in this sub-section we present the notion of multi-soft set repre-

senting multi-valued information systems. Let ( )fVAUS ,,,=  be a multi-valued 

information system and ( )fVaUS aii
i ,,,= , Ai ≤≤1  be the A  binary-valued 

information systems. From Proposition 2, we have 
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( )
{ }( )
{ }( )

{ }( )

( )
( )

( )AA

A aF

aF

aF

fVaUS

fVaUS

fVaUS

fVAUS

,

,

,

,,,

,,,

,,,

,,,
2

1

1,0
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2

1,01
1

⇔

⇔
⇔

⎪
⎪

⎩

⎪
⎪

⎨

⎧

=

=
=

==  

 ( ) ( ) ( )( )AaFaFaF ,,,,,, 21=  

 

We define ( ) ( ) ( ) ( )( )AaFaFaFAF ,,,,,,, 21=  as a multi-soft sets over 

universe U representing a multi-valued information system ( )fVAUS ,,,= . 

4   Soft Set Approach for Decision Attribute Selection 

In this section, we describe the application of soft set theory for selecting a decision 
attribute. The proposed technique is based on the notion of a mapping inclusion in 
soft set theory. 

Definition 4. Let ( )EF ,  be a multi-soft sets over U representing an information 

system ( )fVAUS ,,,= . Let ( ) ( ) ( )EFeFeF ji ,,,, ⊆  be two distinct soft sets. 

The cohesiveness of soft set ( )ieF ,  with respect to soft set ( )jeF ,  is defined by  

( )
( )

( )

( )
,

:/:
coh

,

1
e

,

i

ieF

j

eF

C

i
ii

i
C

YXXYXX
e

∑
=

≠⊆
=

φ∩∪∪
         (1) 

where ( )jeFCX ,⊆  and ( )ieFi CY ,⊆ . 

The decision to select the best partitioning attribute that is represented by the soft 
set in the multi-soft set can be made based on total cohesiveness of the soft set.  

Definition 5. Let ( )EF ,  be a multi-soft sets over U representing an information sys-

tem, ( )fVAUS ,,,= . Total cohesiveness of soft set ( )ieF ,  with respect to all soft 

set ( )jeF , , where ij ≠  is obtained by calculating the mean cohesiveness of the soft 

set and is given by the following equation 

( )
( )

,
1

coh

tcoh

1

1

−
=
∑
−

=

A

e

e

A

i
i

i  Aji ≤≤ ,1  and ji ≠ .                 (2) 
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The highest total cohesiveness of the soft set will be the most suitable candidate to be 
selected as a decision attribute for data clustering. An algorithm and pseudo codes for 
the whole process of obtaining the total cohesiveness for decision attribute selection 
will be described in the following Figure. 

1. Obtain multi-soft set ( )EF ,  over U  

2. For each soft set in the multi-soft sets, obtain 
the cohesiveness of the soft set ( )ieF ,  with  

respect to soft set ( )jeF , , for Aji ≤≤ ,1  and 

ji ≠ .  

3. For each soft set ( )ieF , , obtain total  

cohesiveness for Ai ≤≤1  

Fig. 1. The algorithm to obtain total cohesiveness of the soft sets 

There are three main steps that need to be accomplished in order to select the most 
appropriate attribute to partition objects in an information system. The pseudo-codes 
as in Fig. 2 are used to accomplish the task. 

The process starts with a determination of value-class of the multi-soft set ( )EF ,  
and is denoted by ( )EFC ,  as stated in Definition 3. Let n  be a number of objects and 

a  be a number of attributes in an information system, the value-class of multi-soft set 
is obtained using pseudo codes as shown below. 

Applying soft set in selecting decision attribute, further may be used to partition 
objects in data clustering technique. However, there are not much literatures found on 
this topic.  

In the following examples, we present the computational activities through one 
small datasets and present the result obtain by both MDA [6] and the proposed  
technique.  

Test Case Example. A small-sized dataset, The Credit Card Promotion in [5]. The 
dataset contains 10 objects with five categorical-valued attributes, i.e. Magazine Pro-
motion (MP), Watch Promotion (WP), Life Insurance Promotion (LIP), Credit Card 
Insurance (CCI) and Sex (S). We use the formula of total cohesiveness in equation 
(2). The higher the total cohesiveness is the higher the accuracy of the selecting deci-
sion attribute. 

MDA technique proposed by Herawan et. al. [6] uses the dependency of attributes 
in rough set theory to determine dependency degree of each attribute. The attribute 
with a maximum degree of dependency will be selected as a clustering attribute. The 
value of MDA for all attributes is summarized in Table 3 below. 
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// Pseudo code 1 – to obtain a value-class of multi-soft set over U  

Let i = 1; 
While i<=noOfAttributes=a { 
  find  all value-classes for each attribute value; 
  i=i+1; 
} // end while 

 

// Pseudo code 2 – to obtain cohesiveness of the soft set 
Let i=1; 
For each soft set i up to soft set a {  
  Let  j=1; 
  For each soft set j up to soft set a {  
     if soft set i is equal to soft set j then { 
       j=j+1; loop; 
     } // end if 

      Calculate lower inclusion of all predicate in soft 
set i with respect to soft set j; 

      Calculate upper inclusion of all predicate in soft 
set I with respect to soft set j; 

     j=j+1; 
  } // end for each j 
  Cohesiveness =(∑Lower inclusion / Upper inclusion) 

/ no. of predicate; 
  i=i+1; 
} // end for each i 

 
// Pseudo code 3 – to obtain total cohesiveness of the soft set 
Let i=1; 
For each soft set i up to soft set a { // to determine 
// total cohesiveness (TC) of soft set i 
   TC = ∑Cohesiveness/(no. soft set=a – 1); 
   i=i+1; 
} // end for each i 

Fig. 2. Pseudo codes  

Table 2. A Credit Card Promotion dataset from [5] 

Person MP WP LIP CCI S 
1 yes no no no male 
2 yes yes yes no female 
3 no no no no male 
4 yes yes yes yes male 
5 yes no yes no female 
6 no no no no female 
7 yes no yes yes male 
8 no yes no no male 
9 yes no No no male 

10 yes yes yes no female 
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Table 3. The degree of dependency of all attributes in Table 2 using MDA technique (from [6]) 

 Attribute 
(Depends on) 

Degree of dependency  MDA 

MP WP LIP CCI S 
 0 0.5 0.2 0 

0.5 
0.2 

WP MP LIP CCI S 
 0 0 0 0 

0 

LIP MP WP CCI S 
 0.3 0 0.2 0 

0.3 

CCI MP WP LIP S 
 0.3 0 0.5 0.4 

0.5 
0.4 

S MP WP LIP CCI 
 0 0 0 0.2 

0.2 

From Table 3 above, the attributes MP and CCI has the same maximum degree of 
dependency, therefore, based on the algorithm, the next degree of dependency of the 
attributes will be considered, until the tie is broken. For this case, the second degree 
corresponding to attribute CCI, i.e. 0.4 is higher than that of MP, i.e. 0.2. Therefore, 
attribute CCI is selected as a clustering attribute.  

Our proposed technique called Total Cohesiveness, start by transforming an infor-
mation system (Table 2) into a multi soft sets as shown in Fig. 3 below. 

( )

( ) { } { }
( ) { } { }
( ) { } { }
( ) { } { }
( ) { } { }⎪

⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

===
===

===
===

===

=

2,5,6,10female,91,3,4,7,8,maleS,

8,9,101,2,3,5,6,no,4,7yesCCI,

1,3,6,8,9no,2,4,5,7,10yesLIP,

91,3,5,6,7,no,2,4,8,10yesWP,

3,6,8no,9,101,2,4,5,7,yesMP,

F

F

F

F

F

F,E  

Fig. 3. The multi soft sets from Table 2 

Based on multi-soft sets in Fig. 3, we use formula from equations (1) and (2) to ob-
tain the total cohesiveness for each soft set with respect to all other soft sets in the 
multi soft set as shown in Table 4. 

Before cohesiveness of subset of U is computed, the value-class for each soft set is 
obtained and is shown as in Fig. 4 below. 

The cohesiveness of subsets of U based on attribute MP with respect to attribute 
WP is computed using equation (1) as below.  

 
a. MP with respect to WP 

( ) { }( ) { }( )
{ } { }{ } ,

8,6,3,10,9,7,5,4,2,1

10,9,8,7,6,5,4,3,2,1/10,9,8,7,6,5,4,3,2,1/
MPcoh WP

φφ +
=  

,0
2

00 =+=  
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( ) { } { }{ }8,6,3,10,9,7,5,4,2,1MP =F,C . 

( ) { } { }{ }9,7,6,5,3,1,10,8,4,2WP =F,C . 

( ) { } { }{ }9,8,6,3,1,10,7,5,4,2LIP =F,C . 

( ) { } { }{ }10,9,8,6,5,3,2,1,7,4CCI =F,C . 

( ) { } { }{ }10,6,5,2,9,8,7,4,3,1S =F,C . 

Fig. 4. The class values of soft sets from Fig. 3 

By applying similar procedure, the cohesiveness of subsets of U having different 
values of attribute MP  with respect to attributes CCI LIP,  and S are computed and 
are given below. 

 
b. MP with respect to LIP 

( ) ,25.0
2

05.0
MPcoh LIP =+=  

c. MP with respect to CCI 

( ) ,1.0
2

02.0
MPcohCCI =+=  

d. MP with respect to S 

( ) .0
2

00
MPcohCCI =+=           

 

Finally, we obtain the total cohesiveness of soft set MP with respect to the set of all 

soft set { }( )MP\, EF  using the formula (2) as follows; 

( ) 0875.0
4

01.025.00
MPtcoh =+++= . 

The total cohesiveness (TC) of all soft set from Fig. 4 can be summarized as in  
Table 4 below.  

As shown in Table 4, the highest value of total cohesiveness (TC) is obtain from 
the soft set ( )CCIF , , and therefore, the attribute CCI (i.e. Credit Card Insurance) is 
selected as a decision attribute.  The decision attribute, CCI, selected by TC technique 
is equivalent to the one selected by MDA technique [6] using rough set theory. How-
ever, by using the same set of data, TC is able to select decision attribute without the 
need to look at the next degree of dependency of attributes as needed by the MDA 
technique.  
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Table 4. The value of TC of all soft sets 

 Soft set 
(with respect to) 

Cohesiveness  TC 

( )MP,F  ( )WP,F  ( )LIP,F  ( )CCI,F  ( )S,F  

 0 0.25 0.1 0 

0.0875 

( )WP,F  ( )MP,F  ( )LIP,F  ( )CCI,F  ( )S,F  

 0 0 0 0 

0 

( )LIP,F  ( )MP,F  ( )WP,F  ( )CCI,F  ( )S,F  

 0.15 0 0.1 0 

0.0625 

( )CCI,F  ( )MP,F  ( )WP,F  ( )LIP,F  ( )S,F  

 0.15 0 0.25 0.2 

0.15 

( )S,F  ( )MP,F  ( )WP,F  ( )LIP,F  ( )CCI,F  

 0 0 0 0.1 

0.025 

5   Experiment Tests with Public Dataset 

This section discusses the experiment that was done using the proposed technique, 
Total Cohesiveness technique. One UCI benchmark datasets will be tested using this 
technique. The technique is implemented in Java language using Windows XP operat-
ing system with processor Intel® core 2 duo 2.0 MHz and memory 4GB. 

US Census 1990 Data dataset  

The dataset was obtained from (U.S. Department of Commerce) Census Bureau and 
was collected as part of the 1990 census. There are originally 2458285 Instances and 
68 categorical attributes in this dataset, however, for the purpose of experimentation 
test, only 31 objects and 15 attributes was extracted from the original dataset. The list 
of attributes that was selected include; Age (Ag), Ancstry1 (An1), Ancstry2 (An2), 
Avail (Av), Citizen (Ci), Class (Cl), Depart (De), Disabl1 (Di1), Disabl2 (Di2), Eng-
lish (Eg), Feb55 (Fe), Fertil (Fr), Hispanic (Hi), Hour89 (H8) and Hours (Hs).   

The list of soft sets from multi-soft set generated by the proposed technique is 
shown in Table 5 below. 

The above result shows that there are two soft sets that possess the highest TC value 
that is equal to 1 and it belong to the attributes Avail (Av) and Feb55 (Fe). However, 
these attributes cannot be considered to be selected as a decision attribute because it 
(TC=1) is generated from the equivalent soft set that is consist of only one predicate 
and all subsets of object of the universe, U , is a value-class of that predicate. There-
fore, for this experiment, the soft set with second highest TC value will be selected as 
a decision attribute. TC value for soft set ( )CiF ,  is equal to 0.3364 is the second 

highest value listed in Table 5 above, so the attribute Citizen from the US Census 
dataset is the most appropriate attribute to be selected as a decision attribute to cluster 
the data. 
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Table 5. The value of TC of all soft sets from experiment 

Soft set 
(with respect to all other soft set) 

 
Total Cohesiveness 

( )AgF ,  0.0340 

( )1, AnF  0.0327 

( )2, AnF  0.0302 

( )AvF ,  1.0000 

( )CiF ,  0.3364 

( )ClF ,  0.0411 

( )DeF ,  0.0576 

( )1, DiF  0.1881 

( )2, DiF  0.1881 

( )EgF ,  0.1665 

( )FeF ,  1.0000 

( )FrF ,  0.0290 

( )HiF ,  0.2149 

( )8, HF  0.0584 

( )HsF ,  0.0444 

6   Conclusion 

In this paper we have presented the applicability of soft set theory for selection of 
decision attributes in data clustering analysis. Based on the fact that every rough set 
can be considered as a soft set, we have successfully used the notion of inclusion of a 
mapping in soft sets for discovering decision attributes in information systems. The 
results obtained are equivalent to the rough set-based techniques. The experiment 
conducted with the US Census 1990 dataset has shown that the proposed technique is 
suitable to be used with large datasets. 
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Abstract. Modeling volatility and co-volatility of a few zero-coupon bonds is a 
fundamental element in the field of fix-income risk evaluation. Multivariate 
GARCH model (MGARCH), an extension of the well-known univariate 
GARCH, is one of the most useful tools in modeling the co-movement of 
multivariate time series with time-varying covariance matrix. Grounded on the 
review of various formulations of multivariate GARCH model, this paper 
estimates two MGARCH models, BEKK and DCC form, respectively, based on 
the data of three AAA-rated Euro zero-coupon bonds with different maturities 
(6 months/1 year/2 years). Post-model diagnostics indicates satisfying fitting 
performance of these estimated MGARCH models. Moreover, this paper 
provides comparison on the goodness of fit and forecasting performances of 
these forms by adopting the mean absolute error (MAE) criterion. Throughout 
this application, the conclusion can be drawn that significant fitting and 
forecasting performances originate from the trade-off between parsimony and 
flexibility of the MGARCH models. 

Keywords: Volatility, Multivariate GARCH Models, BEKK/DCC Form, Quasi 
– Maximum Likelihood Method, Zero-Coupon Bonds. 

1   Introduction 

With the increase in the complexity of the instruments in the risk management field, 
huge demands for the various models which can simulate and reflect the characteris-
tics of the financial time series have expanded. One of the significant features of fi-
nancial data that has won much attention is the volatility; because it is a numerical 
measure of the risk faced by individual investors and financial institutions. It is well 
known that the volatility of financial data often varies over time and tends to cluster in 
periods, i.e., high volatility is usually followed by high volatility, and low volatility 
by low volatility. This phenomenon corresponds to the fluctuating volatility. The 
Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model and its 
extensions have been proved to be able to capture the volatility clustering and predict 
volatilities in the future.  
                                                           
∗ Corresponding author. 
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Specifically, when analyzing the co-movements of financial returns, it is always 
essential to construct, estimate, evaluate, and forecast the co-volatility dynamics of 
asset returns in a portfolio. This task can be fulfilled by multivariate GARCH 
(MGARCH) models. The development of MGARCH models could be thought as a 
great breakthrough against the curse of dimensionality in the financial modeling. 
Many different formulations have been constructed parsimoniously and still remain 
necessary flexibility. The application fields that MGARCH models can extend to 
include asset pricing, portfolio theory, VaR estimation and risk management or diver-
sification, which require the volatilities and co-volatilities of several markets [1]. 

In this paper, MGARCH models are estimated and evaluated for volatility and co-
volatility of three zero coupon bond prices with different maturities. The data is pro-
vided by the website of the European Central Bank (ECB) which is the institution of 
the European Union tasked with administrating the monetary policy of the EU mem-
ber states taking part in the Euro zone.  

A zero coupon bond is a non-coupon-bearing bond that pays face value at the time 
of maturity even though it is bought at a price lower than its face value. It has no 
reinvestment risk and is more sensitive to interest rate change than coupon-bearing 
bonds. Due to these features, zero-coupon bonds can be easily used to create any type 
of cash flow stream and thus match asset cash flows with liability cash flows (e.g. to 
provide for college expenses, house-purchase down payment, or other liability fund-
ing.), and used by pension funds and insurance companies to offset, or immunize the 
interest rate risk of these firms' long-term liabilities.  

Moreover, the return of zero coupon bond, referred to as zero rate, is a fundamental 
element in the field of fix-income pricing and risk evaluation. By using cash-flow-
mapping method [2], any fixed cash flow can be mapped to a portfolio consisting of a 
few representative zero coupon bonds, which match the cash flow’s return and volatil-
ity. This viewpoint exemplifies how to generalize the specific zero coupon bond vola-
tilities into a general case. It also motivates our study to model volatility and  
co-volatility of three zero-coupon bonds with three conventional maturities of 6 
months, 1 year and 2 years.  

The reminder of this paper is organized as follows. Section 2 reviews MGARCH 
models, including its different forms, diagnostics techniques and the forecasting strat-
egy. In section 3 we present the BEKK and DCC MGARCH models of volatility and 
co-volatility of ECB zero coupon bond data sets. Conclusions are detailed in section 4. 

2   Model Specification and Estimation Methodology 

At the beginning of reviewing different formulations of MGARCH models, one 
should consider what specification of an MGARCH model should be imposed in 
contrast to the univariate case. On the one hand, it should be flexible enough to state 
the dynamics of the conditional variances and covariances. On the other hand, as the 
number of parameters in an MGARCH model increases rapidly along with the dimen-
sion of the model, the specification should be parsimonious to simplify the model 
estimation and also reach the purpose of easy interpretation of the model parameters. 
However, parsimony may reduce the number of parameters, in which situation the 
relevant dynamics in the covariance matrix cannot be captured. Another feature that 
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multivariate GARCH models must satisfy is that the covariance matrix should be 
positive definite. Bearing these specifications in mind, one can get a review of the 
following formulations of multivariate GARCH models and comprehend each of their 
relative competence and drawbacks. 

2.1   Formulations of Multivariate GARCH Models 

VEC-GARCH Models 
The first MGARCH model was introduced by Bollerslev, Engle and Wooldridge in 
1988, which is called VEC model. In the VEC model, every conditional variance and 
covariance is a function of all lagged conditional variances and covariances, as well 
as lagged squared returns and cross-products of returns. The model can be expressed 
below: 

∑ ∑
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−−− +′+=
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where vech(·) is an operator that stacks the columns of the lower triangular part of its 
argument square matrix, Ht is the covariance matrix of the residuals, N presents the 
number of variables, t is the index of the lth observation, c is an N(N+1)/2×1 vector, 
Aj and Bj are N(N+1)/2 × N(N+1)/2 parameter matrices and ε is an N×1 vector. 

The condition for Ht to be positive definite for all t is not restrictive. In addition, 
the number of parameters equals (p+q)×(N(N+1)/2)2+N(N+1)/2, which is large. Fur-
thermore, it demands a large quantity of computation. 

BEKK-GARCH Models 
To ensure positive definiteness, a new parameterization of the conditional variance 
matrix Ht was defined by Baba, Engle, Kraft and Kroner (1990) and became known as 
the BEKK model, which is viewed as a restricted version of the VEC model. It 
achieves the positive definiteness of the conditional covariance by formulating the 
model in a way that this property is implied by the model structure. 

The form of the BEKK model is as follows 
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where Akj, Bkj, and C are N×N parameter matrices, and C is a lower triangular matrix. 
The purpose of decomposing the constant term into a product of two triangular  

matrices is to guarantee the positive semi-definiteness of Ht. Whenever K > 1 an iden-
tification problem would be generated for the reason that there are not only a single 
parameterization that can obtain the same representation of the model. 

The first-order BEKK model is  

BHBAACCH tttt 1
'

11 ''' −−− ++= εε  . (3) 

Estimation of a BEKK model still bears large computations due to several matrix 
transpositions. The number of parameters of the complete BEKK model is 
(p+q)KN2+N(N+1)/2. Even in the diagonal one, the number of parameters soon  



102 Y. Huang, W. Su, and X. Li 

 

reduces to (p+q)KN+N(N+1)/2, but it is still large. The BEKK form is not linear in 
parameters, which makes the convergence of the model difficult. However, the strong 
point lies in that the model structure automatically guarantees the positive definiteness 
of Ht. Under the overall consideration, it is typically assumed that p = q = K = 1 in 
BEKK form’s application. 

Constant Conditional Correlation Models 
The Constant Conditional Correlation model was introduced by Bollerslev in 1990 to 
primarily model the conditional covariance matrix indirectly by estimating the condi-
tional correlation matrix. The conditional correlation is assumed to be constant while 
the conditional variances are varying. Obviously, this assumption is impractical for real 
financial time series. Then certain modifications were made grounded on this form [3]. 

Dynamic Conditional Correlation Models 
The Dynamic Conditional Correlation model was proposed by Engle in 2002. It is a 
nonlinear combination of univariate GARCH models and it is also a generalized ver-
sion of the CCC model. The form of Engle’s DCC model is as follows: 

tttt DRDH =  , (4) 

where  

),,( 2/12/1
11 NNttt hhdiagD =  , (5) 

and each hiit is described by a univariate GARCH model. Further, 

),,(),,( 2/12/1
11

2/12/1
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where Qt = (qijt) is the N×N symmetric positive definite matrix which has the form: 

1
'

11)1( −−− ++−−= tttt QuuQQ βαβα  . (7) 

Here, 
iititit hu /ε= ,  and  are non-negative scalars that + <1, Q  is the N×N uncon-

ditional variance matrix of ut. 
The number of parameters to be estimated is (N+1)×(N+4)/2, which is relatively 

smaller than the complete BEKK form with the same dimension when N is small. When 
N is large, the estimation of the DCC model can be performed by a two-step procedure 
which decreases the complexity of the estimation process. In brief, in the first place, the 
conditional variance is estimated via univariate GARCH model for each variable. The 
next step is to estimate the parameters for the conditional correlation. The DCC model 
can make the covariance matrix positive definite at any point in time. The shortcoming 
of the model is that all conditional correlations follow the same dynamic structure. 

2.2   Estimation of Multivariate GARCH Models 

Let )(θtH  be a positive definite N×N conditional covariance matrix of some N×1 

residual vector εt, parameterized by the vector θ. Denoting the available information 
at time t by 

tξ , we have 
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Generally the conditional covariance matrix Ht(θ) is well specified based on a certain 
MGARCH model. Suppose there is an underlying parameter vector θ0 which one 
wants to estimate using a given sample of T observations. The quasi maximum likeli-
hood approach estimates θ0 by maximizing the Gaussian log likelihood function  
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2.3   Diagnostics of Multivariate GARCH Models 

The check of the adequacy of MGARCH models is essential in identifying whether a 
well specified MGARCH model can obtain reliable estimates and inference. 

Graphical diagnostics for MGARCH models can be fulfilled by examining plots of 
the sample autocorrelation (ACF) and the sample cross correlation functions (XCF). 
To ensure the inference from the estimated parameters in the MGARCH model is 
enough valid, the residuals should be exhibited as a set of white noise with features 
like expected zero mean vector, no autocorrelations, constant variance, and normal 
distribution of the residuals. 

The autocorrelation and cross correlation functions for the squared process are 
shown to be useful in identifying and checking time series behavior in the conditional 
variance equation of the GARCH form. 

In the literature, several tests have been developed to test the autocorrelation no 
matter in univariate form. Box and Pierce derived a goodness-of-fit test, called the 
portmaneau test. 

But still, the fact is that very few tests are adaptable to multivariate models even 
though there are many diagnostic tests dealing with univariate models. 

To summarize, once the model is assumed to catch the dynamics of the time series, 
the standardized residual 

ttt Hz ε̂ˆˆ 1−= should satisfy the following conditions [4]: 

1) 
Ntt IzzE =′)ˆˆ(  , (11) 

2) 0)ˆ,ˆ( 22 =jtit zzCov , for all pairs of the variable index i≠ j , (12) 

3) 0)ˆ,ˆ( 2
,

2 =−ktjit zzCov , for k > 0 . (13) 

Testing 1) would find the misspecification in the conditional mean; testing 2) is to 
verify whether the conditional distribution is Gaussian; the purpose of testing 3) is to 
check the adequacy of the dynamic specification of Ht even without knowing the 
validity of the assumption on the distribution of zt. 
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3   Construction of Multivariate GARCH Models 

The original data is provided by the European Central Bank (ECB) website. It con-
tains daily zero rates of AAA-rated euro area central government bonds, from 
01/01/2007 to 30/04/2010. The data of 2007, 2008 and first half of 2009, totally 635 
observations, is used to estimate MGARCH models, and the rest data, from Jul/2009, 
is used to evaluate model forecasting. 

With given ZRit, the zero rate at time t, and maturity T, the zero coupon bond price 
pit is calculated as 

TZR
it

iteSp ⋅−×=  , i = 1, 2, 3. (14) 

where S is the par value, in our case taking the value 100. The daily log return rt is 
calculated as follows: 

)ln( 1, −= tiitit ppr  , i = 1, 2, 3.  (15) 

Three variables (var1/var2/var3) correspond to three daily returns with different ma-
turities (6m/1y/2y). Their descriptive statistics are given in Table 1. By viewing the 
value of kurtosis, one can conclude that the return series all have fat tails relative to 
the normal distribution, which indicates a much more possibility of extreme move-
ments. Moreover, the result of ARCH effect [5] test proposed by Engle of each return 
series is given in Table 2, where “H” being 1 indicates rejecting of null hypothesis 
that there is no ARCH effect. One may see that each variable/return has significant 
ARCH effect.  

Table 1. Descriptive Statistics of Return Series with Different Maturities (6m/1y/2y) 

 Mean Max Min Std Dev. Skewness Kurtosis 
Jarque-

Bera 
Prob 

var1 0.0023 0.1374 -0.0581 0.0166 2.5324 19.6906 8049.379 0.0000 
var2 0.0045 0.2190 -0.1944 0.0403 0.3058 6.7716 386.2683 0.0000 
var3 0.0082 0.3533 -0.4522 0.0979 -0.1392 5.1290 121.9801 0.0000 

Table 2. GARCH Effect Testing of Return Series 

 var 1 var 2 var 3 
Lag H pValue H pValue H pValue 

1 1 0.0357 1 0.1887×10-5 1 0.2385×10-5 
2 1 0.0121 1 0.4053×10-5 1 0.1165×10-5 
3 1 0.0000 1 0.0157×10-5 1 0.0279×10-5 
4 1 0.0000 1 0.0002×10-5 1 0.0108×10-5 
5 1 0.0000 1 0.0006×10-5 1 0.0086×10-5 

3.1   Multivariate-GARCH Modeling 

As the BEKK-GARCH and DCC-GARCH models are the two most widely used 
multivariate GARCH models, we will restrict to model the volatility and co-volatility 
of the three variables by using BEKK and DCC forms. 
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Next we present the estimated model, and their diagnostics and forecasting are 
provided in the following subsections. 

The estimation process is performed in our case by the econometrics software 
package RAT 7.0. The optimization algorithm used for the maximum likelihood esti-
mation is BFGS proposed independently by Broyden, Fletcher, Goldfarb and Shanno 
in 1970. Convergence is assumed to occur if the change in the coefficients to be esti-
mated is less than the convergence criterion option cvcrit specified.  

The estimated BEKK-GARCH model can be obtained by substituting the follow-
ing matrices into Equation 3. 

,
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The estimated DCC-GARCH model can be obtained by substituting the following 
numerical information into Equations 4, 5 and 7. 
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Except for several constant terms, all the other estimated variables are statistically 
significant. 

3.2   Model Diagnostics 

Residual-based diagnostics are conducted to test the residual pattern implied by the 
deviation of the estimated model from underlying assumptions. As the model estima-
tion method employed here is the Gaussian quasi MLE method. One of its assumptions 



106 Y. Huang, W. Su, and X. Li 

 

is that the residuals should follow a Gaussian distribution. Hence, to test whether the 
estimations of the model parameters are robust, we can check whether the residuals of 
the estimated process are white noise. 

Tables 3 and 5 show the testing results of GARCH effect on the standardized re-
siduals of the BEKK model and the DCC model respectively. H = 0 represents the 
acceptance of the null hypothesis that no GARCH effects exist. In contrast with Table 
2, we can conclude that GARCH effect has been eliminated quite a lot. The Ljung-
Box test results in Tables 4 and 6 based on the autocorrelation plot test the random-
ness at each distinct lag. H = 0 means that we tend to accept the null hypothesis that 
the series is random.  

Table 3. GARCH Effect Testing of each Standardized Residuals of the BEKK Model 

 var 1 var 2 var 3 
Lag H pValue H pValue H pValue 

1 0 0.2117 0 0.1537 0 0.8706 
2 0 0.3649 0 0.3154 0 0.8924 
3 0 0.4380 0 0.5108 0 0.9291 
4 1 0.0309 0 0.3234 0 0.6651 
5 1 0.0163 0 0.3108 0 0.6329 

Table 4. LBQ Test of each Standardized Residuals of the BEKK Model 

 var 1 var 2 var 3 
Lag H pValue H pValue H pValue 

1 0 0.9488 0 0.0935 0 0.0507 
2 0 0.8372 0 0.1144 0 0.1412 
3 0 0.9459 0 0.2220 0 0.2655 
4 0 0.9164 0 0.2025 0 0.2158 
5 0 0.9477 0 0.2984 0 0.3276 

Table 5. GARCH Effect Testing of each Standardized Residuals of the DCC Model 

 var 1 var 2 var 3 
Lag H pValue H pValue H pValue 

1 0 0.0500 0 0.4501 0 0.5339 
2 0 0.1458 0 0.5963 0 0.6506 
3 0 0.2669 0 0.1113 0 0.7538 
4 0 0.3477 0 0.1851 0 0.8506 
5 0 0.4898 0 0.2481 0 0.9222 

Table 6. LBQ Test of each Standardized Residuals of the DCC Model 

 var 1 var 2 var 3 
Lag H pValue H pValue H pValue 

1 0 0.1951 0 0.0292 0 0.0830 
2 0 0.4152 0 0.0928 0 0.2226 
3 0 0.5695 0 0.1779 0 0.3635 
4 0 0.2261 0 0.1891 0 0.2889 
5 0 0.2339 0 0.2262 0 0.4050 
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3.3   Comparison of BEKK and DCC Models 

The empirical measure of logarithmic daily return variability is called the realized 
volatility. It is calculated using the subsequent 10 observations on the log-returns in 
our case. In contrast realized volatility constructed from high-frequency returns with 
the restrictive parametric multivariate GARCH models, link between realized volatil-
ity and the diagonal elements of the conditional covariance matrix would be estab-
lished [6]. 

In our case, the estimated volatility follows the dynamics of the realized volatility. 
Additionally, the volatility clustering and the relation between maturity and volatility 
can be clearly indicated in line graphs (e.g. Figure 1). And there is a horizontal lag 
between these two lines for the reason that we calculate the realized volatility by 
using the next ten observations.  

 

Fig. 1. Estimated Volatility of var 3 in the BEKK Model Compared to Realized Volatility 

 

Fig. 2. Estimated Volatility of var 3 in the DCC Model Compared to Realized Volatility 
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Figure 3 presents the poor forecasting performance of the BEKK – GARCH model 
through the comparison of the realized correlations and the forecast correlations just 
on the right side of the vertical line. The forecasting performance of the DCC – 
GARCH model (shown in Figure 4) looks better than that of the BEKK – GARCH 
model. As the number of parameter estimated by BEKK – GARCH models is much 
more than that of DCC – GARCH models, the summation of the error accumulated by 
each parameter of the BEKK form tends to be greater than that of the DCC form. 

 

Fig. 3. Estimated and Forecast Correlation of BEKK Form Compared to Realized Correlation 

 

Fig. 4. Estimated and Forecast Correlation of DCC Form Compared to Realized Correlation 
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The mean absolute error (MAE) [7] can measure how close the estimated variables 
are to the realized values. It is also called the mean average error. In our case MAE is 
calculated by 
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1 σσ  , (24) 

for volatility where n is the total number of observations or  
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for correlation where i, j = 1, 2, 3.  

Table 7. MAE in Volatility and Correlation of the BEKK Model 

Average error in volatility Average error in correlation 
MAE v1 0.0056 MAE12 0.1317 
MAE v2 0.0132 MAE13 0.1990 
MAE v3 0.0306 MAE23 0.0324 

Table 8. MAE in Volatility and Correlation of the DCC Model 

Average error in volatility Average error in correlation 
MAE v1 0.0062 MAE12 0.1354 
MAE v2 0.0142 MAE13 0.2027 
MAE v3 0.0309 MAE23 0.0352 

The values of the mean absolute error between these models suggest that the pa-
rameter estimation of the BEKK model is more accurate than that given by the DCC 
model through the magnitude of the difference between their corresponding MAEs. 

4   Conclusion 

The research focuses on constructing and diagnosing two formulations of multivariate 
GARCH models- the BEKK and DCC forms. The estimation process is fulfilled in 
the software package RATS 7.0 through the maximum likelihood method. As the 
implementation is conducted under the premise that the residual terms follow the 
Gaussian distribution, the diagnostics in evaluating the adequacy of modeling is 
operated by checking whether such assumption is credible enough. 

By comparing the goodness of fit through the mean absolute error, we find that the 
fitting performance of the BEKK – GARCH form is much sounder than DCC – 
GARCH form in our example. The distinction may due to the relatively more number 
of parameters in BEKK – GARCH forms compared to DCC – GARCH forms. In this 
sense, the BEKK – GARCH model can process a well-warranted capability in 
explaining the information hidden in the history data. On the opposite, the DCC – 
GARCH model owns an advantage over BEKK – GARCH model in the area of 
forecasting as the DCC form is more parsimonious than the BEKK form so that the 
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DCC form won’t possibly accumulate errors as much as the BEKK form does. To 
conclude, it is crucially important to balance parsimony and flexibility when 
modeling multivariate GARCH models. 
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Abstract. Feature selection is an important task in data analysis.mRMR

is an equivalent form of the maximal statistical dependency criterion based

on mutual information for first-order incremental supervised feature selec-

tion. This paper presents a novel feature selection criterion which can be

considered as the unsupervised version of mRMR. The concepts of rele-

vance and redundancy are both concerned in the feature selection criterion.

The effectiveness of the new unsupervised feature selection criterion is con-

firmed by the theoretical proof. Experimental validation is also conducted

on several popular data sets, and the results show that the new criterion

can select features highly correlated with the latent class variable.

Keywords: Feature selection, Unsupervised feature selection, Mutual

information.

1 Introduction

Data analysis often deals with large data sets containing not only a huge amount
of instances but also a significant number of features. Some of the features are
redundant, while some are irrelevant and noisy. Therefore, it is an important step
to preprocess the data to remove the noisy and redundant features when ana-
lyzing high-dimensional data sets. This process is commonly termed as feature
selection. Generally, feature selection methods can be categorized as supervised
and unsupervised, based on the class information of the data. When class labels
of the data are available, supervised feature selection can be used, otherwise,
unsupervised feature selection is the right option. Feature selection methods can
also be categorized as filter and wrapper, based on their dependence on the
learning algorithm that will finally use the selected subset [1]. Filter methods
are independent of the learning algorithm, whereas wrapper methods use the
learning algorithm as the evaluation function.

The objective of unsupervised feature selection is to select important features
which are representative and can characterize the main property of all the orig-
inal features in the absence of class labels. There have been some works on it
[2,3,4,5,6,7,8]. The algorithm described in [2] evaluates the clustering tendency
of each feature by an entropy index, which is based on the observation that data

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 111–121, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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with clusters has very different point-to-point distance histogram from data with-
out clusters. In [3], a maximum information compression index is used to measure
feature similarity so that feature redundancy is detected. In [4], a forward or-
thogonal search algorithm by maximizing the overall dependency is proposed to
detect significant features and select a subset of all the original features. How-
ever, all of these methods are designed to deal with numerical features. In [5],
weights are assigned to different feature spaces for k -means clustering based on
within-cluster and between-cluster matrices. Feature saliency is integrated in
EM algorithm in [6] so that feature selection is performed simultaneously with
clustering process. A wrapper criterion for clustering [7], which evaluates the
quality of clusters using normalized cluster separability (for k-means) or normal-
ized likelihood (for EM clustering), was proposed by Dy and Brodley. Recently,
Li et al. adapted their scatter separability criterion to localized feature selection
[8]. All of the above-mentioned four methods are all wrapper methods which are
computationally very expensive and do not scale well to large datasets.

In order to design a unsupervised-filter feature selection method which can
simultaneously deal with numerical and non-numerical features, this paper pro-
pose a novel feature selection criterion based on mutual information (UmRMR).
The motivation for considering MI is derived from its capability to measure a
general dependence between two features. Though mutual information has been
used in supervised feature selection [9,10], to the best of our knowledge, it is the
first time which has been used as an evaluation measure in unsupervised fea-
ture selection. The process of our feature selection is a sequential forward search
which ranks features according to UmRMR. Experiments on several popular
data sets show the effectiveness of the proposed method.

The rest of the paper is organized as follows. In the next section, we present
the details of the proposed feature selection criterion, and reveal the relationship
with mRMR. The experimental study, as well as the results, is described in
Section 3. Section 4 concludes the paper and outlines directions for future work.

2 Unsupervised Feature Selection Criterion

This section briefly introduces the mRMR feature selection criterion; and then
presents the unsupervised feature evaluation criterion UmRMR which can be
considered as an unsupervised version of mRMR; finally, the relationships of
UmRMR and mRMR are discussed.

2.1 The mRMR Criterion

The process of feature selection used here is a sequential forward search which
ranks the features according to an evaluation measure. Assume that at step m−1
the set U of unselected features, and a feature subset Sm−1, consisting of m− 1
features has been determined. How should the mth significant feature ym be
chosen? According to the ”minimal-redundancy-maximal-relevance” (mRMR)
criterion proposed in [10], the mth feature is selected based on the following
formula:
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�m = arg max
1≤i≤n,xi∈U

{I(xi; c) − 1
m − 1

∑
xj∈Sm−1

I(xi;xj)}. (1)

The first item in (1), the maximal relevance (Max-Relevance) condition, tends
to select the feature which has the largest dependency on the target class c.
It is likely that features selected according to Max-Relevance could have rich
redundancy, i.e., the dependency among these features could be large. When two
features highly depend on each other, the respective class-discriminative power
would not change much if one of them was removed. Therefore, the minimal
redundancy (Min-Redundancy) condition is added to select mutually exclusive
features.

2.2 Unsupervised mRMR Criterion (UmRMR)

Since the class information is unavailable in unsupervised feature selection pro-
cess, we need to give new definitions for relevance and redundancy. We now first
define the relevance of a feature.

Definition 1 (Relevance). The relevance of a feature xi is its average mutual
information to the whole feature set:

Rel(xi) =
1
n

n∑
j=1

I(xi;xj) =
1
n

(H(xi) +
∑

1≤j≤n,j �=i

I(xi;xj)). (2)

In the definition of the relevance of a feature, H(xi) indicates the information
content contained in feature xi: the larger H(xi) is, the more information it
can supply the learning algorithm; and

∑
1≤j≤n,j �=i I(xi;xj) is the amount of

information decreased from the information content contained in all the other
features due to the knowledge of xi: the larger

∑
1≤j≤n,j �=i I(xi;xj) is, the less

new information other features can supply the learning algorithm; If we select
feature xi which has the maximal Rel(xi), then it can lead to the loss of infor-
mation to the least extent.

In order to define the redundancy of a feature, we assume that the Rel(xi) of a
feature xi is proportional to its entropy H(xi) (i.e. the relevance value provided
by per information unit is a constant Cxi for a certain feature xi, while it may be
various for different features). If a feature xi in U is considered to be selected,
then for any feature yj in Sm−1, its conditional information content on xi is
H(yj | xi). Obviously, the information supplied by yj decreases due to the
existence of xi, so does the relevance of yj . Based on our assumption, we have
the definition of conditional relevance:

Definition 2 (Conditional Relevance). The conditional relevance of feature
yj on feature xi is

Rel(yj | xi) =
H(yj | xi)

H(yj)
Rel(yj) = Cy

j
H(yj | xi). (3)
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As can be seen from (3), the relevance of feature yj decreases due to the selection
of feature xi, as H(yj | xi) ≤ H(yj). So we can define the redundancy of xi to
yj as follows:

Definition 3 (Redundancy). The redundancy of feature xi relative to feature
yj is given by

Red(xi;yj) = Rel(yj) − Rel(yj | xi). (4)

To select the mth significant feature ym, both the relevance of the feature to all
the original feature set and the redundancy of the feature to the already-selected
features should be considered, we define the feature selection criterion UmRMR
as follows:

�m = arg max
1≤i≤n,xi∈U

{Rel(xi) − max
yj∈Sm−1

Red(xi;yj)} (5)

or
�m = arg max

1≤i≤n,xi∈U
{Rel(xi) − 1

m − 1

∑
yj∈Sm−1

Red(xi;yj)}. (6)

The mth significant feature can be selected as ym = x�m , which decreases the
uncertainty about other features with a higher percentage, compared with other
single feature in the feature set U , and brings little redundant information.

2.3 Relationships of UmRMR and mRMR

The experiments in [10] showed that the mRMR incremental selection scheme
provides a better way to maximize the dependency of the selected features and
the target class. But for unsupervised feature selection, the class distribution
underlying the data sets is unknown, can we still maximize the dependency of
the selected features and the underlying target class without the information
about the class? After studying the relationship of UmRMR and mRMR, we
found that UmRMR can solve this problem to some extent. First we will show
the relationship between the two definitions of relevance.

Proposition 1. The relevance of xi in UmRMR is a lower bound of the rel-
evance condition of mRMR under the naive bayes assumption, i.e. Rel(xi) ≤
I(xi; c).

Proof: Let c be the target class of instances, then it can be viewed as a function
of features x1, · · · ,xn. Because x1, · · · ,xn can be seen as random variables, so is
c. All of these variables here are assumed to be of discrete type, otherwise, they
will be discretized first. We have

H(xi|c) =
∑

c

∑
xi

P (xi, c)log
1

P (xi|c)

=
∑

c

∑
xi

∑
xj

P (xi, xj)
P (xi, xj , c)
P (xi, xj)

log
1

P (xi|c)
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=
∑
xi

∑
xj

P (xi, xj)
∑

c

P (xi, xj , c)
P (xi, xj)

log
1

P (xi|c)

≤
∑
xi

∑
xj

P (xi, xj)log[
∑

c

P (xi, xj , c)
P (xi, xj)

1
P (xi|c) ] (7)

=
∑
xi

∑
xj

P (xi, xj)log[
1

P (xi, xj)

∑
c

P (xi, xj , c)
P (xi|c) ]

=
∑
xi

∑
xj

P (xi, xj)log[
1

P (xi|xj)
1

P (xj)

∑
c

P (xi, xj , c)
P (xi|c) ]

=
∑
xi

∑
xj

P (xi, xj)[log
1

P (xi|xj)
+ log

∑
c

P (xi, xj , c)
P (xi|c)P (xj)

]

≤ H(xi|xj) + log
∑
xi

∑
xj

∑
c

P (xi, xj)P (xi, xj , c)
p(xj)P (xi|c) . (8)

(7) and (8) are attained due to the using of the Jensen’s Inequality. The naive
bayes assumption supposes that the features are not independent but condi-
tionally independent given the value of c. Under the naive bayes assumption,
P (xi, xj , c) = P (c)P (xi|c)P (xj |c), substituting for P (xi, xj , c) in (8) we get

H(xi|c)
≤ H(xi|xj) + log

∑
xi

∑
xj

∑
c

P (xi, xj)P (c)P (xi|c)P (xj |c)
p(xj)P (xi|c)

= H(xi|xj) + log
∑
xi

∑
xj

P (xi, xj)
∑

c

P (xj , c)
p(xj)

= H(xi|xj) + log
∑
xi

∑
xj

P (xi, xj)

= H(xi|xj). (9)

According to (2) and (9),

Rel(xi) =
1
n

n∑
j=1

I(xi;xj)

=
1
n

n∑
j=1

(H(xi) − H(xi|xj))

≤ 1
n

n∑
j=1

(H(xi) − H(xi|c))

= I(xi; c). (10)

Proposition 1 means that maximizing Rel(xi) can increase the value of I(xi; c)
to some extent.
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The redundancy of mRMR is defined as the dependance of the the feature to
be selected and the already selected features. From (4), It seems that our defini-
tion of redundance only considered the relevance and conditional relevance of the
selected features, which is different from the definition in the mRMR criterion.
Now we will show the relationship between the two definitions of redundancy.

Proposition 2. The redundancy of xi relative to yj in UmRMR equals the re-
dundancy in mRMR times a constant.

Proof

Red(xi;yj) = Rel(yj) − Rel(yj | xi)

= Rel(yj) −
H(yj | xi)

H(yj)
Rel(yj)

=
I(xi,yj)
H(yj)

Rel(yj)

= Cy
j
I(xi,yj). (11)

3 Experimental Results

In this section, we first test whether UmRMR can select features highly corre-
lated with the latent class. Then we test the effectiveness of UmRMR on improv-
ing the performance of the learning algorithm. Finally we compare UmRMR with
other two unsupervised feature selection criteria. The process of feature selection
used here is a sequential forward search which ranks the features according to
UmRMR, so we call this algorithm as SFS-UmRMR. Data sets used here are all
taken from the UCI machine learning repository [11], they originally are either
with discrete features or continuous features. For continuous features they were
discretized by supervised method provided in [12] before the feature selection
process.

3.1 Can SFS-UmRMR Select Features Highly Correlated with the
Latent Classes?

Here we compare the orderly list of features produced by SFS-UmRMR and IG
(information gain), a supervised feature selection method which is widely em-
ployed in machine learning. For each of the seven data sets shown in Table 1
(ecoli, iris, lymph, dermatology, breast-w, spambase and haberman), two orderly
list of features were generated as shown in Table 2. The bold numbers are fea-
tures with the same order in the two lists or features occurred in both lists within
the top given number of features. It can be seen from Table 2 that important
features certificated by IG can often be ranked in front by SFS-UmRMR, though
the results attained by SFS-UmRMR did not using the class information as IG
(except in the process of discretization).
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Table 1. List of data sets

Data Set Number of Features Number of Instances Number of Classes

ecoli 7 336 8

iris 4 150 2

lymph 18 148 4

dermatology 34 366 6

breast-w 9 699 2

spambase 57 4601 2

haberman 3 306 2

Table 2. Feature ranking by IG and SFS-UmRMR

Data Set Ranking by IG Ranking by SFS-UmRMR

ecoli {6,7,1,2,5,3,4} {6,7,1,2,5,3,4}
iris {3,4,1,2} {3,4,1,2}
lymph {13,18,15,14,2,10. . . } {14,13,10,12,15,5 . . . }
dermatology {21,20,22,33,29,27. . . } {20,27,21,16,22,9 . . . }
breast-w {2,3,6,7,5. . . } {2,7,3,5,6. . . }
spambase {52,53,56,7,21. . . } {57,56,53,21,52. . . }
haberman {3,2,1} {3,2,1}

3.2 How Effective Is SFS-UmRMR?

To demonstrate the efficacy of our algorithm from another view, we test SFS-
UmRMR on more data sets to inspect its effectiveness. Since data sets, of which
the features are all non-numerical are relatively few, the data sets used here
originally are either with discrete features or continuous features. For continu-
ous features they are discretized by supervised method provided in [12] before
the feature selection process. Eight data sets are considered here (the informa-
tion about the data sets is shown in Table 3). The desired number of features is
not given, so the output of SFS-UmRMR is an orderly list of features. A wrap-
per method with k -nearest-neighbor (k -NN) algorithm is then used to seek the
minimal feature subset, which can attain the classification accuracy provided by
the complete data, and the optimal feature subset, which can attain the best
classification accuracy. The classification accuracy is calculated by performing
the 10-fold cross-validation procedure, and then the average classification accu-
racy of 10 runs of the k -NN algorithm is calculated. Features are selected one
by one to form a subset according to their order in the output of SFS-UmRMR.
The value of k, in the k -NN rule, is chosen by performing many experiments for
different values of k, where 1 ≤ k ≤ √

Ntr and Ntr is the number of the samples
in the training set, and k is chosen as the one that gives the best classification
performance.

A minimal feature subset and an optimal feature subset for each of the
eight data sets including ionosphere, zoo, sponge, sonar, glass, arrhythmia, lung-
cancer, and vote are selected. The numbers of features in the minimal subsets
and in the optimal subsets for the eight data sets are {10, 12, 17, 22, 5, 2, 3, 2}
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and {10, 12, 32, 54, 6, 48, 5, 7} respectively. A comparison between the classifi-
cation accuracy based on the complete data and the reduced data for the eight
data sets is reported in Table 4. It can be seen that the classification accuracy
based on the selected subsets outperformes those based on the complete data.
This means that the selected feature subsets are representative and informative
and thus can be used to replace the complete data for pattern classification.

Table 3. List of data sets

Data Set Number of Features Number of Instances Number of Classes

ionosphere 33 351 2

zoo 17 101 7

sponge 45 76 3

sonar 60 208 2

glass 9 214 7

arrhythmia 279 452 16

lung-cancer 56 32 2

vote 16 435 2

Table 4. Classification accuracy over the complete data and reduced data

No. of Features Accuracy(%)

Dataset C M O C M O

ionosphere 33 10 10 89.77±0.71{2} 90.57±1.14{2} 90.57±1.14{2}
zoo 17 12 12 96.14±0.50{1} 98.02±0.00{1} 98.02±0.00{1}
sponge 45 17 32 92.50±0.66{3} 92.63±0.66{2} 93.68±1.32{2}
sonar 60 22 54 86.44±1.44{1} 86.88±1.92{1} 88.08±2.64{2}
glass 9 5 6 70.00±2.10{3} 75.75±2.34{1} 77.57±0.94{1}
arrhythmia 279 2 48 59.27±0.55{6} 59.60±1.33{4} 67.61±0.55{3}
lung-cancer 56 3 5 79.69±1.56{3} 85.00±1.56{1} 88.44±1.56{2}
vote 16 2 7 93.15±0.46{4} 95.17±0.00{1} 95.59±0.92{1}

C/M/O: Complete/Minimal/Optimal Data. {}: the value of k used in k-NN rule

3.3 Comparison with Other Feature Selection Methods

We compare the performance of SFS-UmRMR with two unsupervised feature
selection methods ENTROPY [2] and FOS-MOD [4]. Now, we first give a brief
introduction of the two feature selection methods.

ENTROPY (entropy-based ranking) is proposed by Dash and Liu in [2]. The
entropy is defined as the equation: E(x) = −∑N

i=1
∑N

j=1(Si,j × logSi,j) + (1 −
Si,j)× log(1−Si,j), where Si,j is the similarity value between the ith and the jth
instances. Si,j is defined as the equation: Si,j = eα×disti,j , α = −ln(0.5)/dist,
where disti,j is the distance between the ith and the jth instances after the
feature x is removed, dist is the average distance among the instances after the
feature x is removed. Features are ranked in an ascending order according to the
value of E.
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FOS-MOD is an unsupervised forward orthogonal search algorithm. In this
method, features are selected in a stepwise way, one at a time, by estimating the
capability of each specified candidate feature subset to represent the overall fea-
tures in the measurement space. The dependency between features is measured
by a squared correlation function. The squared-correlation coefficient between
feature x and y is sc(x,y) = (xT y)2/[(xTx)(yTy)]. The concept of relevance
in FOS-MOD is very similar to (2), where mutual information is replaced with
squared-correlation coefficient. The concept of redundancy in FOS-MOD is im-
plicity considered by an orthogonalization process, that is, the relevance of the
mth significant feature is computed after it is orthogonalized with the m − 1
previous selected features.

Table 5. List of data sets

Data Set Number of Features Number of Instances Number of Classes

liver-disorders 6 345 2

glass 9 214 7

segment 19 2310 7

sonar 60 208 2

vehicle 18 846 4

ionosphere 33 351 2

The six data sets used here are all with continuous features (the informa-
tion about the data sets is shown in Table 5). For SFS-UmRMR, data sets are
discretized with simple equal-width binning where the number of bins is chosen
automatically by maximizing the likelihood via leave-one-out cross-validation be-
fore the feature selection process. First, all of the three feature selection methods
are applied on each data set without giving the desired number of features, and
thus we can attain three orderly lists of features for each data set; then features
are selected one by one to form a subset according to their order in the output
of each algorithm. k -NN algorithm is used to attain the classification accuracy
with different sizes of the reduced feature subset for each data set, and the best
classification performance for a certain k is chosen. A comparison in terms of
the k -NN classification accuracy for different sizes of the reduced feature subset
is shown in Fig. 1.

As can be seen from Fig. 1, SFS-UmRMR outperforms the other two methods
almost on all of the six data sets. SFS-UmRMR can attain as good performance
as the complete data when the feature number is relatively small, while the
other two methods seem to prefer more features. Noticeably, the three classifica-
tion accuracy curves have distinct tendencies. For SFS-UmRMR, as the feature
number increases, the accuracy constantly increases and then converges at some
point or declines. On the contrary, the accuracies for ENTROPY and FOS-MOD
almost constantly increase as more and more features are used, indicating that
redundant features or even irrelevant features are thought to be important by
the two methods.
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Fig. 1. Performance comparison on several data sets

4 Conclusion

In cases of the class information of the data set is unavailable or lost, unsuper-
vised feature selection is a hard work. In this paper, we have proposed a novel
unsupervised feature selection criterion UmRMR based on mutual information
where the concepts relevance and redundancy of features are both defined from
a standpoint of information theory. We also discussed the relationship between
UmRMR with the famous mRMR criterion, which can be seen as a theoretical
proof for the effectiveness of UmRMR. Experimental result also conformed that
UmRMR can select features highly correlated with the latent class.

Unlike the method proposed in [4] which assumes a linear relationship exists
between sample features, UmRMR can deal with general relationship between
features. In many cases, where features are not linked by linear relationship,
UmRMR can be competent for the feature selection task. In the future, we will
compare the performance of UmRMR with more unsupervised feature selection
methods on more data sets.
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Abstract. Evaluating distances between uncertain objects is needed for some 
uncertain data mining techniques based on distance. An uncertain object can be 
described by uncertain numerical or categorical attributes. However, many un-
certain data mining algorithms mainly discuss methods of evaluating distances 
between uncertain numerical objects. In this paper, an efficient method of 
evaluating distances between uncertain categorical objects is presented. The 
method is used in nearest-neighbor classifying. Experiments with datasets based 
on UCI datasets and the plant dataset of “Three Parallel Rivers of Yunnan Pro-
tected Areas” verify the method is efficient.  

Keywords: Uncertain data mining, Uncertain categorical object, Expected  
semantic distance, Nearest-neighbor classifying. 

1   Introduction 

Data uncertainty is an inherent property in various applications, such as location-
based services and sensor monitoring, due to measurement inaccuracy, sampling 
discrepancy, outdated data sources, or other errors. When data mining techniques are 
applied to these data, their uncertainty has to be considered to obtain high quality 
results [3].  

Uncertain data mining has recently attracted interests from researchers. Many tradi-
tional data mining algorithms are extended to handle uncertain data [1, 3-12]. 

Evaluating distances between uncertain objects is needed for some uncertain data 
mining techniques based on distance, such as clustering analysis, outlier detection, K-
nearest-neighbors classifying, and top-K queries. 

An uncertain object can be described by uncertain numerical or categorical attrib-
utes. However, many uncertain data mining algorithms mainly discuss methods of 
evaluating distances between uncertain numerical objects [3-9]. 

In this paper, we will discuss how to efficiently evaluate distances between uncer-
tain categorical objects. 

Usually, an uncertain categorical object can be characterized by probability distri-
bution vectors over domains of uncertain categorical attributes [1, 9, 11]. Distances 
between categorical values in the domain of an uncertain categorical attribute can be 
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evaluated by semantic distances [2]. So, distances between uncertain categorical ob-
jects can be expressed by expected semantic distances. Further, the computation of 
expected semantic distances can be optimized. 

Generally, the main contributions of this paper can be summarized as follows: 
• An efficient method of evaluating distances between uncertain categorical objects 

is presented. 
• The method is used in nearest-neighbor classifying. 
• Experiments with datasets based on UCI datasets and the plant dataset of “Three 

Parallel Rivers of Yunnan Protected Areas” verify the method is efficient. 
The rest of the paper is organized as follows: Section 2 introduces related works. 

Section 3 describes the method of evaluating distances between uncertain categorical 
objects. Section 4 gives the application of the method in nearest-neighbor classifying. 
Section 5 shows the results of experiments. Section 6 concludes the paper. 

2   Related Works 

Methods of evaluating distances between uncertain numerical objects have been de-
veloped [3-9]. However, methods about uncertain categorical objects have received 
little attention. 

Some methods to compare uncertain categorical objects are investigated in [1]. 
The first is computing the probability that uncertain categorical objects are equal 

by probability distribution vectors over domains of uncertain categorical attributes. 
This method is naïve. This will be discussed in subsection 3.3. 

The second is computing distances between probability distribution vectors. This 
method gives the similarity of probability distribution vectors, and does not consider 
the similarity of values between uncertain categorical objects. 

These methods are not adequate in some cases. For example, there are three uncer-
tain objects o1, o2, o3 with an uncertain categorical attribute grade. The domain of 
grade is {excellent, good, pass, fail}. Their probability distribution vectors over the 
domain of grade are o1.P=(0.9, 0.1, 0, 0), o2.P=(0, 0, 0.9, 0.1) and o3.P=(0, 0, 0.1, 0.9). 
According to the first or second method, we cannot get which is closest to o1 among o2 
and o3. In fact, we can know o1 is closest to o2 than o3 from semantic point of view. 

This paper will discuss how to evaluate distances between uncertain categorical 
objects from semantic point of view. 

3   Evaluating Distances between Uncertain Categorical Objects 

3.1   Expected Semantic Distances between Uncertain Categorical Objects 

Definition 1. An attribute Ai is called an uncertain categorical attribute, if its domain 

is a set of categorical values },...,{ 1
i

iA
ii A

N

AA ddD = , and the attribute value of an object ou 

is characterized by the probability distribution vector ).,...,.(. 1
i

iA
ii A

Nu
A

u
A

u popoPo =  over 

iAD , where 1.

1

≤∑
=

iA

i

N

s

A
su po . 
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Definition 2. An object is called an uncertain categorical object, if it is described by 
one uncertain categorical attribute at least. 

For the sake of simplicity, consider a set of uncertain categorical objects 
O={o1,…,on}, in which ou is described by a set of uncertain categorical attributes 

A={A1,…,Am}, and ）（ minupo

iA

i

N

s

A
su ≤≤≤≤=∑

=

1,11.

1

, although there is no such restriction. 

Example 1. Distributions of four plants over eight locations in the Three Parallel 
Rivers of Yunnan Protected Areas are shown in Table 1. 

Table 1. Uncertain categorical objects plant with an uncertain categorical attribute location 

location 
plant 

X.G.L.L. D.Q. L.J. H.P. L.S. G.S. D.L. Y.L. 

o1 0.7 0.1 0.1 0 0 0.1 0 0 
o2 0 0 1 0 0 0 0 0 
o3 0.1 0.4 0.1 0 0 0.4 0 0 
o4 0 0 0.2 0 0 0 0.6 0.2 

Generally, distances between categorical values in the domain of an uncertain 
categorical attribute can be evaluated from semantic point of view, though it can not 
be measured directly. For example, categorical values excellent, good, pass, fail can 
be ordered, i.e., excellent is best, fail is worst, and good is better than pass. Then, 
good is closest to excellent than pass or fail, and so on. Distances between categorical 
values in the domain of location can be also evaluated from different aspects. Accord-
ing to regionalism, X.G.L.L. is closet to D.Q., and so on. According to other criteri-
ons, such as latitude, longitude, altitude, precipitation rain fall, exposed to the sun, or 
shady, distances between them can be reevaluated. 

When getting semantic distances between categorical values, distances between 
probability distribution vectors can be expressed by expected semantic distances. 
Further, expected semantic distances between uncertain categorical objects can be 
defined. 

Definition 3. The expected semantic distance between iA
u Po .  and iA

v Po .  is defined 

as: 

∑
=

××=

iA

iiiiii

N

ts

A
t

A
s

A
tv

A
su

A
v

A
u ddsdpopoPoPoesd

1,

),(..).,.( , 
 

(1) 

Where ),( ii A
t

A
s ddsd  is the semantic distance between iA

sd and iA
td . 

Definition 4. The expected semantic distance between ou and ov is defined as: 

q

m

i

qA
v

A
uvu

ii PoPoesdooESD ∑
=

=
1

)).,.((),( . 

 

(2) 



 Evaluating the Distance between Two Uncertain Categorical Objects 125 

 

When q=1, ESD(ou, ov) is the Manhattan distance. When q=2, ESD(ou, ov) is the 
Euclidean distance. When q>2, ESD(ou, ov) is the Minkowski distance. 

3.2   Computing Expected Semantic Distances 

The first step of computing expected semantic distances between uncertain categorical 
objects is getting semantic distances between categorical values. Generally, this can be 
done by domain experts. There are some methods to evaluate semantic distances be-
tween categorical values, too [2]. Two simple methods are used in this paper. 

Firstly, if categorical values can be ordered from semantic point of view, they will 
be numbered according to their orders. Semantic distances between categorical values 
can be evaluated according to their numbers. 

Example 2. Categorical values excellent, good, pass, fail can be ordered. So they will 
be numbered by 1, 2, 3, 4 respectively. Semantic distances sd(excellent, excellent)=|1-
1|=0, sd(excellent, good)=|1-2|=1, and so on.  

Secondly, if categorical values can not be ordered, the method which is similar to 
that in [2] will be adopted. Base on the concept hierarchy tree of an attribute, the 
semantic proximity between two concepts or values is presented in [2]. Similarly, 
semantic distances between categorical values can be defined based on the concept 
hierarchy tree.  

Definition 5. [2] The depth d(nd) of a node nd in a concept hierarchy tree T is the 
length of the path from the root to nd. The height h(nd) is the length of the longest 
path from nd  to leaves in the sub-tree whose root is nd. The height h(T) of T is the 
height of the root. The level l(nd) is l(nd)= h(T)- d(nd). 

Definition 6. The nearest common ancestor of two nodes nd1 and nd2 in a concept 
hierarchy tree T is denoted by a(nd1, nd2). The semantic distance between nd1 and nd2 
is defined as:  

⎩
⎨
⎧

=
=

)),((),(

0),(

2121

21

ndndalndndsd

ndndsd
     

21

21

ndnd

ndnd

≠
=

. 
 

(3) 

Example 3. Review Example 1. According to regionalism, the concept hierarchy tree 
of location is shown in Fig.1. Semantic distances between categorical values in the 
domain of location are shown in Table 2. 

 

X.G.L.L. D.Q. L.J. H.P. L.S. G.S. D.L. Y.L. 

D.Q.Z. L.J.D.Q. N.J.Z. D.L.D.Q.

Y.N.S. 

 

Fig. 1. The concept hierarchy tree of location 
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Table 2. Semantic distances between categorical values in the domain of location 

sd X.G.L.L. D.Q. L.J. H.P. L.S. G.S. D.L. Y.L. 
X.G.L.L. 0 1 2 2 2 2 2 2 

D.Q. \ 0 2 2 2 2 2 2 
L.J. \ \ 0 1 2 2 2 2 
H.P. \ \ \ 0 2 2 2 2 
L.S. \ \ \ \ 0 1 2 2 
G.S. \ \ \ \ \ 0 2 2 
D.L. \ \ \ \ \ \ 0 1 
Y.L. \ \ \ \ \ \ \ 0 

The second step of computing expected semantic distances between uncertain 
categorical objects is computing expected semantic distances between probability 
distribution vectors. 

The domain of an uncertain categorical attribute is a finite set. The maximum 
number of different semantic distances between categorical values is 

1
2

)1(
1C2 +−=+

AA

N

NN
A . In fact, according to methods used in this paper, the maxi-

mum number is NA (the first method) or h(T)+1 (the second method). So definition 3 
can be rewritten as definition 7. 

Definition 7. Let the number of different semantic distances between categorical 

values be iAnsd , the order be i
iA

ii A

nsd

AA sdsdsd
110 ...0
−

<<<= . The expected semantic 

distance between iA
u Po .  and iA

v Po .  is defined as: 

∑∑
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),(

, ... . 

According to definition 7, the key of computing ).,.( ii A
v

A
u PoPoesd  is computing 

iA
rvu po ., . When computing iA

rvu po ., , an index table iAt of Ai can be used to index 

iA
su po .  and iA

tv po .  which are related with iA
rvu po ., . All pairs (s,t) which satisfy 

iii A
r

A
t

A
s sdddsd =),(  are stored in the rth linked list of iAt . 

Example 4. Review Example 1. The index table of location is shown in Fig.2. Ex-
pected semantic distances between probability distribution vectors, which are also 
expected semantic distances between uncertain categorical objects, are shown in  
Table 3. 
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00 =locsd  

 

 

(1,1) (2,2) … (8,8) ^

(1,2) (3,4) (7,8) ^ (5,6)

(1,3) (1,4) … (6,8) ^

11 =locsd

22 =locsd

 

Fig. 2. The index table of location(1:X.G.L.L,2:D.Q.,3:L.J.,4:H.P.,5:L.S.,6:G.S.,7:D.L.,8:Y.L.) 

Table 3. Expected semantic distances between probability distribution vectors and expected 
semantic distances between uncertain categorical objects 

esd(ESD) o1  o2  o3  o4 
o1  0.82 1.8 1.39 1.96 
o2 \ 0 1.8 1.6 
o3 \ \ 1.24 1.96 
o4 \ \ \ 0.88 

3.3   Discussion 

Above expected semantic distances between uncertain categorical objects have some 
properties. 

Firstly, the expected semantic distance between iA
u Po .  and itself may be not zero. 

Further, it may be not smaller than the expected semantic distance between iA
u Po .  

and iA
v Po . . 

Secondly, when values of categorical objects are certain, the expected semantic 

distance is still applicable because certain values iA
su do .  can be characterized by prob-

ability distribution vectors )1.(. == ii A
su

A
u poPo . 

Thirdly, though two simple methods of evaluating semantic distances between 
categorical values are used in this paper, it is difficult to get the order of categorical 
values or the concept hierarchy tree of an uncertain categorical attribute sometime. A 
naïve method is to suppose all semantic distances between different categorical values 

are same. Then the expected semantic distance between iA
u Po .  and iA

v Po .  is decided 

by i

iA

i A
sv

N

s

A
su popo ..

1
∑
=

× . This is the first method mentioned in Section 2. 

4   Nearest-Neighbor Classifying on Uncertain Categorical Objects 

Classification is one of the most important tasks in data mining. Nearest-neighbor 
classifier computes distances between an instance and train samples, and selects the 
label of the nearest sample as the label of the instance. Now, we extend nearest-
neighbor classifying on uncertain categorical objects, where the label of an uncertain 
categorical object is certain. 
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4.1   Optimization 

When computing expected semantic distances between uncertain categorical objects 
according to index tables of uncertain categorical attributes, we can get a better lower 
boundary of expected semantic distances in each step. In nearest-neighbor classifying 
on uncertain categorical objects, this can be used to judge whether an uncertain cate-
gorical object is the nearest-neighbor of another or not, and whether remainder steps 
continue or not. 

Theorem 1. After computing ∑
=

×=
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k
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t
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A
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A
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A
kvu popopo
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linked list of iAt  in the kth step, the current lower boundary of the expected semantic 
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v Po .  is iiii A
k

k

r

A
rvu

k

r

A
r

A
rvu sdposdpo 1

0

,

0

, .1. +
==

×−+× ∑∑ ）（ , i.e., 

iiiiii A
k

k

r

A
rvu

k

r

A
r

A
rvu

A
v

A
u sdposdpoPoPoesd 1

0

,

0

, .1.).,.( +
==

×−+×≥ ∑∑ ）（ , where 10 −<≤ iAnsdk . 

Proof: 

).1.().,.( 1
0

,

0

,
iiiiii A

k

k

r

A
rvu

k

r

A
r

A
rvu

A
v

A
u sdposdpoPoPoesd +

==

×−+×− ∑∑ ）（  

iiii

iA

ii A
k

k

r

A
rvu

k

r

A
r

A
rvu

nsd

r

A
r

A
rvu sdposdposdpo 1

0

,

0

,

1

0

, .1.. +
==

−

=

×−−×−×= ∑∑∑ ）（  

i

iA

i

iA

ii A
k

nsd

kr

A
rvu

nsd

kr

A
r

A
rvu sdposdpo 1

1

1

,

1

1

, .. +

−

+=

−

+=

×−×= ∑∑  

∑
−

+=
+−×=

1

1
1, )(.

iA

iii

nsd

kr

A
k

A
r

A
rvu sdsdpo  

0≥  

□ 

According to Theorem 1, we can get the current lower boundary of the expected se-
mantic distance between ou and ov after getting all current lower boundaries of the 

expected semantic distance between iA
u Po .  and iA

v Po . )1( mi ≤≤  in the kth step. 

Example 5. Review Example 1. Suppose we already got ESD(o1, o3)=1.39. Now, we 
judge which is the nearest-neighbor of o1 among o2, o3, and o4. 

k=0: 1.0. 02,1 =locpo , 02.0. 04,1 =locpo  

9.01)1.01(.1).,.(),( 102,12121 =×−=×−≥= locloclocloc sdpoPoPoesdooESD ）（  

98.01)02.01(.1).,.(),( 104,14141 =×−=×−≥= locloclocloc sdpoPoPoesdooESD ）（  

k=1: 0. 12,1 =locpo , 0. 14,1 =locpo  
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At this time, we can judge o3 is the nearest-neighbor of o1 among o2, o3, and o4, and it 
is not needed to continue remainder steps. 

4.2   Algorithm 

Algorithm: the nearest-neighbor classifying algorithm on uncertain categorical ob-
jects using expected semantic distances 
Input: an uncertain categorical object o; n uncertain categorical objects o1,…,on; m 

index tables mAA tt ,...,1  of m uncertain categorical attributes A1,…,Am 
Output: the label of o 
Steps: 
1. For i=1 to m do 

∑
−

=

×=
1

1

1,1 .).,.(

iA

iiii

nsd

r

A
r

A
r

AA sdpoPoPoesd       //according to index table iAt  

2. Computing ESD(o, o1)       //according to definition 4 
3. ESD min = ESD(o, o1) 
4. o.label = o1.label 
5. For u = 2 to n do 
5.1  For i=1 to m do  

).,.( ii A
u

A PoPoesd =0 

iA
u po ., =0      // iA

u po .,  is ∑
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A
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, . . Initially, iA
u po .,  is 0. 

5.2  For k=0 to ）（ 1Max
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−
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i
nsd  do 

5.2.1    For i=1 to m do 

If )1( −≤ iAnsdk  then 
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A
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5.2.2    Computing ESD(o, ou)      //according to definition 4 
5.2.3    If min),( ESDooESD u ≥  then  Break 

5.2.4    For i=1 to m do 

If )1( −< iAnsdk  then 
iiiiii A

k
A

u
A

u
AA

u
A sdpoPoPoesdPoPoesdarylowerbound 1, ).1().,.().,.(_ +×−+=  
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Else 

).,.().,.(_ iiii A
u

AA
u

A PoPoesdPoPoesdarylowerbound =  

5.2.5    Computing LowerBoundary_ESD(o,ou)      //according to definition 4 
5.2.6    If min),(_ ESDooESDaryLowerBound u ≥  then  Break 

5.3  If ）（ 1Max
1

−>
=

iA
m

i
nsdk  and ESD(o, ou)<ESDmin then 

ESDmin=ESD(o, ou) 
o.label = ou.label 

The time complexity of Algorithm is )Max(
1

iA
m

i
nsdmnO

=
. Optimization of Algorithm 

lies in steps 5.2.4, 5.2.5 and 5.2.6. 

5   Experiments 

Goals of experiments are to evaluate the effect and the efficiency of the expected 
semantic distance instead of the naïve method, which is the first method mentioned in 
section 2, when evaluating distances between uncertain categorical objects in nearest-
neighbor classifying on uncertain categorical objects. 

Codes are written in C#. Data are stored in Access. Programs are executed on the 
machine with a 2 GHz Core 2 Duo CPU, a 1 GB Memory, and running the operating 
system of windows XP. 

Firstly, we generate uncertain datasets based on UCI datasets [13] and the plant 
dataset of “Three Parallel Rivers of Yunnan Protected Areas”. For a precise object 

pre
uo , we generate an uncertain object ou, where ppo iA

tu =.  and ∑
≠

−=
ts

A
su ppo i 1.  if Ai of 

pre
uo  is iA

td , according to given the parameter p(0.5<p<1) [11]. 

The description of datasets is showed in Table 4. Uncertain datasets are coded as 
no.-p, where no. is the no. of datasets, p is the parameter. 

Table 4. The description of datasets 

No. Dataset Number of attribute Number of instance 
1 Balance-scale 4 625 
2 Car 6 1728 
3 Hayes-roth 4 132 
4 Plant 8 10000 
5 Tic-tac-toe 9 958 

Secondly, we construct manually index tables of uncertain categorical attributes 
according to methods used in this paper. We suppose categorical values can be or-
dered except that in No. 5 dataset, and give two strategies about index tables in No.5 
dataset: the first is sd(b,b)=sd(o,o)=sd(x,x)=0, sd(o,x)=sd(x,o)=1, 
sd(b,o)=sd(o,b)=sd(b,x)=sd(x,b)=2 (labeled by 1 in Table 5); the second is 
sd(b,b)=sd(o,o)=sd(x,x)=0, sd(b,o)=sd(o,b)=sd(b,x)=sd(x,b)=1, sd(o,x)=sd(x,o)=2 
(labeled by 2 in Table 5). 
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Table 5. Results of experiments about the classification accuracy 

No. of  
uncertain dataset 

Algorithm 
(using expected semantic distances) 

another algorithm 
(using the naïve method) 

1-0.6* 70.56% 26.08% 
1-0.7* 70.88% 26.08% 
1-0.8* 77.08% 27.68% 
1-0.9* 78.56% 26.08% 
2-0.6 67.72% 61.28% 
2-0.7 67.02% 58.78% 
2-0.8 68.06% 59.13% 
2-0.9 66.03% 63.48% 
3-0.6 66.92% 65.38% 
3-0.7 66.92% 66.15% 
3-0.8 69.23% 65.38% 
3-0.9 69.23% 66.15% 
4-0.6 52.65% 51.55% 
4-0.7 52.3% 51.85% 
4-0.8 53.05% 51.3% 
4-0.9 52.95% 51.8% 
5-0.6* 76.75%1 100%2 67.75% 
5-0.7* 66.58%1 100%2 49.95% 
5-0.8* 67.75%1 100%2 49.95% 
5-0.9* 82.62%1 100%2 50.06% 

Thirdly, we compare the classification accuracy of Algorithm (using expected se-
mantic distances) with another algorithm (using the naïve method) by experiments 
with uncertain datasets. In experiments, we adopt the five-fold cross validation 
method. Results of experiments are showed in Table 5. 

In Table 5, we can see the classification accuracy of Algorithm (using expected 
semantic distances) is higher than that of another algorithm (using the naïve method). 
Especially, advantages are obvious in 1-ps and 5-ps (labeled by *). We can also see 
the classification accuracy can be improved if semantic distances between categorical 
values can be well evaluated from 5-ps (labeled by 1 and 2). 
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Fig. 3. Results of experiments about the time complexity 
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Fourthly, we compare the time complexity of Algorithm (using expected semantic 
distances) with another algorithm (using the naïve method) by experiments with uncer-
tain datasets. Results of experiments are showed in Fig.3. Due to sizes of uncertain 
datasets no.-ps based on a dataset no. are same, only average execution times are given 
in Fig.3. And average execution times are ordered by sizes of uncertain datasets. 

Fig. 3 shows the execution time of Algorithm (using expected semantic distances) 
is more than that of another algorithm (using the naïve method), but it is reasonable. 

6   Conclusions 

Evaluating distances between uncertain categorical objects is needed for some uncer-
tain data mining techniques based on distance. In this paper, we present a method 
based on the expected semantic distance. We give methods of evaluating semantic 
distances between categorical values, index tables of uncertain categorical attributes 
to compute expected semantic distances between probability distribution vectors, and 
the method of optimizing computation of expected semantic distances between uncer-
tain categorical objects in nearest-neighbor classifying on uncertain categorical ob-
jects. Experiments with datasets based on UCI datasets and the plant dataset of “Three 
Parallel Rivers of  Yunnan Protected Areas” verify the method is effective and effi-
cient. 

This paper also leaves some research issues, for example, how to evaluate semantic 
distances between categorical values, how to apply the method to other data mining 
technologies. We will attempt to address the above issues in our future works. 
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Abstract. In this paper, we propose a novel Intrusion Detection algorithm util-
izing both Artificial Immune Network and RBF neural network. The proposed 
anomaly detection method using multiple granularities artificial immune net-
work algorithm to get the candidate hidden neurons firstly, and then, we train-
ing a cosine RBF neural network base on gradient descent learning process. The 
principle interest of this work is to benchmark the performance of the proposed 
algorithm by using KDD Cup 99 Data Set, the benchmark dataset used by IDS 
researchers. It is observed that the proposed approach gives better performance 
over some traditional approaches. 

Keywords: Intrusion Detection Algorithm, RBF Neural Network, Multiple 
Granularities Immune Network. 

1   Introduction 

At its heart network intrusion detection is a discrimination problem. Radial basis 
function (RBF) neural networks have received considerable applications in nonlinear 
approximation and pattern classification. It is generally believed that RBFNNs are 
inferior to feed forward neural networks (FFNNs) in terms of their accuracy and gen-
eralization ability.  

RBFNNs are often trained in practice by hybrid learning algorithms. Such learning 
algorithms employ a supervised scheme for updating the weights that connect the 
RBFs with the output units and an unsupervised clustering algorithm for determining 
the centers of the RBFs, which remain fixed during the supervised learning process. 
Alternative learning algorithms relied on forward subset selection methods, such as 
the orthogonal least squares (OLS) algorithm [1]. The relationship between the per-
formance of RBFNNs and their size motivated the development of network construc-
tion and/or pruning procedures for autonomously selecting the number of RBFs [2-5]. 
The problems of determining the number, shapes, and locations of the RBFs are es-
sentially related to and interact with each other. Solving these problems simultane-
ously was attempted by developing a multi-objective evolutionary algorithm [6].  

An alternative set of approaches to training RBFNNs relied on gradient descent to 
update all their free parameters [7]. This approach reduces the development of refor-
mulated RBFNNs to the selection of admissible generator functions that determine the 
form of the RBFs. Linear generator functions of a special form produced cosine 
RBFNNs, that is, a special class of reformulated RBFNNs constructed by cosine 



 Construction Cosine RBF Neural Networks Based on Artificial Immune Networks 135 

 

RBFs. Cosine RBFs have some attractive sensitivity properties, which make them 
more suitable for gradient descent learning than Gaussian RBFs. An alternative set of 
approaches to training RBFNNs relied on gradient descent to update all their free 
parameters. Training RBFNNs by a fully supervised learning algorithm based on 
gradient descent is sensitively dependent on the properties of the RBFs.  

In this paper we proposed a novel algorithm, it firstly use multiple granularities ar-
tificial immune network to find the candidate hidden neurons, then it refine the RBF 
neural network with all candidate hidden neurons and employ preserving criterion to 
remove some redundant hidden neurons. This new algorithm takes full advantage of 
the class label information and starting with a small neural network; hence it is likely 
to be more efficient and is except to generalize well. 

This paper is organized as follows. In Section II, multiple granularities immune 
network algorithm is developed to get candidate hidden neurons. In Section III, a 
cosine RBF neural network training process is introduced. Experiment studies about 
the network intrusion detection are presented in Section IV, and concluding remarks 
are given in Section V. 

2   Multiple Granularities Immune Network Algorithm 

In order to get the neurons of the hidden layer of RBF network efficiently, it could 
utilize usually some clustering algorithm such as K-Means, SOM and AIN (artificial 
immune network). Here we employ a variation of AIN algorithm to construct the 
original hidden layer of RBF network. The original AIN method is an unsupervised 
algorithm [9,10], so it is difficult to confirm the optimal number of the neuron based 
on the class label information. The most problem of original AIN algorithm for hid-
den layer is that it is a computation under the same granularity but the classification is 
under different granularities. In this section, we give a multiple granularities AIN 
algorithm for hidden neurons. Immune clone operation, immune mutation operation 
and immune suppression operation are defined in [9]. The multiple granularities im-
mune network algorithm (MGIN) is described as following: 

Input  : data set X , and the descend factor a of granularity 
Output : the candidate hidden neurons, H 
Step1: Calculation the radius r of the dataset hyper sphere, and let r be the immune 

suppression parameter, let ΦH = , let XX =' . 
Step2: Construct artificial immune network M based on 'X ;  

    Step3: Let ΦX =' , Let M be the cluster centers and partition the samples based on 
Gaussian radial basis function and width parameter is its suppression parameter r. If 
partition i contains only one class data points and Mi is the center of it, 
let iMRR ∪= ; otherwise add the data points of partition i into 'X . 

    Step4: If ΦX ≠' , let arr ×=  and go to Setp2; otherwise return H as hidden neu-
rons and stop. 

Algorithm 1. MGIN for candidate hidden neurons 
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The entire algorithm1 has time complexity )*( NmΟ [10], where N is the number 

of training samples and m is the maximum size of H. According to the property of H, 
a neighborhood classifier could be built based the hidden neurons H, where the dis-
tance function is Gaussian radial basis function.  

 

Fig. 1. RBF network architecture  

Theorem 1: Let V be the centers of a neighborhood classifier, then a RBF network 
classifier can be constructed based on V. 

Proof: suppose the number of classes is K, and the number of output neurons of the 
RBF network classifier is K, the data point of V is m. 

We construct a RBF network classifier as fig.1. Let jv  be a neuron of the hidden 

layer and be one center of class i, let tjW  ,  be the weight between neuron jv  and out-

put neuron t, and let
⎩
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If the width parameterδ of the radial basis function is satisfied ))1lg(/( −∇≤ mδ , 

then 0)( >ik xF and 0)( <if xF when kf ≠ . According to the class decision criterion, 

the output class label must be k. 
After the RBF network classifier has been constructed, we can employ gradient de-

scent learning process to training a cosine RBFNN and remove some redundant neu-
rons in the next section.  

3   Training Cosine RBF Neural Network 

Consider an RBFNN with inputs from mR , c RBFs and K output units. Let m
j Rv ∈  

be the prototype that is center of the jth RBF and T
c21 ]w,...,w,[w iiiiw = be the vec-

tor containing the weights that connect the ith output unit to the RBFs. Define the sets 
}v{V i=  and }w{W j=  and let also  }a{A i=  be a set of free parameters associ-

ated with the RBFs. An RBFNN is defined as the function nm RR:N →  that maps 
mR∈x  to );A,W,V(N x , such that  

∏ ∑
=

+−=
i

c

j
ijjij wvgwf);A,W,V(N ))((

1
0

2
xx  (1) 

where )e/()x(f x−+= 11  used in this paper, jg  is represents the response of the 

RBF centered at the prototype jv . Using this notation, the response of the ith output 

unit to the input kx  is  

∏ ∑
=

+==
i

c

j
ik,jijkk,i

~
wgwfxNy )()(

1
0  (2) 

where  k,jg  represents the response of the RBF centered at the prototype jv  to the 

input vector kx . Unlike the traditional RBFNN using the exponential functions, in 

this paper, we using a cosine function [7] for k,jg  is  

2122
)( /

jjkjk,i avx/ag +−=  (3) 

Cosine RBFNNs can be trained by the original learning algorithm, which was devel-
oped by using “stochastic” gradient descent to minimize [14] 

∑
=

−=
n

i
k,ik,ik yy/E

1

2
~

)(21  (4) 

for M,...,,k 21= . For sufficiently small values of the learning rate, sequential minimi-

zation of kE , leads to a minimum of the total error ∑ =
=

m

k kEE
1

. After an example 
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)( kk y,x  is presented to the RBFNN, the new estimate k,iw  of each weight vector iw , 

is obtained by incrementing its current estimate by the amount kiwk,i Ew ∇−=Δ β , 

where  β  is the learning rate. 

))(-(1  ,

~~

,1,,1,, ik

~

i,kkii,kkikikikiki y-yyygwwww β+=Δ+= −−  (5) 

The new estimate k,ja of each reference distance ja , can be obtained by incrementing 

its current estimate by the amount as jkk,j a/Ea ∂∂−=Δ β [7]. 
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According to (3), the jth cosine RBF can be eliminated during the training process if 
its reference distance ja approaches zero. 

Hence we can get new algorithm to training RBF classifier. We use the multiple 
granularities artificial immune network algorithm to get the candidate hidden neurons 
firstly, and then, we training a cosine RBF neural network base on gradient descent 
learning process descried in this section. 

4   Experiment Results  

In this section, we choose the 1999 KDD intrusion detection contest dataset to test the 
new classifier. The 1999 KDD intrusion detection contest used 1998 DARPA intru-
sion detection dataset to construct the connection records and extract the object fea-
tures. 1998 DARPA intrusion detection dataset was acquired from nine weeks of raw 
TCP dump data for a local-area network (LAN) simulating a typical U.S. Air Force 
LAN and peppered with four main categories of attacks: DoS, Probe, U2R, R2L. A 
connection record is a sequence of TCP packets starting and ending at some well 
defined times, between which data flows to and from a source IP address to a target IP 
address under some well defined protocol. Each connection is labeled as either nor-
mal, or as an attack, with exactly one specific attack type. For each TCP/IP connec-
tion, 41 various quantitative and qualitative features were extracted. 

4.1   Data Preparing and Normalization 

Ten new data sets are set up to perform the algorithm. Each data set contains 1900 
normal instances and 100 intrusion instances, all of which are selected at random 
from the normal data set and abnormal data set respectively.  

There is a problem when processing instances whose different features are on dif-
ferent scales. This will cause bias toward some features over other ones. To solve this 
problem, in this paper these raw data sets are normalized as follows: 



 Construction Cosine RBF Neural Networks Based on Artificial Immune Networks 139 

 

∑
=

=
m

i
ijj x

m
 f

1

1
     (7) 

∑
=

−
−

=
m

1i
jij )fx(

1m

1
 jδ  (8) 

jjijij /)f(x'x δ−=   (9) 

where jf  denotes the average feature instance of 
jX , jδ  denotes the standard devia-

tion feature instance of 
jX , and 'xij  denotes the feature of the normalized instance. 

Here, all features are equally weighted in order to enhance the algorithm’s generality. 

4.2   Discussion and Comparison with Other Methods 

Several different kinds of classification methods are compared with our proposed 
MGIN based RBF network classifier on the KDD intrusion detection data set. In the 
experiment, we compare this new method with the traditional OLS RBF classifier and 
BP neural network classifier.  

Table 1. Experimental Results for the new approach  

 a (Descend Factor for  
AIN) 

0.5 0.6 0.75 0.8 0.85 0.95 0.98 

Initial RDFs Count  
cini=H 

89 86 78 64 63 53 53 

Final RDFs Count cfin  57 54 53 52 51 50 51 
Detection Rate( ％) 97.26 97.33 97.48 97.26 97.14 97.28 97.17 

False positive ( ％) 0.31 0.33  
 

0.32 0.22 0.21 0.18 0.19 

The BP algorithm were trained with hn  hidden neurons, hn  was varied from 10 to 

50, and the maximum training cycles is 5000. The width parameter of radial function 
is the most important to the OLS RBF classifier; it varied from 1 and 4 in this paper 
and the maximum RBFs is 100. For the new algorithm, the learning rate used for 
updating the output weights and prototypes of the cosine RBFNNs was 010.=β , the 
descend factor of the granularity for the AIN was varied from 50.a =  to 980.a = and 
maximum adaptation cycles is 100. 

The results from the table 1 shows that, in despite of the variant of the descend fac-
tor influence the number of the original RBFNNs, this classifier keeps a good per-
formance that the average detection rate is higher than 96.78% and the false positive 
is lower than 0.4%. Also it is showed that the false positive is slight down with the 
descend factor become bigger, and it means that the MGIN could find the better pro-
totypes for the dataset with a longer training process. 
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Table 2. Experimental Results for BP   

hn  (hidden neurons) 10 20 30 35 40 45 50 

Detection Rate( ％) 98.21 98.23 98.35 98.26 99.10 99.25 99.16 

False positive ( ％) 0.46 0.36  
 

0.31 0.35 0.32 0.26 0.31 

Table 3. Experimental Results for OLS RBF 

δ  (Width Parameter   
      for RBF)  

1.0 1.5 2.0 2.5 3.0 3.5 4.0 

Detection Rate( ％) 86.26 85.85 86.07 90.7 91.11 92.44 94.04 

False positive ( ％) 0.22 0.34  
 

0.54 0.84 0.52 0.65 0.71 

According to testing results, we found that, the BP network has the best result at 
the most time for the false positive rate and detection rate. However, the network 
structure of BP neural network is difficult to be determined for the higher dimensional 
pattern classification problems and cannot be proved to converge well. Also it found 
that the detection rate of the new classifier is increased obviously than the traditional 
RBF network classifier. The positive false rate is lower also lower than OLS RBF. 

5   Conclusions 

This paper proposes MGIN based RBF neural-network classifier, which contains two 
stages: employing multiple granularities immune network to find the candidate hidden 
neurons; and then use some removing criterion to delete the redundant neurons and 
adjusting the weight between hidden neurons and output units. Experimental results 
indicate that the new classifier has the best detection ability for the network intrusion 
detection when compared with other conventional classifiers for our tested pattern 
classification problems. 

Acknowledgement. This work is supported by Natural Science Foundation Project of 
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Abstract. Spatial filtering is an important step of preprocessing for electroen-
cephalogram (EEG) signals. Extreme energy ratio (EER) is a recently proposed
method to learn spatial filters for EEG classification. It selects several eigenvec-
tors from top and end of the eigenvalue spectrum resulting from a spectral de-
composition to construct a group of spatial filters as a filter bank. However, that
strategy has some limitations and the spatial filters in the group are often selected
improperly. Therefore the energy features filtered by the filter bank do not contain
enough discriminative information or severely overfit on small training samples.
This paper utilize one of the penalized feature selection strategies called LASSO
to aid us to construct the spatial filter bank termed LASSO spatial filter bank. It
can learn a better selection of the spatial filters. Then two different classification
methods are presented to evaluate our LASSO spatial filter bank. Their excel-
lent performances demonstrate the stronger generalization ability of the LASSO
spatial filter bank, as shown by the experimental results.

Keywords: Brain-computer interface, Common spatial patterns, Extreme energy
ratio, Feature extraction, Feature selection, LASSO.

1 Introduction

Brain-computer interfaces (BCIs) based on electroencephalogram (EEG) signals aim
to provide their users communication and control capabilities that do not depend on
the brain’s normal output channels of peripheral nerves and muscles. They have wide
usage such as text input programs, electrical wheelchairs or neuroprostheses. BCI tech-
nology relies on the ability of individuals to voluntarily and reliably produce changes
in their EEG signal activities. There are four basic components in a general EEG-based
BCI: EEG-signal acquisition, feature extraction, pattern classification and device con-
trol. The contribution of this paper focus on feature extraction of EEG signals from
the viewpoint of machine learning. Raw EEG scalp potentials are proven to have a
poor spatial resolution because of volume conduction, so spatial filtering is important
for signal processing. Extreme energy ratio (EER) [1] is a recently proposed method to
learn a feature extractor. It constructs a group of spatial filters to discover source signals
whose average energy features of two conditions are most different. In other words, it
learns spatial filters maximizing the variance of band-pass filtered EEG signals under
one condition while minimizing it for the other condition. Though bearing the same
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motivation with common spatial patterns (CSP) [2], it simplifies the CSP algorithm to a
Rayleigh quotient formulation. After solving an eigenvalue decomposition problem, it
obtains several eigenvectors as candidate spatial filters and selects m eigenvectors from
top and end of the eigenvalue spectrum respectively to construct the spatial filter bank,
where m is a parameter defined by user or learned by the cross-validation technique.

However, the filter bank constructed by the selection strategy mentioned above has
some obvious limitations. First, whatever m is, the filter bank includes the first and
last eigenvectors of the eigenvalue spectrum. However, these two spatial filters may
overfit on the small training set [3]. Second, the previous method is not flexible since
the number of spatial filters in the group is usually even. Third, the parameter m is often
defined improperly: If m is too small, the constructed filter bank would fail to fully
capture the discrimination between different classes. On the other hand, the classifier
could severely overfit if m is too large [4]. Due to these limitations, it is desirable to
improve the construction of spatial filter bank to obtain discriminatory, generalizing
energy features for classification.

Here one penalized feature selection strategy is used to help us build the spatial filter
bank. A general penalized feature selection method often includes a classification ob-
jective function and a penalty terms. LASSO [5] is a computationally effective method
with the penalty is defined as the L1-norm, and the error is the residual sum of squares.
It can lead to the sparsest among the solutions with highest prediction power, and the
sparsity solution can offer a deeper insight of the features which are most informative
to the classification task. Thus, we can select the spatial filters which are corresponding
the features selected by LASSO to build our filter bank which is called LASSO spatial
filter bank.

When the LASSO spatial filter bank is constructed, we present two strategies to learn
a classifier for performing the classification task to the test samples: One is to train an
independent classifier, and the other is to use the output of LASSO as a linear classifier.
The former method is more flexible owing to its rich choices about the kind of the
classifier. The later one is more computationally effective.

In the next section we describe previous work on EER algorithm. Subsequently,
in Section 3, we first analyze the limitations of previous spatial filter bank. Then we
present our proposed LASSO spatial filter bank and two classification strategies. Sec-
tion 4 outlines the experiments we performed. Moreover, the results and performance
analysis are also presented. Finally, we show our conclusion and recommendations for
future work in Section 5.

2 EER Algorithm: A Brief Review

Denote an observed EEG sample as an N × T matrix X , where N is the number of
recording electrodes and T is the number of total points during the recording period.
The spatially filtered signal S ∈ RT×1 with a spatial filter for X denoted as φ ∈ RN

can be defined as
S = φT X. (1)

EER is a recently proposed method to learn a group of spatial filters maximizing the
variance of band-pass filtered EEG signals under one condition while minimizing it for
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the other condition. Though having the same motivation as CSP, it simplifies the CSP
algorithm to a Rayleigh quotient:

max / min
φT C̄Aφ

φT C̄Bφ
. (2)

Here C̄A or C̄B are the covariances for specific class which can be computed as the
average of all single covariances so as to get a more accurate and stable estimated
covariance:

C̄A =
1

TA

TA∑
i=1

XiX
T
i

tr(XiXT
i )

, (3)

C̄B =
1

TB

TB∑
j=1

XjX
T
j

tr(XjXT
j )

, (4)

and TA, TB are respectively the number of trails belongs to condition A and B.
For classification, by optimizing (2) we can obtain two optimal spatial filters φ∗

max

and φ∗
min which maximizes and minimizes the objective function in (2). It turns out

that φ∗
max and φ∗

min are two eigenvectors respectively corresponding to the maximal
and minimal eigenvalues of the matrix (C̄−1

B C̄A). The energy values of the EEG sam-
ple spatially filtered by φ∗

max and φ∗
min are two parts of the energy feature of the sample.

When we wish to extract m sources, EER will seek 2m spatial filters. Half of them max-
imize the objective function (2) while the other half minimize it. Thus, φ∗

max consists
of m generalized eigenvectors of the matrix pair (C̄A, C̄B) which correspond to the m
maximal eigenvalues: φ∗

max � [φ1, · · · , φm]. Similar, the m entries of φ∗
min are m gen-

eralized eigenvectors of the matrix pair (C̄A, C̄B) whose eigenvalues are minimal. For
a new EEG sample, it can be filtered by 2m spatial filters coming from two filter banks
φ∗

max and φ∗
min. Thus, the energy feature vector consists of the 2m energy values.

3 LASSO Spatial Filter Bank

3.1 Limitations of the previous EER Method

As method in Section 2, EER always selects m eigenvectors from top and end of the
eigenvalue spectrum respectively to construct the spatial filter bank. In other words, the
previous spatial filter bank includes 2m spatial filters half of which are eigenvectors
from top of the eigenvalue spectrum and the other half are ones from end of the eigen-
value spectrum. The spatial filter bank constructed by this strategy has some obvious
limitations: First, it always includes the first and the last eigenvectors of the eigen-
value spectrum. However, since the non-stationary nature of the brain signals and the
existence of outliers, those two spatial filters may overfit on training set and thus are
not suitable to be in the filter bank. Second, the number of spatial filters in the bank
is always even, which cause the method not flexible. Third, the number of the spatial
filters in the bank is always to be defined unsuitable: Suppose the filter bank includes
the spatial filters which are most suitable to be selected and the number of those spatial
filters is k, it is always true that 2m is much larger than k , thus the builded filter bank
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may severely overfit on the training set. On the other hand, if we choose m is enough
small to avoid overfitting, the filter bank may not include the spatial filters which are
most suitable to be included in it, thus the features obtained by it will not have enough
discriminative ability.

3.2 LASSO Spatial Filter Bank

Here we make use of a feature selection strategy to help us build the spatial filter bank.
Feature selection methods can be classified into three categories, depending on their
strategies to combine the feature selection search with the construction of the classifi-
cation model [7]. Filter approach separates feature selection from classifier construc-
tion. Wrapper approach evaluates classification performance of selected features and
keeps searching until certain accuracy criterion is satisfied. Embedded approach em-
beds feature selection within classifier construction. Among them, embedded methods
have a significant advantage that they include interaction with the classification model,
while at the same time being far less computationally intensive than wrapper methods.
Recently, one of the embedded methods called penalized feature selection has aroused
intentions in bioinformatics [8]. A penalized feature selection method includes a clas-
sification objective function and a penalty term. An algorithm called LASSO has been
proposed with the penalty is defined as the L1-norm, and the error is the residual sum of
squares. Here we employ it to construct the spatial filter bank, which is called LASSO
spatial filter bank ( see Fig. 1 for illustration ).

Suppose we have n EEG training samples. After processed by all the candidate spa-
tial filters, they can be expressed by their energy features expression corresponding
all N candidate spatial filters: X1, X2, · · · , Xn ⊆ RN×1. Denote their corresponding
conditions is Y1, Y2, · · · , Yn ⊆ {−1, 1} . The LASSO solution β is to the optimization
problem of minimizing
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Fig. 1. A structural model for the BCI system with the LASSO spatial filter bank
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n∑
i=1

(Yi − βXi)2 + λ

N∑
j=1

|βj | (5)

where β = (β1, · · · , βN ) and λ � 0 is a penalty term. An important property of the
L1 penalty is that it can generate exact zero estimated coefficients. Therefore, it can be
used for feature selection, and thus we can select the spatial filters corresponding to the
selected features to construct the LASSO spatial filter bank.

The relation of λ and the number of spatial filters to be selected should be noted:
Briefly speaking, the bigger λ is, the more zero elements of β has. When λ → 0,
lots features will be selected. However, since the classifier is too complex, it may have
unsatisfactory prediction and be less interpretable. When λ → +∞, fewer features
will be selected. The case of λ = +∞ corresponds to the simplest classifier where no
input variable is used for classification. As a result, if we select the interval of λ values
properly, we can obtain filter bank corresponding any possible number of the spatial
filters in it. The optimal number of spatial filters can be determined by cross-validation.

After obtaining the LASSO spatial filter bank as a feature extractor, we can use
two strategies to achieve classification task and test the effectiveness of our proposed
LASSO spatial filter bank: One is training an independent classifier, and the other is to
use the β as a linear classifier to predict the condition of test samples. We denote these
two methods as “LASSO spatial filter bank+LDA (LSFB+LDA)” and “LASSO spatial
filter bank+LASSO (LSFB+LASSO)”, respectively.

4 Experiment

4.1 Data Description and Experimental Setup

The EEG data used in this study were made available by Dr. Allen Osman of University
of Pennsylvania during the NIPS 2001 BCI workshop (Sajda, Gerson, Mller, Blankertz,
Parra, 2003). There were a total of nine subjects denoted S1, S2,. . ., S9, respectively.
For each subject, the task was to imagine moving his or her left or right index finger in
response to a highly predictable visual cue. EEG signals were recorded with 59 elec-
trodes mounted according to the international 10-20 system. A total of 180 trials were
recorded for each subject. Ninety trials with half labeled left and the other half right
were used for training, and the other 90 trials were for testing. Each trial lasted six sec-
onds with two important cues. The preparation cue appeared at 3.75 s indicating which
hand movement should be imagined, and the execution cue appeared at 5.0 s indicating
it was time to carry out the assigned response.

Signals from 15 electrodes over the sensorimotor area were used in this paper, and
for each trial the time window from 4.0 s to 6.0 s was retained for analysis. Other pre-
processing operations included common average reference, 8-30 Hz bandpass filtering,
and signal normalization to eliminate the energy variation of different recording in-
stants (Müller-Gerking et al., 1999). To fully compare the performances, we changed
the number of spatial filters in the filter bank from 2 to 8 and a comparison of classifi-
cation accuracies of three methods ( previous spatial filter bank+LDA which is denoted
as “TSFB+LDA”, “LSFB+LDA”, “LSFB+LASSO” ) was obtained. Moreover, to test
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Table 1. The classification accuracies (%) of three methods with the number of spatial filters in
the filter bank changed from 2 to 8

Number of the spatial filters
Subject Method 2 3 4 5 6 7 8

TSFB+LDA 47.78 —- 60.00 —- 67.78 —- 64.44
1 LSFB+LDA 47.78 51.11 67.78 66.67 62.22 65.56 64.44

LSFB+LASSO 48.89 47.78 53.33 53.33 54.44 56.67 48.89
TSFB+LDA 57.78 —- 62.22 —- 61.11 —- 63.33

2 LSFB+LDA 60.00 71.11 67.78 67.78 61.11 63.33 63.33
LSFB+LASSO 73.33 73.33 73.33 75.56 70.00 68.89 65.56
TSFB+LDA 67.78 —- 66.67 —- 70.00 —- 75.56

3 LSFB+LDA 67.78 63.33 66.67 75.56 74.44 74.44 74.44
LSFB+LASSO 70.00 70.00 70.00 70.00 72.22 68.89 70.00
TSFB+LDA 74.44 —- 80.00 —- 77.78 —- 76.67

4 LSFB+LDA 74.44 78.89 80.00 78.89 81.11 80.00 80.00
LSFB+LASSO 66.67 77.78 80.00 80.00 78.89 77.78 77.78

TSFB+LDA 66.67 —- 63.33 —- 60.00 —- 62.22
5 LSFB+LDA 66.67 67.78 68.89 62.22 64.44 60.00 65.56

LSFB+LASSO 61.11 61.11 61.11 66.67 67.78 70.00 70.00
TSFB+LDA 44.44 —- 61.11 —- 67.78 —- 64.44

6 LSFB+LDA 44.44 60.00 61.11 67.78 68.89 70.00 71.11
LSFB+LASSO 44.44 46.67 50.00 61.11 63.33 67.78 67.78
TSFB+LDA 65.56 —- 75.56 —- 76.67 —- 81.11

7 LSFB+LDA 65.56 64.44 76.67 76.67 67.78 74.44 75.56
LSFB+LASSO 65.56 65.56 63.33 63.33 76.67 76.67 78.89
TSFB+LDA 56.67 —- 57.78 —- 58.89 —- 56.67

8 LSFB+LDA 56.67 60.00 57.78 62.22 60.00 60.00 60.00
LSFB+LASSO 50.00 51.11 60.00 61.11 66.67 64.44 62.22
TSFB+LDA 53.33 —- 61.11 —- 58.89 —- 56.67

9 LSFB+LDA 53.33 58.89 61.11 62.22 58.89 63.33 63.33
LSFB+LASSO 60.00 60.00 56.67 55.56 57.78 57.78 58.89

the performances in practice BCI application, we compared their classification accu-
racies with the number of spatial filters in the filter bank was determined by 10-fold
cross-validation technology.

4.2 Results and Performance Analysis

Table 1 shows the classification accuracies of three methods (TSFB+LDA, LSFB+LDA,
LSFB+LASSO ) with different number of spatial filters in the spatial filter bank. The re-
sults show the better classification ability of the LSFB+LDA and LSFB+LASSO meth-
ods. Moreover, there are some results should be noted: On the dataset of subject 2, when
the number of the spatial filters in the filter bank is two, the LASSO filter bank is differ-
ent to the previous filter bank with their results are 60% and 57%. Note that the spatial
filters in the previous filter bank are the first and the last eigenvectors of the eigenvalue
spectrum. Thus it proves the fact that the first or the last eigenvectors of the eigenvalue
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Table 2. The classification accuracies (%) and the corresponding numbers of spatial filters in the
filter bank determined by 10-fold cross-validation technique

Subject
Method 1 2 3 4 5 6 7 8 9 Mean± Std

TSFB+LDA 62.2 61.1 73.3 74.4 66.6 63.3 76.6 56.6 53.3 65.3 ± 8.1
(14) (6) (14) (2) (2) (10) (6) (8) (2) (7)

LSFB+LDA 63.3 67.8 74.5 78.9 66.7 71.1 75.6 60.0 63.3 69.0± 6.3
(8) (5) (6) (3) (2) (10) (8) (3) (8) (6)

LSFB+LASSO 63.3 73.3 72.2 78.9 66.7 66.7 80.0 61.1 60.0 69.1± 7.3
(10) (3) (11) (5) (4) (8) (8) (13) (5) (7)

spectrum may not be the best choice to be included in the filter bank. Moreover, many
filter banks with odd number of spatial filters are better than the ones with even number
of spatial filters. Table 2 lists the performances of three methods with the number of
spatial filters in the filter bank is determined by 10-fold cross-validation technique. It
also confirms the truth of the stronger generalization ability of our proposed method.
Moreover, we can see the two classification strategies have similar performances. How-
ever, they have different merits. The “LSFB+LDA” method is more flexible since other
classification methods can be used for different scenarios while the “LSFB+LASSO”
is much more computationally effectiveness since the β is calculated during the filter
bank construction step.

To sum up, these experimental results not only demonstrate the limitations of the
previous LASSO filter bank, but also support the effectiveness of our proposed LASSO
spatial filter bank.

5 Conclusion

In this paper, we have proposed an improved spatial filter bank of EER method for EEG
classification, which is called LASSO spatial filter bank. Specially, we employ the spa-
tial filters corresponding to the energy features selected by a penalized feature selection
method called LASSO to construct the filter bank. Moreover, to learn a classifier for
performing classification with the LASSO spatial filter bank, we present two strate-
gies which are named “LASSO filter bank+LDA” and “LASSO filter bank+LASSO”,
respectively. Their excellent results in our experiment demonstrate that the LASSO spa-
tial filter bank can alleviate the limitations of the previous spatial filter bank and obtain
a stronger generalization ability.

The LASSO spatial filter bank proposed in this paper is based on the energy features.
However, there are a great variety of other features for designing BCI, such as amplitude
values of EEG signals [9], Power Spectral Density (PSD) values [10], Auto Regressive
(AR) [11], Time-frequency features [12] and so on. As a result, how to construct a filter
bank that can combine the advantages of these features and obtain a more outstanding
classification ability for EEG classification is worth studying. Moreover, owing to the
need of reducing the training session [13], it is significative to extend the method in this
paper to construct an optimal filter bank by selecting the spatial filters obtained from
other sessions or subjects.
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Abstract. Association Rule represents a promising technique to find hidden  
patterns in database. The main issue about mining association rule in the large da-
tabase. One of the most famous association rule learning algorithms is Apriori. 
Apriori algorithm is one of algorithms for generation of association rules. The 
drawback of Apriori Rule algorithm is the number of time to read data in the da-
tabase equally number of each candidate were generated. Many research papers 
have been published trying to reduce the amount of time to read data from the da-
tabase. In this paper, we propose a new algorithm that will work rapidly. Boolean 
Algebra and Compression technique for Association rule Mining (B-Compress) is 
applied to compress database and reduce the amount of times to scan database 
tremendously. Boolean Algebra combines, compresses, generates candidate item-
set and counts the number of candidates. The construction method of B-Compress 
has ten times higher mining efficiency in execution time than Apriori Rule. 

Keywords: Association rule, Apriori Rule, Boolean algebra, Data mining. 

1   Introduction 

One of the most popular technique in data mining is Apriori rule [1][2][3][6]. The 
Data mining is usually involve huge amounts of information. Association rules ex-
haustively look for hidden patterns, making them suitable for discovering predictive 
rules involving subsets of data set attributes. Association rule learners are used to 
discover elements that co-occur frequently within a data set consisting of multiple 
independent selections of elements (such as purchasing transactions), and to discover 
rules. Firstly, the discovered association dependent on the data. Secondly, most of 
information in data set is of the same pattern. Thirdly, the amount of time involve in 
read the entire database. Fourthly, the pruning candidate in each step of process. This 
paper proposes the development of algorithm to discover association rules from huge 
amount of information that is faster than the Apriori rule by using Boolean algebra 
and compressed technique. The improvement focuses on compressing data and reduc-
ing the number of times to read data from the database. 

2   Basic in Association Rule 

Let D = {T1, T2, . . . ,Tn} [2] be a set of n transactions and let I be a set of items, I = 
{i1, i2 . . . im}.  Each transaction is a set of items, i.e. Ti ⊆ I. An association rule is an 
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implication of the form X ⇒ Y, where X, Y ⊂ I, and X ∩ Y = ∅; X is called the ante-
cedent and Y is called the consequent of the rule. In general, a set of items, such as X 
or Y, is called an itemset.  In this work, a transaction record is transformed into a 
binary format where only positive binary values are included as items. This is done 
for efficiency purposes because transactions represent sparse binary vectors. Let P(X) 
be the probability of appearance of itemset X in D and let P(Y |X) be the conditional 
probability of appearance of itemset Y given itemset X appears.  For an itemset X ⊆ I, 
support(X) is defined as the fraction of transactions Ti ∈ D such that X ⊆ Ti. That is, 
P(X) = support(X). The support of a rule X ⇒ Y is defined as support(X ⇒ Y) = P(X ∪ Y). An association rule X ⇒ Y has a measure of reliability called confidence (X ⇒ 
Y) defined as P(Y |X) = P(X∪Y )/P (X) = support(X∪Y )/support(X). The standard 
problem of mining association rules [1] is to find all rules whose metrics are equal to 
or greater than some specified minimum support and minimum confidence thresholds.  
A k-itemset with support above the minimum threshold is called frequent. We use a 
third significance metric for association rules called lift [25]: lift(X ⇒ Y) = P(Y |X)/P 
(Y) = confidence(X ⇒ Y )/support(Y ).  Lift quantifies the predictive power of X⇒Y ; 
we are interested in rules such that lift(X ⇒ Y ) > 1. 

3   Apriori Rule 

Finding frequency itemsets using candidate generation. Apriori is a algorithm  
proposed by R. Agrwal and R. Srikant in 1994. Apriori rule employs an iterative 
approach know as a level-wise search, where k-itemsets are used to explore (k+1)-
itemsets. Tthe set of frequency 1-itemsets is found by scanning the database to accu-
mulate the count of each time and collecting those items satisfy minimum support. 
The resulting set is  L1. Next L1 used to find the set of frequency 2-itemsets, which is 
used to find, and so on, until no more frequency k-itemsets can be found.  The finding 
of each Lk requires one full scan of database. 

Algorithm: Apriori rule.   
Find frequent itemsets using an iterative level-wide approach based on candidate 
generation. 
Input:  D, a database of transaction; 
            min_sup, The minimum support count threshold. 
Output: L, frequent itemsets in D 
Method: 
L1 = find_frequent_1-itemset(D); 
for (k=2;Lk-1!= 0;k++){ 
    CK = Apriori_gen(Lk-1); 
    for each transaction t ∈D {// scan D for count 
          Ct= subset(Ck,t);// Get subset of t that are candidate 

          for each candidate c∈  Ct  
             C.count++; 
     } 
     Lk = {c∈Ck|c.count ≥  min_sup} 
} 

Return L = UkLk; 
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4   Boolean Algebra 

Boolean algebra [5], developed in 1854 by George Boole in his book, “An Investiga-
tion of the Laws of Thought”.  Some operations of ordinary algebra, in particular 
multiplication xy, addition x+y, and negation -x, have their counterparts in Boolean 
algebra, respectively the Boolean Operations AND, OR, and NOT also called con-
junction x∧y, disjunction x∨y, and negation or complement ¬x sometime !x.  Some 
authors use instead the same arithmetic operations as ordinary algebra reinterpreted 
for Boolean algebra, treating xy as synonymous with  x∧y and x+y with x∨y. 

Basic Boolean operations can be defined arithmetically as follows. 

x ∧y=xy (1) 

x∨y=x + y – xy (2) 

¬x=1 – x (3) 

Alternatively, the values of x∧y, x∨y, and ¬x can be expressed without reference to 
arithmetic operations by tabulating their values with truth tables as follows. 

 

Fig. 1. Boolean algebra structure 

5   Boolean Algebra and Compression Data 

Psudo-code of Boolean algebra and Compression Data. 
Tid_cl   = a table of transaction 
Tid_cl2 = a table contain candidate 
Final Candidate = the result of candidates 
>  Min_sup 
Tk    = Itemset 
Tid  = transaction ID 
Min_sup = Minimum support count all 
transactions 
 
Procedure Find L1 

Procedure Generate Candidate-2 
for each itemset T1 ∈  Tid_cl.Tk-1 

for each itemset T2 ∈Tid_cl.Tk-1 
     if(T2 > T1) then  

Add  T2  ∪  T1  to Tid_cl2; 
 

Procedure Generate Associate Data 
Find L1; 
Compress Structure ; 
Generate Candidate-2; 
add to Final Candidate File; 



 Boolean Algebra and Compression Technique for Association Rule Mining 153 

for each itemset count  Tk  ∈  Tid_cl; 
Delete Tk ≤  Min_sup; 

      Add to Final Candidate; 
Procedure Compress Structure 
for each Tid , Tidk ∈  L1 { 

if  same Tidk Then  
New_structurek = New_structurek + Tk ;    

else         
New_Structure.countk++; 

} 
for each New_structurek  Update 
Tid_cl.feq; 
 

for each (k=3; Lk-1 ;k++){ 
         for each Tid_cl2 Delete 
              Tid_cl2.Tk ≤  Min_sup 
         for each Tid_cl2 add to final 

Candidate 
         for each itemset (j=1 ;  
              Tid_cl2.eof ; j++)   

                     add Tid_cl2.Tj ∪  Tid_cl.T; 
                   Delete Tid_cl2k-1; 
      } 

Example:  Minimum support 10% percent = 1.5   

Table 1. Transaction Data 

Trans# Item  Trans# Item Trans# Item  Trans# Item 
T001 
T001 
T001 
T002 
T002 
T003 
T003 
T004 
T004 
T004 

I1 
I2 
I5 
I2 
I4 
I2 
I3 
I1 
I2 
I3 

 T004 
T005 
T005 
T006 
T006 
T007 
T007 
T008 
T008 
T008 

I4 
I1 
I3 
I2 
I3 
I2 
I3 
I1 
I2 
I3 

T009 
T009 
T009 
T010 
T010 
T010 
T011 
T011 
T011 
T012 

I1 
I2 
I3 
I1 
I2 
I4 
I1 
I2 
I3 
I2 

T012 
T013 
T013 
T013 
T014 
T014 
T014 
T015 
T015 

I3 
I1 
I2 
I4 
I1 
I2 
I3 
I2 
I3 

Step 1: Find L1 : Find frequency itemset and remove frequency itemset less than 
minimum support. 

Table 2. Eliminate Itemset lower minimum support 

 Itemsets Support count Eliminate {I5} lower 
Minimum Support 

Itemsets Support count 

 {I1} 
{I2} 
{I3} 
{I4} 
{I5} 

9 
14 
11 
4 
1 

Result of candidate-1 
Itemsets 

 

{I1} 
{I2} 
{I3} 
{I4} 

9 
14 
11 
4 

Step 2: Compression Data. 
Create pattern is same structure as T001  pattern1, T002  pattern2, {T003, T006, 
T007, T012, T015}  pattern3. T004  pattern4, {T010,T013}  pattern 5, T005  
pattern6 and  {T008,T009,T011,T014}  pattern7. 
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Table 3. Pattern table after compress data 

 I1 I2 I3 I4 Count 

Pattern-1 X X   1 

Pattern-2  X  X 1 

Pattern-3  X X  5 

Pattern-4 X X X X 1 

Pattern-5 X X  X 2 

Pattern-6 X  X  1 

Pattern-7 X X X  4 

Step 3: Find Candidate-2 Itemsets. 
To discover the set of frequency 2-itemsets, Generate candidate from Pattern table 
itemsets1 to itemsetsk  and count number of candidate. Starting from candidate-2 item-
sets by Itemset1 ∪ Itemsetk-i, scan for all pattern transactions table.  Then remove each 
candidatek-1 itemsets < minimum support. 

Table 4. Result of Candidate-2 Itemsets 

Itemsets (C2) Support Count 
{I1,I2} 
{I1,I3} 
{I1,I4} 
{I2,I3} 
{I2,I4} 

8 
6 
3 

10 
4 

Step 4: Find Candidate-3 Itemsets 
Generate Candidate-3 Itemsets by Itemset1 ∪ C2, scan for all candidate-2 itemsets. 

Table 5. Result of Candidate-3 Itemsets 

Item sets Support 
Count 

{I1,I2,I3} 
{I1,I2,I4} 

5 
3 

Table 6. Final result 

Itemsets Support 
Count 

 Itemsets Support 
Count 

{I1} 
{I2} 
{I3} 
{I4} 

{I1,I2} 
{I1,I3} 

9 
14 
11 
4 
8 
6 

 {I1,I4} 
{I2,I3} 
{I2,I4} 

{I1,I2,I3} 
{I1,I2,I4} 

3 
10 
4 
5 
3 
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6   Experiment 

In this section, we performed a set of experiments to evaluate the effectiveness of B-
Compress. The experiment data set consists of two kinds of data, data from 
Phanakorn Yontrakarn Co., Ltd. and Generate sampling data.  This company sales 
and offer car services to discover association data.  The experiment of three criteria, 
firstly, increase amount of records from 10,000 to 50,000 records and fixed 10 
itemsets.  Secondly, increase of itemsets and fixed amount of records = 50,000.  
Thirdly, increase of minimum support and fixed itemsets and amount of records. 

Experiment 1: Increase number of records.  Step 10,000 records.  Fixed 10 itemsets.  

 

Fig. 2. Increase number of records.  Step 10,000 records. Fixed 10 itemsets. 

Experiment  2: Increase itemsets.  Fixed number of records 10 itemsets  

 

Fig. 3. Increase itemsets and fixed number of records 50,000 records 

Experiment 3: Increase of minimum support from 10 percent to 60 percent. The step 
to change minimum support, Apriori rule low minimum support takes time to process 
but B-Compress slightly affects the performance because B-Compress compresses 
data, process only the actual data and reduce to each candidate.   

The result of experiments, Boolean Algebra and Compression Technique for Asso-
ciation rule Mining discovers an association has ten times higher mining efficiency in 
execution time than Apriori rule.  If increasing the number of records, Apriori rule 
will take time to read the whole database.  If increasing the number of itemset, Apriori 
rule will create more candidates depending on the number of itemsets but Boolean 
Algebra and Compression Technique for Association rule Mining takes shorter time 
because it will compress data and create candidates in existing data only and delete 
candidate’s data that are lower than minimum support from each steps. 
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Fig. 4. Increase of minimum support from 10 percent to 60 percent 

7   Conclusion 

The paper proposes a new association rule mining theoretic models and designs a new 
algorithm based on theories. B-Compress compresses data, processes only the actual 
data and reduces the data of each candidate. The Boolean Algebra and Compression 
Technique for Association rule Mining is able to discover data more than ten times 
faster than Apriori rule.  
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Abstract. In this paper, we propose a new method of representing documents 
based on clustering of term frequency vectors. For each class of documents we 
propose to create multiple clusters to preserve the intraclass variations. Term 
frequency vectors of each cluster are used to form a symbolic representation by 
the use of interval valued features. Subsequently we propose a novel symbolic 
method for feature selection. The corresponding symbolic text classification is 
also presented. To corroborate the efficacy of the proposed model we conducted 
an experimentation on various datasets. Experimental results reveal that the 
proposed method gives better results when compared to the state of the art tech-
niques. In addition, as the method is based on a simple matching scheme, it re-
quires a negligible time.  

Keywords: Text Document, Term Frequency Vector, Fuzzy C Means, Sym-
bolic Representation, Interval Valued Features, Symbolic Feature Selection, 
Text Classification. 

1   Introduction 

In automatic text classification, it has been proved that the term is the best unit for 
text representation and classification [1]. Though a text document expresses vast 
range of information, unfortunately, it lacks the imposed structure of a traditional 
database. Therefore, unstructured data, particularly free running text data has to be 
transformed into a structured data. To do this, many preprocessing techniques are 
proposed in literature [2]. After converting an unstructured data into a structured data, 
we need to have an effective representation model to build an efficient classification 
system. Many representation schemes can be found in the literature [3]. 

Although many text document representation models are available in literature, fre-
quency based Bag of Word (BOW) model gives effective results in text classification 
task. Unfortunately, BOW representation scheme has its own limitations. Some of 
them are: high dimensionality, loss of correlation and loss of semantic relationship that 
exists among the terms in a document. Also, in conventional supervised classification 
an inductive learner is first trained on a training set, and then it is used to classify a 
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testing set, about which it has no prior knowledge. However, for the classifier it would 
be ideal to have the information about the distribution of the testing samples before it 
classifies them. Thus in this paper, to deal with the problem of learning from training 
sets of different sizes, we exploited the information derived from clusters of the term 
frequency vectors of documents. 

Clustering has been used in the literature of text classification as an alternative rep-
resentation scheme for text documents. Several approaches of clustering have been 
proposed. Given a classification problem, the training and testing documents are both 
clustered before the classification step. Further, these clusters are used to exploit the 
association between index terms and documents [4]. In [5], words are clustered into 
groups based on distribution of class labels associated with each word. Information 
bottle neck method is used to find a word cluster that preserves the information about 
the categories. These clusters are used to represent the documents in a lower dimen-
sional feature space and naïve bayes classifiers is applied [6]. Also, in [7] information 
bottleneck is used to generate a document representation in a word cluster space in-
stead of word space, where words are viewed as distributions over document catego-
ries. Dhillon et al., (2002) in [7] proposed an information theoretic divisive algorithm 
for word clustering and applied it to text classification. Classification is done using 
word clusters instead of simple words for document representation. Two dimensional 
clustering algorithms are used to classify text documents in [8]. In this method, 
words/terms are clustered in order to avoid the data sparseness problem. In [9] clus-
tering algorithm is applied on labeled and unlabeled data, and introduces new features 
extracted from those clusters to the patterns in the labeled and unlabeled data. The 
clustering based text classification approach in [10] first clusters the labeled and unla-
beled data. Some of the unlabeled data are then labeled based on the clusters obtained. 

All in all, the above mentioned clustering based classification algorithms work on 
conventional word frequency vector. Conventionally the feature vectors of term 
document matrix (very sparse and very high dimensional feature vector describing a 
document) are used to represent the class. Later, this matrix is used to train the system 
using different classifiers for classification. Generally, the term document matrix 
contains the frequency of occurrences of terms and the values of the term frequency 
vary from document to document in the same class. Hence to preserve these varia-
tions, we propose a new interval representation for each document. Thus, the varia-
tions of term frequencies of document within the class are assimilated in the form of 
interval representation. Moreover conventional data analysis may not be able to pre-
serve intraclass variations but unconventional data analysis such as symbolic data 
analysis will provide methods for effective representations preserving intraclass varia-
tions. The recent developments in the area of symbolic data analysis have proven that 
the real life objects can be better described by the use of symbolic data, which are 
extensions of classical crisp data [11]. 

Thus these issues motivated us to use symbolic data rather than using a conven-
tional classical crisp data to represent a document. To preserve the intraclass varia-
tions we create multiple clusters for each class.  Term frequency vectors of documents 
of each cluster are used to form an interval valued feature vector. On the other way, in 
interval type representation there are chances of overlap between the features which 
leads to low classification rate and hence we need to select only those interval fea-
tures which will have less overlap between the features. To the best of our knowledge 
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no work has been reported in the literature which uses symbolic feature selection 
method for text document classification. Feature selection are of two types i.e., filters 
and wrappers method. There is evidence that wrapper methods often perform better 
on small scale problems, but on large scale problems, such as text classification, 
wrapper methods are shown to be impractical because of its high computational cost 
[12]. Hence in this paper we propose a filter method to select the best features. 

With this backdrop, in our previous work (Guru et al., 2010) in [13], we made an 
initial attempt towards application of symbolic data concepts for text document repre-
sentation. In this paper the same work is extended towards creating multiple represen-
tatives per class using clustering before symbolic representation. In order to select 
features with less overlap we propose a novel filter based feature selection method.  
To the best of our knowledge no work has been reported in the literature which uses 
symbolic representation and symbolic feature selection method for text document 
classification. 

The rest of the paper is organized as follows: A detailed literature survey and the 
limitations of the existing models are presented in section 1. The working principle of 
the proposed method is presented in section 2. Details of dataset used, experimental 
settings and results are presented in section 3. The paper is concluded in section 4. 

2   Proposed Method 

The proposed method has 3 stages: i). Cluster based representation of documents ii). 
Symbolic feature selection and iii) Document classification.  

2.1   Cluster Based Representation 

In the proposed method, documents are represented by a set of term frequency vec-
tors. Term frequency vector of sample documents of an individual (class) have con-
siderable intra class variations. Thus, we propose to have an effective representation 
by capturing these variations through clustering and representing each cluster by an 
interval valued feature vector called symbolic feature vector as follows:  

Let there be S number of classes each containing N number of documents, where 
each document is described by a t dimensional term frequency vector. The term docu-

ment matrix [14], say X of size ( )SN t× is constructed such that each row represents a 

document of a class and each column represents a term. We recommend applying any 
existing dimensionality reduction techniques [15] on X to obtain the transformed term 
document matrix Y of size ( )SN m× , where m is the number of features chosen out of 

t which is not necessarily optimum. Now, the training documents of each class are first 

clustered based on the reduced term frequency vector. Let [ ]1 2 3, , ,..., nD D D D be a set of 

n samples of a document cluster of thl class say l
jC ; 1, 2,3,...,j P=  ( P denotes number 

of clusters) and 1,2,3,...,l S= . Let [ ]1 2, ,...,i i i imF f f f= be a set of m features character-

izing the document sample iD of a cluster l
jC . Further, we recommend capturing intra 

class variations in each thk  feature values of the thj cluster in the form of an interval 
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valued feature ,jk jkf f− +⎡ ⎤⎣ ⎦ . The interval ,jk jkf f− +⎡ ⎤⎣ ⎦ represents the upper and lower limits 

of a feature value of a document cluster in the knowledge base. Now, the reference 
document for a cluster l

jC  is formed by representing each feature ( )1,2,3,...,k m= in the 

form of an interval and is given by 

{ }1 1 2 2, , , ,..., ,l
j j j j j jm jmRF f f f f f f− + − + − +⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ,                (1) 

where, 1, 2,...,j P= represents the number of clusters of documents of class l . It shall 

be noted that unlike conventional feature vector, this is a vector of interval valued 
feature and this symbolic feature vector is stored in the knowledge base as a represen-
tative of the thj cluster. Thus, the knowledge base has P number of symbolic vectors 

representing clusters corresponding to a class. In total there will be ( )S P× representa-

tive vectors in the database to represent all S number of classes. 

2.2   Symbolic Feature Selection 

As the term document matrix (which is of huge dimension) is represented by interval 
type data, there may be chances of overlapping in features among classes and this 
may reduce the classification accuracy.  Hence there is a need to select the best inter-
val features which have less overlapping among the classes. Further the dimension of 
the term document matrix is also reduced thereby reducing the classification time. In 
order to select the best features from the class representative matrix F we need to 
study the variance present among the individual features of each class. The features 
which have maximum variance shall be selected as the best features to represent the 
classes. Since F is an interval matrix we compute a proximity matrix of size 

( ) ( )S P S P∗ × ∗  with each element being of type multivalued of dimension m  by 

computing the similarity among the features. The similarity from class i to class j  

with respect to thk feature is given by [16] 

ik jkk
i j

jk

I I
S

I
→

⎛ ⎞
⎜ ⎟=
⎜ ⎟
⎝ ⎠

∩  .                 (2) 

where, [ , ] 1,2,...,ik ik ikI f f k m− += ∀ = are the interval type features of the clusters iC and 

[ , ] 1,2,...,jk jk jkI f f k m− += ∀ =  are the interval type features of the clusters jC . 

From the obtained proximity matrix, the matrix M of size ( )2
S P m× ×  is con-

structed by listing out each multivalued type element one by one in the form of rows. 
In order to select the features we study the correlation among the features and the 
features which have highest correlation will be selected as the best features. 

Let 
kTCorr be the total correlation of the thk column with all other columns of the 

matrix M and let AvgTCorr be the average of all total correlation obtained due to all 
columns. i.e., 

0

( , )
m

th th

k
q

TCorr C orr k C olum n q C olum n
=

=∑  and                         (3)  
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AvgTCorr
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==
∑

.              (4)  

We are interested in those features which have high discriminating capability, we 
recommend here to select those features, 

lTCorr of which is higher than the average of 

correlation AvgTCorr . 

2.3   Document Classification 

The document classification proposed in this work considers a test document, which is 
described by a set of m feature values of type crisp and compares it with the correspond-
ing interval type feature values of the respective cluster stored in the knowledge base. 
Let, [ ]1 1, ,...,t t t tmF f f f= be a m dimensional feature vector describing a test document. 

Let 
j

lRF be the interval valued symbolic feature vector of thj cluster of thl class. 

Now, each thm feature value of the test document is compared with the corresponding 

interval in 
j

lRF to examine whether the feature value of the test document lies within 

the corresponding interval. The number of features of a test document, which fall 
inside the corresponding interval, is defined to be the degree of belongingness. We 
make use of Belongingness Count cB as a measure of degree of belongingness for the 

test document to decide its class label. 

( )
1

, ,
m

c tk jk jk
k

B C f f f− +

=

⎡ ⎤= ⎣ ⎦∑  and                (5) 

( )
( )1 ;

, ,
0 ;

t k j k t k j k

t k j k j k

i f f f a n d f f

C f f f
O t h e r w i s e

− +

− +

⎧ ≥ ≤
⎪
⎪⎡ ⎤ = ⎨⎣ ⎦
⎪
⎪
⎩

.     (6)  

The crisp value of a test document falling into its respective feature interval of the 
reference class contributes a value 1 towards cB and there will be no contribution 

from other features which fall outside the interval. Similarly, we compute the 

cB value for all clusters of remaining classes and the class label of the cluster which 

has highest cB  value will be assigned to the test document as its label. 

3   Experimental Setup 

3.1   Dataset 

To test the efficacy of the proposed model, we have used the following four datasets. 
The first dataset consists of vehicle characteristics extracted from wikipedia pages 
(vehicles- wikipedia) [17]. The dataset contains 4 categories that have low degrees of 
similarity. The dataset contains four categories of vehicles: Aircraft, Boats, Cars and 
Trains. All the four categories are easily differentiated and every category has a set of 
unique key words. The second dataset is a standard 20 mini newsgroup dataset [18] 
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which contains about 2000 documents evenly divided among 20 Usenet discussion 
groups. This dataset is a subset of 20 newsgroups which contains 20,000 documents. 
In 20 MiniNewsgroup, each class contains 100 documents in 20 classes which are 
randomly picked from original dataset. The third dataset is constructed by a text cor-
pus of 1000 documents that are downloaded from Google-Newsgroup [19]. Each 
class contains 100 documents belonging to 10 different classes (Business, Cricket, 
Music, Electronics, Biofuels, Biometrics, Astronomy, Health, Video Processing and 
Text Mining). The fourth dataset is a collection of research article abstracts. All these 
research articles are downloaded from the scientific web portals. We have collected 
1000 documents from 10 different classes. Each class contains 100 documents. 

3.2   Experimentation 

In this section, the experimental results of the proposed method are presented. Ini-
tially the term document matrix X  of size ( )SN t× is constructed such that each row 

represents a document of a class and each column represents a term. We used Regu-
larized Locality Preserving Indexing (RLPI) [20] on X to obtain the transformed term 
document matrix Y of size ( )SN m× . The reason behind choosing RLPI for our ex-

periment is that it has a capability of discovering discriminating structure of the 
document space. More details on theoretical and algorithmic analysis of RLPI can be 
found in [20]. In the first set of experiments, 50% of documents in the corpus are 
considered to train the system and remaining 50% are considered for testing. On the 
other hand, in the second set of experiments 60% of documents are considered for 
training and 40% of documents are considered for testing. For both the experiments, 
we have randomly selected the training documents to create the symbolic feature 
vectors for each class. While conducting the experimentation we have varied the 
number of features m selected through RLPI from 1 to 30 dimensions. For each ob-
tained dimension we create cluster based interval representation as explained in sec-
tion 2.1. At this juncture, we used Fuzzy C Means (FCM) clustering algorithm to 
create a cluster based symbolic representation. The reason behind using FCM is its 
ability to discover cluster among the data, even when the boundaries among the data 
are overlapping. Also FCM based techniques has the advantage over the conventional 
statistical techniques like NN classifier, maximum likelihood estimate etc, because its 
distribution is free and no knowledge about the distribution of data is required [21]. 
After obtaining the symbolic feature vectors for the documents, we employ the sym-
bolic feature selection methods to obtain the best subset features d as explained in 
section 2.2 and subsequently the classification of testing documents is done in the 
way that is explained in section 2.3. The experiments are repeated 3 times and for 
each iteration the training set is randomly selected. The average classification accu-
racy of the proposed model of all the 3 trials is presented in the result Table 1. Also, 
the selection of number of clusters in Table 1 is empirically studied. A comparative 
analysis of the proposed method with other state of the art techniques on benchmark 
dataset viz., 20 MiniNewsgroup, Wikipedia dataset, Google dataset and Research 
article dataset is given in Table 2. From the Table 2 it is analyzed that the proposed 
method achieves better classification accuracy than the state of the art techniques. 
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Table 1. Classification accuracy of the proposed method on different data sets 

Dataset 
Training 

vs 
Testing 

Number 
of 

Clusters 

Minimum 
Accuracy 

Maximum 
Accuracy 

Average 
Accuracy 

50 vs 50 1 80.56 81.21 80.91 
60 vs 40 1 81.23 81.99 81.62 
50 vs 50 2 82.19 83.90 83.11 
60 vs 40 2 84.12 84.86 84.31 
50 vs 50 3 86.25 95.00 91.87 
60 vs 40 3 94.00 98.00 95.50 
50 vs 50 4 82.00 85.00 83.33 

 
 
 

Wikipedia   
Dataset 

60 vs 40 4 85.00 93.75 90.83 
50 vs 50 1 73.26 74.81 74.10 
60 vs 40 1 74.38 75.12 74.70 
50 vs 50 2 74.38 75.39 74.99 
60 vs 40 2 75.31 76.22 75.79 
50 vs 50 3 77.50 86.50 82.06 
60 vs 40 3 87.33 89.75 88.41 
50 vs 50 4 70.12 87.62 78.12 

 
 
 

20 MiniNews 
Group 

60 vs 40 4 83.50 89.25 86.66 
50 vs 50 1 63.83 65.86 64.65 
60 vs 40 1 64.81 65.38 65.05 
50 vs 50 2 66.22 66.91 66.45 
60 vs 40 2 66.86 67.57 67.25 
50 vs 50 3 67.00 84.80 73.33 
60 vs 40 3 74.00 91.75 81.58 
50 vs 50 4 55.60 66.60 62.20 

 
 
 

Google 
Dataset 

60 vs 40 4 87.50 90.50 88.83 
50 vs 50 1 89.38 90.16 89.81 
60 vs 40 1 90.27 91.49 91.04 
50 vs 50 2 90.38 91.23 90.85 
60 vs 40 2 91.39 91.86 91.56 
50 vs 50 3 96.00 98.25 96.83 
60 vs 40 3 97.20 99.00 97.86 
50 vs 50 4 92.50 96.50 94.25 

 
Research 
Dataset 

60 vs 40 4 95.60 97.00 96.20 
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Table 2. Comparative analysis of the proposed method with other state of the art techniques 

Dataset Method 

Wikipedia 
Dataset 

Mini 20 
News Group 

Status Matrix Representation [19] 76.00 71.12 

Symbolic Representation [13] 81.99 NA 

Naive Bayes Classifier with 
flat ranking 

81.25 NA 

Linear 85.42 NA 
RBF 85.42 NA 

Sigmoid 84.58 NA 

Probability based 
representation [17] 

 

Naïve 
Bayes  

Classifier + 
SVM Polynomial 81.66 NA 

Naive Bayes 
Classifier 

NA 66.22 

KNN NA 38.73 
Bag of word representation [18] 

 
SVM NA 51.02 

 
Proposed Method 

95.50  
(3 Clusters) 

88.41 
(3 Clusters) 

 

4   Conclusions  

The main finding of this work is that the document classification using symbolic rep-
resentation of clusters achieves considerable increase in classification accuracy when 
compared to the other existing works. We have made a successful attempt to explore 
the applicability of symbolic data for document classification. Overall the following 
are the contributions of this paper: 

i. The new method of cluster based representation for document classification 
ii. Introduction of a novel symbolic feature selection method 

iii. Targeting a good classification accuracy on different datasets. 
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Abstract. Collaborative filtering is a widely used recommending method. But 
its sparsity problem often happens and makes it defeat when rate data is too few 
to compute the similarity of users. Sparsity problem also could result into error 
recommendation. In this paper, the notion of SimRank is used to overcome the 
problem. Especially, a novel weighted SimRank for rate bi-partite graph, 
SimRate, is proposed to compute similarity between users and to determine the 
neighbor users. SimRate still work well for very sparse rate data. The 
experiments show that SimRate has advantage over state-of-the-art method. 

Keywords: Collaborative Filtering, SimRank, Similarity, Sparsity. 

1   Introduction 

A promising technology to overcome such an information overload is recommender 
systems. One of the most successful recommendation techniques is Collaborative 
Filtering (CF) which identifies customers whose tastes are similar to those of a given 
customer and it recommends products those customers have liked in the past [1,2]. 
Although widely being used, there are a lot of issues, such as sparsity, cold-starting 
etc. [2]. In this paper, we focus on the sparsity of collaborative recommendation. 
Specially, the notion of famous SimRank is exploited to measure the similarity of 
users. A novel improved SimRank, SimRate, is proposed for collaborative filtering. 
The experiments show that proposed method makes better performance than state-of-
the-art when rating data is sparse. 

There are two primary research contributions made in this paper. (1) Proposing an 
effective method to overcome the sparsity of collaborative filtering by using SimRank 
intuition, and proposed SimRate also extend SimRank and SimRank++ for collabora-
tive recommendation based on rating. (2) Making varied experiments to verify that 
proposed method has advantage over the state-of-the art approaches. 

The rest of the paper is organized as follows. The next section provides a brief re-
view on collaborative filtering and similarity computing. In section 3, collaborative 
recommender and its sparsity are introduced. In section 4, famous Simrank and Sim-
Rank++ is analysed and explained why they cannot be used to collaborative filtering 
based on rate. In section 5, a novel weighted SimRank for rate graph, SimRate, is 
designed for sparsity of collaborative filtering. Section 6 describes our experimental 
work, including experiment datasets, procedure and results of different experiments. 
In final, some concluding remarks and directions for future research are provided. 
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2   Related Works 

Collaborative filtering is a widely used recommendation techniques in many fields, 
such as news, Movie, book, CD, video, joke, etc [3,4]. A survey on collaborative 
recommender can be found in [1]. Although being widely used, collaborative filtering 
has two key limitation, respectively sparsity and cold-starting. In this paper, the spar-
sity issue is focused. The problem can be resulted for too few rating data which make 
it hard to compute the similarity between users and make impossible to determine the 
neighbour users of active user. In practical application, rate data is very sparse, and 
sparsity often happen [1].  

In essence, the sparsity issue in collaborative recommendation is related to similar-
ity computation of users. There are a lot of works dedicate to the problem. Tradition-
ally, collaborative recommender is modelled into a user-item rating matrix, and a user 
is profiled as a vector. According the notion, widely used measures for the similarity 
between users include Cosine, Pearson etc[3,7]. For these methods, it is assumed that 
the preference of user can be structurally described though their rated items. Recently, 
being inspired by PageRank, the similarity measure based linkage is proposed, such 
as SimRank[5]. Using the measure, the similarity between two nodes is computed by 
averaging the similarity of their neighbour node. But SimRank work for no-weighted 
graph. When being used in collaborative recommender, rating information will be 
lost. Most recently, SimRank++, a weighted SimRank [6], is proposed to compute the 
similarity of two queries in a weighted bi-partite click graph, where the weight of 
edge is click times from a query to an ad. Clicking times as weight in SimRank++ has 
different means with rate in collaborative recommender systems. SimRank++ could be 
used in collaborative recommender. In fact, the experiments in section 6 verify the 
conclusion. Other works on SimRank include MatchSim[9], PageSim[10] etc. But 
these methods are not adapted to collaborative filtering for sparsity. 

3   Collaborative Recommendation and Its Sparsity 

Collaborative filtering is a widely used recommendation technique to date [1,3]. The 
schemes rely on the fact that each person belongs to a larger group of similar behav-
ing individuals. Formally, for a recommender systems, let R be an n×m user-item 
matrix containing rating information of n customers on m items, where Ri,j is rate of 
the i customer for the jth item, as shown in Table 1.  

Table 1. User-Item Rating Matrix for Collaborative Recommendation 

User/Item I1 I2 … Ij … In 

U1 R11 R12 … R1j … R1n 
U2 R21 R22 … R2j … R2n 
… … … … … … … 
Ui Ri1 Ri2 … Rij=? … Rin 
… … … … … … … 
Um Rm1 Rm2 … Rmj … Rmn 
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CF work as following procedures. First, identify the k most similar users for active 
user. After the k most similar users Neighbor(a) (also called as neighbor users) for 
active user a have been discovered, their rating information is aggregated to predict 
the preference of active user for un-rating items. Finally, the predicted item is order 
by predicting score, and the items with high score will be recommended. 

In above algorithm, the similarity between users is the most key step. If the data is 
too sparse, it is possible that the similarity cannot be computed by widely used simi-
larity measures include Cosine, Pearson, etc. because there is no common rated item. 
For example, as shown in Table 2, the similarity between user U1 and U2 could not be 
computed because they have not common rated item. Sometimes, although two users 
have common rated items (for example, U1 and U3 have one common item), the simi-
larity of them could be not accurate because the number of common rated items is too 
few. But recently proposed SimRank is still effective to compute the similarity for 
sparse data, as shown in Table 3, using SimRank metric, the similarity between user 
U1 and U2, s(U1,U2)=0.537.  

Table 2. An example of Sparse Rating matrix 

Item 
User 

I1 I2 I3 

U1 3 null 5 
U2 null 5 null 
U3 2 3 null 

Table 3. Similarity Matrix by SimRank Matrix (for C=0.8) 

User 
User 

U1 U2 U3 

U1 1 0.537 0.667 
U2 0.537 1 0.481 
U3 0.667 0.481 1 

4   Analysis on SimRank for Collaborative Recommendation 

4.1   Basic SimRank 

SimRank is a method for computing object similarities [7], used to measure the simi-
larity of the structural context in which objects occur based on their relationships with 
other objects. Let S(A, B) denote the similarity between user A and user B, and S(X, Y) 
denote the similarity between item X and Y. For A≠B, S(A, B) be computed as the 
following, 

∑∑
∈∈

=
)()(

1 ),(
)()(

),(
BEjAEi

jiS
BEAE

C
BAS  .                  (1) 

For X≠Y, S(X, Y) be computed as the following, 
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Where C1 and C2 is a constant between 0 and 1. 
Although the SimRank is an effective method used to compute the similarity of  

users when rating data is very sparse[7], the SimRank is only used for no-weighted bi-
partite graph. If the algorithm is directly used in collaborative recommender, all rating 
information will be lost. Although the similarity between two users can be computed, 
the accuracy of the similarity is doubtful. For example, as shown in the Fig.1, both 
user A and B rate 1 for item X in Fig.1.(a), both user A and B rate 5 for item X in 
Fig.1.(b), user A rate 1 for item X while user B rate 5 for item X in Fig.1.(c). If Sim-
Rank is used, the similarity of user A and B in the three figure case are equal for re-
flecting rating information. It is obviously unreasonable. 

 

Fig. 1. User A and User B make different rate for the item X 

4.2   SimRank++ 

Recently, a weighted SimRank algorithm, SimRank++[9], is designed to compute the 
similarity of the two queries though clicking ad, where weight means the number of 
clicks that an ad received as a result of being displayed for a query. Weight means 
relation strength between the ad and the query.  

There exist two premises on the weight of SimRank++. The first one is that a query 
strongly related to an ad means the query has lower relationship with other ads. The 
premise is not true for collaborative recommendation, where a user could rate high for 
many items. For example, Tom could rate high for a ‘football’ book and ‘English’ 
book because he likes ‘football’ and ‘English’. Another premise in SimRank++ is that 
smaller weight means lower relationship of the query with the ad and make smaller 
role when the similarity is computed. The SimRank score of the two queries q1 and q2 
is consistent with the weights on the click graph. This premise also could not true. In 
collaborative recommendation, if two users give high rate for common item, as shown 
in Fig.1.(b), they have similar interest. But if two users give low rate for common 
item, as shown in Fig.1.(a), then both of the two users dislike the common item, they 
also have similar preference to some degree. That is to say, in collaborative recom-
mendation, the similarity between two users should be not consistent with their rates. 
In the next section, a new weighted SimRank for rate graph is proposed to improve the 
two premises. 
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5   SimRate: A Similarity Measure for Rate Graph 

First, in order to use proposed method, rating matrix is firstly translated into bi-partite 
rate graph. Formally, if there is a rating matrix Rm×n for collaborative filtering, it will 
be translated into bi-partite rate graph G = (U, I, E), where E is a set of edges that 
connect user with item. G has an edge (user, item) if the user have rated the item. For 
any node v in rate graph, we denote by E(v) the set of neighbors of v. If the node v is a 
user, E(v) denote the set of items rated by user v. If the node v is an item, then E(v) 
denote the set of users who rated the item v. As shown in Fig.2, rate matrix in Table 2 
is modeled into weighted rate bi-partite digraph. 

 

Fig. 2. Bi-partite rate graph 

According to above the observation, proposed weighted SimRank for rate graph, 
called as SimRate, has following key idea.  

Supposing item X=(X1,X2,…,Xm) is the rated items set by user A, and item 
Y=(Y1,Y2,…,Yn) is the rated items set by user B.  

1) The similarity between user A and B is got by integrating the similarity between 
element of set X and the element of set Y, but not by averaging.  

2) The contribution of similarity between element pair of items X and Y depend on 
agreement that user A and B respectively rate for item X and Y. That is to say, RAX is 
more closer to RBY, the S(Xi, Yj) has greater contribution on the S(A,B), and higher 
weight for S(Xi, Yj)will attributed when the S(A,B) is computed. On the contrary, little 
weight is attributed. 

So, the similarity of user A and B is computed as the following, 
For A≠B, 
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otherwise, S(A,B)=0. 
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For i≠j, 
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Where C1 and C2 is a constant between 0 and 1. 
If i=j, S(i,j)=1. 
As done in SimRank, an iterative computing method is exploited to compute  

SimRate.  

6   Experiments 

6.1   Datasets 

The datasets used in our experiment is EachMovie provided by DEC Systems Re-
search Center. It contains ratings from 72,916 users on 1,628 movies[11]. User ratings 
were recorded on a numeric six-point scale (0.0, 0.2, 0.4, 0.6, 0.8, 1.0). We extracted 
three different data subsets from EachMovie dataset according to the voting density, 
respectively called as Sparse, General, and Dense, whose statistics are shown in Ta-
ble 4. Although the data from 72,916 users is available, we restrict the analysis to the 
first 400 users in the database because we are only interested in the performance of 
the algorithm under conditions where the number of users and items is low. For each 
data subset, 400 movies were used as training data, while the other 100 movies were 
used as testing data in our experiments. 

Table 4. Statistics of Experiment Datasets  

Dataset Profile Ratings of per user Sparsity 
Sparse 400users/500movies/8000ratings 20 movies per user 96% 

General 400users/500movies/37795ratings 90-100 movies per user 81.1% 
Dense 400users/500movies/73663ratings 150-300 movies per user 63.22% 

Mean Absolute Error (MAE) widely used is chose to measure the accuracy of rec-
ommendation based on SimRate.  

In this section, two experiments are made for verify our conclusions. The first ex-
periment is used to verify whether SimRate has better performance for sparse data 
than traditional similarity measure. In the experiment, SimRate is compared with 
Cosine and Pearson. The second experiment is used to compare the accuracy of Sim-
Rate with the accuracy SimRank and SimRank++. 

6.2   Experiment Results 

All experiment results are shown in Fig.3. First, as shown in Fig.3.(a), apparently 
SimRate has an overwhelming advantage over traditional similarity measure, Cosine 
and Pearson, for all data subsets. It is shown the similarity measure based on link for 
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bi-partite rate graph is better than the similarity measure based on characteristic for 
rate matrix. With the increasing of the sparsity of data subset, SimRate has greater 
advantage over Cosine and Pearson. 

Secondly, as shown in Fig.3.(b), although all of SimRate, SimRank, SimRank++ are 
based on linkage and can work for sparse data, SimRate has higher accuracy than 
SimRank and SimRank++. It is explained that the SimRank with no-weight lose detail 
rating information. Although both SimRate and SimRank++ focus on weighted bi-
partite graph, rate in SimRate and clicking in SimRank++ have different meanings, 
Simrank++ will result heavy error when used in collaborative recommend based on 
rate. 

 
(a) Comparing SimRate with Cosine, Pearson 

 
(b) Comparing SimRate with SimRank, SimRank++ 

Fig. 3. Experiment Results 

7   Conclusion 

Collaborative filtering is a key recommendation method. Being inspired by the notion 
of SimRank, a novel similarity measure, SimRate, is proposed to compute the similar-
ity of users. The method is effective to overcome the sparsity of collaborative filter-
ing, and has advantage over SimRank, SimRank++. In the future, more dataset would 
be tested for SimRate. It is also interesting to research the performance of SimRate for 
cold-starting in recommender systems. 
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Abstract. Recent years have witnessed the increasing interest in transfer learning. 
And transdactive transfer learning from multiple source domains is one of the im-
portant topics in transfer learning. In this paper, we also address this issue. How-
ever, a new method, namely TTLRM (Transductive Transfer based on Logistic 
Regression from Multi-sources) is proposed to address transductive transfer learn-
ing from multiple sources to one target domain. In term of logistic regression, 
TTLRM estimates the data distribution difference in different domains to adjust 
the weights of instances, and then builds a model using these re-weighted data. 
This is beneficial to adapt to the target domain. Experimental results demonstrate 
that our method outperforms the traditional supervised learning methods and 
some transfer learning methods. 

Keywords: transductive transfer learning, classification, multiple sources,  
logistic regression. 

1   Introduction 

As a new field of machine learning research, transfer learning is proposed to solve the 
fundamental problem of mismatched distribution between the training and testing 
data. And it consists of three categories [1], that is, (1) inductive transfer learn-
ing[2,3], a few labeled data in target domain are available; (2) transductive transfer 
learning[4,5], a lot of labeled data in the source domain are available while no labeled 
data in the target domain are available; (3) unsupervised transfer learning[6,7], la-
beled data in both source and target domains are unavailable. 

In many applications, labeling data in the target domain is tough. Even though la-
beling a few data, it would be costly. In addition, when multiple similar sources are 
available in applications, it is the problem that how to transfer the knowledge from the 
multi sources to one target domain. In this case, transductive transfer learning is fea-
sible to address these problems. Therefore, we propose a method to address the prob-
lem, namely transductive transfer learning from multiple sources. 

In fact, many efforts have been focused on this field. Mansour et al.[8] estimated 
the data distribution of each source to reweight the patterns from different sources. 
And it is proved that hypothesis combinations weighted by the source distributions 
benefit from favorable theoretical guarantees. Crammer et al.[9] also addressed the 
problem based on the assumption that the data distribution of all source domains are 
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the same, and the labels change only due to the varying amounts of noise. Obviously, 
the assumption usually is not valid in real world.  

Bliter et al. proposed Structual Correspondence Learning(SCL)[10], in which a set 
of pivot features is defined firstly from the unlabeled data, then these pivot features 
are treated as a new label vector. This model can be adaptive to the target domain by 
solving the vector. Experimental results show that SCL can reduce the difference 
between domains, but how to select pivot features is difficult and domain-dependent. 
As the follow-up work, MI-SCL introduces the Mutual Information (MI) to choose 
the pivot features[11], it tries to find the pivot features that is dependent highly on the 
labels in the source domain. Mark introduced the Confidence-Weighted (CW) learn-
ing[12] to maintain the probabilistic measure of confidence in each parameter, it aims 
to improve the parameter estimates and reduce the distributuion’s variance. 

In contrast to the works mentioned above, in this paper, a new method namely 
TTLRM is proposed. It depends on an effective tool, logistic regression for transfer 
learning. Our method aims to handle the issue that all the data in source domains are 
labeled. Experimental studies present that our method is effective and performs better 
than the traditional supervised learning methods and some transfer learning methods. 

2   Transductive Transfer Learning Based on Logistic Regression 
from Multiple Sources (TTLRM) 

In this paper, there are K source domains and one target domain and they are similar 
but not the same. A lot of labeled data in the source domain are available while only 
unlabeled data in the target domain are available. Our goal is to train a high-quality 
classification model for the target domain.  

More formally, let kSX  (k=1…K) be the source domain instance space, TX  be 

the target domain instance space, and Y={0,1} be the set of labels. According to the 
definition of the problem, the source domains are denoted as  
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TD , and the symbol‘?’means the label is unknown. 

Here, there is an assumption that the conditional probability 
( | ) ( | )

S Tk
D DP y x P y x= , though P(x), the probability of an instance could vary. The 

assumption indicates that if the identical instances appear in both source and target 
domains, the labels should be the same. 

TTLRM consists of 3 steps: First, the logistic regression model is extended to 
adapt to transfer learning; Second, the data distribution difference between source 
domain and target domain is exploited, and the weight of each instance is adjusted; 
Finally, the model is built on the re-weighted data, which make the classifier more 
adaptive to the target domain. The description of algorithm is shown as follows. 
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Algorithm: TTLRM 

Input: SD , TD and parameter of termination λ .       

Output: the classification model of target domain. 
(1) Mix the source and target data, and the label of data in Dmix is set as 

the j-th domain where the data come from; 
(2)On the labeled Dmix, we can estimate the value of distribution differ-

ence with the approach of logistic regression; 

(3) 0oldw w= = ; 
(4)Based on the distribution difference, the weight of data (the vector w) 

will be updated;  

(5) 0,1,...,i n∀ = ，if λ≤− )( old
ii wwabs  is satisfied，then goto step 6, 

else goto step 4; 

(6)The parameter vector 0{ }k n
j jw = ( 1,2,...,k K= ) gotten, we can train the 

classification model for the target domain based on logistic regression. 

2.1   Logistic Regression 

Logistic regression is one of the well known and effective tools for classifica-
tion[13,14]. As the set of instances X is given, conditional probability ( | )P Y X  

denotes the probability that X belongs to Y, where Y is discrete-valued and X is any 
vector containing discrete or continuous variables. Logistic regression estimates the 
parameter model from the training data set through optimizing the objective function. 
When Y is a Boolean value, the classification model is as follows,  
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where ( )11, ,...,
T

i i ipx x x= , ijx  is the j-th attribute of instance ix , p is the number of 

attributes, ( )0 1, ,...,
T

nw w w w= is parameter vector and wj follows the normal distribu-

tion, donated as ( , )j j jw N μ σ∼ . Parameter vector w  can be obtained from the train-

ing data set { } 1, |Ni i iD x y == , in term of maximizing log-likelihood function as formula 3. 
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In general, 0jμ = , jσ σ= (σ  is a constant) are set in advance. Formula 3 is a 

concave function for w , therefore, the global optimum can be obtained by using 
nonlinear numerical optimization methods. When the parameter vector w  is ob-
tained, formula 1 and 2 can be used to calculate the probability that the testing data 
belongs to the positive (or negative) category. 
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2.2   Logistic Regression for Transfer Learning Model 

According to [15], logistic regression is applied in K different source domains to 
obtain their respective parameter vectors

0{ }k n
j jw = , 1, 2,...,k K= . Then, the parameter 

vector of the target domain is denoted as ),(~ σμNw  , where the parameter vector w  

in the target domain can be obtained by maximizing log-likelihood function as  
formula 4. 
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It should be mentioned that we need labeled data in the target domain during maxi-
mizing formula 4 to obtain parameter vector of the target domain. However, in trans-
ductive transfer learning setting, no labeled data are available in the target domain. 
Meanwhile, as the source domains and the target domain follow different distribu-
tions, the labeled data in the source domains can not be utilized directly. To solve this 
problem, the maximizing log-likelihood function is rewritten as formula 5 so that the 
labeled data in source domains can be used. And ( , , ) log ( | )f x y w P y x=  is  

supposed. 

2

1 0

2

1 0

2

( , ) 0

1 0

log ( | ) ( )
2

( , , ) ( )
2

( , )
( , ) ( , , ) ( )

( , ) 2

( , )
( , , ) (

( , ) 2

T

i i

T

i i

T

Sk

Sk

k kSk
T k k

k k

Sk

N n
j jT T

i j j

N n
j jT T

i j j

n
D j j

D
x y X Y jD j

S SN n
D i i j jS S

i iS S
i jD i i j

w
P y x

w
f x y w

P x y w
P x y f x y w

P x y

P x y w
f x y w

P x y

μ
σ
μ

σ
μ

σ

μ
σ

= =

= =

∈ × =

= =

−
−

−
= −

−
= −

−
≈ −

∑ ∑

∑ ∑

∑ ∑

∑ ∑ 2)

. 

(5) 

According to formula 5, the data in the source domains can be utilized by given the 

corresponding weight
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i yx . Thus, a precise pa-

rameter vector can be learned through maximizing the objective function. 

2.3   Estimate the Weight of the Source Data 

The weight in formula 5 reflects the difference of the data distribution between the 
source domain and target domain, and it is irrelative to the label, but is caused by the 

difference between ( )
T

S
D iP x  and ( )k

S ik

S
DP x (seen form formula 6). Thus, our goal is 

to estimate the weight of each instance. 
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Here, we introduce a method to estimate the value of the difference in data distribu-
tion between source and target domain. Firstly, merging all the data in source domain 

and target domain, the instance set 
1

k

i i

K
Smix T

k
X x x

=
= ∪ ∪ of the mixed domain 

mixD is 

obtained. Then, ε  is set to the label of the mixed domain, i.e., the difference of in-
stance come from, where j=ε  infers that instance x in the mixed domain comes 

from the j-th source domain, 0ε =  specifies that x comes from the target domain. 

Therefore it can also be denoted as { }1 1
1 1 1( ,1) | ,..., ( , ) | , ( ,0) |S SK K T

N NS S NT
mix i i i i i iD x x K x= = == . 

Distinctly, the distribution probabilities of source and target domains were rewrit-
ten in the mixed domain as the formula 7 shows. 
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To evaluate the value of 
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 in formula 7, the strategy of multinomial 

logistic regression is used. It is assumed that the data in mixture domain satisfies the 
following formula. 
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is obtained, the weight vector w can be solved by maximizing the 

formula 6. Lastly, the model is trained from the re-weighted data. It is conductive to 
make the classifier more adaptive to the target domain. 
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3   Experiments and Result Analysis 

3.1   Data Sets 

In order to evaluate TTLRM, we perform the experiments on the sentiment classifica-
tion data set, including the product reviews of Amazon.com. It was first used in [10]. 
Corpus is derived from four domains: Books, DVDs, Electronics, Kitchens. Each 
domain contains 2000 texts respectively and there are two labels {positive, negative}. 
Different domain distributions are similar but not identical. We randomly select 1000 
texts from each domain, as a labeled data set. The remaining ones are regarded as an 
unlabeled data set. In this section, we compare our algorithm against the traditional 
supervised classification learning (such as NB, SVM and LR) and transductive trans-
fer learning (includes SCL, SCL-ML and CW). In addition, we set the parameter 

05.0=λ [16] in the experiments. 

3.2   Experiment Results 

Table 1 reports the experiment results. In this table, first column is the data set. The 
first three letters denote the source domains and the last letter denotes the target do-
main. For example, “BEK-D” indicates that the classifiers are trained in books, elec-
tronics, kitchens and tested in DVDs. 

In the observation form table 1, we can find that all of the transfer learning meth-
ods outperform the baselines, and TTLRM performs better than traditional supervised 
machine learning algorithm (NB, SVM and LR) on all of the data sets. More specifi-
cally, the accuracy could be improved by [7.45%,14.15%] on average, which indi-
cates that our algorithm is more adaptive to the target domain when data distributions 
are different. Meanwhile, as compared with the transfer learning methods, MIILR 
does not perform as well as CW-PA, but there is little deviation. However, in com-
parison with SCL and SCL-MI, TTLRM can achieve higher accuracy. The improve-
ment is in the range of [2.58%, 7.48%] for all of the data sets except BDE-K. On the 
BDE-K dataset, the accuracy in TTLRM is improved by 1.06% compared to SCL, 
while it is lower than SCL-MI by 0.17%. It is still comparative. In sum, TTLRM can 
build an effective model for the target domain where no labels are available from 
multiple source domains. 

Table 1. Comparisons of MTTLRM and Other Method in Classification 

Baselines TL Methods Source-Target 
NB SVM LR SCL SCL-MI CW-PA TTLRM 

BEK-D 70.85 70.15 71.15 74.57 76.30 80.29 79.35 

DEK-B 68.35 69.40 68.85 72.77 74.57 80.45 80.25 

BDE-K 69.80 71.55 73.50 80.83 82.06 82.60 81.89 

BDK-E 67.35 73.05 72.30 78.43 78.92 84.36 81.50 
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4   Conclusion 

We proposed a new method TTLRM based on logistic regression for transductive 
transfer learning in this paper. Our method aims to handle the problem of knowledge 
transfer from multiple sources to one target domain. It adjusts the weight of each 
instance by exploiting the distribution difference between the source data and the 
target data, and trains a model on the re-weighted data which make the classifier more 
adaptive to the target domain. Experimental results show that TTLRM is effective.  

However, the proposed algorithm assumes that the source domain and the target 
domain are similar. When they are dissimilar, the brute-force transfer may fail, even 
may destroy the performance of the target task, namely negative transfer. Thus, how 
to judge the similarity among different domains to avoid negative transfer is our fu-
ture work. 
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Abstract. Bottom-up computation of data cubes is an efficient approach which 
is adopted and developed by many other cubing algorithms such as H-Cubing, 
Quotient Cube and Closed Cube, etc. The main cost of bottom-up computation 
is recursively sorting and partitioning the base table in a worse way where large 
amount of auxiliary spaces are frequently allocated and released. This paper 
proposed a new partitioning algorithm, called Double Table Switch (DTS). It 
sets up two table spaces in the memory at the beginning, where the partitioned 
results in one table are copied into another table alternatively during the bot-
tom-up computation. Thus DTS avoids the costly space management and 
achieves the constant memory usage. Further, we improve the DTS algorithm 
by adjusting the dimension order, etc. The experimental results demonstrate the 
efficiency of DTS. 

Keywords: Data warehouse, Data cube, Bottom-up computation, Partitioning 
algorithm, Double Table Switch. 

1   Introduction 

Data cube is an important model and operator in data warehouses and OLAP. It im-
proves query performance by pre-aggregating some group-bys instead of computing 
them on the fly. However, the data cube computation consumes large amount of CPU 
time and disk storage. To address this issue, a lot of works are studied. Most of previ-
ous data cubing algorithms such as Multi-Way Array Cube [1] compute from the base 
cuboid (the most aggregated group-by) to less aggregated group-bys, which is called 
top-bottom computation. On the contrary, BUC [2] first proposed bottom-up cubing 
approach by computing from the ALL cuboid to others. BUC shares fast sorting and 
partitioning and facilitates Apriori pruning, which makes it very efficient, especially 
for iceberg and sparse cubes. Due to its importance and usability, BUC is adopted by 
extensive other cubing algorithms including H-Cubing [3], Quotient Cube [4,5] and 
Closed Cube [6,7], etc. Star-Cubing [8] integrates top-down and bottom-up computa-
tion. In spite of such lots of works, BUC still warrants a thorough study. Any im-
provement on it may have wide effect.  
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Essentially, BUC recursively partitions the tuples in the base table by depth first 
searching the next dimension. As pointed out in [2], the majority of the time in BUC is 
spent partitioning and sorting the data. Thus partitioning optimization plays a key role 
for improving the performance of BUC. By far, none of cubing technologies in litera-
tures, to our knowledge, study efficient partitioning of BUC. This paper proposed a new 
partitioning algorithm called Double Table Switch, DTS. It optimizes the memory man-
agement by avoiding lots of auxiliary space used by partitioning frequently allocated 
and released. It is further improved by adjusting the dimension order. 

The rest of the paper is organized as follows. Section 2 describes the problem of 
original BUC algorithm. In section 3, we present the DTS mechanism and develop its 
algorithm. Further, the refinements of DTS are discussed in section 4. The efficiency 
of DTS is demonstrated in Section 5. Finally, section 6 concludes our study. 

2   Original Bottom-Up Cubing Algorithm 

Unlike top-down computation, BUC starts at the ALL cuboid and moves upward to the 
base cuboid. As shown in Fig. 1(a), BUC reads the first dimension and partitions the 
tuples in the base table P0 based on its cardinality, namely the distinct values in dimen-
sion A. In general, sorting or partitioning data in a dimension needs an auxiliary space to 
store the sorted result or exchange the keys. Therefore, a new space P1 is allocated to 
accommodate the return results of partitioning, a1 partition and a2 partition. For each 
partition in dimension A, BUC partitions the next dimension. Then P2 is allocated, and 
then P3, until the partition doesn’t meet the minimum support (for full cube computa-
tion, it is one, i.e. the partition contains only one tuple). For now, we have the maximum 
space usage, P0+P1+P2+P3. Next, we don’t need P3 any more and it is released and re-
trieved. Then (a1, b2) partition of P2 is processed. The recursive partitioning procedure 
of BUC can be expressed by a processing tree shown in Fig. 1(b), where the node de-
notes the partition and the edge the space allocated. If we depth first search the tree, we 
have the space allocation and release sequence, P0, P1, P2, P3, P3, P3′… 

The main problem of BUC is that the auxiliary space is allocated and released 
much frequently. Among efficient sort algorithms, the space complexity of quick sort 
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is O(logn), whereas merge sort O(n). CountingSort is often used in the BUC algo-
rithm when a dimension of a partition is packed, in the sense that the sort key in that 
dimension should be integer value between zero and its cardinality, and that the car-
dinality is known in advance [2]. CountingSort needs the O(n+k) space. Although the 
space cost may be trivial and insignificant for one way sorting, the recursive partition-
ing results in multi-way sorting and thus the heavy space management. Quite a lot of 
partitioning time is unnecessarily spent on allocating and releasing the space. When 
the dimension is high, the situation becomes even worse due to more partitions. 

3   Double Table Switch Technology 

To overcome the difficulty raised by bottom-up computation，this section describe a 
new partitioning approach, called Double Table Switch, DTS. Also the algorithm 
implementation of DTS is given and the complexity is analyzed. 

3.1   Mechanism 

Initially, Double Table Switch sets up two spaces in the memory. One space is used to 
store the basic table. The other space is the copy of the basic table, which only stores 
the tuple address of the basic table rather than the entire tuple data. 
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Fig. 2. DTS partitioning 

Fig. 2(a) shows the partitioning computation with DTS. There are two spaces: P0 
and P1. First, the data of the base table is loaded into the P0. The partitioning begins at 
the first dimension in P0. The tuples in P0 are sorted in this dimension. There are two 
distinct values in dimension A, so two partitions are generated. To accommodate the 
results, the addresses of tuples in all partitions are copied into P1. Thus the next parti-
tioning can proceed in P1. Next, the tuples in a1 partition of P1 are sorted in dimen-
sion B. The partitions, (a1, b1) and (a1, b2) are formed and then wrote back to P0 in 
turn, just overriding the a1 partition. The dimension C is sorted and partitioned in (a1, 
b1) partition of P0. Then (a1, b1, c1) partition and (a1, b1, c2) partition are copied into 
P1, … It switches P0, P1, then P0, …, until the partition contains only one single tuple 
or the minsup is not met. When a partition is searched, we proceed to next partition in 
the previous dimension. The processing tree is formed as shown in Fig. 2(b). If we 
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explore the processing tree in depth first searching way, we have the space access 
sequence, P0, P1, P0, P1, P1, P0, P1,…It’s delicate that copying the partition results in 
P0 to P1 can guarantee not influencing other partitions in P1 and vice versa. 

3.2   Algorithm 

Fig. 3 presents the partitioning algorithm of DTS. Initially, the memory allocates two 
spaces, the base table B[0] and its copy B[1]. The global variable sw indicates which 
space is currently used between B[0] and B[1]. The variables bPos and ePos are the 
boundary of the partition that will be sorted.  
 
Algorithm 1. DTS 
Global: base table B[0], the copy B[1], the switch sw 
Input: int bPos, int ePos, int d, int card, int *freq 
Output: void 
Method:  //using the counting sort approach 
1: for int i = 0; i < card; i++ do 
2:  freq[i] = 0; 
3: end for 
4:    for i = bPos; i < ePos; i++ do 
5:  freq[ B[sw][i][d] ] ++; 
6: end for 
 //calculate the begin position per element.  
7: let freq[0] = bPos; 
8: for i = 1; i < card; i++ do 
9:  freq[i] = freq[i] + freq[i - 1]; 
10: end for 
11: for i = bPos; i < ePos; i++ do 
  //copy the data of B[sw] to B[!sw] 
12:  B[!sw][ freq[ B[sw][i][d] ] - 1 ] = B[sw][i]; 
13:  freq[ B[sw][i][d] ] --; 
14: end for 
15: sw = !sw;  //make B[!sw] the current space 
16:  return; 

CountingSort approach is adopted since it excels most other sort methods and at-
tains linear running time cost (from line 1 to line 14). The array variable freq obtains 
the start position of each partition result (line 9). Then the tuples of the current space 
B[sw] are copied to another space B[!sw] according to the start position (line 12). 
Finally, line 15 makes B[!sw] the current space. 

3.3   Complexity 

Let the base table contains T tuples, N dimensions with a cardinality of C per dimen-
sion. From Fig. 1(a) and Fig. 2(a), the maximum space occupied by BUC partitioning 
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less and constant space, O(2T). In practice, the copy table only stores the tuple point-
ers of the base table, so the space of DTS is less than O(2T). For instance, if the base 
table contains 1,000,000 tuples and 10 dimensions with 4 byte size per dimension, the 
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copy table will occupy 4 MB memory in a 32-bit PC machine, while the size of the 
base table is 40 MB. Once the two table spaces are allocated in memory, the memory 
usage is not varied, fixed at a constant value, say 44MB.  

From Fig. 1(b) and Fig. 2(b), let every node has C branches except the leaf nodes, 
so the total number of partitioning times is CN at most. Although the two algorithms 
have the same partitioning times, BUC partitioning needs extra CN times space man-
agement increasing exponentially. DTS doesn’t need it and thus saves the computa-
tion time greatly. 

4   Refinements 

This section discusses some technologies that refine and improve the partitioning 
algorithm by DTS. We prove the efficiency of dimension ordering by the cardinality 
theoretically. Integer mapping is also discussed here. 

4.1   Dimension Ordering 

BUC recursively partitions in the dimension of the input partition by depth first 
searching until the partition contains only one tuple or doesn’t meet the minimum 
support. To reduce the recursion, BUC should be stopped as early as it can. The influ-
ence of the dimension ordering was referred in [2]. The higher the cardinality in a 
dimension, the closer BUC is to prune some partition for saving computation. Here 
we get the same result but for multiple dimensions and further prove it.  

Let the base table contains T tuples, N dimensions with the cardinality C0, C1, …, CN-1 
respectively per dimension. Also assume that T = C0×C1×…×CN-1. BUC sorts the tuples 
in the first dimension in the base table, generating C0 partitions with the average size 
T/C0. Then the partitions are re-partitioned in the second dimension, generating C1 parti-
tions with the average size (T/C0)/ C1. In this way, we can induce the following: 

1

1

−

−=
N

N
N C

P
P  , (1)

PN denotes the average size of the partitions, P0 = T, and BUC stops if PN =1or 
PN=minsup. 

From (1), it is easy to conclude that if we sort the dimensions according to the car-
dinality each dimension in descending order, PN firstly reaches the limitation, while 
PN stops recursion at last by sorting the dimensions in ascending order. Therefore, if 
the cardinality is known in advance, the recursive partitioning time by DTS will be 
reduced further by adjusting dimension order. 

4.2   Integer Mapping 

Mapping an attribute value with the string or date type to an integer is a common 
technology since the integer values are small and sort quickly. When a value is 
searched in an attribute, the value is firstly looked up in a hashed symbol table. If it 
exists in the table, the mapped integer is returned. If not, it is assigned a new integer. 
For integer attribute values originally, should they be mapped into integer values 
again? It’s wise to do so. Because the integer attribute values may not continuous, 
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mapping them to continuous and dense integer values saves the space and scanning 
time for CountingSort. For instance, the maximum value in an attribute is 1,000, but 
the cardinality is 50. Therefore, assigning a 1,000 size array is not appropriate. The 
values should be mapped to 50 distinct integer values with the maximum value 50. 

5   Performance Analysis 

To check the efficiency and scalability of the proposed algorithm, we conducted two 
main experiments on Intel dual core 1.83GHz system with 1 GB RAM running Win-
dows 2003. Test 1 is to compare the computation performance of BUC using DTS 
with the original BUC algorithm. Test 2 is to examine the effect of dimension order-
ing. The two algorithms are all coded using C++. The minsup is 1 and the closed 
check is added. Accordingly, we generated two synthetic datasets using the same data 
generating tools as in [7,8]. The parameter configurations of the dataset in test 1 are as 
follows: the number of tuples is 1,000,000, and the number of dimensions increases 
from 5 to 13 with a cardinality of 95 per dimension. The parameter configurations of 
the dataset in test 2 are as follows: 1,000,000 tuples, 7 dimensions with the cardinality 
160, 110, 70, 40, 20, 10, 2 respectively. We adjust the dimension order by re-
arranging the cardinalities and generate 4 dimension orders in the following table 1. 

Table 1. Dimension ordering by cardinality per dimension 

No. Cardinality 
1 160, 110, 70, 40, 20, 10, 2 

2 110, 160, 70, 40, 20, 10, 2 

3 110, 2, 70, 20, 40, 160, 10 

4 2, 10, 20, 40, 70, 110, 160 

5.1   Performance of DTS and BUC 

Fig. 3(a) shows that DTS is much faster than BUC. When the base table contains 5 
dimensions, DTS and BUC have comparable performance. However, as the number  
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Fig. 3. (a) CPU time w.r.t. dimensions;  (b) Memory space saved by DTS w.r.t. dimensions 
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of dimensions increases, DTS outperforms BUC totally. With 11 dimensions, DTS 
saves 80 seconds and improves the performance by 20%. The reason is that the more 
the dimensions, the more partitions and the more recursions are called. For BUC, it 
needs to spend plenty of time on dealing with the memory management.  

5.2   Memory Space of DTS and BUC 

Also we observed that the memory space used by BUC varies continually because the 
partition space is created and released frequently, while DTS keeps on a constant mem-
ory usage all the running time. Fig. 3(b) shows that the memory space is fairly saved by 
DTS compared with BUC as the number of dimensions is increased. Although the saved 
space is not very obvious in this test, the complexity analysis suggests that DTS saves 
the CN times space management by avoiding space allocation and release. The above 
performance test further demonstrates it. Thus it needs to be emphasized that DTS is a 
time efficient and space fairly efficient partitioning algorithm. 

5.3   Effect of Dimension Ordering 

Fig. 4 examines the effect of dimension ordering. We run DTS and BUC respectively 
with 4 different dimension orders as shown in Table 1. The No. 1 arranges the cardi-
nalities in descending order, while the No. 4 in ascending order. The No. 2 and No. 3 
arranges the cardinalities arbitrarily and differs slightly each other.  

 

Fig. 4. CPU time w.r.t. different dimension orders 

The experimental results show that No. 1 achieves the least CPU time, 26 seconds, 
while No. 4 needs the maximum time, 42 seconds. It’s interesting that No. 1 improves 
the performance by 38% only by adjusting the dimension ordering. The CPU time of 
No. 2 and No. 3 are about the same and are between those of No. 1 and No. 4. 

6   Conclusions 

Double Table Switch is an interesting and efficient approach for recursively partition-
ing and sorting. We demonstrated that DTS outperforms BUC partitioning by com-
plexity analysis and experimental evaluation. DTS is also important for other BUC 
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family algorithms. Furthermore, we note that DTS is not only limited to improving 
BUC, but also it can be generalized and applied to other scenarios. Sorting on a com-
posite key or grouping by multiple attributes using DTS are issues for future research. 
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Abstract. Social tagging systems have become increasingly a popular way to 
organize online heterogeneous resources. Tag recommendation is a key feature 
of social tagging systems. Many works has been done to solve this hard tag rec-
ommendation problem and has got same good results these years. Taking into 
account the complexity of the tagging actions, there still exist many limitations. 
In this paper, we propose a probabilistic model to solve this tag recommenda-
tion problem. The model is based on Bayesian principle, and it’s very robust 
and efficient. For evaluating our proposed method, we have conducted experi-
ments on a real dataset extracted from BibSonomy, an online social bookmark 
and publication sharing system. Our performance study shows that our method 
achieves good performance when compared with classical approaches. 

Keywords: Tag recommendation, Bayesian principle, Social tagging Algorithm. 

1   Introduction 

With the development of Web2.0, web users now are encouraged to create multime-
dia contents by themselves, and share those contents on line. One kind of user-created 
contents is tag. Tag is keywords or phrases used to label a resource, and can help one 
to organize resources by personal interest. Tagging can be useful in many areas, such 
as query expansion [1], web search [2], personalized search [3, 4], web resource clas-
sification [5] and clustering [6]. Meanwhile, social tagging is the progressing that 
people share their tags to each others, and can help user to find resources he/she 
would like to view, or to find other users who share similar habits with him/her.  

Tag recommendation can assist users by suggesting a set of tags that users are likely 
to use to bookmark a web resource. Personalized tag recommendation takes a user’s 
previous tagging behaviors into account when making suggestions, and usually obtains 
better performance compared with general tag recommendation. Because tag-
recommendation technical could successfully meet personally requirements, nowadays 
more and more social tagging websites have added their tag recommendation model. 
According to what kind of resources are supported, there are BibSonomy, Flickr1 (shar-
ing photos), del.icio.us2  (sharing bookmarks), Movielens3  (sharing movies), etc.  
                                                           
1 http://www.flickr.com/ 
2 http://delicious.com/ 
3 http://movielens.umn.edu/ 
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Nowadays, many researches are focus on this problem. A detailed account of dif-
ferent types of tagging systems can be found in [7, 8]. Generally speaking, there 
exist two types of methods which are content-based methods and graph-based 
methods. Content-based methods [9, 10] use content of resources to expand the 
recommendation tag-collection, therefore could provide recommendation for new 
users and new resources. Graph-based approaches make full use of the correlation 
between data to give recommendations, and usually perform better than content-
based methods.  

One of the most dominant methods used in recommender systems is Collabora-
tive filtering (CF) [11, 12 and 13]. The idea of CF is that user may tag a resource 
just like other users who have similar tagging habit to him. Due to its simplicity and 
its promising results, CF has been used wildly, and various approaches have been 
developed. FolkRank [14] is an adaptation of PageRank that can generate high qual-
ity recommendations which are shown empirically to be better than other previous 
proposed collaborative filtering models. Another effective algorithm is Tensor Re-
duction algorithm [15]. It performs a 3-dimensional analysis on the usage data, 
using the Higher Order Singular Value Decomposition (HOSVD) technique. 

In this paper, we propose a new method called Bayesian-based Tag Recommen-
dation algorithm (BTR). Using Bayesian principle, we can quickly find out the  
tags which user may want. For evaluating our method, we have conducted experi-
ments on a real dataset extracted from BibSonomy4. Experiment results show that 
our method achieves good performance when compared with classical existing 
approaches. 

The organization of the rest of the paper is as follows. Section 2 introduces  
the formal statement of the problem. Section 3 introduces the Tag Recommendation 
Algorithm based on Bayesian principle. Section 4 presents our performance  
study. In section 5, we conclude with a summary and point out some future research 
issues. 

2   Problem Statement and Preliminaries 

In a social tagging system, users can bookmark web resources by assigning tags to 
them. Tag recommendation can recommend to the user some personalized tags which 
the user will use, that is, given a user and a resource without tags, the algorithm 
should predict which tags the user will use to tag this resource.  

Here, Let U = {u1, u2… uk} be the set of users, R= {r1, r2… rm} be the set of re-
sources and T = {t1, t2… tn} be the set of tags. A tagging action, that a user u tags a 
resource r with a tag t, can be denoted as a post s= {u, r, t}. Let S= {s1, s2… sl} be the 
set of tagging actions. So a tagging system F = <U, R, T, S>. 

When user u tags a resource r, which tags in T would likely be used according to 
his personal habit? If we know this, we can recommend those tags to him before his 
tagging. It will be a big benefit. Let p (t | u, r) be probability that user u will use tag t 
to annotate resource r. When <u, r> is known, intuitively, the strategy is to recom-
mend those tags which has the biggest p (t | u, r). 

                                                           
4 http://bibsonomy.org 
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3   The Tag Recommendation Algorithm Based on Bayesian 
Principle 

As pointed out in Section 2, when user u look at resource r, we should estimate all the 
probability p (t | u, r) (t∈T) based on the tagging system F. After that, we pick the 
top-k tag t with the biggest p (t | u, r) to recommend. 

3.1   Recommendation Framework 

According to Bayesian principle, we have the following Probability relation: 

( , | )* ( )
( | , )

( , )

p u r t p t
p t u r

p u r
=  (1)

In (1), p (t | u, r) means the probability of user u uses tag t to bookmark resource r. p 
(u, r| t) means the Posterior probability of user u and resource r given a tag t. p(t) is 
the prior probability of tag t, and p(t) is the prior probability of tag t. 

So when estimate p (t | u, r), we first need to get p (u, r| t), p (t) and p (u, r). But 
the problem is that data in an actual tagging system F is always very sparse. Like in 
Amazon, there are millions of books, and most users could only tag 0.01% or less. If 
we using the exact estimate of those probabilities to compute p (t | u, r), we may only 
get an over fitting result. For the purpose of robust and efficiency of the algorithm, we 
assume that U and R are independent and identically distributed. According to this 
assumption, (1) can transform to: 

( , | )* ( ) ( | )* ( | )* ( )
( | , )

( , ) ( , )

p u r t p t p u t p r t p t
p t u r

p u r p u r
= =  (2)

Here, p (u| t) is the conditional prior probability of user u given the tag t, p (r| t) is the 
conditional prior probability of resource r given the tag t, p (t) is the prior probability of 
tag t. p (u| t), p (r| t) and p (t) respectively represent the effect of U, R and T when gen-
erating a recommendation. Because U and R can’t be independent distributed, and the 
effects of U, R and T for recommending can’t be equal, we rewritten (2) as follows:  

( | ) * ( | ) * ( )
( | , )

( , )

p u t p r t p t
p t u r

p u r

β γ∂

∝  (3)

Here, , ,α β γ are parameters that respectively represent the effect of U, R and T. 

These parameters could be adjusted by manual, and also can be learn from the train-
ing data automatically.  

Given a user u and an resource r, for all tag t, p(u,r) is the same. So, this part of (3) 
has nothing to do with the comparing operation and can be removed. 

( | , ) ( | ) * ( | ) * ( )p t u r p u t p r t p tβ γ∂∝  (4)

After all, as logarithmic computer can keep the original ordering relation, we put a 

logarithmic computer on  (4): 



194 Z. Wang and Z. Deng 

 

( , , ) ln ( | ) ln ( | ) ln ( )y t u r p u t p r t p tα β γ= + +  (5)

Then, given a user u and a resource r, our algorithm will rank the tags by ( , , )y t u r . 

Given tagging system F, all the ln ( | ), ln( | ) ln ( )p u t r t and p t can be computed 

before recommendation. Here we give some definitions: 

 tS : the set of post s, s F t s∈ ∧ ∈ . 

,t uS : the set of post s, ,s F t u s∈ ∧ ∈ . 

,t rS : the set of post s, ,s F t r s∈ ∧ ∈ . 

Based on these definitions and Principles of Probability and Statistics, we can estimate: 

,

,

| |
( )

| |

| |
( | )

| |

| |
( | )

| |

t

t u

t

t r

t

S
p t

S

S
p u t

S

S
p r t

S

⎧
=⎪

⎪
⎪⎪ =⎨
⎪
⎪

=⎪
⎪⎩

 (6)

Combine (5) and (6): 

, ,

, ,

( , , ) ln ( | ) ln ( | ) ln ( )

| | | | | |
ln ln ln

| | | | | |

ln | | ln | | ln | | ln | |

t u t r t

t t

t u t r t

y t u r p u t p r t p t

S S S

S S S

S S S S

α β γ

α β γ

α β γ α β γ

= + +

= + +

= + + −（ - - ）

 (7)

For the same reason of ignoring p(u,r) in (3), here we remove ln|S|: 

, ,

( , , ) ( , , ) ln | |

ln | | ln | | ln | |t u t r t

y t u r y t u r S

S S S

γ
α β γ α β

′ = −
= + + −（ - ）

 (8)

When | | 0tS = , we have ln | |tS = −∞ , and then (8) will come to invalid. The same 

situation will occurred when ,| | 0t uS = , or ,| | 0t uS = . To avoid these situations, we 

adopt an optimization strategy as following: 

, ,( , , ) ln | 0.5 | ln | 0.5 | ln | 1|t u t r tl t u r S S Sα β γ α β= + + + + − +（ - ）  (9)

Using (9), we can easily estimate l(t,u,r). So Instead of comparing p(t|u,r), we can 

compare l(t,u,r) to get the recommendation. 
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3.2   Example and Implement 

For easier understanding, let us give a simple example. If we have a tagging system as 
following: 

Table 1. An example 

user resource tag 

u1 r1 t1, t2,t5 

u1 r3 t3, t4, t5 

u2 r2 t3, t4 

u2 r3 t2, t5 

 

Now, which tags should be recommended to <u1, r2>? 
If we set 1 1 1α β γ= = =， ， , thus the effect U, R and T are equal. Then (9) 

comes to be:  

, ,( , , ) ln | 0.5 | ln | 0.5 | ln | 1|t u t r tl t u r S S S= + + + − +  (10)

The negative sign before ln | 1|tS + represents the meaning of information coverage. 

Let’s explain it. Tags that appear only in a specific group of resources carry more 
information than those tags that appear in a wide range of resources. Thus when rec-
ommending, the former tags should have higher score than the latter tags. 

We can use this Formula to estimate
5 1 2( , , )l t u r : 

5 1 2 5, 1 5, 2 5( , , ) ln(| | 0.5) ln(| | 0.5) ln(| | 1)

ln(2 0.5) ln(0 0.5) ln(3 1)

0.5051

t u t r tl t u r S S S= + + + − +

= + + + − +

= −
 

After a similar computer progress, we can get: 

1 1 2 2 1 2

3 1 2 4 1 2

( , , ) 0.4259, ( , , ) 0.602,

( , , ) 0.1249, ( , , ) 0.1249

l t u r l t u r

l t u r l t u r

= − = −
= − = −  

So the recommending order will be: 3 4 1 5 2, , , ,t t t t t . The result can be explained as 

follow:  3 4,t t were used by 1u before, and they also were used to tag 2r . So 1u have a 

big chance to choose 3 4,t t  when bookmarking 2r . For 1 5 2, ,t t t , we can see that they are 

all used by 1u , but 5 2,t t are also used by 2u too, so that 1t have bigger information 
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coverage than 5 2,t t . After all, when comparing 5 2,t t , 5t is used more than 2t  by 1u . 

When α β γ， ，
are different from assumption, the result will be different too. 

For the same reason, when we need recommendation to <u2, r1>, the result is: 

1 2 1 2 2 1 3 2 1

4 2 1 5 2 1

( , , ) 0.4259, ( , , ) 0.1249, ( , , ) 0.602,

( , , ) 0.602, ( , , ) 0.2498

l t u r l t u r l t u r

l t u r l t u r

= − = − = −
= − = −  

So the recommending order of <u2, r1> will be: 2 5 1 3 4, , , ,t t t t t . It can be understood 

well like the recommending order of <u1, r2>. 
Let’s set k be the number of recommendation tags for a query <u, r>. Then we give 

the pseudo code as follows: 
 

Program GetPro { 
 

 Input: F = <U, R, T, S> 
 

 for all t in T{ 

    v(t) = ln(|St| + 1); 

    for all u in U 

       v(t,u) = ln(|St,u| + 0.5); 

    for all r in R 

      v(t,r) = ln(|St,r| + 0.5); 

 }//end for 
 

 store all v(t), v(t,u) and v(t,r) 

} 

Processes Recommendation { 
 

 Input: query <u, r> 

     α, β, γ 
     Recommendation number k 
 

 for all t in T 

   l(t,u,r) = αv(t,u) + βv(t,r) 

          + (γ-α-β)v(t) 
 sort all l(t,u,r) 
  

 output top k tags  

} 
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4   Experimental Evaluation 

In this experiment, we choose the dataset from BibSonomy, a web-based social 
bookmarking system that enables users to tag web documents as well as bibtex entries 
of scientific publications. We get the dataset from ECML PKDD’09 Challenge5. Brief 
statistics of the data can be found in the web-site of ECML PKDD’09 Challenge, and 
the details of the dataset can be found in [16]. We also describe it in Table. 2. 

Table 2. Statistics of dataset 

|User| |resource| |tag| |post| 

1185 22389 13276 253615 

 

Test data include 778 query, every query gives an <u, r> pair, and tags are missing.  
We choose three algorithms for comparison. One is Most Popular Tags by Re-

source (MPT). For a given resource we counted for all tags in how many posts they 
occur together with this resource. Those tags that occurred most frequently with this 
resource then will be recommended. 

Another comparison algorithm is user-user Collaborative Filtering (uCF). Collabo-
rative Filtering is the most famous methods to solve tag recommendation problem. CF 
has several variants, one of which is user-user CF (uCF). Here we give a briefly de-
scribe of this variant. Firstly, uCF computes similarity between users by their tagging 
history behavior (user tagging history behavior is represent as a Vector Space Model 
of tags). When <u, r> is given, uCF finds similar users of u, and combines the tags 
they tag r weighted by user similarity. At last uCF chooses the top-k tags to recom-
mend. In our experiment, we set k = 10.  

The last one is mixed matrix Collaborative Filtering model (mCF). Like uCF, an-
other effective variant of CF is resource-resource Collaborative Filtering (rCF). The 
process of rCF is very similar to uCF, but based on resource. Many researches show 
that rCF is worse than uCF in almost all situations (like [7]), so in this paper this vari-
ant is ignored. But we can merge uCF and rCF to form a mixed matrix Collaborative 
Filtering model (mCF). This is very effective. In our implement, we choose the pa-
rameters carefully to reach its best represent.  

To measure the performance of those algorithms, we use F1-score as standard. F1-
score is used as standard in almost every tag recommendation tasks. The definition of 
F1-score is as follows: 

2* *
1

precision recall
F score

precision recall
− =

+
 (11)

                                                           
5 http://www.kde.cs.uni-kassel.de/ws/dc09/ 
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4.1   Performance Comparison  

By setting   α = 0.1, β = 0.9, and γ = 1, we get the best performance of BTR. The 
results of those four algorithms are shown in Figure2. 

 

Fig. 1. Performance of BTR, MPT, uCF and mCF 

 

Fig. 2. The precision and recall of these four methods  
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Let us look at Fig. 1. Although only little deference they performed, we can also 
say that these are an order. Our BTR outperforms its three competitors with the high-
est f1-score 32.6%. The second one is mCF with the f1-score 32.2%, very closely to 
BTR. The next is uCF, and the loser is MPT, whose f1-score cannot over 30%. 

Fig. 2 shows the precision and recall of the four methods. The slopes of these four 
curves are almost the same. The top-rightmost curve depicts the performance of BTR 
and it can be clearly seen that BTR outperforms the other methods in both precision 
and recall. 

4.2   Parameters Optimization 

Here we study the effect of U, R and T.  Firstly we compare the effect of U and R. So 
we ignore the effect of T, thus in experiments we set γ = 1 and γ = α+β. After this 
assumption, (9) turns to:  

( , , ) ( , ) (1 ) ( , )l t u r v t u v t rα α= + −  (12)

Then we adjust α step by step. Fig. 3 a) shows the result. We can see from figure 4 
that resources are more important than users when generating a recommend. In our 
experiments, when α / β = 9, the recommendation gets its best F1-measure. This re-
sult tells us that the characters of resources are more important than of users in s tag 
action and the personality of user are also useful to make the prediction better.  

     

Fig. 3. a)Effectiveness of parameters when γ = 1 ∧ γ = α + β; b) Effectiveness of parameters 
when α = 0.1 and β = 0.9 

Next we consider the effect of T. We set α = 0.1 and β = 0.9, then adjust the pa-

rameter γ. Fig. 3 b) shows the results. 
When γ = 1, we get the best result. It means that the effectiveness is best when γ  is 

equal to the sum of α andβ. It is not a coincidence. In fact, after some carefully ex-
amination, a conclusion come to us that if α and β are fixed, the best recommendation 
always came when γ = α+β.  
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5   Conclusions 

In this paper, we briefly describe a new algorithm BTR that using Bayesian principle 
to solve tag recommendation problem. Firstly we turned the tag recommendation task 
into a probability predict problem so that a classical Bayesian method could be easily 
applied.  Based on this we got a simple but effective algorithm named BTR. The ex-
perimental results show that our method performs very well. 

In future work we want to improve and expand this method to a new level, mean-
while investigate new kinds of techniques for automatically tag recommendation. 
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Abstract. Along with the development of the remote sensing, an increasing 
number of remote sensing applications such as land cover classification, feature 
detection, urban analysis, require both high spatial and high spectral resolution. 
On the other hand, the Satellite can’t get high spatial and high spectral resolu-
tion at the same time because of the incoming radiation energy to the sensor and 
the data volume collected by the sensor. Image fusion is an effective approach 
to integrate disparate and complementary information of multi-source image. 
As a new type of Remote Sensing data source, the lately launched Theos can be 
widely used in many applications.  So the fusion of its high spatial resolution 
image and multi-spectral image is important. This paper selects several widely 
used methods for the fusion of data of high spatial resolution and high spectral 
resolution. The result of each approach is evaluated by qualitative and quantita-
tive comparison and analysis.  

Keywords: IHS Transform, Image Fusion, Remote Sensing, Spectral Response, 
Color Distortion. 

1   Introduction 

Theos was launched on 1 October 2008. It provides two different resolution images: 
the Pan (panchromatic) image with high spatial resolution (2m) and low spectral reso-
lution and the multi-spectral image with high spectral resolution and low spatial reso-
lution (15m). Image fusion is the technique to combine those two classes of images to 
form a new image with high spatial resolution and high spectral resolution [1]. Nu-
merous image fusion techniques have been developed over the last two decades. The 
most commonly approaches are IHS (Intensity-Hue-Saturation) transform, PCA 
(Principal Component Analysis) transform, Brovey transform, and SFIM (Smoothing 
Filter-based Intensity Modulation).  We select those methods because they are widely 
used in popular Remote Sensing software, they are easy and simple to use. Each me-
thod has its own merits and is been used in different applications. In our work, we 
will find the most suitable approach for Theos image fusion. 

Before our work, the simultaneously acquired Theos multi-spectral and Pan images 
should been preprocessed. In other words, those images should been corrected and 
registrated precisely. When the fusion finished, the assessment of the image fusion 
quality are presented by correlation coefficient, mean, standard deviation and other 
indexes [2].  
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The goal of this paper is to select the appropriate approach to fuse the new remote 
sensing image. In our work, we assume that the Pan image and multispectral images 
are co-registered, no noise in images. 

2   Fusion Methods 

2.1   IHS Fusion 

In general, the IHS method converts a remote sensing image from RGB(red, green 
blue) space into IHS(intensity-hue-saturation) space, then use the high resolution Pan 
image replace the intensity(I) band before converts back to RGB space. This can be 
expressed as follows [3]: 

(1) Converts the image from RGB space to IHS space. 

12
13 13 13√26 √26 2√261√2 1√2 0 ,  (1)

 , (2)

 , (3)

(2) The intensity component I is replaced by the Pan image. 
(3) Converts back to RGB space. 1 √ √1 √ √1 √2 0 . (4)

2.2   PCA Method  

PCA is another popular approach in image fusion. At first, the original multi-spectral 
images were transformed into new and uncorrelated images which called components.  

, 

(5)

Where, A is the covariance matrix.  
The dimensionality of the original data will be reduced in this way, the first several 

components contain majority of information. The first component   will be substi-
tuted with the Pan image.  

Then the data converts back to the original image space, forms the fused multispec-
tral image with high spatial resolution. 
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(6)

Where  is inverse matrix of covariance matrix A. Pan is high resolution image. 

2.3   Brovey Transform 

The Brovey is a color normalized method which normalizes multispectral bands com-
bination of high spatial data. The formula is:  

 ,  (7)

Where Pan is the high resolution Pan image, R, G and B are multispectral images. 
F(R), F (G), F (B) is bands of fused image. 

2.4   SFIM Method 

The SFIM method defined by equation[4]: IMAGE  ,       (8)

Where IMAGE is the multispectral image, IMAGE is Pan image,  IMAGE is 
a smoothed pixel of IMAGE using averaging filter over a neighborhood equivalent 
to the actual resolution of IMAGE . The filter kernel size is decided based on the 
resolution ratio between the higher and lower resolution images. In this case, the 
smoothing filter kernel size for calculating the local mean of the Pan image is7 7. 

3   Evaluation Criterions for Fusion Results 

There are several image fusion methods; each has its own merits. There are several 
evaluation criterions to evaluate the image fusion technique. Image fusion aim at inte-
grate the spatial information and the spectral information from different data sources. 
The assessment of effect of the fusion methods should be in enhancement of spatial 
information and spectral information preservation. The following parameters were 
selected to assess the quality of the results [5][6]. 

3.1   Mean Value (μ) and Standard Deviation ( ) 

Mean is defined as the average gray value of the image. Standard deviation means 
varies from its mean value. They can be gotten below: µ ∑ ∑ f i, j  , (9)

σ
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∑ ∑ ,  ,     (10)

Where ,   means gray value of pixel (i,j). MN means the total number of pixels in 
image. If the value of µ of original image and fused image is difference. That means 
the spectral information was changed. 

3.2   Entropy 

Entropy is an important indicator of the degree of information abundance of an image. 
It was correlated with the amount of information. The ability to describe details of 
different images can be known by comparing their entropy. The entropy of an image 
is: H x ∑  , (11)

Where   is the probability of pixels with gray value i. 

3.3   Correlation Coefficient 

Correlation coefficient (cc) measures the degree of similarity between original image 
and fused image. High value means more correlate between two images. cc ∑∑  , (12)

Where cc is correlation coefficient,  and  are gray values of original image and 
fused image.  and  are their mean gray value. 

3.4   Average Gradient 

Average gradient if Denotation of image’s spatial details. So it can be used to assess 
spatial quality. The average gradient is greater, the image is more legible. G ∑ Δ Δ /2 , (13)

Where Δ and Δ means the difference of x-direction and y-difference respectively. n 
is the total number of pixels in the image. 

4   Experimental Results 

The image used in this research was acquired on November 10, 2009. Landcover in 
this image includes water, vegetation highway and buildings. Some specifications of 
Theos data are given in table 1: 
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Table 1. Some Specifications of Theos 

THEOS Pan Multispectral 

Spatial resolution/m 2 15 

Spectral range / μm 0.45-0.90 0.45-0.52 

0.53-0.60 
0.62-0.69 
0.77-0.90 

SNR >110 >>117 

Before our work, those two images have been co-registered with accuracy less than 
1 pixel. Band 4, 3, 2 and Pan bands were selected, and the multispectral image was 
resembled to the size of Pan image. The original images and the fusion results are 
showed in figure 1. 

4.1   Qualitative Evaluation 

Visually, all fused images’ spatial resolution has been improved apparently. The details 
of fused images have been significantly enhanced, so it’s easier for interpretation. The 
fused image obtained by Brovey and IHS are particularly clearer compare with other 
images. The edge information of fused image gained by PCA and SFIM is partly lost. 
The color of fused image obtained by IHS transform and PCA transform approaches is 
distorted. The vegetation is apparently darker compare with original multispectral 
image. The overall brightness of the result of Brovey technique is obviously lower than 
original image. The SFIM approach can preserve spectral information of the multispec-
tral image well[7]. 

4.2   Quantitative Evaluation 

We select mean value, standard deviation, entropy, correlation coefficient, and average 
gradient to assess the performance of each fusion technique. Where mean value, corre-
lation coefficient are the measures of the ability of preserve of spectral information, 
while the rest indexes are descriptors of spatial information. The values of those index-
es can be seen in table 2 and table 3. 

Table 2 shows mean values and standard deviation of original image and fused im-
ages; it clearly indicates that the mean value of fused images gained by SFIM is similar 
with original images. PCA has similarity compare with other methods. SFIM and IHS 
have greater standard deviate than Brovey and PCA. According to the correlation coef-
ficient, SFIM-fused image’s value is much larger compare with other methods. So the 
SFIM method is the best way to preserve spectral information of original multispectral 
image. Brovey is the second one.  

The measures entropy and average gradient are descriptors of spatial information. 
The goal of image fusion is not only preserve spectral information but also spatial 
information. Through table 3, we can get: all methods can improve original image 
spatial resolution. The value of entropy of SFIM-fused image is the largest one, and 
then is IHS-fused image. SFIM-fused image has largest average gradient value too; the 
PCA-fused image has the second large average gradient value. 



 Comparison of Different Methods to Fuse Theos Images 207 

 

   (a)       (b) 

 

   (c)          (d) 

 

   (e)       (f) 

Fig. 1. Compare of result of different fusion algorithm on Theos image.(a) original Pan im-
age,(b) original multispectral image, (c) result of IHS approach, (d) result of PCA approach (e) 
result of Brovey approach, (f) result of SFIM approach. 

From the above, the SFIM method not only gets the best spatial resolution but also 
preserve spectral information. So we can say SFIM is the most appropriate method for 
Theos image fusion. 
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Table 2. Comparative mean and standard deviation of original and fused images 

index method Band4 Band3 Band2 

Mean 

 

Multispectral 66.5465 118.6717 105.0866 

IHS 45.2664 96.5449 82.9628 

PCA 66.5465 95.1399 89.4509 

Brovey 51.6329 91.5103 80.7739 

SFIM 66.6373 118.7315 105.1314 

Standard 
deviation 

 

Multispectral 19.3082 23.2046 28.6546 

IHS 26.8656 26.7484 30.1719 

PCA 19.3082 27.1407 31.2374 

Brovey 20.4203 29.9689 30.0547 

SFIM 22.5477 31.0850 34.0662 

Table 3. Comparative measures of original and fused images 

index method Band4 Band3 Band2

entropy  
H 

Multispectral 6.1966 6.0819 6.4879 

IHS 6.4728 6.6463 6.7866 

PCA 6.1966 6.6309 6.8755 

Brovey 6.3512 6.8025 6.7402 

SFIM 6.4906 6.8085 6.8752 

correlation 
coefficient 

 

Multispectral 1 1 1 

IHS 0.6100 0.6006 0.7069 

PCA 0.6214 0.4870 0.3593 

Brovey 0.7241 0.4599 0.6053 

SFIM 0.8559 0.7345 0.8297 

average 
gradient 

 

Multispectral 1.0775 1.0628 1.3277 

IHS 8.9990 9.2744 9.2886 

PCA 10.0775 10.0270 12.4225 

Brovey 6.4060 11.3700 10.0282 

SFIM 8.3006 14.6382 13.0042 

5   Conclusion 

We fused Theos Pan image and multispectral images through IHS, PCA, Brovey and 
SFIM methods. And we assessed the fused image qualitatively and quantitatively. We 
select mean value, standard deviation, entropy, correlation coefficient and average 

μ

σ

cc

G
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gradient as measures to evaluate different fusion techniques. The SFIM method is 
very strong in preserving spectral information and spatial information.  

But the spectral information is lost or distorted in all fused images, because the 
values of Pan and multispectral are difference. So this method should be improved to 
fuse Theos images better. 
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Abstract. Imbalance distribution of samples between churners and non-

churners can hugely affect churn prediction results in telecommunication

services field. One method to solve this is over-sampling approach by

PCA regression. However, PCA regression may not generate good churn

samples if a dataset is nonlinear discriminant. We employed Genetic

K-means Algorithm to cluster a dataset to find locally optimum small

dataset to overcome the problem. The experiments were carried out on

a real-world telecommunication dataset and assessed on a churn predic-

tion task. The experiments showed that Genetic K-means Algorithm can

improve prediction results for PCA regression and performed as good as

SMOTE.

Keywords: Genetic K-means Algorithm, PCA Regression, Nonlinear

Discriminant, Churn Prediction, Imbalanced Distribution of Classes.

1 Introduction

Customer Churn has become a serious problem for companies mainly in telecom-
munication industry. This is as a result of recent changes in the telecommunica-
tions industry, such as, new services, new technologies, and the liberalisation of
the market. In recent years, Data Mining techniques have emerged as one of the
method to tackle the Customer Churn problem[8,7,16].

Usually speaking, the study of customer churn can be seen as a classification
problem, with two classes: Churners and Non-Churners. The goal is to build a
classifier from training dataset to predict potential churn customers. However,
the performance of a classifier is subject to the distribution of class samples in
a training dataset. Imbalanced distribution of class samples is an issue in data
mining as it leads to lower classification performances[11]. In telecommunication
sector, failure to identify potential churner can result in a huge financial loss.
The methods solve such problem can be categorised into: 1) Data Sampling and
2) Cost Sensitive Learning[12]. In this paper, we are interested in increasing the
size of churners by data sampling approach.

The aim of sampling approaches is to correctly set the distribution samples
to build an optimal classifier by adding minority class samples known as over-
sampling. There have been various sampling approaches proposed to counter

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 210–220, 2010.
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non-heuristic sampling problems. Synthetic Minority Over-sampling Technique
(SMOTE)[2] generates artificial data along the line between minor class samples
and K minority class nearest neighbours. This causes the decision boundaries
for the minor class space to spread further into majority class space. Alternative
method of minority class addition is data generation by regression. In partic-
ular regression by PCA is our focus. PCA[14] reveals the internal structure of
a dataset by extracting uncorrelated variables known as Principal Components
(PC) which best explains the variance in the dataset. PC is capable of recon-
structing the data back linearly with loss information[6]. However, an imbalanced
telecommunication dataset is usually non-linear (see Figure 2). We believe an
approach which straightly uses PCA on whole data set without any reasonable
separation to estimate the missing samples, might be ineffective for the churn
prediction.

The main idea of our approach is to form number of small minority datasets
from original minority class dataset. The datasets can be formed by traditional
K-means algorithm but we are interested if Genetic Algorithm(GA) combined
with K-means algorithm could be useful in forming locally optimal clustered sets.
We apply PCA regression on each minority class clustered datasets to generate
new minority class samples.

This paper is organized as follows: the next section outlines the proposed
approach on churn prediction task and then Section 3 explains the process of
the experiments and its evaluation criteria. The Evaluations of the proposed
approach are presented as well. We conclude and highlight with limitations in
Section 4.

2 Approach

Our proposed approach basically applies PCA technique with the Genetic Al-
gorithm K-means algorithm to generate new data for minority class. First and
foremost, we form minority class data,dchurn by extracting minority class sam-
ples from an original raw data draw. Assume that draw is formed after data
sampling and data pre-processing. After the minority class data is formed, GA
K-means clustering technique is applied on the data to form K clusters. This step
is important in order to apply PCA regression locally rather on whole minority
data. We believe that clustering dataset formed by GA K-means avoids the in-
clusion of redundant information because of lower variance when applying PCA
regression. The next step is PCA regression on each cluster. The main objective
of this step is to transform each data inside a cluster back to original feature
space in terms of selected Principal Components. These transformed data are
then added to draw to boost the distribution of minority class samples. Finally,
we make use of this data to build a churn prediction model for a classification
purpose. Figure 1 describes the approach in picture. We explain the main steps
in our approach in the following section.
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Fig. 1. The proposed approach with the four main steps to generate new samples of

minority class

2.1 GA K-Means Clustering Algorithm

The main step of the approach after the formation of dchur is to apply GA
K-means clustering algorithm on the data. The standard K-means algorithm is
sensitive to the initial centroid and poor initial cluster centres would lead to poor
cluster formation. Recently, Genetic Algorithm (GA)[13] is employed to avoid
sensitivity problem in centre point selection that is locally optimum and then
apply the K-means algorithm.

In GA K-means algorithm, a gene represents a cluster centre of n attributes
and a chromosome of K genes represents a set of K cluster centres. The squared
error function is employed as the GA fitness function. The GA K-means cluster-
ing algorithm works as follows:

1. Initialization: Randomly select K data points as cluster centres for W
times from original data set as chromosomes, apply k-means with selected
centroid, the initial population is composed of each of the resultant partition.
Compute fitness value for each chromosome.

2. Selection: Using roulette-wheel[10] to select chromosomes from initial pop-
ulation for mating, the roulette-wheel would be spun W times to establish
the same size of population.

3. Crossover: The selected chromosomes are randomely paired with other par-
ents for reproduction. The bits of chromosomes are swapped by the proba-
bility Pc.

4. Mutation: Compute average fitness value Favg for each chromosome. If the
fitness value for one chromosome is greater than Favg , mutation operation
is applied to insure diversity in the population.

5. Elitism: In order to avoid missing the best chromosome at the end, a list,
Lbest is created to store the best chromosome that is best generated by each
generation, with evolution the previous best will be replaces by the current
best one.
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6. Iteration: Go to step 2, until the termination criterion is satisfied. The
iteration process terminates when the variation of fitness value within the
best chromosomes is less than a specific threshold.

2.2 Linear PCA and Data Generation

We apply the PCA regression technique on each cluster to generate a new dataset
in original feature space in terms of selected principal components (PC). PCA
has a property of searching for PC that accounts for large part of total variance
in the data and projecting data linearly onto new orthogonal bases using PC.

Consider a dataset X={xi, i = 1, 2, . . . , N, xi ∈ �N} with attribute size of d
and N samples. The data is standardised so that the standard deviation and the
mean of each column are 1 and 0, respectively. PC can be extracted by solving
the following Eigenvalue Decomposition Problem[14]:

λα = Cα, subject to ||α||2 =
1
λ

. (1)

where α is the eigenvectors and C is the covariance matrix. After solving the
equation (1), sort the eigenvalues in descending order as larger eigenvalue gives
significant PC. Assume that matrix α contains only a selected number of eigen-
vectors (PC). The transformed data is computed by

Xtr = αT XT . (2)

From equation (2), matrix XT can be obtained by XT = αT −1
Xtr. Finally, the

matrix XT is transposed again to get the matrix Xnew. Since we standardised
the data in the first step, the original standard deviation and the mean of each
column must be included in each Xnew

ij . The newly generated data Xnew is then
added to draw to adjust the distribution of the samples. We continue this process
until all clusters are transformed.

We run two data generation approaches on PCA regression. The first approach
utilises all clusters on PCA regression (Local1). The second approach only uses
the centroid of each cluster to form a dataset of centre points (Local2) and use
this data to extract principal components.

3 Experiments

3.1 Data Description

139,000 customers were randomly selected from a real world database provided
by Eircom for the experiments. The distribution of churner and non-churners
is very imbalanced in both the training data and the testing data. These data
contain respectively 6,000, resp. 2000, churners and 94,000, resp. 37000, non-
churners. These data contain 122 features which describe individual customer
characteristics, see [15] for more detailed descriptions.
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3.2 Evaluation Criteria

According to the literature and previous experiments in [15], the Decision Tree
C4.5 (DT) [5] and the SVM [1] outperformed the Neural Networks(ANN) clas-
sifier when applied on telecommunication data. In this paper, 4 classifier tech-
niques, DT C4.5, SVM, Logistic Regression (LR)[3] and Naive Bayes (NB) were
employed to build prediction models.

The performance of the predictive churn models has to be evaluated. If a11,
resp. a22 is the number of the correctly predicted churners, resp. non-churners,
and a12, resp. a21 is the number of the incorrectly predicted churners, resp.
non-churners, the following evaluation criteria are used in the experiments:

– the accuracy of true churn (TP) is defined as the proportion of churn cases
that were classified correctly: TP = a11

a11+a12
.

– the false churn rate (FP) is the proportion of non churn cases that were
incorrectly classified as churn: FP = a21

a21+a22
.

A good solution should have both a high TP with a low FP. When no solution
is dominant, the evaluation depends on the expert strategy, i.e. to favour TP or
FP.

The Receiver Operating Curve technique (ROC) is recommended to evalu-
ate learning algorithms. It shows how the number of correctly classified positive
samples varies with the number of incorrectly classified negative samples. How-
ever, there is no clear dominating relation between multiple ROC curves and it
is often difficult to make a decision on which curve is better. The Area under
ROC curve(AUC)[9] provides single number summary for the performance of
learning algorithms. AUC is a statistically consistent and more discriminating
measure. We calculate the AUC threshold on FP as 0.5 as telecom companies
are generally not interested in FP above 50%.

3.3 Experimental Setup

We first visualize the dataset pattern using the Self Organizing Map(SOM)[4]
to observe whether the churners are dispersed or concentrated in certain area
before the experiments. If the churners are dispersed(i.e. non-discriminant), there
is a possibility that traditional K-means algorithm would be hard to cluster
optimally.

The aim of the experiments is to observe if additional churner samples gen-
erated by Local PCA regression would improve churn prediction results. The
following 3 experiments are conducted. The first experiment examines the most
optimal cluster size K of the GA K-means clustering algorithm for PCA regres-
sion. For this experiment, we set the range of K to be in {4, 8, 16, 36, 40, . . . , 72}
and then applly the PCA regression on each cluster. When the churner samples
are added and a new data is formed, churn prediction models are built. The
second experiment compares the prediction results of each classifier by PCA re-
gression from experiment 1 to Linear regression(LiR), standard PCA based data
generation and SMOTE. The cluster size for this experiment is chosen from
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experiment 1. Finally the third experiment examines whether or not increas-
ing the size of churner samples improves the accuracy of churn prediction. We
increase the number of churners from original size of 6000 up to 30000(6000,
12000. . . 30000) by setting the PC threshold to 0.9, 0.8. . . 0.6. A new datasdet
is generated based on 2 types of local PCA generation (Local1 & Local2) in all
experiments.

3.4 Results and Discussion

Figure 2 is a SOM map of 39 by 70 nodes. The maximum 9,000,000 training cycles
and 3 folds cross-validation were used to train the SOM. The gray color cells and
purple color cells represent churn and non-churn, respectively. The figure shows
that there are small portion of churners and dispersed in the map. Therefore, we
believe it is hard to obtain optimal cluster datasets using traditional K-means
algorithm.

Fig. 2. Data Visualization, which shows that churn samples are in different locations

in the map

Figure 3 presents the graph of AUC against the size of cluster. The narrow line
at AUC 0.2 mark is when FP threshold was set to 20%. The blue and red lines
represent AUC of GA-based local PCA. The former and latter lines represent
the AUC results following Local1 and Local2 data generation, respectively. The
green line represents the AUC when traditional K-means clustering was applied
to local PCA. The GA K-means clustering produced higher AUC than traditional
K-means in general. However, the difference between them was at most 0.15
with the exception of the red line, therefore, one can say there is no significant
difference in GA and traditional K-means algorithm. The cluster size ranging
from 36 to 72 produced better results for Local PCA. On the contrary, Local2
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tended to have opposite behavior as the smaller the cluster size is the better
AUC.

The FP and TP rates of 3 data regression methods, GA-based local PCA,
standard PCA and LiR ,were compared in Figure 4. For local PCA we selected
2 best cluster size from Figure 3 for each classifier. The standard PCA operates
similar to local PCA but clustering technique is not applied on churn data which
means larger variance within the data. In logistic regression, both types of local
PCA performed better than Standard PCA and LiR. This behaviour can also
be seen in other classifiers but C4.5. For C4.5 it is hard to conclude which data
generation method is better because some lines lie on top of the other line.
The LiR did perform generally better than Standard PCA but the Local PCA
performed the best prediction results.

(a) Logistic Regression (b) Decision Tree

(c) Naive Bayes (d) Support Vector Machines

Fig. 3. AUC vs Cluster Size, based on the 4 different modelling techniques (Logistic

Regression, Decision Tree, Naive Bayes and Support Vector Machines)

Our next experiment is to examine the classification results after adjusting
the distribution of class samples. Figure 5(a) to 5(d) present the ROC graphs for
each classifier using Local1 data generation as it gave the best prediction results
among other data regression method. Churn size of 600 to 6000 was selected
from original raw data. From 6000 onward, additional Churn samples generated
by PCA were added to raw data. The SVM, NB and LR performed well with
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(a) Logistic Regression (b) Decision Tree

(c) Naive Bayes (d) Support Vector Machine

Fig. 4. ROC curves vs various data generation methods, based on the 4 different mod-

elling techniques (Logistic Regression, Decision Tree, Naive Bayes and Support Vector

Machines)

churn size 6000 to 12000 but churn size afterwards did not produce acceptable
TP and FP rates as this can be seen from Figure 6 clearly which illustrates the
AUC rate against churn size. The C4.5 classifier showed that the more samples
are added, the higher TP and FP.

In summary, the experiments showed that 1) Clustering size K did produce
different AUC results according to the size as larger K tend to perform well
with minor improvements 2) Local PCA data regression performed better than
Standard PCA and LiR and finally 3) Adding similar churn samples to original
data did improve the TP rate in all classifiers in contrast to the FP where it
reached over 50% as the churn size reached over 12000. One of the reasons for
the high FP rate is due to the change in decision boundaries. As the churn
samples are added, the churn space enters further into non-churn space. This
leads to more non-churn samples inside churn space and hence, high number of
incorrectly classified non-churn. Classifiers such as DT, SVM and LR require
defining decision regions. NB classifier relies on Bayes’ theorem. Changes in the
number of churn samples would likely to affect prior probability and hence the
possibility of increase in FP.
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(a) Logistic Regression (b) Decision Tree

(c) Naive Bayes (d) Support Vector Machine

Fig. 5. ROC graph of different churn size, based on the 4 different modelling techniques

(Logistic Regression, Decision Tree, Naive Bayes and Support Vector Machines)

Fig. 6. A graph of AUC against the size churn samples, based on the 4 different mod-

elling techniques (Logistic Regression, Decision Tree, Naive Bayes and Support Vector

Machines)
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4 Conclusion and Future Works

In this paper, we have applied GA on PCA regression to generate churn class
samples to solve classification problem lead by imbalance distribution. We em-
ployed GA to search optimal cluster dataset that is discriminant so that linear
PCA can find relevant PC for regression. The newly generated data were added
to original raw data afterwards.

The approach was tested on a telecommunication data on churn prediction
task. The results showed that PCA regression in combination with GA performed
better than PCA regression without GA, linear regression in general and it
performed as good as SMOTE. The optimal clustering size in GA K-means
for PCA regression was within the range of 36-72. The GA K-means clustering
performed better that traditional K-means algorithm. Additional samples would
improve TP rate for churn size 6000-12000 but the FP rate would increase over
50% for churn size afterwards in each classifier. Since we are more interested in
identifying customer who will likely to churn as losing a client causes greater loss
for the Telecom company, improvement in TP is a good results. Nevertheless,
FP rate must be limited as the cost of high FP can be expensive for future
marketing campaign.

It is up to experts strategy whether to focus more on TP than FP and decide
maximum acceptable FP rate. Some telecommunication companies might be
interested in recognising potential churners more than non-churners as it is less
expensive to provide extra services to potential churners, which is much less
than non-churners in size, to retain them than providing extra services to all
customers.

The difficulty of selecting locally optimum size K of clustering is a problem
with the K-means clustering for Local regression. In this work, we had to spend
time on running numerous experiments to find best cluster size K based on AUC
rate. Additional problem of the approach is the prediction results of churn size
after 12000 as it produced high FP rate. We are interested in understanding as
to why additional churn samples would give high FP. There is a possibility that
new churn data generated by various PC threshold can lead to poor classification
of FP. For example, adding new churn data generated by threshold 0.9 might
give different learning behaviour as opposed to new churn data generated by
threshold 0.6. We are interested in learning if classifier can be improved through
ensemble learning in the case of poor learning classifier due to new churn samples.
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Abstract. The strategy of regression test selection is critical to a new version of 
software product. Although several strategies have been proposed, the issue, 
how to select test cases that not only can detect faults with high probability but 
also can be executed within a limited period of test time, remains open. This 
paper proposes to utilize data-mining approach to select test cases, and dynamic 
programming approach to find the optimal test case set from the selected test 
cases such that they can detect most faults and meet testing deadline. The mod-
els have been applied to a large financial management system with a history of 
11 releases over 5 years. 

Keywords: Test case selection, regression testing, test case classification, 
Time-constrained, P-measure. 

1   Introduction 

Testers face two challenges when performing regression testing: (1) they have a large 
volume of test cases to select; and (2) they have limited test resources to utilize in 
terms of time and testers. Currently, many of them manually select various test cases 
based on their experiences, resulting in time-consuming and low capability of defect 
detections. 

This paper uses Chi-square to extract the features of a test case, associates them 
with a certain type of defects that the test case can detect, and uses SVM (Support 
Vector Machine) to classify test cases according to their capabilities to detect perti-
nent defects, and applies P-measure and dynamic programming approaches to select 
test cases from each of the categories with the aim to discover more defects within a 
limited time span. The process of test case classification and selection is described as 
follows: 

1. Test Case Classification: We collect historical test-case dataset and classify them 
according different defect types using Support Vector Machine (SVM) model, such 
that we can choose specific sets of test cases to detect the target types of defects.  

2. Test Case Selection: With a limited period of testing time, we use an optimal re-
source allocation model to fully utilize the test resources with the highest ability of 
detecting defects. In this paper, test resources refer to the test execution time. We 
use the test case dataset to build an optimal allocation model and estimate the 
model parameters to make sure the model can achieve the desired optimal goals 
and meet the time resource constraints. 
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The paper is organized as follows. Section 2 presents the approach to classify exist-
ing test cases according to defect types that they are likely to reveal. Section 3 depicts 
an optimal model to select test cases with the limitation of test execution time. Section 
4 gives a survey on related work. Finally, Section 5 concludes the paper. 

2   Test Case Classification 

The test case classification consists of two steps: 1) collect historical test cases and 
perform pre-processing on the data; 2) build an SVM (Support Vector Machine) 1 
model to classify test cases according to defect types that they are associated with.   

2.1   Collecting Historical Test Cases and Pre-processing the Test Dataset 

This paper collects the historical test data (test cases and defect reports) of a software 
product from a multinational financial corporation. The product consists of 4 compo-
nents (User Interface (UI), Domain Functions (FUN), Data Management (DM), Inter-
face (IF)), and there are 11 release versions over 5 years. This paper defines 5 types of 
defects: four defect types are associated with the four components, and one for system 
(SYS) related defects. As the raw data are vulnerable to the impacts of noise data, 
data preprocessing is needed to improve the data quality and the classification accu-
racy. The process has the following main steps: 

1. Extract useful information from each test case, including the description and test 
execution time, and then manually label each test case according to a defect type in 
terms of modules that the test case can reveal during the testing. 

2. Filter the punctuation using regular expressions and common words using stop-
words dictionary. It aims at increasing the classification accuracy. 

3. This paper uses chi-square algorithm as the feature extraction algorithm to select 
the features, represented as terms/words which are most comprehensive text con-
tents to portray the characteristic of a test case regarding a particular defect type.  

We collect 1521 test cases from a large financial management system with a history 
of 11 releases over 5 years. We pre-process on the collected data using the 1) and 2) 
steps, and using the step 3) to extract the features. For example, in Table 1, the high-
est chi-values (in bold) of features “Add-in” and “browse” are associated with the 
categories of Interface and UI, respectively. A feature belongs to a defect type where 
the feature has the highest chi-value. Therefore feature “Add-in” belongs to Interface, 
and “browse” to UI. As a result, 1260 individual features are taken out from the his-
torical test cases.  

Table 1. Feature Chi-Values and Categories 

Features \Defect Types UI DM FUN Interface SYS 
Add-in 5.6 2.3 9.7 22.6 7.9 
Browse 4.9 0.3 1.4 0.3 2.1 
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The average chi-value is used to select the most comprehensive features and we 
observed that the features with chi-values lower than 0.20 contain lots of invalid in-
formation. For example, as shown in Table 2, the three features, “Colon”, “TABS”, 
and “PREP” have low average chi-values. With the literal meanings of these features, 
they are unhelpful for the test-case classification and even decline the classification 
accuracy; therefore we define them as invalid features for the classification, and scrub 
out such words. On the other hand, the three features “PARTYTYPEDESC”, 
“DROP”, and “METADATA” have relatively high average chi-values. By the literal 
meanings of the features, they are helpful for the test-case classification and increase 
the classification accuracy.    

Table 2. Invalid Features and Valid Features 

Feature Category   Average chi-values 
Colon SYS  0.00181343607657669 
TABS FUN 0.01481480448331962 
PREP IF 0.04428857965618085 
PARTYTYPEDESC SYS 0.2592934583067385 
DROP DM 0.3871442755803598 
METADATA DM 0.4264642415551175 

Consequently we set the threshold of average chi-value as 0.20. Retain the features 
with chi-values above the threshold, and obtain 1076 features with 14.6% of features 
removed. 

2.2   Classifying Test Cases Using SVM Model 

The paper selects SVM classification algorithm for the two reasons: (1) SVM sup-
ports text classification and multi-label classification; and (2) SVM can solve high-
dimensional and non-linear problems. We train the model to classify the test cases 
and improve the classify accuracy from the following three aspects: 

1. Handling stop-words and punctuations in training and testing data: In the early 
experiment, we find there are still some stop-words in the defect summaries, which 
worsen the prediction accuracy. Accordingly, we append more stop-words such as 
the uppercase word to the dictionary.  

2. Managing data unbalance: Initially, some type of defects accounts for large propor-
tions in the sample data while the others are very small even no data. For example, 
the proportion of defects belonging to interface module (IF) is relatively small, 
9.6%, while the proportion of defects belonging to financial function module  
(FUN) reaches 32.4%, more than three times as shown in Table 3. To manage the 
problem, we increase the amount of the defect data whose types account for small 
proportions. In addition we define a weight for each bug type during the feature ex-
traction, and use the weight to reduce the dominance of the bug types which ac-
count for large proportions.  

3. Tuning parameters of SVM tool: During modeling test-case classification, we can 
obtain different prediction accuracy with the same data by varying the threshold of 
the feature value, or changing the proportion between training data and testing data. 
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Table 3. Proportions of defect types 

Defect type DM FUN IF SYS UI 
Proportion 15.3% 32.4% 9.6% 14.5% 29.3% 

At the beginning of the experiments, we have totally 299 test cases as sample data, 
which are divided into three ratios of training data to testing data:  2:1, 3:1 and 4:1 
while keeping the thresholds and costs cross the three ratios the same. The averages of 
accuracies (the number of defects correctly classified vs. the total number of defect 
data) for the ratios (2:1), (3:1), (4:1) are 59.9%, 56.1% and 54.3% as shown in Table 
4. It is observed that ratio 2:1 gets relatively high accuracy where among the test 
cases of testing data, i.e., more than half of test cases are classified into the correct 
defect types. 

Table 4. Accuracy varying with ratios of training data to testing data 

Feature # Threshold 2:1 3:1 4:1 
88 0.1 59.6% 51.3% 54.2% 
85 0.3 64.6% 59.6% 54.2% 
66 0.5 57.6% 62.1% 51.3% 
63 0.7 57.6% 51.3% 57.3% 

Averages of accuracy 59.9% 56.1% 54.3%. 

Because the number of test cases in the initial experiments is not enough, the accu-
racy is not as high as expected.  When we adjusted the feature threshold during the 
experiments, the accuracy did not change much. We consider that the main reasons 
are due to the small size of sample data. Accordingly, we collect more historical test 
data from the software vendor to improve the accuracy. Now, we have 1521 test cases 
increasing 1222 sample data. We try also three ratios of training data to testing data:  
2:1, 3:1 and 4:1 while keeping the threshold and cost the same. The averages of accu-
racies for the ratios (2:1), (3:1), (4:1) are 84.0%, 80.0% and 81.6% as shown in Table 
5. It is observed that ratio 2:1 gets relatively high accuracy as well. 

Table 5. Second round experiments 

Feature # Threshold 2:1 3:1 4:1 
47 0.05 79.1% 80.4% 81.5% 
47 0.10 83.9% 75.9% 79.9% 
46 0.15 85.3% 80.1% 82.2% 
41 0.20 87.6% 83.7% 82.9% 

Averages of accuracy 84.0% 80.0% 81.6% 

3   Test Case Selection 

In most of situations, we are left with a huge number of test cases in each category 
after the test case classification per relevant defect types discussed in the previous 
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section. How to select test cases from different categories that maximize the defect 
detection capability with the limited resource constraints is the focus of this section. 
The process of test case selection includes establishing a test case selection optimal 
model, estimating parameters in the model, and running the model by taking in the 
classified test cases and outputting optimized test case selection. 

3.1   Test Case Selection Model 

3.1.1   Establishing the Objective Function 
Test case selection model is based on P-measure algorithm, which is to quantify the 
defect detecting ability of a testing strategy. The formula is described as follows: 

1

P 1 (1 ) i

k
n

i
i

θ
=

= − −∏                                                    (1) 

P is the probability of incurring at least one failure. θ
i is the failure rate or error rate 

and is predicted using the historical data. Test cases are divided into k subsets corre-
sponding to the k defect types.  ni is the number of test cases selected in the ith subset. 
The objective function in the test selection model is to maximize the P function under 
certain constrains as discussed below.  

3.1.2   Identifying Constraints 
The constraints of the optimal model are shown as follows: 

 c
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C is the total test resources, referring to the test execution time (hours), wi is the 
weight of time resource allocated to detect defect type i, and ci is the resource for 
defect type i, where the resource ci is estimated as the mean value of total hours in 
each defect type.  

3.2   Solving the Optimal Model 

This section derives the solution of the optimal model stated in equations (1) and (2). 
There are two relevant tasks: one is to estimate the parameters in the model, and the 
other is to develop the model solution.  

3.2.1   Parameter estimation 
The main job in this subsection is to estimate the failure rate θi. We use two ap-
proaches to fulfilling the task: data smoothing and linear regression analysis. 

The exponential smoothing is a technique applied to time series data to produce 
smoothed data or to make forecasts. We tried 8 versions of historical data, and each 
has five categories of test cases. Take the first category as an example. The exponen-
tial smoothing approach has higher relative errors and average error up to 0.3391. On 
the other hand, linear regression approach gets smaller relative errors and average 
error up to 0.059. Therefore, we choose the linear regression approach to predict the 
error rate. 
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Let ci,j be the hours that a test case j in category i needs to execute, and Ni the 
number of test cases in  category i. The ci is estimated in the equation (3), where ci,j 
and Ni can be collected from historical data. 

,
1

/
iN

i i j i
j

c c N
=

=∑                                                      (3) 

Let θi be the dependent variable and ci 
the independent variable. The formula is 

shown as follows: 

( )i i if c a c bθ = = × +                                               (4) 

The historical error rate θi is calculated as the ratio of the number of failed test cases 
to the total number of test cases. Parameters a and b in equation (4) can be determined 
using historical data of θi and the estimated ci. Hence, θi in the new version release 
can be predicted using formula (4).  

3.2.2   Optimal Model solution 
We use dynamic programming to solve the optimization problem as described below. 

1. Derive a recursion formula for the P-measure formula in equation (1) in the op-
tional model.  

Let Pi(S) be the maximum probability to detect defect types i, i+1,…,k. S refers to 
the hours allocated to the defect types i, i+1,…,k. From equation (1), we can get the 
following formulas: 

( ) 1 (1 ) l

k
n

i l
l i

P S θ
=

= − −∏                                                     (5) 

Let (S-cini) refer to the hours allocated to the defect types i+1,…,k. From (5), we ob-
tain the following formula conversion: 

1
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Putting (6) into (5), we get a recursion formula: 

1( ) max{1 (1 ) [1 ( )]}in
i i i i iP S P S c nθ += − − ⋅ − −                                      (7) 

Where ni satisfies the condition:  
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2. Determine  integer nk based on inequality (8).  

Let i =k, then Pi+1(S-cini)=0. Therefore we obtain the basic equation of dynamic 
programming from equation (7): 

( ) max[1 (1 ) ]kn
k kP S θ= − −

               
                                        (9) 

The range of  nk in equation (9) satisfies the condition: 
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1 /k kn S c≤ ≤ ⎢ ⎥⎣ ⎦                                                    (10) 

where nk is a natural number. We choose at least one test case in each category, i.e., ni 

≥1. As the equation (9) is a monotonic increasing function, taking the upper-bound of 
integer nk in inequality (10) can maximize ( )kP S .  

3. Determine integer ni (i=1,…,k-1) based on equation (7) and constraint (8). 

According to (8), we obtain the following recursion constraint on nk-1: 
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(11) 

Likewise, we can get nk-2, …, n1. Through the above three steps, we get the optimal 
sizes for test cases selected from each category:

1 2( , )opt opt opt opt
kn n n n= , .

 

3.3   Evaluating the Test Case Selection  

We collect the historical data on error rates and average test times of test cases in the 
five categories across 8 versions from 1.0 through 1.7 from a financial management 
system, and run the optimal model using the collected data, where in each version, θi 
and ci are associated with the different five types of defects. To evaluate the validity 
of the test case selection model, this section compares the optimal model with three 
selection approaches: random selection, average selection and proportional selection. 

Using the collected data, we estimate the parameters a and b in equation (4), and 
get the results as 0.005 and 0.215, respectively. When there is a new release, the aver-
age time ci can be calculated based on existing test case set. With the equation (4), for 
example, the error rate θi of each category can be estimated for new version 1.9 as 
shown in Table 6. 

Table 6. Selection Model Version 1.9 

Defect Type UI DM FUN IF SYS 
θi 35% 25% 38% 30% 30% 

ci 3.95 6.75 3.50 5.10 5.20 

3.3.1   Optimal Model based Selection Strategy 
Taking as inputs the estimated average time ci and the estimated error rate θi of each 
category of test cases, and using the dynamic programming model described in Sec-
tion 3.2, we attain the optimal number of test cases selected from each category as 
shown below: 1 2 3 4 5( , , , ) (1, 16, 1, 1, 1)opt opt opt opt opt optn n n n n n= =, .

 

It is observed that although we acquire the optimal results based the model (1) and 
(2), the numbers of test cases from each category are out of balance. Category “FUN” 
has the largest number of test cases up to 16, while the rest of categories are only 1. 
Although we can concentrate on one type of defect detection, there is no guarantee 
that other categories have no defects.  
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We propose two ways to improve the balance that is different from what paper 4 
does. One is to allow testers to specify the number proportion of each category. The 
other is to allow testers to specify lower bound of the number of test cases in each 

category. We use weight iw  to adjust the upper limit on in , and modify the con-

straints as follows:  

1
1 min{ / / }

k

i i i l l l
l i

n w C c S c n c
                    (12) 

The new optimal result is shown as follows, which is more balanceable among differ-
ent test case categories. 1 2 3 4 5( , , , ) (1, 5, 3, 3, 3)opt opt opt opt opt optn n n n n n= =, .

 

It is observed above that original dynamic programming model just guarantees the 
optimal time utilization and defect detection capability, but does not address the test 

case balances among different categories. By adjusting the weight iw  in the con-

straints, the balance can be improved and still maintain the overall time utilization and 
defect detection capability.  

3.3.2    Random Selection Strategy 
The first assessment is to compare with the random results of test case selection: 

1. Randomly select a test case from the whole test set. 
2. Subtract the time of test case execution from the total available time C. 
3. Repeat steps 1 and 2, till the available time is not enough to execute a test case. 

Using the same sample data, we get the selection results for the new release as fol-
lows. 1 2 3 4 5( , , , ) (2, 7, 2, 5, 1)ran ran ran ran ran rann n n n n n= =, .

 

3.3.3   Average Selection Strategy 
The average selection schema emphasizes the time allocation balance among different 
categories. It apportions time to each category. Equation (13) shows the average se-
lection schema, where each category has at least one test case selected.  
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Using the same sample data, we get the selection results for the new release as fol-
lows. 1 2 3 4 5( , , , ) (2, 4, 3, 3, 3)ave ave ave ave ave aven n n n n n= =, . 

3.3.4   Proportional Selection Strategy 
The proportional selection schema calls attention to the error rates associated with test 
case categories. The higher the error rate is, the more test cases it will select. Equation 
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(14) shows the proportional selection schema, where each category has at least one 
test case selected. 
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Using the same sample data, we get the selection results for the new release as fol-
lows. 1 2 3 4 5( , , , ) (2, 4, 3, 3, 4)pro pro pro pro pro pron n n n n n= =, .

 

3.3.5   Comparison among Different Strategies 
We compare different strategies in terms of resource utilization and defect detecting 
capability. The resource utilization η is defined as follows: 
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=

= ≤ ≤∑                                      (15) 

The higher η is, the better the test resource is utilized; the lower η is, the resource is 
wasted. Figure 1 shows the comparison of resource utilizations among different 
strategies, where the abscissa stands for 10 different versions of data sets and ordinate 
stands for the resource utilization rate that represents the test time used vs. the total 
test time available. 

It is observed that average and proportional strategies get lower resource utilization 
rates, the random strategy has a large fluctuation, and the optimal allocation strategy 
has stable and high resource utilization rate. 

 

Fig. 1. Comparison of resource utilization 

This paper uses P-measure (see formula (1) in Section 3.1) to evaluate the detec-
tion capabilities of different test case selection strategy. Figure 2 shows the defect 
detection capabilities of the four strategies. It is observed that random strategy get the  
lowest detection capability; the proportional strategy is better than the average, as it 
selects test cases based on the error rate θ

i
 and its pertinence is obvious; the average 
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strategy is inferior to the proportional strategy and with high vacillation; among them 
the optimal allocation strategy has the most stable and highest detection capability.  

On the other hand, we notice that there are no much differences in terms of average 
detection capability among the optimal model, the average strategy and the propor-
tional strategy as they are all reaching up to 0.9999 although the average strategy and 
the proportional strategy have large fluctuation. We consider that this may be due to 
the small numbers of selected test cases from different categories, varying from 1 to 
7. Our future work in this regard will apply the proposed to other systems which need 
more test cases, also will utilize simulation approach to observe the outcomes when 
increasing the sizes of selected test cases. 

Versions

R
es

ou
rc

e 
ut

ili
za

tio
n 

ra
te

 

Fig. 2. Comparison of defect detecting capability 

4   Related Work 

In the software testing process, the quantity and quality of test cases determines the 
cost and effectiveness of software testing. Current software products have a large 
number of test cases and some are redundancy. It means that a subset of a test suite 
can also meet testing requirements. Selecting those test cases out of a large number of 
a test suite, which fully meet the testing requirements and as far as possible non-
redundant is the main purpose of this research. 

Yoo and Harman have done a comprehensive survey on regression testing tech-
niques 3. Various approaches of  test case selection procedure have been proposed 
using different techniques and criteria including heuristics for the minimal hitting set 
problem, integer programming, data-flow analysis, symbolic execution, dynamic 
slicing, CFG (control flow graph) graph-walking, textual difference in source code, 
SDG (system dependency graph) slicing, path analysis, modification detection, fire-
wall, CFG cluster identification  and design-based testing. 

Optimal approaches, such as greedy algorithms, heuristic algorithms and integer 
programming, can be used to solve this problem 4, selecting proper test cases with 
resource constraints. We extend Zhang’s work by adding weighs to improve balances 
among different categories. Orso et al. presented two meta-content based techniques 
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of regression test selection for component based software 5. W.T. Tsai et al. 6 pro-
posed a Model-based Adaptive Test (MAT) case selection and ranking technique to 
eliminate redundant test cases, and rank the test cases according to their potency and 
coverage.  

Data mining has been applied to software reliability 7, software engineering, and 
software testing. Mark Last et al. 8 used data mining approach in automating software 
testing. They demonstrated the potential use of data mining algorithms for automated 
induction of functional requirements from execution data and applied a novel data 
mining algorithm called Info-Fuzzy Network (IFN) to execution data of a general-
purpose code for solving partial differential equations. Mockus et al. 9 demonstrated 
that historical change information can support to build reliable software systems by 
predicting bugs and effort. In software testing, module complexity can be evaluated 
using several measures, but the relationships between these measures and the likeli-
hood of a module failure are still not fully understood. As shown by Dick and Kandel 
10, these relationships can be automatically induced by data mining methods from 
software metrics datasets that are becoming increasingly available in the private and 
public domain. 

Predictions of number and locations of faults have been carried by many research-
ers. Ostrand et al. 11 developed a negative binomial regression model to predict the 
expected number of faults in each file of the next release of a system. Sergiy A. 
Vilkomir’ paper 12 presented an approach to using Markov chain techniques for 
combinatorial test case selection.  Ing-Xiang Chen 13 presented an implicit social net 
work model using Page Rank to establish a social net work graph with the extracted 
links. When a new bug report arrives, the prediction model provides users with likely 
bug locations according to the implicit social network graph constructed from the co-
cited source files.  

5   Conclusion 

This paper uses the classification techniques to create test case classification model in 
regarding to defect types those test cases can detect; creates an optimal test case selec-
tion model with P-measure as the objective function and time allowance as the con-
straints; and uses dynamic programming approach to obtain the optimal solution. We 
collected historical data from a financial management system produced by an interna-
tional software company. The Chi-square algorithm is used to extract features from 
test case descriptions and defect reports, and SVM is used to model the classifiers. 
These experiments used 1521 test cases and identified 1571 defects. The accuracy of 
the model is affected by the number and the pre-processing of the training data. When 
the quantity of the historical data is more than 1000 in the experiment, classification 
accuracy is able to achieve 75% to 87%. By using this model, the efficiency of the 
test process can be improved by 20% on average without changing the underlying 
technology or tools. In particular, the efficiency can improve more than 25% for those 
peoples who are new in testing and/or the product.  

Our future work will collect more datasets on integration testing, increasing the ac-
curacy of predicting results. We will gather new test-case data, classify them with 
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different defect types and then give priorities to those serious faults so that testers can 
focus their energy on the high priority items first.  
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Abstract. Existing works in literature mostly resort to the web pages or other
author-centric resources to detect new words, which require highly complex text
processing. This paper exploits the visitor-centric resources, specifically, query
logs from the commercial search engine, to detect new words. Since query logs
are generated by the search engine users, and are segmented naturally, the com-
plex text processing work can be avoided. By dynamic time warping, a new word
detection algorithm based on the trajectory similarity is proposed to distinguish
new words from the query logs. Experiments based on real world data sets show
the effectiveness and efficiency of the proposed algorithm.

Keywords: new word detection, dynamic time warping, query logs, search
engine.

1 Introduction

Thanks to the rapid development of the internet, Chinese language changes over a wide
range of areas, and more and more new words are brought into birth. These new words,
usually corresponding to real world events, are so informative that can reflect the social
interests. On the other hand, these new words, which have not been collected by any
vocabulary in time, bring many difficulties into text processing. Thus, research on new
word detection becomes very essential and deserves tense attentions. Meanwhile, due
to the rapid development and large quantities of new words, manually recognizing the
new words requires a huge amount of human efforts. Therefore, people desire to detect
new words automatically by introducing machine learning methods. Former works on
new word detection all resort to the web pages to distinguish new words from the texts,
which requires complex text processing, e.g., word segmentation. Taking the wisdom
of crowd into account, new words are concerned even mainly created by web users
and user behaviors on the internet. Specifically, the query log from search engines, can
serve as a major resource of new word detection. Our work is based on visitor-centric
resource, query logs, to shed light on the automatical detection of Chinese new words.

For the ease of clearance, we give several examples of the real query logs collected
from a commercial search engine, as described in Table 1.

The examples described in Table 1 include the query terms,“���(Swine Flu)”,“�
�(movie)” and “��(the website named Youku)”, the IP information which recorded

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 233–243, 2010.
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Table 1. Examples of query log data

IP Query URL Time
*.*.* ��� http://sohu.com 20090502

*.*.* �� http://google.com 20090101

*.*.* �� http://youku.com 20091231
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Fig. 1. Word Frequency. (a) “���(Swine Flu)”. (b) “��(movie)”.

the IP of users who issued these word terms, the URL and the time stamps when users
issued the query terms.

In Figure 1(a), we note that the frequency trajectory of the word in temporal dimen-
sion reaches its maximum around the occurrence of Swine Flu expansion, which due to
the burstiness of the word term “���(Swine Flu)”. Meanwhile, the frequency trajec-
tory of the word “��(movie)” in temporal dimension do not have a significant spike
which may due to the fact that the word term “��(movie)” is not a relatively bursty
word.

Based on this observation, we exploit the frequency trajectory to detect new word
since it can reflect the dynamics of public interests, so as the probable birth of new
words.

The rest of our paper is organized as follows. Section 2 introduces the related work.
Section 3 gives the details of the dataset and representation. Section 4 presents our
similarity measures of new words and section 5 describes the new word detection algo-
rithm. Section 6 gives the evaluation metric and discuss the results. In the last section,
we conclude the paper.

2 Related Work

In the literature, there are two understandings of new word: One corresponds to the word
out of vocabulary and the other means the popular word that has been newly created or
old word with new meaning. For the work of detecting words out of vocabulary, Ref. [1]
is the first to exploit visitor-centric data, e.g., user behaviors on Chinese input method,
to detect new and representative words to enlarge the corpus for word segmentation and
expert knowledge base. For the new word of the second category, there have been few
works yet except for these works [2, 3, 4]. In this paper, we also focus to the second
class of new words.
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However, almost of the previous works detect new words from the author-centric
resource without taking the visitor-centric resources into account. Meanwhile, there has
been a field of extracting information from the visitor-centric data resource [5,6,7,8,9].
Our work focuses on detecting new words from the visitor-centric resources, which has
not been mentioned in existing works.

Our work differs from the above works in following ways: First, we focus on de-
tecting new words from the visitor-centric resources, which has not been exploited in
former works. Second, to our best knowledge, we are the first to take the dynamics of
word term frequency into accounts by dynamic time warping similarity measures. We
will give detailed statement in the later sections.

3 Data Representation

As mentioned in the first section, query log has the advantage for detecting new words:
Naturally segmented, user-centric and recorded with time stamps. In this section we
take a real world query log as an example to describe the characteristics for detecting
new words.

Given the normalized query logs, we first group each query term with its frequency
into sequence. Let T denote the duration or period of the collected data, and fw be the
normalized frequency sequence of a word term w, organized chronologically as fw =
{fw(1), fw(2), ..., fw(T )}, where fw(t) represents the number of appearances in time
index t. Once data is segmented into chronological sequence of query log, similarity
comparison between time series can be accomplished.

To smooth out the short-term fluctuations and highlight long-term trends, We exploit
moving average method to avoid the effects of fluctuates of data, since moving aver-
age is the dominate method for smoothing data in the literature. For example, given
the normalized frequency sequence fw, the smoothed sequence f ′

w, of which the ith
component is denoted by f ′

w(i), is calculated as the following:

f ′
w(i) =

1
l

i∑
k=i−l+1

fw(k) (1)

Because queries on weekdays are typically more than that on weekends and holidays,
the step length l was set to be 7 to reduce the effect of weekly fluctuations of the issued
queries.

4 Words Filtering

Before diving into the details of our experimental setup, we first introduce our dataset
used for our work.

4.1 Dataset

For our experiments, the query logs are collected from a commercial search engine1

within 365 day units, from January 1, 2009 through December 31, 2009 and includes

1 http://www.sogou.com/
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72,021,172 different queries that appears during the time. As shown in the Table 1, the
IP information has also been collected by the search engine. However, to protect the
privacy of users, we eliminate the IP information. Given all the query logs from the
search engine, we observe that the frequencies of words in the dataset roughly yield the
Zipf’s Law, which are illustrated in Figure 2.
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Fig. 2. Distribution for the Words in Dataset

Among the 72,021,172 distinct queries, there are 71,155,114 (occupy about 98.8%)
queries with low frequency less than 100 appearances within this period. We discard
the non-GBK decode queries and the queries with low frequency less than 100 and get
866,058 queries sequences with the length of 365 day units which is detailed in the
Table 2 with different lengths of queries.

Given the word frequency, we first remark that detecting words by using the time
series similarity algorithm to cluster or classify the words. However, after the removal
of low frequency queries, the number of queries remain too large for the similarity
calculation of time series. Thus, we attempt to filter words roughly by the trajectories
classification, which can be accomplished with much lower complexity.

Table 2. The distribution of word frequency with different length after word filtering

Length 2 3 4 5 6 7
Frequency 75,752 109,386 234,880 154,630 172,790 118,620

4.2 Trajectory Category Based on Burstiness

In order to distinguish the bursty words from the query logs, we perform a user study on
a labeled data set. We collect the new words from the website2 which is provided from
January 1, 2009 to December 31, 2009, and select the new words appear in our dataset

2 http://pinyin.sogou.com
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as our labled set of new words, denoted as LNW (labeled new words). Meanwhile, we
also randomly select 1000 common words from the a general Chinese as our corpus
of non-new words. However, there are only 66.5% common words from this corpus
appear in our dataset based on our observation of 10 times of random selection. Hence,
we choose one group of common words randomly selected from the corpus which also
appear in our dataset as our labeled set of non-new words, denoted as LNNW (labeled
non-new words). All the sets are described as in Table 3 and the labeled data set for new
words and non-new words mentioned in the latter sections all mean this.

Table 3. Description of label set, listed by the length of word term

Length 2 3 4 5 6 7 Total
LNW 137 525 216 66 16 24 984

LNNW 611 27 12 8 3 1 662

According to the observation on the characteristics of these labeled sets, we formu-
late frequency trajectories into four categories, which are described in the Table 4.

Table 4. Description for trajectory categories of queries

Category Description
HB High-energy and bursty words
LB Low-energy and bursty words
HU High-energy and unbursty words
LU Low-energy and unbursty words

By using a user study for the trajectories of manually labeled new words and non-new
words, we formulate the trajectories of query logs from the Chinese search engine into
four types, HB (High-energy and bursty words), LB (Low-energy and bursty words),
HU (High-energy and unbursty words) and LU (Low-energy and unbursty words),
where the energy correspond to the frequency. Here, the burstiness of word sequence is
calculated by the algorithm using the discrepancy theory [10]. Our approach is the one
dimensional special case of the method proposed in [10], which can be decribed as the
following formula

f b
w =

max(fw(i)) − μ(fw(i))
σ(fw(i))

(2)

, where, μ(fw(i)) and σ(fw(i)) represents the average value and the variance of the
word frequency sequence fw(i), respectively.

Here, the threshold between high and low energy is set to be 10000, correspond to 4
in the logarithm scale and the threshold of burstiness is set to be 7. For the four types of
the frequency trajectories, the type HB occupies 0.05%, the type HU occupies 1.33%,
the type LB occupies 5.24% and the type LU occupies 93.38%, which is detailed in
the Table 5.
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Table 5. The proportion(%) of the four types based on energy and burstiness, listed by the length
of words

Length 2 3 4 5 6 7
HB(%) 0.07 0.06 0.02 0.02 0.02 0.03
HU(%) 3.54 1.50 1.26 0.80 0.55 0.49
LB(%) 4.17 6.40 4.71 5.30 5.25 5.57
LU(%) 92.22 92.05 94.01 93.88 94.18 93.91

4.3 Trajectory Category Based on Length

In addition to the types of the trajectory, we also explore the performance of classifica-
tion based on the length of the trajectory.
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Fig. 3. The histogram of trajectories length of words.: (a) new words with normalization; (b) non-
new words with normalization; (c) correlation of both the two types of words with normalization

From Figure 3 we notice that the two types of words can be distinguished roughly
when the threshold was set to be 0.2. Thus, as the threshold was determined, we can
calculate all the lengths of smoothed sequence frequency of query logs, and get the
distribution of the length of query logs shown in the Figure 4, separated by the length
of words, ranging from 2 to 7. Note that in this figure, the number of the words below
the threshold accounts for more than 80%, which will be eliminated. Hence, after the
threshold of the length of trajectories, the number of all words candidate for new word
detection will be reduced effectively.

5 New Word Detection Based on Trajectory Similarity Measures

After word filtering, we get 45,367 and 77,945 words by the two methods as described in
the former section. Thus, the space for new word detection has been reduced largely and
the similarity measures can be executed now. In this section we motivate the similarity
measures and propose our new word detection algorithms. Given two sequence P and
Q, with length of M , N , represented as P = (p1, p2, ..., pM ) and Q = (q1, q2, ..., qN ),
respectively, we utilize two similarity measures to evaluate the relationship between
words and aim to detect new words based on the labeled data using a general machine
learning algorithm.
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Fig. 4. The relationship between the word frequency and trajectory length for the queries with
length n: (a) n = 2; (b) n = 3; (c) n = 4; (d) n = 5 ;(e) n = 6; (f) n = 7

5.1 Similarity Measures Based on Correlation

It is common to think of the similarity measure with correlation between two sequences.
We introduce the similarity measures based on sequence correlation coefficient as our
baseline algorithm. Given the two sequences, the correlation value is calculated accord-
ing to the following equation,

Corr similarity =
n
∑

n (PQ) −∑n P
∑

n Q√[
n
∑

n P 2 − (
∑

n P )2
][

n
∑

n Q2 − (
∑

n Q)2
] . (3)

5.2 Similarity Measures Based on Dynamic Time Warping

Though the correlation similarity between sequences is used widely, it can only catch
the linear relationship between sequences. To evaluate the similarity in addition to the
linear one, we adopt the time warping algorithm [11], which can avoid the warping of
time scale, to measure the similarity between sequences. Firstly, a M ∗N matrix is built,
where the element (di,j) denotes the distance between P and Q (Euclidean distance is
used here without loss of generality). A warping path, W = (w1, w2, ...wK), is used
to record a mapping between sequence P and Q, which aims to minimize the distance
on the warping path, where, K denotes the length of the warping path and the element
wk = (pi, qj)k . Once the warping path is constructed, the similarity measures based on
the dynamic time warping, can be calculated as follows:

DTW similarity(P, Q) = exp−
√∑K

i=1 wi . (4)
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We observe that when the two sequences P and Q are the same sequence, then wi equal
to 0 and the similarity measure DTW similarity reaches to 1.

5.3 New Word Detection

Based on the dynamic time warping algorithm, we give our new word detection algo-
rithm, which is shown in Algorithm 1.

Algorithm 1. New Word Detection from Query Logs
Input: A set of frequency sequences of queries
Output: A set of new words
1: Calculate the Euclidean distance matrix D between P and Q.
2: Initialize the dynamic time warping matrix D′.
3: Perform the classic dynamic time warping algorithm for sequences.
4: Return the warping paths {wk}.
5: Calculate the similarity measures between all the word sequences.
6: Group all the candidate words into two clusters using k-means algorithm to get the new word

set

6 Experimental Setup

In this section, we demonstrate the experiment setup of our approach to new word
detection. Firstly, we detail the results after the filtering processing. Secondly, we ana-
lyze the performance of new word detection with the two different similarity metric by
evaluating the proposed metric with user experience. Then, we describe our proposed
evaluation metric. Finally, some examples of detected new words are listed and ana-
lyzed. All the experiments have been conducted on an 8Ghz Intel Pentium 4, with 4GB
of RAM.

6.1 Evaluation Metric

To evaluate our experiment, we investigate the performance of new word detection de-
scribed in the Algorithm 1. Here, we give description of evaluation metric. For the
clustering experiment, we adopt the number of detected new words from the dataset
and the precision as our performance metric. To measure the global quality of the new
word detection results, five measures are used, including miss (m), false alarm (f), re-
call (r), precision (p) and the F1, which are defined as follows based on the contingency
table.

– p = a/(a + b), if (a + b) > 0, otherwise undefined;
– r = a/(a + c), if (a + c) > 0, otherwise undefined;
– m = c/(a + c), if (a + c) > 0, otherwise undefined;
– f = b/(b + d), if (a + c) > 0, otherwise undefined;
– F1 = 2rp/(r + p), if (r + p) > 0, otherwise undefined;
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Table 6. The cluster-term contingency table

new word not new word
in cluster a b

not in cluster c d

6.2 Results

According to the new word detection algorithm described as Algorithm 1, we perform
the new word detection and get 8,973 new words. To evaluate the performance of our
approach to new word detection, we randomly select 200 detected new words from each
of the four groups of results as our test set. Note that there are four group of results with
the combination of two filtering methods and two similarity measures, so we finally get
totally 800 candidates of new words. Because there is no benchmark dataset for event
detection from click-through data. We find 3 experts to evaluate the results and got the
average precision of 63.5% for detected new words.

Each new word candidate was rated by 3 human raters using the 5-point Likert scale
defined in [12], from irrelevant to highly relevant. The agreement between all the three
assessors on the results of random selected test set as computed by Cohen’s Kappa is
0.609. Moreover, we also give the result new words detection on our created test set
with manually labeled new words and non-new words, as shown in Table 7, where the
− mean undefined evaluation metric. We do 5-fold cross validation in this experiment
and finally achieve the average evaluation results, in which the F-measure and precision
is 0.765 and 0.799.

Table 7. The results of event detection

p r m f F1

LNW 0.799 0.755 0.244 0.059 0.765

LNNW 0.651 − − 0.464 −

6.3 Quality of Detected Words

To illustrate the results of word filtering, for each of the four types, we give a repre-
sentative trajectory for example, which is shown in the Figure 5. Here, to maintain the
original properties of the query trajectories, all the frequency values are the appearances
of these queries without smoothing.

In Figure 6, we give another illustrative example of detected word with its 5-nearest
words trajectories of frequency in week unit and its corresponding smoothing fre-
quency. The concerned word term in the figure is “���(Swine Flu)”, which is a
new word since it did not appear before the Swine Flu emerged. The frequency tra-
jectories by the two similarity measures are plotted. The pictures in each column are
the frequency trajectory of the top k (here is fixed to be 5) nearest neighbors by the
two similarity measures, which are “����(A TV show named ’Happy Girls’)”,
“���(A person named Chen Shaoji)”, “��(May)”, “��(Happy)”, “����
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(a) (b) (c) (d)

Fig. 5. Four representative word frequency trajectories: (a) HB: “��(Green Dam)”; (b) HU: “�
�(signature)”; (c) LB: “���(Girls’ Day)”; (d) LU: “��(shoot)”

0 50
0

1000

2000

3000

4000
猪猪猪

 

 

0 50
0

1000

2000

3000

4000
猪猪猪

0 50
0

200

400

600

800
快快快快

 

 

0 50
0

500

1000

1500
猪猪猪猪猪

0 50
0

500

1000

1500
陈陈陈

 

 

0 50
0

100

200

300

400
浙浙快

0 50
0

200

400

600

800
五五

 

 

0 50
0

500

1000

1500
陈陈陈

0 50
0

200

400

600

800
高高

 

 

0 50
0

500

1000

1500
丫丫丫丫

0 50
0

500

1000

1500
猪猪猪猪猪

0 50
0

200

400

600

800
中中中

Fig. 6. Detected new words with its 5 nearest neighbors in the dataset

�(Symptom of Swine Flu)”, respectively. Remained word terms in this figure include
“���(The girl from Zhejiang University)”, “����(A person named Yadan get
married)” and “���(Mid-autumn Holiday)”. From this figure, we observe that the
word feature “�����(symptoms of Swine Flu)” is a most similar word both in
trajectory, bursty and energy-related aspects, which matches to our intuition.

7 Conclusions and Future Work

This paper analyzed the dynamics of word features collected from the query logs of
a commercial search engine. By considering the query as a temporal signal from the
energy and bursty perspectives, we reveal many new characteristics of the visitor-centric
data and detect new words. Because there is no benchmark for our work to compare with
other works, to validate our proposed methods, we evaluated our experimental results
using manually-labeled new words assessed by 3 experts. Future work will devote to
proposing a simple and effective evaluation method or benchmark.
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Abstract. We introduce a novel approach to incremental e-mail categorization
based on identifying and exploiting “clumps” of messages that are classified sim-
ilarly. Clumping reflects the local coherence of a classification scheme and is
particularly important in a setting where the classification scheme is dynamically
changing, such as in e-mail categorization. We propose a number of metrics to
quantify the degree of clumping in a series of messages. We then present a num-
ber of fast, incremental methods to categorize messages and compare the perfor-
mance of these methods with measures of the clumping in the datasets to show
how clumping is being exploited by these methods. The methods are tested on
7 large real-world e-mail datasets of 7 users from the Enron corpus, where each
message is classified into one folder. We show that our methods perform well and
provide accuracy comparable to several common machine learning algorithms,
but with much greater computational efficiency.

Keywords: concept drift, e-mail classification.

1 Introduction

Incremental, accurate and fast automatic document categorization is important for on-
line applications supporting user interface agents, such as intelligent e-mail assistants,
news article recommenders and Helpdesk request sorters. Because of their interaction
with the user in real time, these applications have specific requirements. Firstly, the
document categorizer must have a short response time, typically less than a couple of
seconds. Secondly, it must be sufficiently accurate. This is often achieved by trading
higher accuracy for lower coverage, but from a user point of view, high accuracy is
preferred, so that the categorizer must either provide a fairly accurate category predic-
tion or no prediction at all. The problem of e-mail categorization is difficult because of
the large volume of messages needed to be categorized, especially in large organiza-
tions, the requirement for consistency of classification across a group of users, and the
dynamically changing classification scheme as the set of messages evolves over time.

In our earlier work (Wobcke et al. [19]), we pointed out that the classification pat-
terns of messages into folders for the e-mail data set studied typically changed abruptly
as new folders or topics were introduced, and also more gradually as the meaning of the
classification scheme (the user’s intuitive understanding of the contents of the folders)

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 244–258, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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evolved. We suggest that it is particularly important for classification algorithms in the
e-mail domain to be able to handle these abrupt changes, and that many existing algo-
rithms are unable to cope well with such changes. On the other hand, we observe that
the e-mail classification exhibits a kind of “local coherence” which we here term clump-
ing, where over short time periods, the classification scheme is highly consistent. An
extreme example of this is when there are many messages in a thread of e-mail that are
categorized into the same folder. However, much existing work on e-mail classification
fails to address these complex temporal aspects to the problem.

What we call “clumping” is related to, but is different from, concept drift, which is
usually taken to be a gradual shift in the meaning of the classification scheme over time.
There is much research specifically on detecting and measuring various types of concept
drift. A popular method is to use a fixed or adaptive shifting time window [7], [6], [17].
Nishida and Yamauchi [12] use statistical methods to detect concept drift by comparing
two accuracy results, one recent and one overall. Vorburger and Bernstein [15] compare
the distribution of features and target values between old and new data by applying an
entropy measure: the entropy is 1 if no change occurs and 0 in the case of an extreme
change. Gama et al. [5] measure concept drift by analysing the training error. When
the error increases beyond certain level, it is assumed that concept drift has occurred.
Our approach to changing context is different in that we address unexpected local shifts
in the context, rather than gradual temporal changes. Our methods are also suitable for
randomly sequenced documents as long as the sequence shows some sort of clumping.

In our previous work (Krzywicki and Wobcke [9]) we introduced a range of methods
based on Simple Term Statistics (STS) that addresses computational requirements for
e-mail classification. We showed that, in comparison to other algorithms, these simple
methods give relatively high accuracy for a fraction of the processing cost. For further
research in this paper we selected one of the overall best performing STS methods,
referred to as Mb2, further explained in Section 3. In this paper we aim to undertake
a more rigorous analysis of clumping behaviour and propose two new methods, Lo-
cal Term Boosting and Weighted Simple Term Statistics, which can take advantage of
clumping to improve classification accuracy. These methods weight each term accord-
ing to its contribution to successful category prediction, which effectively selects the
best predicting terms for each category and adjusts this selection locally. The weight
adjusting factor is also learned in the process of incremental classification. Weighted
Simple Term Statistics is also based on term statistics but weighted according to the
local trend. Our expectation was that this method would benefit from using the global
statistical properties of documents calculated by STS and local boosting provided by
Local Term Boosting.

All methods were tested on the 7 largest sets of e-mails from the Enron corpus.
The accuracy of these methods was compared with two incremental machine learning
algorithms provided in the Weka toolkit [18]: Naive Bayes and k-Nearest Neighbour
(k-NN), and one non-incremental algorithm, Decision Tree (called J48 in Weka). We
also attempted to use other well known algorithms, such as SVM, but due to its high
computation time in the incremental mode of training and testing it was not feasible for
datasets of the size we used.
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Our categorization results on the Enron corpus are directly comparable with those
of Bekkerman et al. [1], who evaluate a number of machine learning methods on the
same Enron e-mail datasets as we use in this research. These methods were Maximum
Entropy (MaxEnt), Naive Bayes (NB), Support Vector Machine (SVM), and Winnow.
In these experiments, methods are evaluated separately for 7 users over all major fold-
ers for those users. Messages are processed in batches of 100. For each batch, a model
built from all previous messages is tested on the current batch of 100 messages. Ac-
curacy over the 100 messages in the batch is calculated, however if a message in the
batch occurs in a new category (i.e. not seen in the training data), it is not counted in
the results. The paper does not mention how terms for the classification methods are
selected, however it is reasonable to assume that all terms are used. The most accurate
methods were shown to be MaxEnt (an algorithm based on entropy calculation) and
SVM. It was noted that the algorithms differed in terms of processing speed, with Win-
now being the fastest (1.5 minutes for the largest message set) and MaxEnt the slowest
(2 hours for one message set). Despite a reasonably high accuracy, the long processing
time makes SVM and MaxEnt unsuitable for online applications. Only Winnow, which
was not the best overall, can be used as an incremental method, while the other two re-
quire retraining after each step. The temporal aspects of e-mail classification, including
concept drift, are mentioned in the paper, but no further attention was given to these
issues in the evaluation.

The rest of the paper is structured as follows. In the next section, we describe con-
cept clumping and introduce clumping metrics. In Section 3, we present Simple Term
Statistics in the context of concept clumping and introduce the Local Term Boosting
and Weighted Local Term Boosting methods. Section 4 discusses the datasets, evalua-
tion methodology and experimental results. In Section 5, we discuss related research on
document categorization, concept drift and various boosting methods. Finally, Section 6
provides concluding points of the paper and summarizes future research ideas.

2 Concept Clumping

In this section we provide definitions of two types of clumping: category and term-
category clumping, and introduce a number of metrics to quantify their occurrence.

2.1 Definitions

Our definition of category clumping is similar to that of permanence given in [2]. A
concept (a mapping function from the feature space to categories) is required to remain
unchanged for a number of subsequent instances. The definitions of concept clumping
are given below.

Let D = {d1, ...} be a sequence of documents presented in that order, F = {f1, ...} a
set of categories, and Td = {td1, ...} a set of terms in each document d. Each document
is classified into a single category and each category f is assigned a set of documents
Df = {df1, ...} so that

⋃
f Df = D and

∑
f |Df | = |D|.

Definition 1. A category clump {df1, ...} for category f in D is a maximal (contigu-
ous) subsequence of D for which df1−1 ∈ Df and each dfi ∈ Df . Let us call this type
of clumping CLf .
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That is, a category clump is a (contiguous) sequence of documents (excluding the first
one) classified in the same folder. Since each document is in a single category, a docu-
ment can be in only one category clump.

Definition 2. Let Dt be the possibly non-contiguous subsequence of D consisting of
all documents in D that contain t. Then a term-category clump for term t and category
f in D is defined as a category clump for f in Dt. That is, a term-category clump
Dtf = {dtf1, ...} for term t and category f in D is a maximal contiguous subsequence
of Dt such that d′ ∈ Df where d′ is the document preceding dtf1 in Dt, and each
dtfi ∈ Df . Let us call this type of clumping CLt.

Less formally, a term-category clump is a (possibly non-contiguous) sequence D′ of
documents from D having a common term t that are classified in the same folder f ,
for which there is no intermediate document from D not in D′ in a different folder that
also contains t and so “breaks” the clump. A document may be in more than one term-
category clump, depending on how many terms are shared between the documents.

Notice that in the above definitions, the first document in a sequence of documents
with the same classification does not belong to the clump. The reason for defining
clumps in this way is so that the clump corresponds to the potential for the catego-
rizer to improve its accuracy based on the clump, which is from the second document
in the sequence onwards.

Fig. 1. Clumping Types

Figure 1 illustrates the idea of clumping, where category clumps P1, P2 and P3 span
over a number of adjacent instances in the same category, whereas term-category clump
O1 for category f1 continues for the same term t1 and skips instance d5 of category f2,
which does not contain t1. There are documents of category f1 with term t1 later again,
but they cannot belong to clump O1, because document d7 earlier in the sequence con-
tains term t1, but is in a different category. Therefore instances d12 and d14 in category
f1 form another term-category clump O2. Document d13 is not in O2 because it does
not contain t1. Broken lines denote documents that start the sequence but, according to
the definition, do not belong to clumps.
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To measure how clumping affects the accuracy of the methods, we define a metric,
the clumping ratio. Note that this metric is not used to detect clumps, as this is not
required by our categorization methods.

Let M be a set of n clumps M = {M1, ..., Mn}, each consisting of one or more
documents from a sequence.

Definition 3. The theoretical maximal number of clumps cmax(d) for a document d in
a document sequence is defined by cmax(d) = 1 for category clumping, and cmax(d) =
|Td| for term-category clumping.

Definition 4. The clumping ratio r of a non-empty document sequence D (for both
category clumping and term-category clumping) is defined as r =

∑n
i=1 |Mi|∑ |D|

j=1 cmax(dj)
.

Note that this ratio is always between 0 and 1.

3 E-Mail Categorization Methods

In this section, we provide a summary of Simple Term Statistics (STS) and introduce
two new incremental methods: Local Term Boosting (LTB) and Weighted Simple Term
Statistics (WSTS).

3.1 Simple Term Statistics (STS)

In Krzywicki and Wobcke [9], we described a method of document categorization based
on a collection of Simple Term Statistics (STS). Each STS method is a product of two
numbers: a term ratio (a “distinctiveness” of term t over the document set, independent
of folder-specific measures), and the term distribution (an “importance” of term t for a
particular folder). STS methods bear some resemblance to commonly used tf-idf and
Naive Bayes measures, but with different types of statistics used. Each term ratio for-
mula is given a letter symbol from a to d and term distribution formulas are numbered
from 0 to 8. In this paper we focus on Mb2 = 1

Nft
∗ Ndtf

Ndt
, where Nft is the number

of folders where term t occurs, Ndtf is the number of documents containing term t in
folder f and Ndt is the number of documents in training set containing term t. This
method performs well across most of the datasets used in this research, therefore it is
used as a representative of STS methods in the experimental evaluation section.

The predicted category fp for document d is defined as follows:

fp = argmaxf (wf ) when maxf (wf ) ≥ θ, (1)

where wf =
∑

t∈d wt,f . In the previous work, we were particularly interested in
datasets where not all documents needed to be classified, hence a threshold θ was used
to determine when a document was classified. In the datasets in this paper, every docu-
ment is classified, so θ is set to 0.
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3.2 Local Term Boosting (LTB)

In online applications, documents are presented in real time and the categorizer learns
a general model. Such a model may cover all regularities across the whole set of docu-
ments, for example the fact that some keywords specifically relate to some categories.
However, the training data may contain sequences of documents having the same lo-
cal models that differ among themselves. These differences are not captured by general
models of the data, so it is advantageous if a learner can adapt to them. For example,
a sequence of documents may have a single category, or may contain sets of similar
term-to-category mappings. In Section 2 these local regularities have been defined as
category clumping and term-category clumping respectively. We show that they can be
exploited to increase the prediction accuracy by a method called Local Term Boosting
(LTB), which we introduce in this section. In short, Local Term Boosting works by ad-
justing the term-category mapping values to follow the trend in the data. LTB is also
sensitive to same-category sequences (category clumping). The method can be used for
text categorization by itself or can be mixed with other methods, as shown in the next
section.

Similar to STS, an array of weights wt,f (|T | × |F |) is maintained for each term t
and each folder f . Note that in online applications the array would need to be expanded
from time to time to cover new terms and folders. The difference is in the way the term
weights for each category wt,f are calculated. Initially, all weights are initialized to a
constant value of 1.0. After processing the current document d, if the predicted folder fp

is incorrect, weights are modified as follows, where ft is the target category. As above,
weights are calculated for both the predicted folder fp and the target folder ft using
the formula wf =

∑
t∈d wt,f , where b is a boosting factor and represents the speed of

weight adjustment, and ε is a small constant (here set to 0.01).

Algorithm 1. (Adjusting Weights for Local Term Boosting)
1 δb = |wfp − wft |/2 + ε

2 b = (b ∗N + δb)/(N + 1), where N is current number of instances
3 forall terms t in document d

4 if t ∈ ft then wt,ft := wt,ft ∗ (1 + b/(wft + b))

5 if t ∈ fp then wt,fp := wt,fp ∗ (1− b/(wfp + b))

6 endfor

Essentially, the term-folder weight is increased for the target category ft and decreased
for the incorrectly predicted folder fp.

The predicted category fp for document d is calculated in the same way as for STS
as defined in Equation 1 but where the weights are calculated as above.

It seems intuitive that the boosting factor b should be smaller for slow and gradual
changes and larger for abrupt changes and should also follow the trend in the data.
Experiments using a sliding window with varying values for b showed, however, that
this was not the case. It was possible to find an optimal constant boosting factor, dif-
ferent for each dataset, that provided the best accuracy for that entire data set. For this
reason the following strategy was adopted in LTB to automatically converge to such a
constant b, based on the running average of the differences in weights δb. After classi-
fying an instance, according to Equation 1, an array of sums of weights is available for
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each category. If the category prediction is incorrect, a minimal adjustment δb is cal-
culated in such a way that, if added to the target category weight and subtracted from
the predicted category weight, the prediction according to Equation 1 would be correct.
This adjustment is then added to the running average of b. In the general case where
θ �= 0, instead of δb, the absolute value |δb| is used to address the following problem.
If a message should be classified into a folder, but is not classified due to the thresh-
old θ being higher than the maximum sum of term weights wmax , δb may take a large
negative value. This would decrease the running average of b, while in fact it should be
increased, therefore a positive value of δb is used.

Since the goal is to adjust the sum of weights, we need to apply only a normalized
portion of b to each individual term weight, hence the b/(wft + b) expression in Equa-
tion 1. As N becomes large, b converges to some constant value and does not need
further adjustments (although periodic adjustment may still be required when dealing
with a stream of documents rather than a limited number of messages in the datasets).
We observed that for all of the datasets, after around 1000 iterations of Algorithm 1, b
had converged to a value that produced a high classification accuracy.

The success of the Local Term Boosting method depends on how many clumps there
are in the data. In Section 2 we defined two types of clumping: category clumping CLf

and term-category clumping CLt . We will discuss below how Local Term Boosting
adapts to both types of clumping. For CLt , this is apparent from Algorithm 1. After
a number of examples, the term-folder weights are adjusted sufficiently so that same
terms (or group of terms) indicate the same folders. For CLf , this is not so obvious,
as the category clumping does not seem to depend on term-folder weights at all. Let us
assume that there is a sequence of documents Dσ such that the target folder is always f ,
but all the documents are classified into some other folders, different from f . Any term
t common to this sequence of documents will have its weight wt,f increased. If the term
t occurs m times in this sequence of documents, its weight will become roughly wt,f ∗
(1 + bn)m, where bn is the normalized boosting factor used in Algorithm 1. Therefore,
as long as the same terms occur regularly in the sequence of documents, so that their
weights all continue to increase, it becomes more likely that f is predicted. Since it is
likely that at least some terms occur frequently in all documents in such a sequence,
this condition is highly likely. The results in Section 4.3 confirm this expectation.

3.3 Weighted Simple Term Statistics (WSTS)

STS bases the prediction on the assumption that the statistical properties of terms
present in a document and their distribution over categories indicate the likelihood of
the document class. As the term significance may change over time and new terms are
introduced that initially do not have sufficienly reliable statistics, by combining these
statistics with locally boosted weights, we would expect that the classifier would follow
the local trend even more closely. This, in summary, is the main idea of Weighted Sim-
ple Term Statistics (WSTS) introduced in this section, which is a combination of STS
and LTB.

The WSTS method maintains two types of term-category weights: one for STS,
which we will denote by ρt,f , and one for LTB, denoted as before by wt,f . Again the
predicted category fp for document d is calculated according to Equation 1, except that
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the total term-folder weight is obtained by multiplying STS weights by LTB weights,
i.e. wf =

∑
t∈d(ρt,f ∗ wt,f ). As in LTB, the boosting factor b is used to adjust the

weights wt,f after the prediction is made, according to Algorithm 1.

3.4 Comparison of Methods

Based on the above definitions of STS, LTB and WSTS, it is interesting to compare all
three methods in terms of their potential ability to classify documents in the presence
on concept drift and clumping. The STS method Mb2 should have its best prediction
if there are terms unique to each category. This is because if such a term t exists for
folder f , the STS weight wt,f would be set to its maximal value of 1. Similarly, STS is
able to efficiently utilize new terms appearing later in the sequence of documents when
they are unique to a single folder. If the same term is in more than one folder, then the
weight would become gradually smaller. In circumstances where no new folders are
introduced, as the number of documents Ndtf in the folder increases, the term-folder
weight also increases, and tends to stabilize at some value determined by the number
of folders and the distribution of the term across folders. Therefore STS can sometimes
positively respond to both category and term-category clumping.

The main advantage of LTB is its ability to modify weights to improve folder predic-
tion. Since the prediction is based on a maximal sum of weights of terms for a folder, by
adjusting the weights, LTB should be able to identify groups of terms that best indicate
each category. Unlike STS, however, LTB is able to increase the weights theoretically
without limit, therefore is better able to adapt to both types of clumping.

WSTS is expected to take advantage of both LTB and STS, therefore should be able
to utilize new terms for a folder and to increase the weights beyond the limit of STS
when required. WSTS weights are expected to be generally smaller than LTB weights
as they are multiplied by the STS component, which is in the 0–1 range.

4 Experimental Evaluation

In this section, we present and discuss the results of testing all methods described in
Section 3. For comparison with our methods, we also include three additional algo-
rithms available in the Weka toolkit: two updatable algorithms: Naive Bayes and k-NN
(called IBk1 in Weka), and Decision Tree (J48 in Weka).

4.1 Statistics on Enron Datasets

We present evaluation results on 7 large e-mail sets from the Enron corpus that contain
e-mail from the folder directories of 7 Enron e-mail users. We call these e-mail sets by
the last name of their users: beck, farmer, kaminski, kitchen, lokay, sanders and williams.
A summary of dataset features is provided in Table 1.

There is a great variation in the average number of messages per folder, ranging
from 19 for beck to over 200 for lokay. Also, some message sets have specific features
that affect prediction accuracy, for example williams has two dominant folders, which
explains the high accuracy for all methods. For all users, the distribution of messages
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Table 1. Statistics of Enron Datasets

beck farmer kaminski kitchen lokay sanders williams
#e-mails 1971 3672 4477 4015 2489 1188 2769
#folders 101 25 41 47 11 30 18
% e-mails in
largest folder

8.4 32.4 12.2 17.8 46.9 35.2 50.2

Category
Clumping Ratio

0.151 0.28 0.162 0.235 0.38 0.387 0.891

Term-Category
Clumping Ratio

0.25 0.435 0.292 0.333 0.404 0.459 0.806

across folders is highly irregular, which is typical for the e-mail domain. Some more
details and peculiarities of the 7 Enron datasets can be found in Bekkerman et al. [1].

The last two rows of the table show the values of the earlier introduced clumping
measures applied to each dataset. It is noticeable that datasets with dominating folders
(e.g. williams and lokay) also have higher clumping measures. This is not surprising,
since messages in these folders tend to occur in sequences, especially for the williams
dataset, which contains two very large folders. The percentage of messages in the largest
folder, although seeming to agree with the measures, does not fully explain the value of
clumping ratios as they also depend on the term and folder distribution across the entire
set.

4.2 Evaluation Methodology

Training/testing was done incrementally, by updating statistics (for STS and WSTS)
and weights (for LTB and WSTS) for all terms in the current message di before testing
on the next message di+1. STS and WSTS statistics on terms, folders and messages
are incrementally updated, and the term-folder weights based on these statistics are re-
calculated for all terms in a document being tested. LTB and WSTS weights are initial-
ized to 1 for each new term and then updated before the prediction step. Accuracy was
calculated as a micro-average, that is, the number e-mails classified correctly in all fold-
ers divided by the number of all messages. For comparison with Bekkerman et al. [1],
if a test message occurred in a newly introduced folder, the result was not counted in
the accuracy calculation.

The Naive Bayes and k-NN methods are implemented in Weka as updatable meth-
ods, therefore, similar to our algorithms, the prediction models for these methods were
updated incrementally without re-training. The Decision Tree method, however, had to
be re-trained for all past instances at each incremental step.

The execution times for all methods were taken on a PC with Quad Core 4GHz
processor and 4GB memory.

4.3 Evaluation Results

Table 2 provides a summary of the performance of the methods on all message sets. The
table shows the accuracy of the methods in the experiments for predicting the classifi-
cation over all major folders (i.e. except Inbox, Sent, etc.), and the total execution time
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Table 2. Accuracy and Execution Times on All Enron Datasets

beck farmer kaminski kitchen lokay sanders williams
LTB 0.542 0.759 0.605 0.55 0.79 0.75 0.939
STS 0.534 0.719 0.609 0.475 0.750 0.701 0.917
WSTS 0.587 0.783 0.632 0.58 0.805 0.795 0.933
WSTS/STS 1.098 1.089 1.037 1.221 1.073 1.134 1.017
WSTS/LTB 1.086 1.029 1.039 1.045 1.020 1.056 0.993
Execution times 8s 9s 19s 23s 10s 7s 6s
Naive Bayes 0.16 0.58 0.273 0.271 0.624 0.454 0.88
Execution times 20s 14s 24s 29s 7s 5s 7s
k-NN (IBK1) 0.316 0.654 0.37 0.307 0.663 0.569 0.87
Execution times 47s 192s 336s 391s 105s 13s 114s
Decision Tree 0.286 0.619 0.334 0.304 0.616 0.517 0.888
Execution times 2h 14h 20h 38h 4.5h 32min 3h
Bekkerman et al.
Best Method

0.564
SVM

0.775
SVM

0.574
SVM

0.591
MaxEnt

0.836
SVM

0.73
SVM

0.946
SVM

for updating statistics and classifying all messages in the folder. For WSTS the table
also shows the relative increase in accuracy over the basic methods (STS and LTB).

The highlighted results are for the method that produces the highest accuracy for the
given dataset. Out of the presented methods, WSTS is the best method overall. On aver-
age, WSTS is 9.6% better than STS and 2.9% better than LTB. Moreover, using WSTS
does not increase the execution time compared to STS, which is of high importance for
online applications. Out of the three general machine learning methods, k-NN provided
the best accuracy, but is still much below STS.

The last row in the table shows the most accurate method obtained by Bekkerman et
al. [1] chosen from a selection of machine learning methods. Note that these results are
obtained by training on previous messages and testing on a window of size 100. While the
most accurate method is typically SVM, it is impractical to retrain SVM after every mes-
sage. The results of Bekkerman et al. on all Enron sets were compared with WSTS using
the microaverage (

∑
allsets(accuracy× #messages)/

∑
allsets(#messages)) and the

macroaverage (
∑

allsets(accuracy)/# sets). The WSTS accuracy is 1.8% higher when
using the first measure, and 2% with the second measure.

One of the important requirements for online applications is processing speed. Com-
paring the execution times, all LTB and STS methods are much faster than the updatable
Naive Bayes and k-NN methods, with Naive Bayes being the faster but less accurate of
the two. The execution time for STS and LTB is proportional to #terms in e-mail×
#e-mails, which explains the differences between the datasets. Bekkerman et al. [1]
does not give runtimes, however notes that training the SVM, which is the best per-
forming method, can take up to half an hour on some datasets, but the machine details
are not provided. Given that our incremental step is one document, as opposed to 100
documents for Bekkerman et al., STS and Local Term Boosting are much faster.
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4.4 Discussion: Accuracy vs. Clumping

In this section we discuss the dependency between the accuracy of our STS, LTB and
WSTS methods and term-category clumping. Figure 2 shows the WSTS accuracy (up-
per line) and term-category clumping (lower line) for selected Enron users. The other
datasets, with the exception of williams, exhibit similar trends; the williams dataset is
highly abnormal, with most messages contained in just two large folders. Clumping
numbers were obtained by recording the number of terms that are in clumps at each
point in the dataset. For this figure, as well as for the correlation calculations presented
later, the data was smoothed by the running average in a window of 20 data points.

Visual examination of the graph suggests that the accuracy is well aligned with the
term-category clumping for all datasets. To confirm this observation, we calculated
Pearson correlation coefficients between the accuracy and clumping measures for all

Fig. 2. Accuracy and Clumping on Selected Enron Datasets
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Table 3. Correlation of Accuracy and Term-Category Clumping for All Methods

beck farmer kaminski kitchen lokay sanders williams
LTB CLf 0.504 0.21 0.204 0.547 0.207 0.289 0.696
LTB CLt 0.754 0.768 0.695 0.711 0.509 0.674 0.822
STS CLf 0.452 0.217 0.193 -0.083 0.344 0.145 0.648
STS CLt 0.771 0.597 0.738 0.044 0.425 0.426 0.778
WSTS CLf 0.443 0.190 0.231 0.552 0.362 0.201 0.718
WSTS CLt 0.784 0.737 0.737 0.688 0.588 0.662 0.847
Naive Bayes CLf 0.336 0.078 0.098 0.451 -0.017 0.199 0.706
Naive Bayes CLt 0.365 0.341 0.292 0.489 0.264 0.447 0.817
k-NN CLf 0.245 0.083 0.116 0.154 0.084 0.321 0.663
k-NN CLt 0.379 0.408 0.413 0.210 0.390 0.434 0.825
Decision Tree CLf 0.266 0.186 0.150 0.320 -0.005 0.158 0.647
Decision Tree CLt 0.371 0.341 0.363 0.354 0.309 0.399 0.807

methods and all datasets, shown in Table 3. Although we mainly consider term-category
clumping (CLt), the category clumping (CLf ) is also shown for completeness. The
correlations of LTB and WSTS accuracy with term-category clumping is above 0.5
for all datasets, which indicates that these methods are able to detect and exploit lo-
cal coherencies in the data to increase accuracy. The average correlation for WSTS on
all datasets is slightly higher than LTB (about 2%), which to some degree explains its
higher accuracy. STS also shows a correlation above 0.5 for 4 out of 7 datasets, although
much lower than WSTS (about 25% on average). Other methods (Naive Bayes, k-NN
and Decision Tree) show some degree of correlation of accuracy with term-category
clumping, but about 40% lower on average. This suggests that these commonly used
machine learning methods, even when used in an incremental (Naive Bayes and k-NN)
or pseudo-incremental (Decision Tree) mode, are not able to track changes in the data
and local coherence to the same degree as LTB and WSTS.

It is apparent in the graphs in Figure 2 that the degree of clumping itself varies over
time for all the datasets, which is again a property of the e-mail domain. There are sev-
eral sections in the datasets that exhibit greater than normal fluctuations in clumping,
and here the WSTS method is still able to track these changes with high accuracy. We
now look at these more closely. For example, there are abrupt changes in clumping in
the kaminski dataset between messages 1 and 190 which is aligned extremely closely
with WSTS accuracy (correlation 0.96), the kitchen dataset between messages 1600 and
1850 (correlation 0.96), the kitchen dataset between messages 3250 and 3600 (correla-
tion 0.93), and the lokay dataset between messages 1970 and 2100 (correlation 0.87). It
is interesting that these high spikes in clumping are aligned with much higher accuracy
(reflected in these extremely high correlations) than the averages over the rest of the
datasets.

5 Related Work

A variety of methods have been researched for document categorization in general and
e-mail foldering in particular. Dredze et al. [3] use Latent Semantic Analysis (LSA) and
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Latent Dirichlet Allocation (LDA) to pre-select a number of terms for further processing
by a perceptron algorithm. The paper is focused on selecting terms for e-mail topics,
rather than machine learning for document categorization. In contrast to the work of
Bekkerman et al. [1], where all major folders are used for each of the 7 Enron users,
Dredze et al. [3] use only the 10 largest folders for each user (the same 7 users). We
used both types of data in our evaluation and, as expected, found that it is much easier
to provide accurate classifications for the 10 folder version of the experiment. For this
reason we focused only on the data sets used by Bekkerman et al.

Our methods show some similarities to methods presented in Littlestone [10], Little-
stone and Warmuth [11] and Widmer [16]. Littlestone [10] described a binary algorithm
called Winnow2, which is similar to Local Term Boosting in that it adjusts weights up
or down by a constant α. In Winnow2, however, weights are multiplied or divided by
α, while Local Term Boosting uses additive weight modification and the adjustment
factor is learned incrementally. We chose an additive adjustment because it could be
easily learned by accumulating differences after each step. Another difference is that
Winnow2 uses a threshold θ to decide if an instance should be classified into a given
category or not, whereas Local Term Boosting uses a threshold to determine if a mes-
sage should be classified into a category or remain unclassified. If a document term
can be treated as an expert, then the idea used in Weighted Simple Term Statistics
is also similar to the Weighted Majority Algorithm of Littlestone and Warmuth [11],
and the Dynamic Weighted Majority Algorithm of Kolter and Maloof [8]. One impor-
tant difference, however, is that each expert in our method maintains a set of weights,
one for each category, which allows for faster specialization of experts in categories.
Another difference is that the weight adjusting factor itself is dynamically modified for
Weighted Simple Term Statistics, which is not the case for the above algorithms. Simple
Term Statistics methods also show some similarity to the incremental implementation
of Naive Bayes of Widmer [16], except that we use a much larger collection of term
statistics and their combinations.

We use Local Term Boosting as a way to increase the accuracy in the presence of lo-
cal context shifts in a sequence of documents. Classical boosting (Freund and Schapire
[4]), adjusts the weights of the training examples, forcing weak learners to focus on
specific examples in order to reduce the training error. Schapire and Singer [13] adapted
AdaBoost to the text categorization domain by changing not only the weights for docu-
ments but also weights associated with folder labels. Instead of weighting documents and
labels, we use weights that connect terms with folder labels. In this sense, our method is
closer to incremental text categorization with perceptrons as used by Schütze et al. [14].
As in Local Term Boosting, the weights remain unchanged if the document is classi-
fied correctly, increased if a term predicts the correct folder (which can be regarded as
a positive example), and decreased if the term prediction is incorrect (corresponding to
a negative example). The difference is, however, that a perceptron is a binary classifier
and calculates the weight adjustment Δ in a different way from our methods.

6 Conclusion

In this research, we introduce a novel approach to e-mail classification based on ex-
ploitation of local, often abrupt but coherent changes in data, which we called clumping.
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We evaluated two new methods that use concept clumping for e-mail classification: Lo-
cal Term Boosting (LTB) based on dynamic weight updating that associates terms with
categories, and Weighted Simple Term Statistics (WSTS), being a combination of Lo-
cal Term Boosting and a Simple Term Statistics (STS) method introduced previously.
We showed that these methods have very high accuracy and are viable alternatives to
more complex and resource demanding machine learning methods commonly used in
text categorization, such as Naive Bayes, k-NN, SVM, LDA, LSI and MaxEnt. Both
STS and LTB based methods require processing only the terms occurring in each step,
which makes them truly incremental and sufficiently fast to support online applications.
In fact, we discovered that these methods are much faster, while showing similar per-
formance in terms of accuracy, than a range of other methods.

Our experiments showed that Local Term Boosting and Weighted Local Term Boost-
ing are able to effectively track clumping in all datasets used to evaluate the methods.
We also devised metrics to measure the clumping in the data and showed that the degree
of clumping is highly correlated with the accuracy obtained using LTB and WSTS.

WSTS, which is a combination of STS and LTB, is generally more accurate than
STS or LTB alone. We believe that the combined method works better on some data
sets with specific characteristics, for example, if different types of clumping occur many
times in the data, but the data always returns to its general model rather than drifting
away from it. In this case the general model alone would treat these sequences as noise,
but combined with Local Term Boosting it has a potential to increase the accuracy by
exploiting these local changes. The combined method may accommodate to the changes
faster in those anomalous sequences, because the statistics collected by STS would
preset the weights closer to the required level.

If a single method was to be selected to support an online application, the choice
would be WSTS, since it combines a global model (STS) with utilization of local, short
but stable sequences in the data (LTB), has very good computational efficiency and
works best on all datasets we have tested so far. The definition and experimentation
with more complex metrics, or even a general framework including the application of
all presented methods to multi-label documents, is left to future research.
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Abstract. Behavioral Targeting (BT), as a useful technique to deliver

the most appropriate advertisements to the most interested users by an-

alyzing the user behaviors pattern, has gained considerable attention in

online advertising market in recent year. A main task of BT is how to

automatically segment web users for ads delivery, and good user seg-

mentation may greatly improve the effectiveness of their campaigns and

increase the ad click-through rate (CTR). Classical user segmentation

methods, however, rarely take the semantics of user behaviors into con-

sideration and can not mine the user behavioral pattern as properly as

should be expected. In this paper, we propose an innovative approach

based on the effective semantic analysis algorithm Latent Dirichlet Allo-

cation (LDA) to attack this problem. Comparisons with other three base-

line algorithms through experiments have confirmed that the proposed

approach can increase effectiveness of user segmentation significantly.

Keywords: Latent Dirichlet Allocation, Behavioral targeting, User

segmentation.

1 Introduction

The World Wide Web (WWW) has been rapidly and continuingly growing for
nearly two decades and is playing an increasingly important role as an access
to useful information, which has brought with it a fast developing field known
as online advertising science. Sponsored search [1] and contextual advertising [2]
are two of the most widely explored online advertising business models. Besides,
behavioral targeting has been validated to be helpful in delivering the more
appropriate ads to potentials consumers. A key challenge of BT is user segmen-
tation, which tries to divides users into different groups, with users of similar
interest placed into the same group. Advertisers are expected to gain more prof-
its from their online campaigns provided that the ads are targeted to the more
interested users. As advertisers can select the segment most relevant to their
ads, the quality of user segmentation has dominant impact on the effectiveness
of behavioral targeted advertising.

In this paper, we mainly address the problem of user segmentation for BT in
the context of commercial search engine. The problem can be stated as follows.

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 259–269, 2010.
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Suppose there is a set of online users. For each user, we take the queries issued
by the users as the their behavior. Some ads have been displayed to each of
these users according to the queries through sponsored search. With every ad
displayed, whether or not it is clicked by the users is recorded. Our goal is to
segment all the users into appropriate segments by the analysis of the quires
so that we can hopefully help the online advertisers achieve their marketing
objective by displaying the ads only to the more relevant users.

Conventional user segmentation methods are mainly based on classical clus-
tering such as k-means, hierarchical clustering, etc. Most traditional algorithm,
however, generally make use of keywords as features with Vector Space Model
[3] and fail to exploit the semantic relativeness between the queries. As such, two
users who have relevant but not exactly the same query keywords shall never
be grouped into the same segment. To overcome the shortness of these methods
and to mine the semantics underlying the queries, we propose in this paper an
approach based on Latent Dirichlet Allocation (LDA) [4]. LDA is a powerful
topic-based semantic modeling algorithm and has been intensively explored in
academia these years. To the best of our knowledge, however, no previous work
has attempted to do user segmentation through LDA. Experiments have demon-
strated that our proposed methods can boost the CTR compared significantly
with other traditional algorithms.

The rest of paper is structured as follows. In Section 2, we gives a short
overview of the related work about behavioral targeting and user segmentation.
Section 3 formulates the problem we are to solve and describes in detail our
proposed user segmentation approach based on LDA. Performance evaluation
of our proposed method compared with three other baseline algorithms is illus-
trated in Section 4. Finally, we conclude our work in Section 5 and point out
some promising directions for further study.

2 Related Work

In recent years, many general web services, such as search engines, websites, etc.
have devoted to analyzing the users’ online behaviors to provide a more cus-
tomized web service and advertising campaign. As is defined in Wikipedia [5],
“Behavioral targeting is a technique used by online publishers and advertisers
to increase the effectiveness of their campaigns. Behavioral targeting uses infor-
mation collected on an individual’s web-browsing behavior, such as the pages
they have visited or the searches they have made, to select which advertisements
to display to that individual. Practitioners believe this helps them deliver their
online advertisements to the users who are most likely to be interested.”

BT is now playing an increasingly important role as useful online advertising
scheme in industry and many commercial systems involving behavioral targeting
emerged: DoubleClick [6], which utilizes some extra features such as browse type
and the operating system of users; Adlink [7], which takes the short user session
into consideration for BT; Specificmedia [8], which enables advertisers to target
audiences through advanced proprietary demographic, behavioral, contextual,
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geographic and retargeting technologies; and the Yahoo! Smart ads [9], which
converts creative campaign elements and offerings into highly customized and
relevant display ads by delivering ads according to the Web sufer’s age, gender,
location and online activities. Though an increasing number of commercial BT
system appeared, there are no public work in academia to demonstrate how much
BT can really help online advertising in search engine until [10], the evaluation
metrics introduced in which is also adopted in this work to test the effectiveness
of our proposed approach.

Demographic prediction and user segmentation are two of mostly used tech-
niques for behavioral targeting. Neither of these two issues, however, are reason-
ably fully studied within the computer science research community. [11] is one of
the very few works come into our view about demographic prediction. It makes
endeavor to predict internet users’ gender and age information based on their
browsing behaviors by treating the webpage view record as a hidden variable
to propagate demographic information between different users. As to user seg-
mentation, we only find two related work [12] and [13]. [12] gives a method for
web user segmentation, which integrates finite mixture models and factor anal-
ysis, resulting in a statistical method which concurrently performs clustering
and local dimensionality reduction within each cluster. [13] applies the semantic
analysis algorithm probabilistic Latent Sematic Analysis(pLSA) to solve user
segmentation and pronounces to boost performance obviously with respect to
the evaluation metrics given by [10].

3 Topic-Based User Segmentation with LDA

3.1 Problem Formulation

Before introducing our proposed approach to User Segmentation, we formu-
late the problem as follows: Let U = {u1, u2, ..., un} be a web user id set,
where each ui, i = 1, 2, ..., n, is a web uer id and can be represented as ui =
{qi,1, qi,2, ..., qi,mi}, where qi,j , j = 1, ..., mi, is the jth query in all the mi queries
issued by user ui to the search engine. With the simplified assumption that
the interest of each user ui can be fully derived from all the queries issued
by ui, we define the interest of ui by Ii = Interest(qi,1, qi,2, ..., qi,mi). And
we further denote the difference and similarity between Ii and Ij as function
dist(i, j) sim(i, j), respectively. It is evident that there are many different ways
to partition the user id set U into d subsets g1, g2, ..., gd such that gi∩gj = ∅ and
∪d

i=1gi = U . Among all the ways of partition P, our task is to find the optimal
one P ∗ which suffices

P ∗ = argminP

⎡⎣ d∑
k=1

∑
i,j∈gk

dist(i, j) −
∑

1≤k1<k2≤d

∑
i∈gk1 ,j∈gk2

sim(i, j)

⎤⎦ . (1)
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3.2 Topic-Based User Segmentation with LDA

First we briefly describe Latent Dirichlet Allocation, which our proposed ap-
proach is based on. A more detailed elaboration can be found in [4]. LDA is a
fully generative graphical model for describing the latent topics of documents.
LDA takes every topic as a distribution over the words of the vocabulary, and
every document as a distribution over the topics. All of these are sampled from
Dirichlet distributions. There are several methods proposed for learning in LDA
such as variational expectatin maximization [4], expectation propagation [14],
and Gibbs sampling [15]. We take the Gibbs sampling as the learning algorithm
in this paper.

Assume we have a vocabulary V consisting of words, a set T of k topics and
n documents of arbitrary length. For every topic z a distribution φz on V is
sampled from Dir(β), where β ∈ RV

+ is a smoothing parameter. Similarly, for
every document d a distribution θd on T is sampled from Dir(α), where α ∈ RV

+
is also a smoothing parameter.

The words of the documents are drawn as follows: for every word position of
document d a topic z is drawn from θd, and then a word is drawn from φz and
filled into the position.

LDA can be thought of as a Bayesian network as Fig. 1.

( )Dirθ α∼

n

α z θ∼ ~ zw ϕ

β k

( )Dirϕ β∼

Fig. 1. LDA as a Bayesian network

Gibbs sampling is one of the often used method for making inference for
LDA. It is a Markov chain Monte Carlo algorithm for sampling from a joint
distribution p(x), x ∈ Rn, if all conditional distributions p(xi|x−i) are known
(x−i = (x1, x2, ..., xi−1, xi+1, ..., xn)). The kth transition xk → xk+1 of the
Markov chain is generated as follows: Choose an index 1 ≤ i ≤ n (usually
i = k mod n), and let xk+1 = xk everywhere except at index i where xk+1

i is
sampled from p(xi|xk

−i).
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In LDA the goal is to estimate the distribution p(z|w) for z ∈ T P , w ∈ V P

where P denotes the set of word positions in the documents. Thus for Gibbs
sampling one has to caculate p(zi|z−i, w) for i ∈ P . This has an efficiently com-
putable closed form

p(zi|z−i, w) =
nti

zi
− 1 + βti

nzi − 1 +
∑

t βt
· nzi

d − 1 + αzi

nd − 1 +
∑

z αz
. (2)

Here d is the document of position i, ti is the actual word in position i, nti
zi

is
the number of positions with topic zi and word ti, nzi is the number of posi-
tions with topic zi, n

zi

d is the number of topics zi in document d, and nd is the
length of document d. After a sufficient number of iterations we arrive at a topic
assignment sample z. Knowing z, we can estimate φ and θ as

φz,t =
nt

z + βt

nz +
∑

t βt
(3)

and
θd,z =

nz
d + αz

nd +
∑

z αz
. (4)

For an unseen document d the θ topic distribution can be estimated exactly as
in (4) once we have a sample from its word-topic assignment z. Sampling z can
be performed with a similar method as before, but now only for the positions i
in d:

p(zi|z−i, w) =
ñti

zi
− 1 + βti

ñzi − 1 +
∑

t βt
· nzi

d − 1 + αzi

nd − 1 +
∑

z αz
. (5)

The notation ñ refers to the union of the whole corpus and the unseen
document d.

Specifically in the context of user segmentation as specified by the above
subsection, each document di represents a user ui, and each query qi,j(j =
1, 2, ..., mi) issued by the user ui can be taken as a word in the correspond
document. Thus each topic zi can be treated as an interest group, all the words
t with the highest φz,t can show what the interest group z is actually about.
There can be many ways to decide which interest group a user should belong
to. Here we just take the most intuitive and reasonably effective one: user ui

(corresponding to document di) is set into interest group zt if θi,t = max{θi,j ,
j = 1, 2, ..., mi}.

4 Experiments

We have done extensive experiments to evaluate our proposed method’s effec-
tiveness. We performed our experiment on a data set prepared from the log file
of a commercial online shopping website and compared the results with three
other baseline algorithms.
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Table 1. Typical format of the data set

UserId +HllBJtiQ20CAQTW0N7zOr3x

Query list sports clothes Lining Adidas Nike

Clicked adid list 4b16ddfe5bb1d45b917266f23bb71d61

0636aa4d2dd938f277a7c97b81e4dce8

Unclicked adid list af381958673452d7db83f0069693e2f4

0636aa4d2dd938f277a7c97b81e4dce8

0636aa4d2dd938f277a7c97b81e4dce8

4.1 Data Set

The data set prepared for the empirical study in this section originate from one
day’s(May 1st, 2010) pageview and click-through log data by one of China’s
most popular commercial online shopping website1. As not everyone who visits
the website will log in, using only the actual user id will throw away a great
deal of useful information. So we take cookie id as an equivalence to the actual
user id. The first time a user visits the website by a browser, the website will
plant a cookie in the browser, which will be maintained until the user clear it
away manually, in which case a new cookie will be planted the next time the
user visit the website. We can imagine that in most cases one cookie can really
correspond to one online user, whether or not he or she has logged in. From
the pageview log file we can obtain the information: the cookie id, the queries
submitted and the id of the ads displayed to that user. From the click-through
log file, the information about cookie id and the id of the ads that have been
clicked through can be extracted. We join the two part of log information by
the key cookie id and obtain information about more than 6.5 million cookie id,
which is too many for the experiments. For the convenience of the experiment,
we sample about 300,000 users out of them, preferably selecting those having
issued more than three queries and having clicked at least one ad displayed for
them. With all these preprocessing operations done, the final format of the data
set which we arrive at can be illustrated in Table 1.

4.2 Evaluation Metrics

As user segmentation is an under-explored problem in academia, there is no
universally accepted evaluation metrics for it yet. In this paper, we take the
evaluation metrics proposed in [10], which we think can properly serve the pur-
pose of testing the effectiveness of different user segmentation methods. Before
introducing the evaluation metrics, first we define some mathematical symbols
that will be used. Let A = {ai, ai, ..., an} be a set of the n advertisement in our
data set, Ui = {ui1, ui2, ..., uimi} be the group of users who have been displayed
ad ai. A Boolean function

1 This data set was collected for research use when the first author was doing his

internship in Alibaba Research and Development Center.
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δ(uij) =

{
1 if uij clicked ai

0 otherwise
(6)

is defined to show whether the user uij has clicked ad ai. We use the notation

G(Ui) = {g1(Ui), g2(ui), ..., gK(Ui)}, i = 1, 2, ..., m (7)

to represent the distribution of Ui under a given user segmentation results, where
gk(Ui) stands for all the users in Ui who are grouped into the kth user segment.
Obviously, the kth user segment can be defined as

gk =
⋃

i=1,2,...,n

gk(Ui). (8)

Ads Click Through Rate Improvement. With all the mathematical symbols
given above, we define the Click Through Rate (CTR) of ad ai as

CTR(ai) =
1

mi

mi∑
j=1

δ(uij) (9)

and CTR of ai over user segment gk as

CTR(ai|gk) =
1

|gk(Ui)|
∑

uij∈gk(Ui)

δ(uij), (10)

where |gk(Ui)| is the number of the users placed in gk(Ui). In order to measure
the improvement of CTR by user segmentation, we define

Δ(ai) =
CTR(ai|g∗(ai)) − CTR(ai)

CTR(ai)
, (11)

where g∗(ai) = argmax{CTR(ai|gk), k = 1, 2, ..., d}

Ads Click Entropy. As another evaluation metric, we define

Enp(ai) = −
d∑

k=1

P (gk|ai)logP (gk|ai) (12)

as the ads click entropy of ad ai, where P (gk|ai) = 1
mi

∑
uij∈gk(Ui) δ(uij) is used

to estimate the probability of the users in user segment gk will click the ad ai.
According to the intuitive meaning behind the entropy, the larger the ads click
entropy is, the more uniformly the users who have clicked ad ai distribute among
all the user segments and the worse result we achieve. To put it in a converse
way, smaller the click Entropy illustrates more effective user segment outcome.
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4.3 Results

In this part, we compare our proposed approach with three other baseline al-
gorithms using the evaluation metrics given above. Two of the three baseline
algorithms are classical vector-distance based clustering algorithms: k-means
and hierarchical clustering. Another baseline algorithm is probabilistic Latent
Semantic Analysis (pLSA), another semantic text analysis algorithm like LDA.

Firstly, we compare the four methods using the evaluation metric CTR im-
provement defined by (11) on different user segments. To make the results more
convincing, we have carried out the experiments independently five times, and
taken the averaged results as the final outcome, which is shown in Fig. 2. From
Fig. 2 we can generally arrive at the following three points: First, the semantic
analysis methods, pLSA and LDA are always doing better than the other two
traditional distance-based clustering algorithm. In particular, when the segment
number is set to be 30, the LDA-based method exceeds k-means method and
hierarchical clustering method by as much as 21.6% and 23.2%, respectively;
the PLSA-based approach exceeds the same two by 20.2% and 21.7%, respec-
tively. Second, the performances of the four methods improve stably with the
user segment number increasing while the differences between the four tend to
be smaller at the same time. This phenomenon is understandable because when
the segment number approaches to infinity and every web user is placed into
distinct segment, the ad CTR of the any segment method will be the same.
Third, while they are both semantic analysis methods, our proposed LDA-based
method consistently outperforms the pLSA-based one. The main advantage of
LDA over pLSA is that LDA assumes a Dirichlet prior with the topic distribution
and reasonably derives a more accurate mixtures of topics.

Secondly, we compute the ad click entropy given by (12) and the averaged
results over all ads can be seen in Fig. 3 with increasing the number of segments
increasing the same way as above experiment. From Fig. 3 we can apparently ob-
serve the following two phenomena: first, on the whole, k-means based approach
gets the lowest click entropy, followed by our proposed LDA-based method. How-
ever, when we closely study the the segmentation results of k-means we find that
almost one third of the segment given by k-means contains only one user, which
is the main reason for its low click entropy. Obviously, in practice these segment
are trivial and should be removed. Taking this factor into consideration, we can
say that our proposed still works as well as k-means based method, if not better.
Second, unlike CTR improvement, ad click entropy curves of all of the four ap-
proaches exhibit no strict pattern of growth with the segment number increasing
but fluctuate irregularly by the various segment number.

Finally, we intend to find out the relation of iteration number with the effec-
tiveness of our proposed approach, which is of practical significance to decide
when to terminate the algorithm properly. From Fig. 2 we can see usually our
proposed method obtain the best performance compared with other approaches
when segment number is set to be 30. So we calculate the CTR improvement and
click entropy of different iteration numbers on the condition that the segment
number is 30, with the results listed in Table 2. From the results we can find
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Table 2. CTR improvement and click entropy with different iteration numbers(segment

number is set to 30)

Iteration Num 1000 1200 1500 1700 1800 1900 2000

CTR Improvement 0.7876 0.8123 0.8340 0.9042 0.9042 0.9042 0.9042

Click Entropy 0.2337 0.2249 0.2249 0.2231 0.2176 0.2176 0.2176

that CTR improvement goes up consistently and arrive a plateau when iteration
number reaching 1700. By contrast, ad click entropy declines stably , arrives
at the lowest point with iteration number 1800 and stays that level thereafter.
So in our experiment setting the best iteration number can be reasonably set
somewhere between 1700 and 1800.

5 Conclusions and Future Work

In this paper, we present a novel and effective topic-based way of approaching
the task of user segmentation with LDA. We compared our proposed method
with three other baseline user segmentation approaches: k-means, hierarchical
clustering and pLSA. The experimental results have shown that our proposed
method exhibits apparent better performance for user segmentation in contrast
to the other baseline user clustering algorithms, both in terms of evaluation
metrics CTR improvement and click entropy.

As part of our future work, we plan to investigate other innovative ways to
exploit the user-to-topic correspondence information given by LDA. which we
expect will acquire still more improvement than the most intuitive way explored
in the current paper. Besides, we will try to make use of other user behavioral
log data that are available such as the page viewed by the user, the product
bought by the user, etc. as extra information to boost the user segmentation
effectiveness. As we all know, the size of web log data is quite large and keeps
growing every day, so developing scalable distributed edition of the proposed
approach in this paper is also a rewarding direction of our future study.
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Abstract. Finding optimal solutions for QoS-aware Web service compo-

sition with conflicting objectives and various restrictions on quality matri-

ces is a NP-hard problem. This paper proposes the use of multi-objective

evolutionary algorithms (MOEAs for short) for QoS-aware service com-

position optimisation. More specifically, SPEA2 is introduced to achieve

the goal. The algorithm is good at dealing with multi-objective combina-

tional optimisation problems. Experimental results reveal that SPEA2 is

able to approach the Pareto-optimal front with well spread distribution.

The Pareto front approximations provide different trade-offs, from which

the end-users may select the better one based on their preference.

Keywords: Multi-objective evolutionary algorithms, Service composi-

tion, QoS, Pareto front.

1 Introduction

Service composition is an important part of the whole life-cycle of services innova-
tion research. It is evident from the fact thatWeb service composition has attracted
increasing attention [1]. QoS-based composition for meeting non-functional re-
quirements has been widely studied recently [2,3,4]. However, most of the existing
QoS-aware compositions are simply based on the assumption that multiple crite-
ria, no matter whether they are competing or not, can be combined into a single cri-
terion to be optimised, according to some utility functions. In practice, this can be
very difficult as utility functions or weights are not well known a priori [5]. In most
cases, Pareto-optimal solutions1, which are produced by applying multi-objective
evolutionary algorithms (MOEAs), are often preferred to single (criterion) solu-
tions because the final solution is always a trade-off in practice. Pareto-optimal sets
are also known as efficient, or non-inferior sets. QoS-aware service composition is a
multi-objective optimisation problem, which requires simultaneous optimisation
of multiple and often competing criteria.
1 Pareto-optimal solutions are sets of solutions that are non-dominated with respect

to each other. In other words, Pareto-optimal solutions are those for which any im-

provement in one objective can only occur through the worsening of at least one other

objectives [6].
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c© Springer-Verlag Berlin Heidelberg 2010



Applying MOEAs to QoS-Aware Web Service Composition 271

The popular travel scenario probably best illustrates the above situation. For
example, we may think that four service components are involved. They are
hotel Booking, air-ticket Booking, car Rental, and theme Parks Pass Booking.
Suppose a large number of candidate Web services with different quality criteria
are available for each of the above service components, our task is to provide a
solution to find the optimal candidate services for each of them.

As a special class of evolutionary algorithms, the MOEAs are a good fit
in finding the optimal sets. They are well-suited for solving multi-objective
problems [7,8,9] such as QoS sensitive service composition. Particularly, we use
SPEA2 [10] in this paper. Note that terms such as criteria and objectives, qual-
ities and characteristics are used interchangeably unless otherwise specified.

Our main contributions are summarised as follows:

– We propose the use of SPEA2 to handle QoS-aware Web service composition.
– SPEA2 for QoS-aware Web service composition is studied experimentally.

The rest of thepaper is organisedas follows. Section2presents theproblemandQoS
model followed by the problem formulation. Section 3 explains how to customise
SPEA2 to govern QoS composition with detailed experimental results. Section 4
provides an overview of the related work. Finally, Section 5 concludes the paper.

2 Problem Description

Web services have the potential to offer enterprises the capability to integrate
in-house business services with external Web services in order to conduct com-
plex business transactions. At the centre of Web services is service composition.
The main purpose of QoS composition is to compose independently developed
applications at a high level of abstraction in order to have the required com-
plex service. One critical issue of service composition is the selection of the best
services to fulfill the role specified by the business logic. It is very important to
differentiate between a number of functionally equivalent services and to select
the optimal ones. However, it is not an easy job yet to make a decision when a
large number of services are presented [11]. Moreover, selecting optimal concrete
services becomes complex if a client wants to make sure of receiving a service
which meets a specific performance, for example, within a given cost level and
a minimum time delay, but a higher availability. This is because different di-
mensional qualities may conflict with one another in the real world. A typical
example is the time and cost pair. Usually, quicker response and cheaper price is
highly demanded, but in practice they are often in conflict. When more quality
criteria are required, the aforementioned question becomes more complex. It is
clear that service composition is a typical combinational optimisation problem.

Qualities play an important role in decisively identifying the best set of ser-
vices available at runtime. Obviously, it is important to incorporate QoS into
service composition. Unfortunately, finding an optimal solution for QoS-aware
Web service composition with conflicting objectives and global constraints be-
tween quality dimensions is a NP-hard problem [12].
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Evolutionary algorithms are suitable to solve multi-objective optimising prob-
lems because they are able to produce a set of solutions in parallel.A growing atten-
tion to the multi-objective optimisation problems of Web service composition in
recent years is evident. SPEA2 [10], an improvedversion of SPEA(Strength Pareto
EvolutionaryAlgorithm) is a relatively recent technique for finding or approximat-
ing the Pareto-optimal set for multi-objective optimisation problems. The promis-
ing results yielded from comparison of SPEA2 with SPEA and NSGA-II [13], on
different test problems indicates that SPEA2 is one of the most suitable algorithms
in dealing with the problem presented in this paper. Also based on our experience
in using evolutionary algorithms in optimisation problems [14], we propose the use
of SPEA2 to cope with QoS-aware Web service composition issues.

Below we first introduce the QoS model and then the description of the opti-
misation problem as a multi-objective problem.

2.1 QoS Model

QoS is an integral part of Web services. It is not uncommon that more than one
concrete service realising a particular feature is available. Basically, these con-
crete services are functionally equivalent therefore they can be interchanged. As
different concrete services may operate at different QoS measures, these QoS at-
tributes can be used to differentiate a number of functionally equivalent concrete
services. In practice, the choice between them is dictated by QoS criteria.

Although Web services may have quantitative and qualitative characteristics,
basically response time, invoking cost and service availability are included.

– Availability. Availability [15] is defined as the ratio of time period in which
a Web service exists or is ready for use. Usually it is expressed in percentage
so a service availability belongs to [0, 1].

– Cost. Cost is the amount of money that a service consumer has to pay in
order to use this service. In this paper, it is normalised to [0, 1].

– Response time. Response time [15] is measured at an actual Web service call.
It is normalised to [0, 1] in this paper.

Currently three quality dimensions are discussed in the travel scenario, however,
there is no limit to the number of characteristics to be handled by the algorithm.

2.2 Problem Formulation

The main purpose of service composition is to select a set of best fitted concrete
services that guarantee the success of composition. Without loss of generality,
we assume that all objectives are to be minimised and all equally important.
In other words, no additional knowledge about the problem itself is available
(e.g., no prioritising, scaling and weighing of the objectives). Suppose there are
k objectives (i.e., k Web service quality dimensions). The minimisation2 of a
multi-objective problem with k objectives is defined as follows:
2 The maximisation of a multi-objective problem can be implemented as a reverse of

minimisation functions.
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minimise [f1(x), f2(x), ..., fk(x)],

where x = [x1, x2, ..., xn]T (n, k ∈ N) is a vector of decision variables which
satisfies a series of constraints. It specifies which concrete service to select for
each abstract service group. Each xi is an integer. [f1, f2, ..., fk]T is a vector of
the objective space.

For example, if we have a vector of concrete services with x = [2, 5, 7, 6]T ,
it means x[1][2] = 1, x[2][5] = 1, x[3][7] = 1 and x[4][6] = 1. In other words, it
indicates that the second concrete service in the first group, the fifth concrete
service in the second group, the seventh concrete service in the third group, and
the sixth concrete service in the fourth group have been selected.

In our example, each concrete service has three characteristics. They are:
availability, cost and response time. For the selected concrete services, the
objective vector is the aggregation of the corresponding attributes in the decision
space. How to calculate these objectives from a decision vector is a question we
are facing now. In order to do it, we need to know the transformation rules from
the decision vector to the corresponding objective vector. The search process is
guided by Pareto-optimal dominance on the objective vector. Table 1 shows the
transformation by means of aggregation functions.

Table 1. Aggregation functions

Criteria (Objectives) Aggregation function

aggregated availability (f1) Π4
i=1availability matrix[i][xi]

aggregated cost (f2) Σ4
i=1cost matrix[i][xi]

aggregated response time (f3) Σ4
i=1response time matrix[i][xi]

In this paper, there are four groups of concrete services and three objectives
to be optimised, i.e., n = 4 and k = 3. The objective vector is [f1, f2, f3]T .

Accordingly, there are three matrixes: availability matrix, cost matrix
and respons time matrix to save the values of availability, cost and
response time of each concrete service. For example, if the selected solution
is x = [2, 5, 7, 6]T , the aggregated cost (i.e., f2) will be:

f2 = cost matrix[1][2]+cost matrix[2][5]+cost matrix[3][7]+cost matrix[4][6].

Similarly, we can obtain f1 and f3, respectively.

3 Experimental Evaluation

We consider four abstract services (i.e. the typical travel scenario) in the ex-
periment. We assume there are 90 concrete services available for each abstract
service. The detailed task is to choose the optimal concrete services to achieve
better composition results that satisfy three objectives aggregation functions
best.
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3.1 Experimental Parameters

The detailed MOEA parameters depend on the nature of the problem. Regarding
the chromosome coding, an integer string of length m is used to encode the
solution x ∈ {1, . . . , n}m. In other words, there are m digits in the string and
each digit is between 1 and n. Individually, each solution is calculated from its
chromosome based on the provided attribute matrices.

In order to evaluate the fitness of each individual in the population, we first
calculate the objective functions of the individual from its chromosome, i.e., to
map a solution from the decision space to the objective space. It is implemented
based on the formulae introduced in Section 2.2. Other parameters in the exper-
imentation are shown in Table 2. We follow the given parameters for all tests in
the rest of the paper.

Table 2. SPEA2 parameters

Parameter Value

parent population size 100

child parent population size 100

archive population size 200

chromosome size 4

chromosome encoding scheme integer encoding

selector binary tournament selection

crossover single point (0.95)

mutation independent bit mutation (0.01)

termination condition fixed number of generation

3.2 Dataset and Experimental Results

The test data are generated according to some empirical studies of QoS in this
domain. Each attribute is normalised between 0 and 1 in this paper. Totally three
tests are presented in this section. In the first two tests, each abstract service
has 90 candidate services. Consequently, it creates an 4 × 90 matrix for each
attribute. The initial individuals in the first generation are generated randomly.

The proposed algorithm is implemented and tested with the generated dataset
and parameters given above. Fig. 1 and Fig. 2 show the initial population and
the population at generation 100, but with different angles of view. The experi-
mental results indicate that SPEA2 is capable of guiding the search towards the
Pareto-optimal front efficiently. It is shown that SPEA2 already converges to
the Pareto-optimal front at generation 100. In other words, evolving with more
generation makes no difference in terms of moving the solutions to the true
Pareto-optimal front. The results shown in Fig. 3 and Fig. 4 strongly support
the above statement.

As the initial attribute matrix data and the initial selected solution in the
first generation are created randomly, we have no idea where the true Pareto-
optimal front is. However, we understand that better solutions would be the ones
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Fig. 1. View1:Initial population VS.

population at generation 100

Fig. 2. View2:Initial population VS.

population at generation 100

Fig. 3. View1: focusing on population at

generation 100 and 1000

Fig. 4. View2: focusing on population at

generation 100 and 1000

with lower cost, lower response time, but higher availability. The search process
should converge towards to the direction. It has been evident (i.e. the above
experimental results). Because the algorithm already converged at generation
100, below we mainly focus on analysing and interpreting findings of Fig. 1 and
Fig. 2.

Fig. 1 and Fig. 2 reveal something interesting regarding Web service com-
position. For example, at generation 100, Fig. 1 clearly shows that the optimal
solutions have achieved lower cost and response time, but greater availability,
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which are centred between 0.5 and 0.8. In order to have a clear view, Fig. 2 is
created by rotating the availability and cost these two dimensions of Fig. 1.
Apparently, it shows that the solutions at generation 100 do have lower cost and
response time centred around 0.2.

The next two tests are performed to display the convergence property with
the presence of different population sizes and various concrete services.

Fig. 5. Non-dominated solutions with different population sizes

Fig. 5 shows the evolution of the algorithm based on the number of opti-
mal solutions found at different generation with different population sizes. From
bottom-up, when the population size is 10, no non-dominated solution is found
at generation 4. The same is true with population size 20. However, it does not
happen until generation 7 when population size is 50. When population size
is growing, more computation time (i.e. more generation) is needed as shown
clearly in Fig. 5. For example, the optimal solutions are found at generation 10
when population size is 200. It also demonstrates that the algorithm converges
quickly with a small population size compared with a large population size.

The next test is different from the previous two tests in which the number of
concrete services is not fixed. In Fig. 6, we extend the experiment to show the
evolution of the algorithm with various concrete services given that the archive
population size is 200. Still, four abstract services are considered. We discuss
five different cases with the number of concrete services varying from 30 to
500 for each abstract service. Generally, it takes longer to find a set of optimal
solutions with the increase of services. For instance, in the case of 30 services,
the algorithm converges at generation 12, while for the cases of 90 services and
150 services, the algorithm finds the non-dominated solutions at nearly the same
generation, i.e. at generation 15. We anticipate the same tendency will continue
for any other bigger population sizes. As a matter of fact, there is an exception.
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Fig. 6. Non-dominated solutions with various concrete services

In the case of 500 services, the algorithm converges a bit quicker than that in
the case of 210 services, given other settings are the same. Currently, we do not
know the reason yet.

In short, SPEA2 ensures to find the optimal solutions for service composi-
tion problems with different cases. It is able to provide a set of Pareto-optimal
concrete services for service composition optimisation problems.

4 Related Work

Recently, some promising results have been reported in the area of Web service
and service composition. For example, Multi-objective Evolutionary Algorithms
(MOEA) [16,17], Integer Programming (IP) [18,19], Mixed Integer Programming
(MIP) [2,20], and Constraint Programming [21]. The following is a brief overview
of some recent work in terms of QoS Web service composition.

Zeng et al. [19] introduced a QoS model in which aggregation functions are
defined in order to aggregate and measure constraints into a single objective
function. The major issues of the QoS-driven service selection approach pre-
sented in [19] are scaling (amongst objectives) and weighting. Its weighting
phrase requires the selection of proper weights to characterise the user’s prefer-
ences, which can be very difficult in practice. Furthermore, the method from [19]
cannot always guarantee the fulfillment of global constraints, since Web service
composition is not separable.

Research on QoS-based composition by using evolutionary computations in
order to find an optimal solution has been more active and productive. However,
as pointed out by Berbner et al. in [20], the IP approach is hardly feasible in
dynamic real-time scenarios when a large number of potential Web services were
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concerned. In contrast, GAs are able to handle this problem better [22]. GAs are
well-suited for Web service selection when multiple QoS attributes are presented.

Canfora et al. [12] proposed the use of Genetic Algorithms (GAs) for the prob-
lem mentioned above. It has shown that GAs outperform integer programming
used in [19] when a large number of services are available. Moreover, GAs are
more flexible than the mixed IP since GAs allow the consideration of nonlinear
composition rules [2].

While the selection of the weights of characteristics is required in order to
aggregate multi-objectives into a single objective function in GAs, in multi-
objective GAs, by contrast, this is totally unnecessary. The advantage of not
selecting weights in multi-objective GAs enables end-users not to worry about
the accuracy and precision of the weights, which require additional knowledge of
the different importance of different objectives. Moreover, instead of optimising
objectives separately, in most real world problems, Web service composition, for
instance, optimising objectives should be performed simultaneously to get opti-
mal solutions whether or not the objectives are ’conflicting’ with to each other.
For example, it is always the case to pursue the lowest cost with the highest per-
formance in the minimum time. When the objectives contradict to each other, it
is unlikely to find an optimal result in one dimension of the objectives without
causing unnecessary suffering to another. In this case, returning a single solu-
tion will hardly take place, rather a trade-off between these objectives is much
more likely. In addition, the weighted sum approach in GAs largely depends on
the formulation (i.e., the weighted formula of the objectives), which has to be
readjusted and computed again when the scenario changes.

Apparently, traditional GAs have some inherent limitations in solving QoS-
aware composition problems. Several heuristics [6,23,24,25] have been proposed
in order to improve traditional GAs in finding optimal or semi-optimal solutions.
Multi-objective evolutionary algorithms [26] leverage the QoS-aware service com-
position problem to provide a set of optimal solutions with different levels of
trade-offs. Moreover, reformulating the solutions is not required if there is a
change (e.g., the change of the user’s preferences). Furthermore, most GA-based
multi-objective optimisation algorithms do not require the user to prioritise,
scale, or weigh objectives in advance, which is more realistic and reliable.

Using multi-objective GAs is also taken in [27] by Claro et al. The authors
discussed the advantages of multi-objective GAs in selecting optimal sets in
service selection and a popular Multi-objective algorithm, NSGA-II [13], is used
to find sets of services. However, the discussion in [27] is based on NSGA-II,
which according to [10] has some limits compared with SPEA2, especially with
higher dimensional objective space. In other words, SPEA2 provides a broader
distribution and hence better performance.

Apart from GAs, there are some other efforts with different formalisms to in
order to target QoS-aware service composition. Yu and Lin [28] studied multiple
QoS constraints. The composition problem is modelled as a multi-dimension
multi-choice 0-1 knapsack problem (MMKP). A multi-constraint optimal path
(MCOP) algorithm with heuristics is presented in [28]. However, the aggregation
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of parameters using the Min function is neglected. Furthermore, the evaluation
lacks a metric describing the tightness of the used constraints.

Maximilien and Singh [11] describe the Web Service Agent Framework
(WSAF) to achieve service selection by considering the preferences of service
consumers as well as the trustworthiness of providers.

At the time of writing, particle swarm optimisation (PSO) [29,30] is becoming
popular. Sharing many similarities with GAs, the PSO has the potential to
search for optima by updating generations. However, unlike GAs, the PSO has
no evolution operators such as crossover and mutation. Deployment of the PSO
in order to achieve better QoS composition will be studied in a separate paper.

5 Conclusion

We have proposed the use of multi-objective evolutionary algorithms (MOEAs)
in order to optimise multi-objective optimisation problems. Particularly, we dis-
cussed the use of SPEA2 to solve QoS-aware Web service composition problems.
The experimental results of using SPEA2 has illustrated that SPEA2 is able
to converge to the true Pareto-optimal solutions with a wide diversity among
solutions. The experimental results also revealed some other important charac-
teristics of MOEAs.

Although there are only four abstract services in our example, there is no
limit to the number of abstract services or concrete services to be considered
by our implementation of SPEA2, but it requires extra work, especially when
fine visual analysis is required. Other future challenges include the discussion of
constraints between objectives. We also envision a comprehensive evaluation of
SPEA2 and other MOEAs with empirical QoS data in the future.
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Abstract. In this paper a robust and real-time method for hand detection and 
tracking is proposed. The method is based on AdaBoost learning algorithm and 
local binary pattern (LBP) features. The hand is detected by the cascade of  
classifiers with LBP features. A detailed study was developed to select the pa-
rameters for the hand detection classifiers. When tracking the hand, a region of 
interest (ROI) is defined based on the hand region detected in the last frame, 
and in order to improve robustness on rotation affine transformation is applied 
to the ROI. The experimental result demonstrates that this method can success-
fully detect the hand and track it in real-time. 

Keywords: hand detection, hand tracking, boosting, LBP, HCI. 

1   Introduction 

Hand detection and hand tracking play important roles in Human-Computer Inter-
faces (HCI). To achieve natural HCI for virtual environment applications, human 
hand could be considered as an input device. Gesture is a powerful human-to-
machine communication method. Two primary problems of gesture recognition are 
hand detection and hand tracking. The tasks of hand detection and tracking are chal-
lenging because the hand is a non-rigid object. Considering the global hand pose and 
each finger joint, the human hand motion has roughly with 27 degrees of freedom 
(DOFs) [1]. 

Several hand detection and tracking systems had been proposed. The first genera-
tion approaches require glove-based devices to help recognize the hand. However, the 
gloves and their attached wires are still quite cumbersome and awkward for users. 
Moreover, the cost of the glove is often too expensive for regular users. The second 
generation approaches use skin color or shape feature [3][4][5]. However, those 
methods are lack of robustness when dealing with dynamic environments and various 
kinds of lighting. The third generation approaches are based on a cascade architecture 
using boosting algorithm, which was first introduced by Viola and Jones [2] to for 
face detection and tracking problems. That approach allows robust and fast detection 
of hands [6][7].  
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In this paper, we introduce a robust and real-time method for hand detection and 
tracking, which is based on the boosting architecture combining with local binary 
pattern (LBP) features. 

The rest of the paper is organized as follows. In Section 2 and Section 3, we pre-
sent the AdaBoost algorithm with LBP features that we use for hand detection and 
tracking. Experimental results are discussed in Section 4. Finally, we draw the con-
clusions about our hand detection and tracking application. 

2   AdaBoost Algorithm with LBP Features for Hand Detection  

Hand detection is one of the obstacles of gesture recognition. Skin-color-based 
method, one of the solutions for hand detection has to face the difficult task of distin-
guishing the hands from other objects having skin color, such as arms and face. And it 
is very sensitive to the changing of light. Thus, if the background or lighting condition 
does not meet the needs, it would be difficult to detect the hand with skin color-based 
method. 

In this paper, we use AdaBoost algorithm with local binary pattern (LBP) features 
to detect the hand. It can avoid affections of other objects with skin color, and it is 
also robust to lighting changes. LBP is a texture descriptor which codifies local primi-
tives into a feature histogram. The cascade of AdaBoost architecture for objects detec-
tion is first proposed by Viola and Jones [2] to solve the problem of face detection. 
Their method uses four basic Haar-like features. They also use AdaBoost algorithm to 
select and train the classifier. AdaBoost is one of Boosting algorithms combining 
weak classifiers to form a strong classifier with better accuracy. 

 

Fig. 1. The basic LBP operator 

In our method, we use the LBP features rather than the Haar-like features used by 
Viola and Jones [2]. The LBP operator is first introduced by Ojala et al. [8] as a pow-
erful means of texture description. The operator labels every pixel of an image by 
thresholding its 3x3-neighbourhood with the center value and considering the result as 
a binary number. Then the histogram of the labels can be used as a texture descriptor. 
Fig. 1 shows the LBP descriptor. When training the classifier, the hand is divided into 
small regions from which LBP histograms are computed as a feature. 

When detecting the hand in an image, the image is scanned by a sub-window con-
taining the LBP features. In order to detect the different size of hand, the image is 
sampled in different scales. In each scale, the image is smaller than the last one with a 
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fixed factor. In our experiment, we choose the scale factor of 1/1.2. Based on the LBP 
features, a weak classifier ( ( , , , )h x f p θ ) is defined as: 

1   if  ( )
( , , , )  .

0  otherwise       

pf x p
h x f p

θ
θ

⎧ <⎪
= ⎨
⎪⎩  

(1) 

Where f  is the feature, θ  is the threshold, p  is a polarity indicating the direction of 
the inequality, and x  is the sub-window. 

In practice, one single feature can’t detect the hand with a high accuracy. The 
AdaBoost algorithm is used to improve the overall accuracy by combining these weak 
classifiers. 

In order to improve detection performance and reduce the computation time Viola 
and Jones [2] proposed a cascade of strong classifiers. Only sub-windows that passed 
all the previous strong classifiers are sent to the next classifiers for further classifica-
tion. Only the region passing all the classifiers is recognized as the target object. 

3   Hand Tracking Based on Rotated ROIs with LBP Features 

The hand tracking module is based on the hand detection algorithm in section 2.If it 
detects the hand successfully, we define an adaptive region of interest (ROI) based on 
the region of detected hand, and in the next frame we detect the hand in the ROI. In 
this way, it speeds up the processing time. The ROI is defined as: 

( , ) ( , ) .x y x yROI ROI =  (2) 

.height height heightROI α= +  (3) 

.width width widthROI α= +  (4) 

Where ( , )x y  is the original coordinates of detected hand region in the last frame, 
height and width are the height and width of the detected hand region in the last frame. 
A typical value of α is 2. 

When the hand is moving, it is usually rotated by some degrees. In order to im-
prove the system’s robustness to the rotation we apply an affine transformation to the 
ROI. The affine transformation is expressed in (5). 

' cos sin
.

' sin cos

X X

Y Y

θ θ
θ θ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤−
=⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (5) 

Where ( , )X Y  is the coordinates of a general point. ( ', ')X Y  is the coordinates after 
transformation. 

In our method, we set the θ as ±15°, ±30°,±45°.If detecting hand fails in the ROI, 
the system will detect the hand in the rotated ROIs. 

Fig. 2 is the diagram of the hand tracking system. 
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Fig. 2. The diagram of the hand tracking system 

4   Experiment Results and Discussion 

In our experiment, we tested three hand postures, which are the “fist” posture, the 
“five” posture and the “palm” posture. Fig. 3 shows these three postures. We use 
Logitech QuickCam Webcam as image capture device. In our experiment, we set the 
camera at the resolution of 640x480. 

To train the classifiers, we collected 958, 724, 895 positive samples for the “fist” 
posture, the “five” posture and the “palm” posture. To improve the robustness of the 
classifiers the positive samples are captured with different scales at different places 
from different people and in different lighting conditions. We also collected about 
2000 random images as the negative samples. The negative samples are background 
images which exclude the three postures above. 

Once the samples are chosen, we can use them to train the classifiers. There are sev-
eral parameters affecting the performance of the classifiers. In order to evaluate the per-
formances of the classifiers with different training parameters, we collected 482 images 
different from the training set for testing. Each of the testing images contains at least one 
posture and the testing set includes 600 postures. We studied the influence of each train-
ing parameter by only varying it while leaving the other parameters unchanged. 
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(a) (b) (c) 

Fig. 3. The three postures in our experiment: (a) the “fist” posture; (b) the “five” posture; (c) 
the “palm” posture 

First, we choose three different AdaBoost algorithms, which are the Discrete 
AdaBoost (DAB) algorithm, Real AdaBoost (RAB) algorithm and the Gentle 
AdaBoost (GAB) algorithm [9]. The difference among them lies in the way they reas-
sign the weights in each interaction of the algorithm. The number of the cascade 
stages is set to 18. The max false detect rate each stage is set to 0.5. Table 1 shows the 
performance of the three AdaBoost algorithms. From the results, we can find out that 
the GAB algorithm performs better than other two algorithms, though it can achieve 
higher specificity by using the RAB algorithm. 

Table 1. Perfomance with different AdaBoost algorithm 

Posture Algorithm Sensitivity/TPR Specificity/TNR Accuracy 
Fist GAB 0.935 0.977 0.942 
Fist DAB 0.92 0.915 0.917 
Fist RAB 0.825 0.993 0.937 
Five GAB 0.942 0.949 0.947 
Five DAB 0.844 0.963 0.918 
Five RAB 0.582 1 0.843 
Palm GAB 0.829 0.92 0.893 
Palm DAB 0.16 0.925 0.86 
Palm RAB 0.703 1 0.755 

The number of the stages also has an important impact on the performance of hand 
detection. We trained the classifiers with the stage number of 15, 18 and 20, with the 
algorithm of GAB, and with the false detection rate per stage of 0.5. Table 2 shows 
the performance of different number of stages. It can be observed that an increase of 
the number of the cascade stage causes a decrease of the sensitivity and an increase of 
the specificity. 

We trained four classifiers for each posture with a false detect rate per stage of 
0.45, 0.5, 0.55 and 0.6, with the algorithm of GAB and with the stages number of 18. 

Fig. 4 shows the results with different false detect rate. Though an increase of false 
detect rate can cause an increase of the sensitivity, it also makes a rapid decrease of 
specificity and accuracy. Considering the results of sensitivity, specificity and accu-
racy, the false detect rate of 0.5 per stage can achieve the best performance. 
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Table 2. Performance with different number of stages 

Posture Stages Sensitivity/TPR Specificity/TNR Accuracy 
Fist 15 0.95 0.253 0.485 
Fist 18 0.935 0.977 0.942 
Fist 20 0.855 0.998 0.95 
Five 15 0.978 0.736 0.827 
Five 18 0.942 0.949 0.947 
Five 20 0.907 0.995 0.962 
Palm 15 0.954 0.8 0.845 
Palm 18 0.829 0.92 0.893 
Palm 20 0.657 0.979 0.885 

 

Fig. 4. Performance with different max false detect rate 

After studying the influences of the parameters on the classifier performance, we 
chose three classifiers for hand detection and hand tracking. The parameters and per-
formance of these three classifiers are shown in Table 3. 

Table 3. Classifiers Using for Hand Detecion and Hand Tracking 

Posture Parameters Performance 
Algorithm: GAB Sensitivity: 0.935 

Stages: 18 Specificity: 0.977 Fist 
False Detect Rate: 0.5 Accuracy: 0.942 

Algorithm: GAB Sensitivity: 0.907 
Stages: 20 Specificity: 0.995 Five 

False Detect Rate: 0.5 Accuracy: 0.962 
Algorithm: GAB Sensitivity: 0.891 

Stages: 16 Specificity: 0.889 Palm 
False Detect Rate: 0.5 Accuracy: 0.89 
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12 25 57 90 

134 148 215 346 

14 34 56 78 

110 143 178 234 

16 34 65 98 

124 167 234 287 

Fig. 5. Hand tracking result: the first two rows are the result of tracking “post“ posture; the 
third and the forth row are the result of tracking “five“ posture; the last two rows are the result 
of tracking “palm“ posture 

Having the hand detected, the method in Section 3 is used to track the hand. Some 
video sequences are used for testing, which are at resolution of 640x480 with 30  
frames/s captured by Logitech QuickCam Webcam. The experiment runs on Core 2 
Duo processor at 2.16 GHz. Fig. 4 shows some frames extracted from the video se-
quence. It can be observed that the tracking is successfully achieved. With 30 
frames/s it satisfied the real-time requirement. 
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5   Conclusion 

In this paper, we have presented a robust and real-time method for hand detection and 
tracking, which achieves high detection accuracy and satisfactory real-time tracking. 
The approach is focused on the posture recognition with LBP features and AdaBoost 
learning algorithm. A ROI is defined to reduce hand tracking time, and affine trans-
formation is applied to improve the performance of the hand tracking. Our hand de-
tection and tracking method can be integrated in a vision-based HCI, for example 
gesture-control TV and so on. 
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Abstract. Traditional Web usage mining techniques aim at discovering usage 
patterns from Web data at the page level, while little work is engaged in at 
some upper level. In this paper, we propose a novel approach to the characteri-
zation of Internet users’ preference and interests at the domain name level. By 
summarizing Internet user’s domain name access behaviors as the co-
occurrences of users and targeting domain names, an aspect model is introduced 
to classify users and domain names into various groups according to their co-
occurrences. Meanwhile, each group is characterized by extracting the property 
of characteristic users and domain names. Experimental results on real-world 
data sets show that our approach is effective in which some meaningful groups 
are identified. Thus, our approach could be used for detecting unusual behaviors 
on the Internet at the domain name level, which can alleviate the work of 
searching the joint space of users and domain names. 

Keywords: Domain Name System, Probabilistic latent semantic analysis,  
Co-occurrence. 

1   Introduction 

In order to better understand the usage of the Internet, many possible techniques have 
been developed, of which Web usage mining techniques [1], defined as the process of 
applying data mining techniques to the discovery of usage patterns from Web data, 
have achieved great success in various application areas such as Web personalization 
[2], link prediction and analysis [3] and e-commerce data analysis [4], etc. 

Generally, as illustrated in Fig. 1, these techniques are aiming at discovering usage 
patterns at the page view level, and their applying objects are always some specific 
websites providing some special services such as search engine, IPTV, and B2C, etc. 
In other words, there is few work evolved in discovering usage patterns at the website 
level, or to be more generally, at the domain name level. However, this is also essen-
tial for understanding the usage of the Internet. Discovering usage patterns at the 
domain name level can provide us with a macroscopic view of the Internet, which is 
especially useful for the Internet governors. In particular, we are interested in some 
typical questions just as listed below: 
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Fig. 1. Three different usage levels of the Internet from the point of view of Internet users 

1. How are the users’ preferences distributed among domain names? Are there 
similar users with respect to their preferences? 

2. How are the popularities of domain names distributed among users? Which 
names are ‘closer to’ each other in terms of user preferences? 

3. Do users show some underlying behavior patterns when they are surfing the 
Internet? How to profile them? 

4. Are there some hidden correlations among users as well as between users and 
domain names? 

5. Who are abusing the Internet or doing evil on the Internet? Which names are il-
legal? Can we detect them? 

With these questions, we try to find an effective way to discover Internet usage pat-
terns at the domain name level. 

As a globally distributed database, the Domain Name System (DNS) [5] is used for 
translating worldwide unique domain names such as www.google.com to other identi-
fiers. Serving as the Internet’s phone book, DNS is needed by almost all Internet 
applications. For example, every time an Internet user visits a website, his/her com-
puter will firstly perform a DNS query for the domain name of the website. In other 
words, a typical DNS query can explicitly tell who is looking for what on the Internet. 
Therefore, DNS activities can to some extent reflect the overall usage of the Internet 
applications. 

However, there is little work found in analyzing this reflection so far. In this paper, 
based on probabilistic latent semantic analysis (PLSA) model, we propose a novel 
approach to the characterization of Internet users’ preference and interests at the do-
main name level. We classify users and domain names into various groups according 
to their co-occurrence activities. Meanwhile, each group is characterized by extracting 
the property of characteristic users and domain names. The effectiveness of our ap-
proach is demonstrated through experiments conducted on real-world data sets. 

The rest of the paper is organized as follows. In Section 2, we provide an overview 
of PLSA model as applied to DNS co-occurrence activities. The procedure of identi-
fying and characterizing DNS groups are described in Section 3. We conduct our 
experiments in Section 4 together with explanations in Section 5. Finally, we con-
clude the paper in Section 6. 
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2   Probabilistic Latent Semantic Models of DNS Activities 

The objects appeared in DNS activities can be divided into two different sets: users 
and domain names. Here, we define the user set as },...,{ 21 MuuuU = and the domain 

name set as },...,{ 21 NdddD = , where M and N are the size of these two sets respec-

tively. DNS activities can thus be defined as the access behaviors from users in U to 
domain names in D. This procedure can be modeled as a bipartite graph as illustrated 
in Fig. 2. 

 

Fig. 2. The bipartite graph view of DNS activities, in which each edge represents an access 
from a user in U to a domain name in D 

Generally, the user access interests exhibited may be reflected by the varying de-
gree of access to different domain names during the user’s session. Thus, we can 
represent a user session as a weighted domain name vector visited by the user during 
the session. The weight can be binary, representing the existence or non-existence of 
the domain name, or it may be a function of the occurrence of this domain name dur-
ing the user’s session. As a result, the overall DNS activities described above can be 
represented by an NM × matrix NMnm duwUD ×= )],([ , where ),( nm duw represents the 
weight associated with the domain name nd in the user session of mu . 

The PLSA model is originally proposed by Hofmann [6], which has been success-
fully used in a variety of application areas, including information retrieval [7], col-
laborative filtering [8] and some other related topics. The starting point for PLSA is a 
statistical model called the aspect model, which can be utilized to identify the hidden 
semantic relationships among general co-occurrence activities. Similarly, we can 
conceptually view the user sessions over domain names space as co-occurrence activi-
ties to discover the latent usage patterns in our context. The given aspect model is 
utilized to associate an latent (unobserved) class variable kz (k = 1, 2, …, K) with 
each access by a user to a domain name in a particular user session which is repre-
sented as an entry of the NM × co-occurrence matrix UD. 

In PLSA, three fundamental schemes are implemented: 
1. select a user session of mu from U with probability )( muP , 

2. pick a latent class kz with probability )|( mk uzP , 

3. generate a domain name nd from D with probability )|( kn zdP . 
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As a result, the probability of an observed pair ),( nm du  can be obtained by a joint 

probability model in the following: 

)|()(),( mnmnm udPuPduP =  , (1) 

where          ∑
=

=
K

k

mkknmn uzPzdPudP
1

| )|()|()(  . (2) 

By using Bayes’ rule and substituting (2), (1) can be transformed into: 
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Following the likelihood principle, the total likelihood ),( DUL of the co-occurrence 

data is determined as: 
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In order to maximize ),( DUL , we use Expectation Maximization (EM) algorithm [9] 

which is a well-known approach to perform maximum likelihood estimation in latent 
variable models. Generally, it alternates two steps: (1) an expectation (E) step where 
posterior probabilities are computed for latent variables based on the current estimates 
of conditional probability, (2) a maximization (M) step, re-estimate the conditional 
probabilities to maximize the expectation of the complete data likelihood. 

We describe the whole procedure in details: 
1. Firstly, given the randomized initial values of )( kzP , )|( km zuP , )|( kn zdP . 

2. Then, in the E-step, we can simply apply Bayes’ formula to generate following 
variable based on co-occurrence observation: 
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3. Furthermore, in M-step, we can compute: 
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Basically, substituting (6)-(8) into (3) and (4) will result in the monotonically increas-
ing of the total likelihood of the co-occurrence data ),( DUL . The executing of E-step 

and M-step is iterating until ),( DUL is converging to a local optimal limit, which 

means the estimated results can represent the final probabilities of the co-occurrence 
data. 

It is easily found that the computational complexity of this algorithm is )(MNKO , 

where M is the number of user sessions, N is the number of domain names, and K is 
the number of classes. Since the co-occurrence matrix is generally very sparse, the 
memory requirements can be dramatically reduced by using efficient sparse matrix 
representation of the data. 

3   Identifying and Characterizing DNS Groups with PLSA 

One of the main advantages of PLSA model is that it generates probabilities which 
can quantify relationships between users and domain names, as well as domain names 
and classes. From these basic probabilities, using probabilistic inference, we can de-
rive relationships among users, among domain names, and between users and domain 
names. As we discussed in Section 2, we note that each latent class kz does really 
represent specific aspect with co-occurrence in nature. In other words, for each class, 
the degrees related to the co-occurrence can be expressed by the class- conditional 
probability estimates. From this viewing point, we can thus utilize the class-
conditional probability estimates generated by the PLSA model to partition domain 
names, as well as users, into various usage-based groups. For each of these groups, 
users will commonly reveal stronger preferences to the domain names inside, than to 
those of outside. Furthermore, in order to better understand users’ preferences and 
interests in domain names within each group, we characterize each group by interpret-
ing the property of characteristic users and domain names whose probabilities exceed 
a predefined threshold. 

3.1   Identifying Groups in DNS Activities 

Due to the Internet’s immense size and its continuous evolution, it is impossible to 
track down such groups by a manual effort. Here, we describe an automatic method 
for identifying DNS groups based on PLSA. 

As noted before, the PLSA model generates probabilities )( kzP , which measures 

the probability of a certain class (namely, a DNS group) is chosen; )|( km zuP , the 

probability of observing a user session given a certain class; and )|( kn zdP , the prob-

ability of a domain name being visited given a certain class. By applying Bayes’ rule 
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to these probabilities, we can generate the probability that a certain group is chosen 
given an observed user: 
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and the probability that a certain group is chosen given an observed domain name: 
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Based on these two probabilities, we can then classify each user and domain name 
into different groups respectively. In user case, this is achieved by firstly computing 

)|( mk uzP for all possible values of k and then, mu can be classified into the group 

whose )|( mk uzP is the largest. Similarly, the group belongingness for domain 

name nd can be determined as the k with the largest value of )|( nk dzP . In Section 4, 

we will present the identified groups in DNS activities from our real-world data sets. 

3.2   Evaluation of Grouping Clarity 

An intuitive definition of cluster in connectivity-based data, such as group, is a subset 
of objects whose total number of internal links is greater than the total number of 
external links [10]. In order to evaluate the quality of our DNS group clarity here, we 
compute numeric values that express the goodness of grouping according to the above 
definition. Let the intra-connectivity kiC of a group k be the density of links between 
objects of that group, while the inter-connectivity koC be the density of links among 
objects of the k-th group and the rest of the inferred topology. That is, 
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where kU and kD denotes the set of users and names for group k, respectively. Hence 
the overall grouping clarity oC is obtained by averaging over the clarity of all groups, 
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3.3   Characterizing Groups in DNS Activities 

To better understand these users’ preferences and interests, we try to characterize 
each group in a way that is easy to interpret. One possible approach is to find the 
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characteristic users and domain names that are strongly associated with a given 
group, yet not commonly identified as part of other groups. We call each such do-
main name a characteristic domain name for this group, denoted by chd . This defini-
tion of “characteristic” here has two aspects of meaning. First, given a group, a 
domain name which is seldom visited by users of this group cannot be a good char-
acteristic domain name for this group. Secondly, if a domain name is frequently 
visited in this group, but is also commonly visited in other groups, the domain name 
is not a good characteristic domain name either. Note that )|( kn zdP represents the 

conditional occurrence probability over the domain name space corresponding to a 
specific group, whereas )|( nk dzP represents the conditional probability distribution 

over the group space corresponding to a specific domain name, so we define charac-
teristic domain names for a group kz as the set of all domain names, chd , which  
satisfy: 

μ≥)|()|( chkkch dzPzdP  , (15) 
 

where μ is a predefined threshold. 
A similar approach can be used to identify characteristic users for each group. We 

believe that a user involving only one group can be considered as the characteristic 
user for the group. So, we define characteristic users, chu , for a group kz , as users 
which satisfy 

μ≥)|()|( chkkch uzPzuP  . (16) 
 

By exploring and interpreting the properties of these domain names and users, we can 
obtain a better understanding of the nature of each group. The characterization of the 
identified groups from our real-world data sets will be shown next. 

4   Experiments 

In order to evaluate the effectiveness of the proposed method based on PLSA model 
and explore the discovered groups, we conduct preliminary experiments on the real-
world DNS query data which is collected from a large Internet Service Provider in 
China. The data collection procedure has lasted for over a week from 10-June-2009 
15:48:33.696 to 17-June-2009 18:05:12.119. The total log file is over 12.6 Giga 
Bytes containing 147,128,488 queries. After data preprocessing, 141,331 users and 
68,885 second-level domain1 names are extracted. 

We randomly sample 20,000 users as well as 50,000 domain names that are que-
ried by at least one of these users. With these objects, the original co-occurrence ma-
trix UD is given in Fig. 3. From this figure, we can see that the co-occurrence matrix 
is quite sparse in which the percentage of non-zero values is only 0.037% here. Based 
on this matrix data, we conduct our experiments to cluster these objects (namely, 
                                                           
1 A second-level domain (SLD) is a domain that is directly below a top-level domain (TLD). 

For example, the domain name example.com is the second-level domain of the .com TLD. 
Specially, for those names under the country-code SLD (ccSLD) such as .com.cn, we convert 
them into third-level domains (such as sina.com.cn) instead of ccSLDs. 
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users and domain names) into different DNS groups based on our method described in 
Section 3.1. By applying the grouping clarity evaluation introduced in Section 3.2, we 
compute the overall grouping clarity oC for each possible2 K. As illustrated in Fig. 4, 
the overall grouping clarity oC reaches its maximum when K = 15. 

 

Fig. 3. The original co-occurrence matrix UD with a size of 20,000×50,000 where users and 
domain names are both ranked by their number of relevant queries 
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Fig. 4. The overall grouping clarity CO for each possible grouping number K (1≤K≤23), where 
CO reaches its best when K = 15 

Accordingly, the grouping result of the DNS groups identification procedure in the 
case of K = 15 is depicted in Fig. 5 where the fifteen identified DNS groups are 
marked out by different rectangles respectively.  

To be more intuitive, we list the number of users and domain names for each group 
in Table 1. From this table, we can see clearly that different groups can vary a lot in 
their number of users as well as domain names. Generally, we can divide these groups 
into three different categories according to their size of ratio R: 

1. groups with R<0.1 (k = 1, 2, 6, 7, 8, 10, 11, 14), 
2. groups with 0.1≤R<1 (k = 3, 4, 5, 9, 12), 
3. and groups with R≥1 (k = 13, 15). 

 
                                                           
2 Meaningless groups with no user or domain name will appear in our grouping results when  

K＞23. 
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Fig. 5. The result of the DNS groups identification procedure (K = 15). Each identified group is 
marked out by different rectangle respectively. 

Table 1. Number of users and domain names for each of the fifteen groups. R represents the 
ratio of # users to # domain names for each group. 

k # users # domain names R k # users # domain names R 
1 99 7,377 0.013 9 969 5,295 0.183 
2 119 2,419 0.049 10 168 2,203 0.076 
3 1,024 3,770 0.272 11 87 1,860 0.047 
4 711 4,608 0.154 12 1,188 2,173 0.547 
5 488 2,310 0.211 13 5,404 8 676 
6 52 1,088 0.048 14 102 13,262 0.008 
7 63 2,417 0.026 15 9,493 1 9493 
8 33 1,209 0.027     

5   Explanations 

Group characterization is important since it can help us better understand users’ pref-
erences and interests in domain names within each group. Obviously, characteristic 
users and domain names’ extraction and interpretation are effective ways to do this. 
By conducting the method proposed in Section 3.3, characteristic users and names for 
each of these groups are extracted where the threshold μ is predefined to be 0.01. 
Here, “characteristic” has two implications. First, if a user is classified into one 
group, he/she is likely to visit the characteristic domain names of this group. Sec-
ondly, if we find a user visits the characteristic domain names of a group, he/she is 
very likely to be classified into this group. In this section, based on the results exhib-
ited above, we try to interpret each of these groups respectively. 

k = 1: IDC service. The k = 1 group has only 99 users and yet as many as 7,377 
domain names. As a typical group under the 1st category, the value of ratio R for this 
group is only 0.013 here, being the second lowest of all. There are only one charac-
teristic domain name together with four characteristic users identified in this group. 
By checking this domain name 21okcdn.cn, we find it belongs to a largest third-party 
independent Internet Data Center service provider in China who provides server 
placement for its clients. Note that the number of domain names in this group is large, 
thus we can consider these names to be clients of this IDC service provider. 

k = 2: BitTorrent. The k = 2 group has four characteristic names, three of which 
are used as platform for BitTorrent seeds releasing. Therefore, we consider this group 



 Modeling DNS Activities Based on Probabilistic Latent Semantic Analysis 299 

 

as BitTorrent interested group. Only 119 users are being classified into this group, but 
obviously they have stronger interests in BitTorrent related activities than the others. 

k = 3: living. For the group of k = 3 with 1,024 users and 3,770 names, three char-
acteristic users and names are identified respectively, but no obvious property is 
shared by them. By mapping all of these 1,024 users’ IP addresses into their belong-
ing organizations using MaxMind’s GeoIP Organization database [11], we find that 
the organization belongingness of these users is extremely disperse. On the other 
hand, the domain names in this group also vary a lot in their uses from social network 
service to IT product purchasing. In other words, objects in this group are quite het-
erogeneous and diverse. Therefore, we consider groups of this category as “living” 
groups where both users and domain names are closer to people’s living activities. 

k = 4, 5, 9, 12: living. Just like the one k = 3, these four groups are also under the 
2nd category. Again, no obvious property is found to be shared by any of these char-
acteristic names within each group. The only one name which is used for online game 
(w2i.com.cn) is identified to be characteristic for k = 4. For group k = 5, the two 
characteristic names identified are used for B2C (alimama.cn) and BBS (tianya.cn) 
service respectively. For the other two groups k = 9, 12, applications of these charac-
teristic names also vary from portal to stock exchange, from online television to anti-
virus services, etc. Similar to the group k = 3, we label these four groups with “living” 
here. For all these five groups labeled with “living”, we find they are similar in many 
ways such as distributions of users’ organization, as well as names’ popularities and 
categories3. On the other hand, since they are of separate groups, we believe there 
must be some difference among them which needs further analysis. 

k = 6: domain service. The k = 6 group is another one under the 1st category. Only 
one name is identified to be characteristic, which is a largest domain trading agent in 
China providing professional domain services such as domain registration, domain 
parking and domain transaction, etc. Therefore, we can consider these names and 
users within this group to be active in this domain service. 

k = 7, 10: anti-spam. The reason why we use “anti-spam” to generalize both of 
these two groups here is that they both have a characteristic domain name used for 
anti-spamming service respectively. For the k = 7 group, the characteristic name 
163data.com.cn is used by a domestic ISP China Telecom for spam filtering through 
IP address reverse resolution mechanisms. For the k = 10 group, the characteristic 
name anti-spam.org.cn is owned by China Anti-Spam Alliance, which is a community 
organization aiming at anti-spam issues. As a result, users and domain names within 
these groups can be deemed to be somewhat related to spam or anti-spam activities. 

k = 8: .CN TLD service. The k = 8 group has three characteristic names, of which 
cnnic.cn is the biggest in its probabilistic weight. Note that cnnic.cn is the domain 
name for CNNIC who is the national network information center of China responsible 
for the operation of .CN TLD services. Therefore, we can consider users within this 
group have stronger interest in .CN TLD related activities such as .CN domain name’s 
registration and whois searching, etc. And these domain names within this group can 
be exactly considered as the ones that these users are interested in. 

                                                           
3 By using the domain name registration information database provided by CNNIC [12], we 

make classification of domain names within each group into eighteen different categories 
(such as information technology, scientific research and education, business commerce, etc). 
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k = 11, 14: abuse. The value R for the k = 14 group is the lowest of all with only 
102 users and yet as many as 13,262 domain names being grouped in. By checking 
our query data, we find that all of these characteristic users have a large number of 
queries, as well as unique domain names that they visit. However, no characteristic 
name is identified for this group. In other words, users within this group query names 
randomly and arbitrarily, just like gadabouts on the Internet with no specific inten-
sion. Similar phenomenon is also found in the group k = 11 which has no characteris-
tic name either. By checking these users in these groups, we find that most of their 
volumes of queries are high, and so are their numbers of unique names that they que-
ried. There are at least three possible reasons that can explain for this phenomenon: 
web crawling, domain name scanning, or some kind of DDoS attacks [13] by query-
ing stochastic names. 

k =13, 15: DNS forwarding service. As groups under the 3rd category which have 
extremely high value of ratio R, these two groups are the most interesting ones of all. 
We find that most of users in these groups are from abroad. Some interesting phe-
nomenon is also found in their characteristic users and names. On one hand, all of the 
characteristic users for k =15 (no characteristic user is identified for group k =13) 
belong to a same organization called OpenDNS [14], an organization who provides 
free DNS resolution service. On the other hand, the unique characteristic name for k 
=15, namely, cstnet.cn, is the domain of CSTNET [15], a major DNS resolution ser-
vice provider in China. As DNS resolution service providers themselves, why could 
they exhibit such strong interest in other similar providers? Similar phenomenon is 
also found in the group k =13 where the two characteristic names cstnet.net.cn and 
cnc.ac.cn are both domains of CSTNET again. One possible explanation is that these 
users are forwarding resolution service to the others. In other words, these users are 
not real Internet end users at all, but some DNS resolution service providers, or sim-
ply some DNS resolution service forwarders. 

From our explanations, we can see that these DNS groups identified in our data 
sets vary a lot between each other in many ways. Generally, they can be divided into 
three different categories as shown in Section 4. For the groups with ratio R＜0.1, 
there are usually some characteristic names providing some special services which 
have high popularities within these groups. For the groups with 0.1≤R＜1, they are all 
labeled as “living” which usually have a large number of users as well as domain 
names. And for these two groups under the last category with extremely high value of 
ratio R, they are both considered as groups related to DNS forwarding services. 

6   Conclusions and Future Work 

In this paper, we propose a novel approach to the discovery of Internet usage patterns 
at the domain name level. Here, the Internet user’s domain name access behaviors are 
summarized as the co-occurrences of users and domain names. Then, an aspect model 
is introduced to classify users and domain names into various groups according to 
their co-occurrences. Meanwhile, each group is characterized by extracting the prop-
erty of characteristic users and domain names. The effectiveness of our approach is 
demonstrated through experiments conducted on real-world data sets in which some 
meaningful usage patterns for Internet users at the domain name level are identified. 
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Therefore, our approach could be used for detecting unusual behaviors on the Internet 
at the domain name level, which can significantly alleviate the work of searching the 
joint space of users and domain names. 

On the other hand, our work is still rough where further analysis is necessary in or-
der to gain deeper understanding of these groups in DNS activities. In the future work 
of this area, we plan to conduct more research on using our proposed framework to 
discover in-depth usage patterns which can involve users, domain names, and some 
additional semantic attributes such as user’s geographical location information, do-
main’s category, etc., thus capturing users’ preferences and interests at a deeper level. 
Furthermore, our investigation into the DNS groups identified here are still rough, as 
well as the DNS groups themselves. Therefore, it will be another interesting task to 
perform further analysis within each of these groups recursively. 
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Abstract. In this paper, we describe a new statistical approach to detect traffic 
anomalies in the Domain Name System (DNS). By analyzing real-world DNS 
traffic data collected at some large DNS servers both authoritative and local, we 
find that normally the DNS traffic follows Heap’s law in dual ways. Then we 
utilize these findings to characterize DNS traffic properties under normal net-
work conditions. Based on these properties, we make estimations for the traffic 
of forthcoming. If the forthcoming traffic actually varies a lot with our estima-
tions, then we can infer that some anomaly happens. Our approach is simple 
enough and can work in real-time. Experiments on both real and simulated DNS 
traffic anomalies show that our approach can detect most of the common 
anomalies in DNS traffic effectively. 

Keywords: Domain Name System, Anomaly detection, Heap’s law. 

1   Introduction 

The Domain Name System (DNS) is a fundamental part of the Internet infrastructure, 
which is responsible for translating domain names used by people into corresponding 
IP addresses needed by software and vice versa [1]. Thus, its functionality is a critical 
component to almost all Internet applications where two devices need to be connected 
remotely, such as Web, Email and P2P, etc. Due to its special significance for the 
Internet, DNS is always suffering various network attacks, either directly or indi-
rectly. Therefore, DNS traffic anomaly identification and detection is important for 
the entire Internet as well as the DNS itself. 

In this paper, based on the observations of Heap’s law that we find in DNS traffic, 
we introduce a new statistical approach to DNS traffic anomaly detection. Our ap-
proach is simple enough and can work in real-time. Experimental results suggest that 
our approach is effective and have the ability to detect some common anomalies in 
DNS traffic. 

This paper is structured as follows. In Section 2 we discuss related work. In Section 
3 an overview of DNS and DNS traffic anomaly as well as Heap’s law is presented. 
Then we give our findings of Heap’s law in the DNS traffic data collected at both au-
thoritative and local DNS servers in Section 4. On this basis, the method for DNS 
traffic anomaly detection is introduced in Section 5, and in Section 6 experimental 
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results on some typical DNS anomalies, both real and simulated, are presented. Finally, 
we conclude our work in Section 7. 

2   Related Work 

DNS traffic monitoring and anomaly detection has attracted much more attention 
recently. In [2], a detection method based on associative feature analysis is presented 
to locate the anomalous name servers by analyzing the real-world DNS traffic. A 
context-aware clustering methodology is described in [3] where DNS traffic is clus-
tered into three categories: canonical, overloaded and unwanted. Other methods such 
as Bayesian approach [4], time series analysis [5] are also referred in DNS traffic 
anomaly detection technique. 

In general, these methods are carefully designed in order to have promising detec-
tion result. However, they can only do well in their own scenarios concentrating on 
detecting some particular anomalies. Moreover, their deployment issue is also a hot 
potato for most DNS operators without such domain-specific knowledge. Therefore, 
we expect a new solution that can be deployed easily enough and has the ability to 
detect potential DNS anomalies as quickly as possible. 

3   Background 

3.1   DNS and DNS Traffic Anomaly 

The DNS is a distributed naming service handling domain name and IP (Internet Pro-
tocol) address resolution, and has grown into one of the largest distributed systems in 
the world. The DNS infrastructure consists of three different types of components: 
stub resolvers (usually a software library implementing the DNS protocol on end-user 
machines), local DNS servers (usually deployed by the resolver’s organization such 
as a company or an ISP), and authoritative DNS servers, of which the Root, TLD 
(Top Level Domain) and SLD (Second Level Domain) servers are of the three differ-
ent cases. 

Fig. 1 shows the interactions among these three components during the process of a 
typical name lookup. A stub resolver first sends a query to a configured local DNS 
server (step 1). The local DNS server then iteratively sends queries on behalf of the 
resolver, following referrals given by the responses until it receives an authoritative 
response for this query (steps 2-4). Finally, it can respond to the querying resolver 
with this answer (step 5), enabling the user’s program to continue the task it was per-
forming. 

Note that the DNS lookup procedure described above doesn’t take caching mecha-
nism into consideration. In fact, the caching mechanism [6] performed on local DNS 
servers is a key characteristic that ensure the efficiency of DNS infrastructure by re-
ducing server load and client latency. In other words, the local DNS server can directly 
skip any of these intermediate steps (steps 2-4) if it has already had their corresponding 
responses locally cached. The size of DNS caches can be treated as unlimited due to 
the few bytes of a DNS record entry. However, each record has a time to live (TTL) 
value that specifies when it expires from the local DNS server’s cache. 



304 X. Yuchi et al. 

 

 

Fig. 1. The procedure of a typical DNS lookup where the stub resolver sends a DNS query for 
“www.cnnic.cn” on behalf of an Internet end user 

Due to its significance to the Internet, DNS servers, both authoritative and local, 
have increasingly become the victims of various network attacks, such as Distributed 
Denial of Service (DDoS) attacks [7]. Usually these attacks try to launch tremendous 
bogus traffic towards targeting DNS servers for different purposes. In addition, even 
if their targets are not DNS servers, the DNS is also likely to be involved in trouble, 
which is because that DNS service is referred to by nearly all the Internet activities. 
For example, if the target of an attack is specified by a domain name instead of the IP 
address, there will be a great number of DNS queries for this name sending towards 
DNS servers while this attack is performing. 

3.2   Heap’s Law 

Heap’s law was first introduced in linguistics [8], which states that asymptotically, a 

corpus of text containing N words typically contains on the order of βCN distinct 
words, with 10 << β , namely: 

βCNV =  , (1) 

where C represents a constant and V represents the number of distinct vocabulary words 
present in the text. Taken logarithmic transformation on both sides, (1) can be rewritten as: 

KNV += )log()log( β  , (2) 

where )log(CK = . As illustrated in Fig. 2, Heap’s law means that as more instance 
text is gathered, there will be diminishing returns in terms of discovery of the full 
vocabulary from which the distinct terms are drawn. 

Empirically, the exponent β was found to fall in the range of 0.4 and 0.6 by some 
authors [9], varying somewhat with the language, the type of data set, and so forth. 
Using the Web data set from the Web-KB (World Wide Knowledge Base) project at 
Carnegie Mellon University which consists of several thousand Web pages collected 
from Computer Science departments of various universities, researchers find a charac-
teristic exponent equal to 0.76 [10]. 
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Fig. 2. A typical Heap’s law plot with parameters β = 0.5 and C = 20. The x-axis represents the 
text size, and the y-axis represents the number of distinct vocabulary elements present in the 
text. Left: linear scale; Right: log scale. 

4   Heap’s Law Observed in DNS Traffic Data 

A typical DNS query contains a timestamp, the sender’s source IP address, the source 
port number, the query name to be resolved, the query class and the query type, etc. 
By analyzing the DNS query data collected at an authoritative DNS server of China’s 
country code TLD .cn which is one of the largest TLDs in the world [11], we surpris-
ingly find that under normal network conditions, the DNS query flow also follows 
Heap’s law by treating source IP addresses or requested SLD names as words from 
vocabulary and queries as text. Fig. 3 shows our observations during a two-day’s 
period, from which we can see that there are two Heap’s law observations found in 
the DNS query data: the total number of DNS queries N versus the number of distinct 
SLD names queried nV ; the other one is the total number of DNS queries N versus the 
number of distinct local DNS servers lV . 

 

Fig. 3. Heap’s law observations in the DNS query data collected on an authoritative DNS 
server of .cn TLD during a two-day’s period: log-log plot of the total number of DNS queries N 
versus the number of distinct SLD names queried nV (left), and the total number of DNS que-
ries N versus the number of distinct local DNS servers presented lV (right) 
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Fig. 4. Heap’s law observations in the DNS query data collected on a local DNS server of 
cstnet during a three-day’s period: log-log plot of the total number of DNS queries N versus the 
number of distinct SLD names queried nV (left), and the total number of DNS queries N versus 
the number of distinct stub resolvers presented rV (right) 

Similar observations are also identified in the DNS query data collected during a 
three-day’s period on a local DNS server of cstnet [12], one of the largest Internet 
Service Providers in China. As illustrated in Fig. 4, one exists in N and nV with pa-
rameters 5596.0=nβ , 5360.6=nK ; the other one exists in N and the number of dis-

tinct stub resolvers presented rV with parameters 4217.0=rβ , 3929.4=rK . 

DNS is a complex system containing millions of different objects (stub resolvers, 
local DNS servers and authoritative DNS servers) interacting with each other. Take 
the .cn dataset for example, there are nearly 458 million queries generated by over 1.4 
million local DNS servers querying for up to 9.3 million SLD names. Meanwhile, 
DNS itself is also a disparate system in which access popularities among these nodes 
vary a lot. Our recent studies [13] [14] show that typically 0.1% of the busiest local 
DNS servers (we call them heavy hitters) can contribute over 50% to the overall que-
ries received by the .cn authoritative DNS servers. Similarly, 0.1% of the most popu-
lar SLD names can attract nearly one half of the overall queries. For the two data sets 
we utilize in this paper, their popularity distributions of different objects in order of 
access counts are given in Fig. 5 and Fig. 6 respectively. 
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Fig. 5. Popularity distributions of SLD names (left) and local DNS servers (right) in the data set 
of .cn, both in log-log scale 
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Fig. 6. Popularity distributions of SLD names (left) and stub resolvers (right) in the data set of 
cstnet, both in log-log scale 

From above we can see that, similar to many other Internet systems, DNS is ob-
served to be following Zipf’s law, a well-known law describing the frequency distri-
bution of different items in an itemset [15]. Recent studies [16] show that these two 
laws are related and the Heap’s law can be considered as a derivative phenomenon if 
the system obeys the Zipf’s law. Therefore, our Heap’s law observations in the DNS 
traffic are not found occasionally. As many other complex systems [17], the two ex-
perimental laws appear together in DNS. Moreover, compared with the Zipf’s law, the 
formula form of Heap’s law makes itself easier for temporal characterization of the 
DNS query data. 

5   Detection Method 

The above section tells us that normally, the DNS query data on both authoritative 
and local DNS servers follow the Heap’s law. In other words, the observed 
value tnV )(  at time t can be estimated to be tnV )'( by: 

ntntn KNV += )log()'log( β  . (3) 

Similarly, the estimated value tlV )'( for tlV )( and trV )'( for trV )( can be obtained respec-

tively by: 

ltltl KNV += )log()'log( β  , (4) 

rtrtr KNV += )log()'log( β  . (5) 

Under normal situations, the error between the value observed and the estimated one 
should be small. Therefore, once the error in any one of these two observations ex-
ceeds some threshold, we can infer that some traffic anomaly happens. On this basis, 
the DNS traffic anomaly detection procedure based on N and nV can be described as 
follows (the detection procedure based on N and lV is similar with no need to be  
detailed here). 
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Learning Phase: First, we periodically sample a series of value pairs >< tnt VN )(,  (t = 

1, 2, …, m) under normal network conditions, where m represents the number of 
value pairs we sample during the learning phase. Based on these value pairs, we cal-
culate the parameters for this Heap’s law observation (namely, nβ , nK and the thresh-

old nY ; the calculation of nY is detailed in the appendix). The sampling interval’s 
length can be specified as a time window, such as one or ten minutes, being a trade-
off between detective sensitivity and performance. Generally, shorter sampling inter-
vals incur more computation and yet can be more sensitive to change. 

Detecting Phase: In the detecting phase, the values N and nV are sampled periodi-
cally, whose interval’s length can be the same as that of the learning phase’s. Then the 
estimated value nV ' for the observed nV can be calculated by (3). If the error be-
tween nV ' and nV exceed the threshold at some time t, namely (6) is satisfied, and then 
the anomaly alarm can be launched. 

The overall anomaly detection procedure on DNS servers is depicted in Fig. 7. 
Note that the detection procedures based on the two Heap’s law observations are 
carried out concurrently here. Therefore, the anomaly alarm would be triggered if any 
one of these two inequalities below is established: 
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|log(Vl)-log(V’l)|>Yl ?
 |log(Vn)-log(V’n)|>Yn ?
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Fig. 7. The overall traffic anomaly detection procedure on DNS servers 
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ntntn YVV >− |)'log()log(|  , (6) 

ltltl YVV >− |)'log()log(| . (7) 

6   Experiments 

In this section, we present the detective results on some typical DNS anomalies, both 
real and simulated. 

6.1   China’s May 19 DNS Collapse 

The real data set was collected on May 19, 2009 when a large population of Chinese 
Internet users suffered an Internet accessing problem late that day. This problem 
originally began with the collapse of a famous DNS service provider DNSPod due to 
some hacker’s attack. DNSPod [18] is authoritative for thousands of domain names, 
some of which are very popular in China. The collapse further led to tremendous 
repeated DNS queries targeting these domain names flooding over the Internet yet 
with no authoritative responses, and DNS flooding happened. It is reported that there 
were a large number of local DNS servers collapsed during this accident. More details 
can be found in [19]. 

If this accident was detected enough early, its disastrous consequences might be 
well mitigated by taking some necessary measures such as traffic filtering. Note that 
the local DNS servers began querying for these names continually on behalf of end 
users after their corresponding record entries expired. These queries would be for-
warded to the authoritative DNS servers as illustrated in Fig. 1. Therefore, if we could 
perceive these anomalous queries early enough at the DNS servers’ side whether 
authoritative or local, it is possible for us to avoid the collapse of these local DNS 
servers and potential danger to the authoritative DNS servers. 
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Fig. 8. DNS traffic query rate curves at an authoritative DNS server for .cn on May 18 and May 
19, respectively 



310 X. Yuchi et al. 

 

10
6

10
7

10
8

10
5

10
6

10
7

Nt

(V
n )

t

10
6

10
7

10
8

10
4

10
5

10
6

Nt

(V
l )

t

l = 0.5783

Kl = 2.9242

Anomaly !!!

Anomaly !!!

n = 0.5888

Kn = 4.2612

t = 20:50

t = 21:05

 

Fig. 9. Log-log plots of tN vs. tnV )( (left) and tN vs. tlV )( (right) at an authoritative DNS server 

for .cn during 18:00~24:00, May 19, 2009, where our sampling interval is five minutes’ length 

Firstly, in Fig. 8 we give the DNS query rate distributions of the authoritative DNS 
servers for .cn during a period of two days, namely, 00:00 18 May - 24:00 19 May, 
2009. We can see that no obvious anomaly is found during this collapse day in com-
pared with normal day. However, from Fig. 9 we can see that, from about 9:00 p.m. 
when DNS flooding began, there is an obvious inflexion in the left plot. Obviously, a 
large number of repeated queries began arriving at the authoritative DNS servers 
continuously, which would result in ntntn YVV >− )log()'log( established, being a 

trigger of the anomaly alarm. Note that these repeated queries are mainly generated 
by existing local DNS servers, so anomaly can also be found in the right plot, where 

ltltl YVV >− |)log()'log(  establishes. 

6.2   DDoS Attack by Querying Non-existent Domain Names 

The purpose of the DDoS attack is to consume the target server’s resource as much as 
possible, until the target collapses. Note that if a record entry has already been cached 
locally, there is no need for the local DNS server to launch additional queries to au-
thoritative DNS servers for this entry as long as this entry is not yet expired. There-
fore, the load on authoritative DNS servers can be greatly alleviated thanks to the 
DNS caching mechanism deployed at the local DNS servers. 

In order to eliminate the effect of DNS caching, more and more attackers tend to 
carry out attacks by sending numerous DNS queries for non-existent domain names, 
which are randomly generated and haven’t been queried by others before. Therefore 
they are unlikely cached by local DNS servers and the corresponding hit rates at the 
target authoritative DNS servers are greatly increased. 

A simulation of this kind of attacks is set up in our intranet in which attackers 
launch a two hours’ attack towards the authoritative DNS server utilizing a DNS per-
formance testing tool queryperf [20]. During this attack, queries are launched at about 
1,000 q/s with their querying names randomly generated suffixed with “.cn”. Mean-
while, both the normal and bogus queries are captured by the logging function of 
DNS implementation BIND9 [21] as depicted in Fig. 10. 
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Fig. 10. Illustration for our simulation of a DDoS attack by querying non-existent domain 
names 

The detective results for this simulation are given in Fig. 11. We can see that when 
the attack begins, there will be a dramatic increase in the number of distinct SLD 
names nV which results in ntntn YVV >− )'log()log(  established, and the anomaly alarm 

can be launched. Note that anomalies of this kind can’t be detected by the right plot 
because there is no obvious abnormal in either the total number of queries tN or the 
number of distinct local DNS servers tlV )( . 
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Fig. 11. Log-log plots of tN vs. tnV )( (left) and tN vs. tlV )( (right) during our simulation of 

DDoS attack by querying non-existence names 

7   Conclusion 

DNS servers, especially for larger ones, are responsible for most of the DNS resolu-
tion over the Internet and they are usually more attractive to attackers with different 
purposes. According to our measurements of the DNS traffic collected at some large 
DNS servers both authoritative and local, we find some common observations of 
Heap’s law that exist in the DNS traffic under normal network conditions. Based on 
the observations, a new statistical approach to DNS traffic anomaly detection was 
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proposed, which is simple and can be easily deployed at both authoritative and local 
DNS servers. Experimental results show that the approach can detect some common 
anomalies effectively. 
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Appendix 

The threshold nY can be defined as the generalization error obtained in learning phase, 

∑
=

−=
m

t

tntnn VV
m

Y
1

|)'log()log(|
1

 , (8) 

where tnV )( is the value of nV recorded in the end of the t-th learning cycle, and tnV )'(  

is the value of tnV )( estimated by 

ntntn KNV += )log()'log( β  , (9) 

where tN is the value of N recorded in the end of the t-th learning cycle. 
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Abstract. A major project is investigating methods for conserving power

in wireless networks. A component of this project addresses methods for

predicting whether the user demand load in each zone of a network is in-

creasing, decreasing or approximately constant. These predictions are then

fed into the power regulation system. This paper describes a real-time pre-

dictive model of network traffic load which is derived from experiments

on real data. This model combines a linear regression based model and a

highly reactive model that are applied to real-time data that is aggregated

at two levels of granularity. The model gives excellent performance predic-

tions when applied to network traffic load data.

Keywords: power conservation, data mining, wireless networks.

1 Introduction

Power conservation in wireless networks is attracting considerable attention.
Most approaches are based either on maximising the number of stations that can
be put into sleep mode, or on minimising the power for transmission when the
unit is active [1]. However, the majority of approaches are not based on predictive
models of network load. This paper describes work in a power conservation
project conducted in collaboration between UTS and Alcatel-Lucent (Bell Labs).
A component of this project addresses methods for predicting user demand load
in each zone of a network. This paper describes the data mining methods used
to build a predicative model that is then fed into the power regulation system.

The size and nature of communications networks suggests that forecasting
methods should be distributed and react quickly. We use the term agent to refer
to a decision making entity located in each zone of the network. Each agent has
to determine: which signals to select, and how to combine the selected signals.
Data mining can be an expensive business; costly solutions may be justified if
they can be replicated across the network. The management of the extent to
which data mining is applied is important, and is not discussed directly here.

The model described aims only to predict whether the local load is either
generally unchanged, or is increasing, or is decreasing. This model combines:

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 314–325, 2010.
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– signals derived from local observations that each agent makes within its zone,
– signals from agents in neighbouring zones, and
– signals derived from background information sources external to the network

The method for deriving predictions from local observations is particularly
interesting. Here we found that a subtle combination of a linear regression based
model and a highly reactive model applied to real-time data that is aggregated
at two levels of granularity outperformed non-linear methods. This technique is
described in detail.

Section 2 discusses the application of data mining to network management as
well as distributed data mining techniques. Section 3 explains how three types of
signal are combined to form our solution. Section 4 describes the experimental
case study on real-time mining of local observations using real network data.
The data was selected from Internet traffic at University of Technology, Sydney,
where we found the data had characteristics similar to wireless networks in that
it was bursty with fluctuations but bounded. Finally, Section 5 concludes.

2 Background

There is an established history of data mining in network management. We
discuss work on alarm or fault related issues work about distributed data mining.

2.1 Mining Alarms and Faults in Communications Networks

Alarm Correlation. Alarms are messages produced by different components of
networks. They describe some sort of abnormal situations [2]. Modern communi-
cation networks produce large numbers of alarm messages. These alarm messages
traversing the network burden the network traffic, possibly lead to packet loss,
latency and data retransmission, and ultimately degrade the network perfor-
mance [3]. Also, due to the rapid development of hardware and software used in
communication networks, the characteristics of the alarm sequences are changed
as new nodes are added to the network or old ones are updated [4]. Thus, the
operators may not have time to learn how to respond to each situation appro-
priately. In order to avoid overloading operators, alarm correlation systems are
used to filter and condense the incoming alarms and diagnose the initial cause
of the alarm burst [5]. Due to the dynamic nature of growing telecommunication
networks, alarm correlation systems need to adapt to different topologies and
extensions of network structure [5].

Neural Networks have characteristics which makes them suitable for the alarm
correlation task. No expert knowledge is needed to train the neural network.
Moreover, Neural Networks are resistant to noise because of their generalising
capabilities [5]. The “Cascade Correlation Alarm Correlator” (CCAC) is a neu-
ral network based alarm correlator. It minimises the count of operations — no
topology of the hidden layer has to be proposed during training. The system is
able to treat noise with up to 25 percent of missing alarms while still achieving
99.76% correct decisions [5]. Self-Organising Maps, a type of neural network,
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are able to recognise input alarm patterns even when the input data is noisy,
corrupted or has significant variation [6].

Bayesian Belief Networks (BBN) are well suited to automated diagnosis be-
cause of their deep representation of knowledge and their precise calculations [7].
A BBN represents cause and effect between observable symptoms and the un-
observed problems. When a set of symptoms are observed, the most likely cause
can be determined. However, the development of a diagnostic BBN requires a
deep understanding of the cause and effect relationships in a domain [7].

Fault Prediction. The occurrence of a fault often triggers alarm signals. When
two consecutive faults occur within a short time, the alarms corresponding to
them may mix together. Fault identification may be a very difficult task when
the operator is required to take into account the network elements up or down
stream of the fault that are also issuing alarms.

The “fixed time windows” method has been used by Sasisekharan and others
to predict network faults [3]. The basic idea is that a consecutive period of time
is divided into two windows Wa and Wb first, then the measurements made in
Wa is used to predict problems in Wb [3]. Because faults are often transient, a
reasonably long period for Wb should be specified.

The “Telecommunication Alarm Sequence Analyser” (TASA) has also been
used for fault prediction. By using a specialised data mining algorithm, this tool
can discover recurrent patterns of alarms automatically [8]. Network specialists
then use this information to construct a rule-based alarm correlation system,
which can then be used to identify faults in real time. Also, TASA is capable of
finding episodic rules that depend on temporal relationships between the alarms
[8]. For example, it may discover the following rule: if alarms of type “link alarm”
and type “link failure” occur within 5 seconds, then an alarm of type “high fault
rate” occurs within 60 seconds with a probability of 0.7 [9]. Based on the rules,
faults can be predicted, and counter-measures can be taken in advance.

“Timeweaver” is another tool for fault prediction. It is a genetic algorithm
based machine learning system that predicts rare events by identifying predic-
tive temporal and sequential patterns [10]. It consists of two processes. First, a
Genetic Algorithm is used to extract alarm patterns and then a greedy algorithm
is applied to form prediction rules. Compared with some existing methods like
ANSWER, RIPPER, Timeweaver performs better at the prediction task [10].

2.2 Distributed Data Mining of Communications Networks

Traditionally data mining was based on a centralised approach. However, in
distributed computing environments, such as the Internet, intranets, sensor net-
works, wireless networks and Peer-to-peer systems, it is often desirable to mine
data that is distributed in different places [11]. In such cases, centralised data
mining approach is inappropriate because of its long response time and inability
to capitalise on distributed resources [11]. Distributed data mining is often in-
dicated in distributed environments. For example, in a wireless sensor network
with limited communication bandwidth and limited battery power, the central
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collection of data from every sensor node may create heavy traffic and consume
a considerable amount of power. In contrast, distributed data mining may be
more suitable because it reduces the communication load and spreads power
consumption evenly across the different nodes of the sensor network.

Distributed data mining can also be used for network management and bundled
service management. It offers the following advantages over centralised mining:

1. Network traffic and processing load in network management system may be
both reduced by performing data processing closer to network elements.

2. Distributed methods may scale well where centralised methods will not.
3. Searches can be performed closer to the data, improving speed and efficiency.
4. Distributed network management may be inherently more robust without

depending on continuous communications between the network management
system and network elements [12].

Recently, agent-based distributed data mining has become a very active re-
search area. Ogston and Vassiliadis use agents to simulate a peer-to-peer auction
and a centralised auction [13] for resource allocation. They show the distributed
auction exhibits price convergence behaviour similar to that of the centralised
auction. Also, with a growing number of traders, the peer-to-peer system has a
constant cost in the number of message rounds needed to find the market equi-
librium price, while linear cost is required by central auctioneer [13]. In terms of
message costs, the peer-to-peer system outperforms the central auction.

BODHI, implemented in Java, has been designed for collective DM tasks on
heterogeneous data sites [14]. This framework requires low network communi-
cation within local and global data models. The mining process is distributed
to the local agents and mobile agents that carry data and knowledge. A central
facilitator agent is responsible for initialising and coordinating the data mining
task within the agents.

Parallel Data Mining Agents (PADMA) architecture is proposed by Kargupta,
Hamzaoglu and Stafford [15]. PADMA deals with the problem of distributed data
mining from homogeneous data sites. At first, data cluster models are counted
by agents locally at different sites. Then, the local models are collected to a
central site to perform a second-level clustering to produce the global cluster
model.

All the above approaches aim to integrate the knowledge which is extracted
from data at different geographically distributed network sites with a minimum
amount of network communication, and maximum of local computation. Con-
cerning distributed data mining algorithms, Bandyopadhyay and others [16] have
introduced a P2P K-Means algorithm for distributed clustering of data streams
in a peer-to-peer sensor network environment. In the P2P K-Means algorithm,
computation is performed locally, and communication of the local data models is
restricted only within a limited neighbourhood. As opposed to the full synchro-
nisation required in some other algorithms, synchronisation in P2P K-Means is
restricted only within a neighbourhood. Moreover, even if some node and/or link
fails, the algorithm can continue, though its performance will degrade gracefully
with an increase in the number of failures.
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Although distributed data mining approach could be very useful in network
management, associated privacy issues are important. Roughan and Zhang pro-
posed a distributed data mining algorithm to conduct summarisation of Internet
traffic without revealing traffic volume of any ISP [17].

3 Solution Structure

Any intelligent approach to conserve power will incorporate predictive models
of load. We combine three solutions to smaller problems to form the complete
solution:

1. Real-time mining of local observations that predicts the load in a zone on
the basis of observed variations in load on the stations in that zone.

2. Off-line data mining is applied to historic load data over a region to iden-
tify whether changes in load in one zone may, under certain conditions,
signal subsequent changes in another zone. For example, the natural flow of
pedestrian traffic around a building may be the underlying cause of such a
relationship.

3. Background mining of data, text and news sources that are outside the
network. For example, knowledge that a football match may be held in a
certain stadium next Saturday may have significant implications for load
near the stadium.

The important point is that any solution to the above problem should attempt
to capitalise on these three approaches. Also, the solutions must be scalable
and operate fast. Scalability suggests distributed decision making systems, and
speed of operation suggests they should be based on simple models with low
computational demands.

Our solution combines three classes of signals: first, signals that an agent
derives from observations within its zone; second, signals that an agent chooses
to import from adjacent zones, and third, signals that an agent chooses to import
from the mining of background data. Traditional data mining techniques are
applied to select and combine these three classes of signal — as we noted in
Section 1 this is a costly process unless the solution derived can be replicated
across the network.

4 Real-Time Mining of Local Observations

Our overall aim is to identify a suitable architecture for load prediction in LTE
networks. To do this, we based our experiments on Ethernet load data obtained
from University of Technology, Sydney (UTS), because the data is characteristic
of load data in LTE networks. Our hypothesis is that the solution to the predic-
tion of UTS Ethernet load will indicate the architecture for load prediction in
LTE networks.

In each zone of UTS, an agent is used to record the network load in the zone
over a period of time, and then analyses it to build a load predictive model
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for the zone. Based on the predictive model, each agent can then forecast its
zone’s network load. In this experiment, only predictive models for inbound
network load are introduced, since outbound network load can be predicted
similarly. Also, predictive models are built by applying linear regression and
moving average1 method is used to smooth coarse data to improve prediction
accuracy. Besides, we use the goodness of fit as a measure of the accuracy of
predictive models, which is defined as follows:

σest =

√∑
(Y − Y ′)2

N
. (1)

Where Y is an actual value and Y’ is a predicted value while N is the number
of values to predict.

4.1 Data Pre-Processing and Transformation

A key feature of the method described is that it operates on data aggregated
at two levels of granularity. In the Internet load data used in the experiments
the aggregation periods were 1 minute and 5 minutes. These granularity settings
were derived as a result of visual examination of the raw data. If the method
described is applied to wireless network traffic then these levels would of course
be considerably shorter, and would be derived by visual examination of data as
was performed in these experiments.

Table 1 shows the column headings for the raw data — some columns have the
same meaning. For example, Traffic in (Volume) and Traffic in (Volume) (Raw)
represent the same information, both of raws stand for the inbound network
traffic volume within a minute but measured by different units, Kilobyte and
Byte respectively. Since they represent the same information, only one of the
two columns is considered. In our experiments, data is reconstructed with only
three columns: Data Time, Traffic In, and Traffic Out.

The University of Technology, Sydney has Internet facilities deployed through
a large campus. The university monitors data in a number of zones that vary
from teaching laboratories to open access areas in the various building foyers.
We inspected the data and selected six zones on the basis that they exhibited
characteristics of wireless data in that it was bursty with fluctuations that were
significant buy bounded. These zones are referred to in this paper as B1, B3,
B4, B5 and B10 — these labels have no significance beyond identifying the data
sets selected.

Initial analysis of the data applied Pearson’s sample coefficient of linear cor-
relation — a measure of the tendency of two variables to vary together — was
applied to the five data sets. It is often denoted by r and defined as follows:

r =
n
∑

i XiYi −
∑

i Xi ×
∑

i Yi√
n
∑

i X2
i − (

∑
i Xi)2 ×

√
n
∑

i Y 2
i − (

∑
i Yi)2

. (2)

1 Subset size for moving average method is arbitrarily assigned to 5, and

moving average for inbound network load is calculated as: Ain(T ) =
In(T−1)+In(T−2)+In(T−3)+In(T−4)+In(T−5)

5
.
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Table 1. Data description

Atribute Description

Date Time Date time

Traffic in (Volume) Sum of inbound network load

Traffic in (Volume) (Raw) Sum of inbound network load

Traffic out (volume) Sum of outbound network load

Traffic out (volume) (Raw) Sum of outbound network load

Table 2. Correlation coefficient 1-minute time granularity

Coefficient between: In(T)/In(T-1) In(T)/In(T-1) In(T)/In(T-2)

Granularity: 1 minute 5 minutes 5 minutes

B1 0.89 0.67 0.50

B3 0.88 0.66 0.48

B4 0.83 0.76 0.61

B5 0.90 0.82 0.69

B10 0.95 0.79 0.58

An r value of 1 or -1 indicates a perfect linear relationship between variable X
and Y , while value of 0 means variable X is independent of Y . If r = 1(−1), Y
always increases as X increases. If r = −1, Y always decreases as X increases.

The results of this initial analysis are shown in Table 2. For 1 minute granu-
larity the correlation coefficient between In(T) and In(T-1) is very high, ranging
from 0.83 to 0.95 within the five zones. The correlation coefficient between In(T)
and In(T-1) based on 1 minute granularity data is greater than that based on
5 minute granularity data. Consequently we hypothesise that current network
traffic load has a strong linear relationship with preceding network traffic load.
That is to say, the network load recorded in the previous minute can be used to
predict the network load in the next minute. Also, data of 1 minute granularity
is a better foundation for predictive models than data of 5 minute granularity.

4.2 Models Based on Moving Averages

We denote the total inbound and outbound network load within the minute T
as In(T ) and Out(T ) respectively. An intuitive assumption is that In(T ) could
have strong linear relationships with its previous moving average like Ain(T −1)
and Ain(T − 2), and it may also have linear relationship with Aout(T − 1) and
Aout(T −2). Based on the above assumption, three linear predictive models were
considered as follows:

Model (1): In(T ) = f(Ain(T − 1), Ain(T − 2))
Model (2): In(T ) = f(Aout(T − 1), Aout(T − 2))
Model (3): In(T ) = f(Ain(T − 1), Ain(T − 2), Aout(T − 1), Aout(T − 2))
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Fig. 1. Goodness of fit generated by Model (1), (2) and (3)

 

Fig. 2. Comparison of Goodness of fit between Model (1) and (4)

In Fig. 1, goodness of fit generated by Models (1), (2) and (3) are compared,
with Model (3) has the smallest goodness of fit. The goodness of fit generated
by Model (1) is slightly smaller than that generated by Model (1). In order to
simplify our approach, we decide to build predictive models by improving Model
(1). In Model (1), network traffic load is predicted based on the previous two
moving averages. Then, we consider a possibility of improved performance when
the model is based on the previous three moving averages. So a new model is
proposed as follows:

Model (4): In(T ) = f(Ain(T − 1), Ain(T − 2), Ain(T − 3))

Goodness of fit generated by models (1) and (4) is compared in Fig. 2. It can
be seen that Models (4) outperforms Model (1) because of generating smaller
goodness of fit.

4.3 Models Based on Three Independent Variables

The models described in Section 4.2 have large goodness of fit values. This is
due to their poor performance when there are significant oscillations in network
load. To deal with these situations, we develop a new approach based on the
assumption that using the previous 3 real network load values (three independent
variables) for prediction will provide more accurate prediction than using the
average network load data. Based on this assumption, Model (5) is proposed:

Model (5): In(T ) = f(In(T − 1), In(T − 2), In(T − 3))

As is displayed in Fig. 3 that Models (5) performs better than Model (4), because
Model (5) has a smaller goodness of fit than Model (4).
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Fig. 3. Comparison of Goodness of fit between Model (4) and (5)

Fig. 4. Successful prediction

4.4 Model Applied on an Hour Basis

Although models (5) has the best performance within the above models, the
calculated goodness of fit value is still significant. Generally, the increase of
goodness of fit value is caused by sudden and dramatic fluctuations in network
traffic load. It still needs to be established how well these models work on dif-
ferent type of data (smooth and coarse). When we consider network load data
for a whole day, it is more likely that the data will be coarse. However, when we
consider the same data in segments that are an hour long, most of the segments
will be smooth. Therefore, Model (5) is considered an hour long segments. In
this experiment, the first 40-minute data is used to build model, and then the
next 20-minute network traffic load is predicted by using the model.

Numerous generated results show that Model (5) provides accurate network
load forecasts for certain time periods, however for some other periods fore-
casts are not sufficiently accurate. Here we only display two sample examples of
successful and unsuccessful forecast situations for inbound network load.

4.5 Continuous Predictive Models

In Fig. 4 and Fig. 5, Ein(T ) stands for the estimate value of the inbound network
load, and Ein(T )−In(T ) is the deviation of estimated inbound network load from
the real inbound network load. The two results based on different data samples
(smooth and coarse data respectively) differ dramatically in predicting network
load. According to the good prediction, the deviation of inbound network load is
very small, with its absolute value varying from 8 KB to 2882 KB. Its maximum
deviation 2882 KB is less than 9% of the average inbound load 34,000 KB. In
contrast, the maximum deviation of inbound network load in the bad prediction
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Fig. 5. Unsuccessful prediction

 

Fig. 6. Goodness of fit obtained from Model (5) and current models

incredibly reaches 57,892 KB, which even surpasses the average inbound network
load 40,000 KB.

Since the models work well for the smooth data, as to how to build models
based on coarse data and make it work well for prediction would be the next chal-
lenge. Besides, this model is not feasible for a continuous prediction, because the
prediction of the last 20-minute network load in each hour is based on the model
built with the first 40-minute network load, and the first 40-minute network load
is not predicted. In this section, a predictive model is built by combining Model
(5) and one instance of the same model based on constant values (Model (5) -
instance A). The weight constants used in Model (5) - instance A are based on
results of extensive simulations. The prediction procedure is illustrated in Fig. 7
and the combined model is explained as follows:

Model (5): Ein(T ) = f(In(T − 1), In(T − 2), In(T − 3))
Model (5) instance A: Ein(T ) = 0.85× In(T − 1) + 0.1× In(T − 2) + 0.05×

In(T − 3)
Goodness of fit: Dr(T) = Ein(T−1)−In(T−1)

In(T−1)
Goodness of fit ratio threshold: Threshold: (i.e. 0.5, 0.3 and 0.1)

At first, a counter is set to 0. The counter is increased when the goodness of fit
calculated for the obtained prediction is within the given threshold. When the
goodness of fit is above given threshold than counter is reset to 0. Model (5)
instance A is applied to predict network load whenever the counter is smaller
than 5. When counter is 5, Model (5) can be built based on the previous 5
network load data and used to predict the next network load. When the counter
is greater than 5 already built Model (5) is applied.

As it can be seen from Fig. 6, as threshold decreases, the combined model
performs better; and when the threshold is equal to 0.1, the goodness of fit



324 K. Lin, J. Debenham, and S. Simoff

Counter=0 

Counter 
<,> or =5? 

Build Model (11) 

Apply Model (11) Calculate Dr(T) Apply Model (12) 

Counter=0 Counter=Counter+1  Dr(T)> 
Threshold

=5 

>5 

<5 

Yes No 

Fig. 7. Algorithm for combining two approaches for the load predicton

generated by the combined model is as small as that generated by purely using
Model (5). One advantage of the combined model is that it is very reactive to
sudden and dramatic changes in network traffic load. Also, it is easy to be built
and implemented without requiring much storage space.

5 Discussion

We have described a predictive model that combines local signals, neighbouring
signals and signals mined from background information. This paper has focussed
on the predictive model for local signals as its solution is more surprising than
the other components. A surprising conclusion of these experiments is that a
subtle combination of a linear regression based model and a highly reactive
model applied to data aggregated at two levels of granularity gives excellent
performance. The use of Markov Chains and other non-linear models is not
warranted. This result is to an extent a consequence of the simple goal of the local
prediction task, that is just to predict whether the load is (roughly) increasing,
decreasing or constant. The conclusion is significant as this simple model is easier
to built, and requires less computational resources than non-linear methods.
More importantly, by flipping between data granularity aggregations it is able
to react quickly to sudden and dramatic changes in network traffic load.

The results described in this paper are presently being trialled in simulation
experiments at the University of Technology, Sydney where distributed algo-
rithms are being developed for regulating the power consumption of LTE net-
works. The solution being investigated is a multi-agent system in which an agent
is located with each cluster of LTE stations in the network. A key input to sup-
port the agent’s decision making is the load predications provided by the system
described here. Early in 2011 we will conduct trials in the Alcatel-Lucent (Bell
Labs) research laboratory located at Blackfriars on the UTS campus.
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Abstract. Failure to identify potential churners affects significantly a

company revenues and services that can provide. Imbalance distribution

of instances between churners and non-churners and the size of customer

dataset are the concerns when building a churn prediction model. This

paper presents a local PCA classifier approach to avoid these problems by

comparing eigenvalues of the best principal component. The experiments

were carried out on a large real-world Telecommunication dataset and

assessed on a churn prediction task. The experimental results showed

that local PCA classifier generally outperformed Naive Bayes, Logistic

regression, SVM and Decision Tree C4.5 in terms of true churn rate.

Keywords: PCA,predict potential churners, telecommunicationdataset.

1 Introduction

Retaining existing customers has become a commonplace marketing strategy
to survive in ever-competitive business market nowadays [12]. As a result of
recent changes in the globalisation and the liberalisation of the markets, retaining
customers is becoming a challenging task. In order to overcome this problem,
customer churn management has been in the spotlight to foresee customer future
behaviour.

The main objective of customer churn management is to identify those cus-
tomers who are intending to move to other competitive service provider. In recent
years, data mining classification techniques have been very popular in building
churn prediction models to support customer churn management[2,1,14]. Churn
prediction model is built from a given real-world datasets but typically, the
distribution of churners and non-churners are usually highly imbalanced. Im-
balance distribution of class samples is an issue as it leads to poor classification
performances[5]. For most services, once the number of service subscribes reaches
its peak, the company places a special emphasis on the retention of valuable cus-
tomers because acquiring new customer is difficult and costly. Thus, unreliable
prediction performance can result in a huge financial loss. The most widely
known solution to this is data sampling approach and cost-sensitive learning[7].
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c© Springer-Verlag Berlin Heidelberg 2010



Using PCA to Predict Customer Churn in Telecommunication Dataset 327

Several data mining techniques have been applied to churn prediction problem.
Most of notable classifiers in data mining were examined by many researchers
and experts[14,15,6].

Wei and Chiu[14] examined an interesting model for churn prediction problem
using Decision Tree C4.5. The author applied multi-classifier hybrid approach[15]
to overcome the imbalance distribution problem. Hadden et al[9] employed Neu-
ral Networks, CART, and Linear Regression to build telecommunication churn
prediction model. Coussement and Poe [6] investigated the effectiveness of SVM
technique over logistic regression and random forests. Despite all classifiers were
successfully able to build a prediction model, they are highly sensitive to the
number of dimensions and the distribution of class samples. Another problem is
that the solution to imbalance classification, such as data sampling, cost-sensitive
learning and multi-classifier hybrid approach requires finding numerous optimal
parameters selection, which could be very expensive.

The main idea of the third proposed approach is the adoption of the con-
cept of template matching in pattern recognition. The approach compares the
structure pattern of two datasets in terms of eigenvalues to classify future cus-
tomer behaviours. This requires the help of PCA, in particular the eigenvalues
of the best Principal Components. The magnitude of PC’s corresponding to the
eigenvalues reflects the variance/structural pattern of a dataset along the PC.
The classification of unseen customers can be made based on the similarity of
information pattern from training dataset.

This paper is organised as follows: the next section outlines the proposed
approach on churn prediction task with imbalanced distribution. Section 3 dis-
cusses experiments and the evaluation criteria. We conclude and highlight some
key remarks in Section 4.

2 Approaches

Our proposed approach uses PCA technique as classification technique. The clas-
sification is made based on the idea of template matching. Template matching
finds small area of image that matches a template image. In this paper, the
eigenvalues obtained from a training dataset is treated as template and we com-
pare this to the eigenvalues obtained from a test instances. The objective of our
approach is to avoid biased classification caused by the imbalance distribution
and the size of dataset. The workflow of PCA classifier is illustrated in Figure 1.

First, we form a churn class dataset dch and non-churn class dataset dnch by
splitting original training dataset dtrain according to class labels. Since dch and
dnch can be large we apply GA K-means clustering technique on both datasets
to form K sub-datasets, respectively. Next, we apply PCA on each cluster for
each class. We believe that applying PCA locally would avoid the inclusion of
redundant information in principal component because of low variance within
a cluster. Note that each cluster dataset is standardized and its mean,μ, and
stdv,σ, are kept before PCA is applied. We extract the best PCs and their cor-
responding eigenvalues λ from their respective class clusters. These eigenvalues
are kept in Ceig for churn and NCeig for non-churn as templates of information
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pattern for comparison at prediction stage. We keep these eigenvalues because
they inform and summerize information pattern contain inside the extracted
PCs, which are uncorrelated variables.

The principal idea of prediction in PCA classifier is the comparison of the best
λ(eigenvalues) extracted from a test instance and eigenvalues in Ceig and NCeig .
The process is described in Algorithm 1. The mean and standard deviation are
represented by μ and σ, respectively. If the magnitude of information pattern
obtained from a test instance is equivalent to the one of churn dataset, the test
instance is related to churners, and vice versa. Note that each cluster dataset is
standardized and its μ and σ are kept before PCA is applied. We explain the
main steps of our approach in the following section.

Fig. 1. The description of how the proposed approach works. In this illustration, the

number of clusters is set to 3 clusters each for churn and non-churn datasets.

Algorithm 1. PCA Classifier prediction stage
1. Given a test dataset dtest, eigenvalue storage for churn Ceig and non-churn NCeig .

2. For each instance i = 1 to i = dtest.size
2.1. For each churn template j = 1 to j = Ceig .size

2.1.1. Standardized a test instance using the μ and σ of template dataset.

2.1.2. Apply PCA and extract the best PC and its eigenvalue λch
i .

2.1.3. Compute similarity measure simch
i = sim

(
λch

i , Cj
eig

)
.

2.2. Go back and repeat Step 2.1. This time for each non-churn template NCeig .

2.3. Find chi = arg min
(
simch

i

)
and nchi = arg min

(
simnch

i

)
.

2.4. If chi < nchi, instance is classified as churn else non-churn.

3. End of prediction stage.

2.1 GA K-Means Clustering Algorithm

The GA K-means algorithm is applied to dch and dnch for local classification
purpose. Traditional K-means algorithm is sensitive to the initial centroid and
poor initial cluster centres would lead to poor cluster formation. Recently, Ge-
netic Algorithm (GA)[8] is employed to avoid sensitivity problem in centre point
selection. It tries to search for locally optimal clusters.
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In GA K-means algorithm, a gene represents a cluster centre of n attributes
and a chromosome of K genes represents a set of K cluster centres. The squared
error function is employed as the GA fitness function. The GA K-means cluster-
ing algorithm works as follows:

1. Initialization: Randomly select K data points as cluster centres for W
times from original data set as chromosomes, apply k-means with selected
centroids. The initial population is composed of each of the resultant parti-
tion. Compute the fitness value for each chromosome.

2. Selection: The chromosomes are selected according to the roulette-wheel
selection[3]. These chromosomes are subject to the survival of the fittetest
by reproduction.

3. Crossover: The selected chromosomes are randomely paired with other
parents for reproduction. The bits of chromosomes are swapped by the
probability Pc.

4. Mutation: Compute the average fitness value Favg for each chromosome.
If the fitness value for one chromosome is greater than Favg, the mutation
operation is applied to insure diversity in the population.

5. Elitism: A list Lbest is created to store the chromosome that has the best
fitness value.

6. Iteration: Go to step 2, until the termination criterion is satisfied. The
iteration process terminates when the variation of fitness value within the
best chromosomes is less than a specific threshold.

2.2 Principal Component Analysis

The prediction of unseen customers in our proposed approach is made on the ba-
sis of PCA[11]. The traditional PCA has a property of searching for uncorrelated
variables known as Principal Components that accounts for large part of total
variance in a dataset. It also has a property to project a data linearly onto new
orthogonal bases PC. There have been several approaches developed to extract
PC[13] but the simplest form of PC extraction is employed in this work.

The simplest form of PC extraction handles eigenvalue decomposition problem
of covariance matrix. Consider a dataset X={xi, i = 1, 2, . . . , N, xi ∈ �N} with
attribute size of d and N samples. The dataset is standardized so that the
standard deviation and the mean of each column are 1 and 0, respectively. PC
can be extracted by solving the following Eigenvalue Decomposition Problem[11].

λα = Cα, subject to ||α||2 =
1
λ

, (1)

where α is eigenvectors and C is covariance matrix, defined as:

C =

⎡⎢⎢⎢⎢⎢⎢⎣
c11 c12 · · · c1d

c21 c22 · · · c2d

· · ·
· · ·
· · ·

cd1 cd2 · · · cdd

⎤⎥⎥⎥⎥⎥⎥⎦ . (2)
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The element cij is the covariance of column i and j. Note that if a dataset is
standardized, the covariance of two variables necessarily becomes a correlation
measure and hence, C becomes correlation matrix. There are two advantages of
defining PCs using correlation matrix over covariance matrix[11]:

– The results of analysis for different sets of variables are more directly com-
parable.

– The sensitivity of the PCs to the units used for each element in dataset X
becomes moderate. Note that those variables whose variances are largest will
tend to dominate the first PCs.

After solving Equation 1, one needs to sort the eigenvalues λ and its corre-
sponding eigenvector in descending order as larger eigenvalue gives significant
PC and useful information. The selected PC’s eigenvalue will be significant in
later stages. The transformation of X in terms of selected PCs are computed by
Xtr = αT XT , where α contains only the selected PC’s eigenvectors.

PCA is applied to each clustered dataset and then make prediction. This is
due to a possibility that redundant information may be included when PCA
considers the whole data samples, hence large variance, to extract PC. From
here on we refer to this approach as local PCA classifier, otherwise std PCA
classifier if no clustering is applied.

3 Experiments

3.1 Data Description and Evaluation Criteria

139,000 customers were randomly selected from a real world database provided
by Eircom for the experiments. The distribution of churner and non-churners
is very imbalanced in both the training data and the testing data. These data
contain respectively 6,000, resp. 2000, churners and 94,000, resp. 37000, non-
churners. These data contain 122 features which describe individual customer
characteristics, see [10] for more details.

In this paper, the Decision Tree C4.5 (DT), the SVM, Logistic Regression (LR)
and the Naive Bayes (NB) are employed to build prediction model. The model
will be compared to prediction model built by PCA classifier. The performance
of prediction model is evaluated based on confusion matrix in Table 1. a11, resp.
a22 is the number of the correctly predicted churners, resp. non-churners, and
a12, resp. a21 is the number of incorrectly predicted churners, resp. non-churners.
The following evaluation criteria are used in the experiments:

– the accuracy of true churn (TP) is defined as the proportion of churn cases
that were classified correctly: TP = a11

a11+a12
.

– the false churn rate (FP) is the proportion of non churn cases that were
incorrectly classified as churn: FP = a21

a21+a22
.

A good solution should have a high TP with a low FP. When no solution is
dominant, the evaluation depends on the expert strategy, i.e. to favour TP or FP.
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Table 1. Confusion Matrix

Predicted

CHU NONCHU

Actual CHU a11 a12

NONCHU a21 a22

We use the Receiver Operating Curve technique (ROC) and the Area under ROC
curves (AUC)[4] to evaluate various learning algorithms. ROC graph shows how
TP varies with FP. AUC provides single number summary for the performance
of learning algorithms. We calculate the AUC threshold on FP of 0.5 as telecom
companies are generally not interested in FP above 50%.

3.2 Experimental Setup

Our main objective is to see whether local PCA classifier approach can improve
churn prediction results in an imbalanced dataset. We are also interested in the
performance of local PCA classifier over traditional classification techniques.

We first examine the optimal cluster size of GA K-means algorithm for local
PCA classification approach. We set the size of K in the range [2 : 512]. The
classification performance is compared according to FP/TP rates.

The second experiment compares the churn prediction results of local PCA
classification approach and traditional classification techniques. The cluster size
K for local PCA classifier is selected from the two best results from the first
experiment. The second experiment is divided into two sets. In the first set of
the experiment we use the original training and testing datasets to build the
model. For the second set of the experiment, we use under-sampling approach
on non-churn samples to reduce imbalance distribution and then build the model.
Sampling approach is one of the solution to avoid imbalance classification prob-
lem. We gradually reduce the size of non-churners from 94,000 to 500 in the
training dataset and then build a prediction model.

3.3 Results and Discussion

The first part of the experiments examines the optimal cluster size K for local
PCA classifier. Figure 2 illustrates the prediction performances of local PCA
classifier for different K. The ROC graph in Figure 2(a) shows that most of
cluster size K of local PCA classifier produced satisfactory FP/TP rates. How-
ever, although local PCA classifier performed high TP than std PCA classifier,
it had inferior FP than its counterpart of 8.71%. The line in Figure 2 indicates
that cluster size of [24 : 80] and [128 : 512] have better prediction than range
[2 : 16] for local PCA classifier. Since we put additional focus on True Churn,
we selected two best cluster size according to TP rate. Figure 2(b) clearly shows
that size 32 and 50 has the highest TP of 84.32% and 85.4%, respectively. When
the cluster size is in the range of [2 : 16] and [128 : 512], the FP and TP both
decreased.
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(a) ROC (b) TP/FP vs Cluster Size K

Fig. 2. ROC graph illustration on the left and variations in TP, and FP rates against

size K on the right

Fig. 3. ROC graph illustration of various classification techniques. The ”other K” refers

to local PCAC where number of clusters is not 32 or 50.

We compared the prediction performances of the selected classifiers in the
first part of the second experiment. The decision tree C45, SVM, Naive Bayes
and Logistic Regression were trained and made prediction based on same train-
ing/testing dataset as in PCA classifier case. Figure 3 illustrates the ROC graph
of different classifiers. The local PCA classifier with optimal cluster size (i.e.
C32 & C50) outperformed the rest of classifiers in terms of TP. Furthermore,
all local PCA classifier prediction points (i.e. the brown squares) shows that
high proportion of churners were classified correctly. However, the selected local
PCA classifier generally produces inferior FP rate than the traditional classifi-
cation techniques. This can be seen from top half table of Table 2. According
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Table 2. The top table stores the TP/FP rates following the first part of second

experiment. The table below stores the AUC of different classifiers as well as the best

prediction points following under-sampling approach.

C45 SVM Logistic Naive Bayes PCAC PCAC-32 PCAC-50

TP 74.52 53.76 68.16 76.72 76.76 84.32 85.4

FP 0.6312 0.51 0.424 7.71 8.71 36.38 31.37

AUC 0.446 0.445 0.448 0.377 0.373 0.278 0.3

TP(%) 86.464 87.176 86.576 77.744 77.3 83.85 84.84

FP(%) 12.33 13.95 14.2 9.55 9.15 34.8 31.2

(a) ROC (b) TP/FP vs non-churn size N

Fig. 4. A ROC graph illustration on the left and variations in TP, and FP rates against

non-churn size on the right after the under-sampling approach is applied on non-churn

samples

to the ROC graph, traditional classification technique and std PCA classifier
are considered as better model than local PCA classifier overall. The last part
of the second experiment reduces the number of non-churn size in the training
dataset and then builds a prediction model based on the reduced training dataset
and test dataset. The local PCA classifier’s prediction results were compared to
PCA classifier and traditional classifiers similar to the first part of the second
experiment. Since the number of non-churn is reduced by random sampling, we
generated three different reduced datasets for every reduced non-churn size N
in the range of [500 : 80000] and obtained the averaged results. Figure 4(a) is a
ROC graph following non-churners reduction in the training dataset.

The graph shows that local PCA classifier has high TP and high FP compare
to the rest of classifiers at the start and kept rising as the non-churn size N
decreases. Due to this, the AUC rate of the selected local PCA classifiers was
inferior than its comparative classifiers. The AUC and the pediction results of the
best model of each ROC curve in Figure 4(a) are listed in the bottom half of Table
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2. As the size of non-churn N reduces, most classifiers achieved improved TP rate
but FP deteriorates as shown in Figure 4(a). Local PCAC in particular suffer
from inferior FP as the distribution of churn and non-churn becomes even. The
curve of NB classifier and standard PCAC, on the contrary, implies that under-
sampling approach has less effect on the prediction results of both classifiers.

In summary, the experiments showed: 1) the best cluster size K for local
PCA classifier in terms of TP was in the range of [24 : 80]. When the cluster
size becomes too large or too small, local PCA classifier correctly classifies non-
churners more but unable to classify churners correctly. 2) Local PCA classifier
outperformed standard PCA classifier and traditional classifiers in TP rate but
failed to classify non-churn correctly than these two techniques, 3) When under-
sampling approach was applied, local PCAC produced very high FP rate than
other classifiers as non-churn size N reduced and performed the worst from AUC
perspective.

4 Conclusions and Future Works

In this paper, we applied PCA technique as classifier to overcome classification
problem caused by imbalance distribution of class samples. The prediction is
made based on comparing the similarity of eigenvalues obtained from each test
instance and clustered datasets according to class labels.

The approach was tested on a telecommunication dataset on a churn predic-
tion task. The first experiment showed that cluster size K of 32 and 50 produced
the two best prediction results for local PCA classifier. The second experiment
compared the classification performance of traditional classifiers to local PCA
classifier. The results showed that local PCA classifier outperformed all tradi-
tional classifiers in terms of TP rate, whereas the FP rate of local/std PCA
classifier is less than 50% but considerably inferior than traditional classifiers.
An under-sampling approach on non-churn samples can affect prediction results.
The selected Local PCA classifier suffered from high TP and FP rate than the
others and hence resulted in low AUC rate.

Since we are more interested in identifying potential churners as losing a client
causes greater loss for a services company, improvement in TP is a great result.
Nevertheless, higher FP rate compare to the one from traditional classifier is a
problem for an expert favouring low FP as the cost of high FP can be expensive
for future marketing campaign. We are interested what if we have selected K
that has the lowest FP and conduct similar experiments. Further experiment
is required to investigat as why local PCA classifier failed predict non-churners
more than traditional and std PCA classifier.

We have encountered several difficulties in this work. The difficulty of finding
a locally optimal cluster size K is a problem in any type of K-means algorithm.
Selecting such K requires some time spending. Moreover, the computational
time of local PCA classifier for large K can take up to 5 days on Dell Vostro 410
machine. This is because PCA classifier make prediction by comparing every
single eigenvalues of test instance to every eigenvalues of K clusters in both
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churn and non-churn class. All in all, it is necessary to 1) search a method to
estimate optimal cluster size K automatically and 2) find an alternative method
of local PCA classifier for larger K to avoid lengthy computational time despite
the size of a test dataset and 3) Examined the prediction results of local PCA
classifier for K by favoring FP over TP.
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Abstract. The paper proposes a novel hierarchical classification

approach with dynamic-threshold SVM ensemble. At training phrase,

hierarchical structure is explored to select suit positive and negative ex-

amples as training set in order to obtain better SVM classifiers. When

predicting an unseen example, it is classified for all the label classes in

a top-down way in hierarchical structure. Particulary, two strategies are

proposed to determine dynamic prediction threshold for different label

class, with hierarchical structure being utilized again. In four genomic

data sets, experiments show that the selection policies of training set

outperform existing two ones and two strategies of dynamic prediction

threshold achieve better performance than the fixed thresholds.

Keywords: gene function prediction, hierarchical classification, SVM

ensemble, dynamic threshold.

1 Introduction

Classification is an important task in machine learning field. Give a training set
{< x, y > |x ∈ F1×F2×...×Fm ⊆ X, y ∈ C1×C2×...×Cl ⊆ C}, where X and C
are feature vector and label class vector space respectively, a model H(X) = C
can be learned from this training set and be used to predict unseen example
with same structure as training example. When l = 1, it is traditional single-label
classification with only label class C1 including |C1| > 1 classes. If |C1| = 2, then
the learning problem is called a binary classification problem, some algorithms,
such as SVM(support vector machine) and Bayesian classifier, have been well
developed. While if |C1| > 2, then it is called a multi-class classification problem,
which can be solved by combining two-class classifiers. When l > 1, the examples
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01 METABOLISM 

01.01 amino acid metabolism 

01.01.03  assimilation of ammonia, metabolism of the glutamate group 

01.01.03.01 metabolism of glutamine 

01.01.03.01.01 biosynthesis of glutamine 

01.01.03.01.02 degradation of glutamine 

02 ENERGY 

02.01 glycolysis and gluconeogenesis 

02.01.01  glycolysis methylglyoxal bypass 

02.01.03  regulation of glycolysis and gluconeogenesis 

10.01 DNA processing 

10.01.01  cellular DNA uptake 

10.01.01.01 bacterial competence 

Fig. 1. A part of hierarchical function catalogue funcat from MIPS(Munich Information

Center for Protein Sequences). The FunCat consists of 28 main functional categories

(or branches) that cover general fields like cellular transport, metabolism and cellular

communication/signal transduction. The main branches exhibit a hierarchical, tree like

structure with up to six levels of increasing specificity. In total, the FunCat version 2.1

includes 1362 functional categories.

are associated with l labels and learning task is called multi-label classification,
which was initially motivated by the tasks of document classification[6,8]. As a
simple case, l labels have a flat structure, that is, there is no relationship among
the labels. A more challenge case is that all the l labels construct a hierarchical
structure in nature. This is called hierarchical multi-label classification and is
also focus of this paper. One of the typical application domains is gene function
prediction where two frequently-used functional hierarchical structure are funCat
from MIPS(Munich Information Center for Protein Sequences )[12] and GO(gene
ontology) compiled by GO Consortium members[1]. A little part from them are
shown in fig.1 and fig. 2.

The main approach to multi-label classification are to transform it either into
one or more single-label classification by enumerating all of the combinations
between l label class[14]. If each label has two classes, then the number of all
the combination is 2l. Obviously, it is NP-hard and this approach becomes in-
feasible when number l of label is larger. Particulary, for hierarchical multi-label
classification, output result is required to satisfy the hierarchy constraint, which
makes classification task more difficult.

In this paper, we propose a simple and flexible hierarchical classification ap-
proach with dynamic-threshold SVM ensemble for gene function prediction. How
to learn better SVM classifiers is discussed on selecting suit positive and negative
examples as training set by exploring the hierarchical structure. When predict-
ing the test examples in top-down fashion, we emphasize that it is important to
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Fig. 2. A part of biological process gene ontology. The Gene Ontology project provides

an ontology of defined terms representing gene product properties. The ontology covers

three domains: cellular component, molecular function, and biological process. The

GO ontology is structured as a directed acyclic graph, and each term has defined

relationships to one or more other terms in the same domain, and sometimes to other

domains.

use different threshold for different label class node in hierarchy rather than to
use fixed ones. We propose two threshold selection strategies.

The rest of the paper is organized as follows. Section 2 formally describes
the hierarchical multi-label classification for gene function prediction. Then, we
propose hierarchical classification framework with dynamic-threshold SVM en-
semble in section 3. Section 4 gives experimental analysis. Section 5 concludes
the paper.

2 The Hierarchical Multi-label Classification for Gene
Function Prediction

Definition 1 (Hierarchical Class Taxonomy(HCT )). Hierarchical Class
Taxonomy is a partially order set HCT =< C,≺>, where C is a finite set
that enumerates all label classes in the application domain, and the relation ≺
represents the ”IS-A” relationship with following three prosperities and has only
one greatest element called ”root”.

(1).∀Ci ∈ C, Ci ⊀ Ci.
(2).∀Ci, Cj ∈ C, if Ci ≺ Cj , then Cj ⊀ Ci.
(3).∀Ci, Cj , Ck ∈ C, if Ci ≺ Cj , and Cj ≺ Ck, imply Ci ≺ Ck.

For node c in HCT , some useful notation are described in Table 1. In later
presentation, we denote the examples set annotated with a label class set S as
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Table 1. Some notations of special set related with class node c in hierarchical class

taxonomy

label set description

Par(c) The parents set of node c

Chld(c) The children set of node c

Ance(c) The ancestor set of node c

Desc(c) The descendants set of node c

Sibl(c) The sibling set of node c

exs(S). For example, the example set annotated with label classes set Par(c)
can be denoted as exs(Par(c)).

A hierarchical class taxonomy can has two types: tree and DAG(Directed
Acyclic Graph), as shown in fig.1 and fig. 2. The important difference between
tree and DAG is,in contrast to |Par(c)| = 1 in a tree, |Par(c)| can be greater
than 1, which can make hierarchical classification task more challenge.

Definition 2 (Hierarchical Multi-label Classification). Give a labeled
training set {< x, y > |x ∈ F1 × F2 × ... × Fm ⊆ X, y ∈ C1 × C2 × ... × Cl ⊆ C}
where l label classes form a HCT , let X and C are feature vector and label class
vector space respectively, hierarchical multi-label classification learns a hypothesis
H so that H(X) = C with the output y respects the HCT hierarchy.

What the prediction output y must respect the HCT hierarchical structure
means an example must be annotated with Par(c) if it has predicted label class
c. Hierarchical multi-label classification problem may differ in prediction depth,
MLNP(mandatory leaf-node prediction) must predict down to leaf node of HCT ,
for example, music genre and emotion classification[5,2,16], while NMLNP(non-
mandatory leaf-node prediction) may stop predicting at any non-leaf class node.
They may also differ in number of prediction path of HCT , SP(single path) and
MP(multiple path). Although SP prediction implies multiple label assignment for
a test example, that is, for class c, if l(c) = 1, then l(ance(c)) = 1. Predicting gene
function natively is NMLNP and MP because prediction process can proceed
down on multiple paths and stop on any label class level.

3 The SVM Ensemble Approach with Dynamic
Threshold

3.1 Hierarchical Classification Framework with SVM Ensemble

Our approach can be divided into training and test phrase. At training phrase,
we train a SVM classifier τci for each label class node ci in HCT . To learn high-
quality SVM classifiers for each label class, selecting suit positive and negative
examples as training set is very important by exploring the hierarchical structure,
which will be discussed in following section. While at test phrase, for each test
example e, the algorithms calculate a decision function τci(ci|e, θci) to determine
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whether to accept or reject a example under ci, where θci represents the decision
threshold on label class node ci. The τci(ci|e, θci) returns 1 if P (ci|e) > θci

otherwise 0. In this phrase, if the label class hierarchy is not be considered, the
inconsistence may occur. In other words, there may exist ci ∈ Ance(c) subjected
to l(c) = 1 but l(ci) = 0. Therefore, we let test process proceeds in top-down
fashion to ensure prediction consistent, that is, for an example e and a label class
node ci, if τci(ci|e, θci) = 1, then the algorithm predicts each children node class
cj ∈ Chld(ci), otherwise, stops predicting on all the descendant label class nodes
from Desc(ci) and assigns default 0 to them. Our approach can also be called
as top-down approach because of this prediction fashion and its framework is as
follows.
1: %Training SVM classifiers on each label class node
2: SVM[] models
3: for i = 1 to numLab do
4: selecting training set and learning SVM classifier τci

5: models[i]=τci

6: end for
7: %predicting each example e in top-down fashion
8: Queue nodeQueue
9: int[][] predRes

10: for i = 1 to numExample do
11: nodeQueue.addlast(root)
12: while !nodeQueue.isEmpty do
13: ci=nodeQueue.getfirst
14: if τci(ci|e, θci) = 1 then
15: predRes[i][ci]=1
16: nodeQueue.addlast(Chld(ci))
17: end if
18: end while
19: end for

3.2 The Selection Policies of Training Set

At training phrase, selecting a suit training set is important for a better clas-
sifier. Regretfully, to the best of our knowledge, few researches on selecting a
good training set by utilizing the hierarchical structure are done although the
skew property of original data set has been discovered, for example, imbalance
between positive and negative examples[17,18]. Let all the original training data
as Tr, Lanckriet et al. select gene examples set exs(c) as positive examples,
the others, that is Tr \ exs(c), as negative examples[11], which did not con-
sider the hierarchical structure at all. We call it ”exclusive(EX)” policy. Some
authors first propagate gene annotation in down-top fashion in the hierarchy,
then select positive and negative example set with ”exclusive” policy, because
am example must be assigned to Ance(c) if it is annotated with c[3,9]. Accord-
ing to this policy, positive example set is exs(c)∪ exs(Desc(c)) and negative set
is Tr \ (exs(c) ∪ exs(Desc(c))), which is called as ”exclusive inclusive(EI)”. In
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addition ,we propose three policies to select suit positive and negative example
set as follows.

(i) weak exclusive inclusive(WEI): positive set=exs(c) ∪ exs(Desc(c)), neg-
ative set=Tr \ exs(Ance(c)) ∪ exs(c) ∪ exs(Desc(c)). We think that an
example e assigned to Ance(c) is not the most probable negative example
because it may be annotated with c in the future and becomes a positive
example of label class c;

(ii) sibling inclusive(SI): positive set=exs(c) ∪ exs(Desc(c)), negative
set=exs(Sibl(c)∪Desc(Sibl(c))). The negative set is example set assigned
to sibling and descendant of sibling of label class node c , they may be most
dissimilar to examples assigned c and be most probable negative examples;

(iii) weak sibling inclusive(WSI): positive set=exs(c) ∪ exs(Desc(c)), negative
set=exs(Sibl(c)). The negative set is example set assigned to sibling of
label class node c, it does not include those examples of sibling descendant
of c;

In above definition, ”inclusive” means that the positive examples set includes
examples assigned to Desc(c), while ”weak” means that negative example set
includes less examples.

3.3 The Strategy of Dynamic Threshold

At test phrase, top-down prediction is done for each test example e. For label
class node c, if P (c|e) > θc, then τc(c|e, θc) = 1, e is predicted as positive and
it will be predicted on Chld(c) further. Otherwise, the process will stop on c. In
this way, the prediction can proceed on multiple paths and stop at any level. In
this process, the threshold θc plays a key role. If θc is too large, the prediction
process stops quickly so that the user obtains only shallower prediction and the
average R and hR(defined in section 4) become smaller. In practice, the biologist
may be more interested in deeper prediction, since they provide more specific
information than shallower class predictions. Furthermore, when training SVM
classifiers, the deeper label classes have generally fewer annotated gene examples
as positive examples and imbalance problem usually occurs, which makes the
SVM classifiers have lower prediction probability for true positive examples. As
a result, the threshold θc should be decreased gradually from top to down level
in order that more test examples are predicted with deeper label classes. The
existing approaches use fixed threshold 0.5 across different level[3,9]. In this
paper, we propose two strategies for dynamically selecting threshold θc among
all the label class by utilizing the hierarchical structure again. They can be used
to tree and DAG structure and be calculated on valid data set.

Threshold Selection Based on Pass Rate. We define the Passrate to mea-
sure the rate of examples annotated with c to ones assigned to Par(c).

Definition 3 (Passrate). For a node class c in HCT , ci ∈ Par(c), the pass
rate from ci to c, with notation Passrateci→c, can be computed as:
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Passrateci→c =
| exs(c) |
| exs(ci) | . (1)

where | . | denotes cardinality of a set.

We calculate the θc with formular (2).

θc =

∑
ci∈Par(c)

θci ∗ Passrateci→c

|Par(c)| . (2)

In formular (2), the θc is defined as average value of product of θci and
Passrateci→c on Par(c). When the Passrateci→c is smaller, few examples are
transferred from ci to c, the imbalance can occur easily and the SVM classifier
may predict test examples with lower probability P (c|e) on label class c. As a
result, the θc should decrease quickly as Passrateci→c. This formula can be ap-
plied to tree and DAG structure. For the tree structure, the sum can be removed
and the formula becomes simpler.

Threshold Selection Based on Usefulness. Since the biologist may be more
interested in whether an example can be annotated with more useful label classes,
the predict algorithm should gives lower threshold on them. The question that
arises is how to evaluate the usefulness of a predicted class? Given that pre-
dictions at deeper levels of the hierarchy are usually more informative than the
classes at shallower levels, the deeper label classes should have smaller thresh-
old θ. In Clares work[7], the original formula for entropy was modified to take
into account two aspects: multiple labels and prediction depth (usefulness) to
the user. In this work we have modified the part of the entropy-based formula
described in[7]and adapted the ”usefulness” measure from[7] to the context of
our algorithm. We adapt Clare’s measure of usefulness by using a normalized
usefulness value based on the position of each class level in the hierarchy. More-
over, we only use the normalized value of the Clare’s equation to measure the
usefulness. The usefulness can be defined as definition 4.

Definition 4 (Usefulness)

Usefulness(c) = 1 − log2treesize(c)
max

. (3)

where: treesize(c) = Desc(c) + 1 the size of DAG with root c; max =
maxci∈C log2 treesize(ci) and is used to normalize all of the usefulness into
the interval [0, 1].

According to meaning of usefulness, the threshold θc for label class node c can
be computed as follows:

θc =

∑
ci∈Par(c)

θci

| Par(c) | ∗ (1 − usefulness(c)). (4)
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As shown in definition (4), calculating the threshold θc can be conveniently done
in tree and DAG structure too.

4 Experiments

4.1 Data Sets

To compare our approaches against existing local hierarchical classification algo-
rithm, we have selected four bioinformatics datasets from Vens et al.[15], which
use two different class hierarchy structures: tree structure (FunCat data sets)
and directed acyclic graph structure (Gene Ontology data sets). The directed
acyclic graph (DAG) structure represents a complex hierarchical organization,
where a particular node of the hierarchy can have more than one parent, in con-
trast to only one parent in tree structures. Tables 2 presents details of the data
sets used in our experiments. In the experiments conducted by Vens et al.[15],
each data set was divided into three parts:training, validating and testing. We
have used the same partitions in our experiments.

Table 2. Summary of the data sets used in our experiments

data sets |train| |valid| |test| |attributes| |classes|
FunCat

cellcycle 1640 952 1284 77 251

church 1632 1284 848 27 251

derisi 1612 845 1278 63 251

GO

borat 1540 770 1155 5930 132

Before training and testing, we scale these data sets to interval [−10, 10]. For
SVM classifiers, we use RBF(radius base function) kernel with default param-
eters: cost c, gamma g and the weight of negative examples w0. To deal with
imbalance problem of training set, we search the best weights for positive ex-
amples in set {1000, 2000, 4000, 8000}. The corresponding best SVM classifiers
is used to predict test examples.

4.2 Experiment Evaluation

How to evaluate hierarchical classification algorithms is a part of algorithm de-
sign and is an important issue. Most researchers used standard flat classifica-
tion evaluation measures, without considering hierarchical class taxonomy. The
precise rate P , the recall rate R and their combination F are frequently-used
measure and defined as follows:

P =
TP

TP + FP
. (5)

R =
TP

TP + FN
. (6)
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Table 3. The confusion matrix

Predicted Class

True Class Positive Negative

Positive

Negative

TP

FP

FN

TN

F =
2 ∗ P ∗ R

P + R
. (7)

Where the FP, FN, TP and TN may be described as confusion matrix in table 3.
Another common evaluation measure used in binary classification problems is

the ROC (Receiver Operating Characteristics) curve, which relates sensitivity =
R and 1 − specificity = FP

FP+TN . The area under ROC curve(AUC) is usually
used in the evaluation of classification algorithm: the larger the AUC, the better
the classification performance[4]. In our experiments, AUC measure is not used
because we may not predict an gene example on all the label classes.

The use of flat classification measures might not be enough to give us enough
insight at which algorithm is really better by not taking into account the hi-
erarchical structure of the class taxonomy. Kiritchenko et al. proposed a more
relational metrics called as hierarchical precision hP , hierarchical recall hR and
hierarchical f-measure hF and defined as follows[10]:

hP =
∑

i |Pi ∩ Ti|∑
i |Pi| . (8)

hR =
∑

i |Pi ∩ Ti|∑
i |Ti| . (9)

hF =
2 ∗ hP ∗ hR

hP + hR
. (10)

where Pi is the set consisting of the most specific class(es) predicted for test
example i and all its(their) ancestor classes and Ti is the set consisting of the
true most specific class(es) of test example i and all its(their) ancestor classes.
The summations are of course computed over all test examples. Note that these
measures are extended versions of the well known metrics of precision, recall and
f-measure but tailored to the hierarchical classification scenario. Furthermore,
they can be effectively applied to any hierarchical classification scenario; i.e.,
tree-structured, DAG-structured problems.

4.3 Comparing the Selection Policies of Training Set

We compare proposed three selection policies of training set with two existing
ones with fixed threshold 0.5 in top-down fashion. Table 4 lists flat and hierar-
chical evaluation result with average value over all the label classes.

Table 4 shows that the proposed three selection policies of training set con-
sistently perform better than existing two ones on comprehensive performance
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Table 4. Comparing the selection policies of training set by exploring the hierarchical

structure

dataset policy
flat hierarchical

P R F hP hR hF

cellcycle EX 0.5192 0.1134 0.1385 0.7782 0.2113 0.2897

EI 0.5336 0.1553 0.1744 0.7289 0.2375 0.3199

WEI 0.6004 0.1975 0.2313 0.7167 0.2569 0.3368

SI 0.5121 0.3401 0.2372 0.6510 0.3252 0.3976

WSI 0.5011 0.1924 0.1631 0.7069 0.2721 0.3478

church EX 0.5240 0.2398 0.2690 0.7595 0.2097 0.2936

EI 0.4506 0.2797 0.2852 0.7595 0.2113 0.2953

WEI 0.5506 0.2797 0.3110 0.7596 0.2113 0.2952

SI 0.5625 0.4385 0.4711 0.6911 0.2736 0.3502

WSI 0.5314 0.4195 0.4089 0.7116 0.2527 0.3315

derisi EX 0.3240 0.3398 0.2717 0.7600 0.2076 0.2914

EI 0.3505 0.4797 0.3550 0.7600 0.2091 0.2930

WEI 0.4505 0.4797 0.4046 0.7600 0.2091 0.2930

SI 0.4621 0.6390 0.4843 0.6912 0.2710 0.3478

WSI 0.4312 0.5295 0.4053 0.7118 0.2500 0.3290

borat EX 0.6123 0.1466 0.1918 0.9924 0.2241 0.3343

EI 0.1050 0.2546 0.3444 0.9563 0.2600 0.3718

WEI 0.1114 0.3639 0.4329 0.9437 0.2684 0.3789

SI 0.7031 0.3745 0.5781 0.6719 0.6084 0.6047

WSI 0.3456 0.3386 0.3835 0.6897 0.6160 0.6175

F and hF , in particular, policy SI has the highest F and hF for four data sets.
As an important result, the flat evaluation has lower F value, this can be caused
by stopping the top-down prediction process early with larger threshold θ. The
higher hP and lower hR illustrate that the prediction process stops too early.

4.4 Dynamic vs. Fixed Threshold

We compare the proposed three dynamic threshold strategies with fixed one
using the SI selection policy of training set. For the flat and hierarchical eval-
uation, Table 5 shows that strategies passrate and usefulness appropriately
decrease the prediction threshold θ and achieve the better F and hF value. In
most case, they not only improve R and hR significantly but also increase p and
hP slightly.

5 Conclusion

The paper proposes a hierarchical prediction framework of gene function with
SVM classifier ensemble. Three selection policies of training set by exploring the
hierarchical structure are utilized to obtain better SVM classifier. Two dynamic
threshold strategies are used to reduce prediction blocking in top-down process
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Table 5. Comparing the dynamic vs fixed threshold using SI policy. Abbreviation: pr

for passrate, use for usefulness.

dataset policy
flat hierarchical

P R F hP hR hF

cellcycle fix 0.5121 0.3401 0.2372 0.6510 0.3252 0.3976

pr 0.5424 0.5185 0.4802 0.6631 0.5350 0.5322

use 0.5849 0.5640 0.5043 0.8122 0.4699 0.5184

church fix 0.5625 0.4385 0.4711 0.6911 0.2736 0.3502

pr 0.6816 0.5390 0.5320 0.7366 0.3966 0.4657

use 0.6127 0.5275 0.5070 0.8313 0.4696 0.5402

derisi fix 0.4621 0.6390 0.4843 0.6912 0.2710 0.3478

pr 0.4813 0.6387 0.4689 0.7366 0.3931 0.4541

use 0.4127 0.6315 0.4392 0.8332 0.4667 0.5318

borat fix 0.7031 0.3745 0.5781 0.6719 0.6084 0.6047

pr 0.8003 0.4462 0.5993 0.8499 0.6700 0.6780

use 0.7978 0.8493 0.7269 0.8359 0.6026 0.6383

to achieve useful specific prediction. In four genomic data sets, the experiments
show that the proposed selection policies of training set performs consistently
better than existing two ones and the dynamic threshold strategies reduce the
prediction blocking and improve the prediction performance successfully.

Our approach is simple and can be applied to tree and DAG hierarchical
structure. Furthermore, the basic classifier can be flexibly change from SVM to
other. But it need more training and testing time. Recently, a so-called global
approach has been proposed. It considers all the label classes at once and only
learns a classifier which is usually obtained by modifying a basic classifier[13].
This will be our research topic in future.
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Abstract. With the widely use of collaborative tagging system nowadays, users 
could tag their favorite resources with free keywords. Tag recommendation 
technology is developed to help users in the process of tagging. However, most 
of the tag recommendation methods are merely based on the content of tagged 
resource. In this paper, it is argued that tags depend not only on the content of 
resource, but also on user preference. As such, a hybrid personalized tag rec-
ommendation method based on user preference and content is proposed. The 
experiment results show that the proposed method has advantages over tradi-
tional content-based methods.  

Keywords: Tag Recommendation, Collaborative Tagging, Web2.0. 

1   Introduction 

The appearance of Internet provides us a new way for information communication. 
Traditionally, the organization and management of information was done by the do-
main experts, for example, to determining the classes of book in the library. With the 
emerging of web2.0, thing has been changed. Including with experts, user could par-
ticipate the organizing and classifying of information through collaborative tagging 
system. Collaborative tagging system (i.e. Delicious1, Flickr2, Last.fm3) that allows 
user to annotate resources with user-defined keywords is becoming a popular system 
for organizing and sharing online contents. 

One of the important concepts in collaborative tagging is post. A post is a set con-
taining a user, a resource and all the tags the user labelled on it. A collection of all the 
posts in a network refers to as a folksonomy. We can extract posts from these systems, 
then with some recommendation approaches, predict some tags that the user would 
probably use for the specifically resource. Tag recommendation not only can help user 
with their tagging, facilitate the tagging process, but also can show user interests and 
find some potential resources the user didn’t know, and search for other users with the 
same interests to some extent. 
                                                           
∗ Corresponding author. 
1 delicious.com 
2 www.flickr.com 
3 www.last.fm 
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However, most tag recommendation methods are content-based. In these methods, 
tag is same to keywords. But we argued that, tags are different from keywords: both of 
them are related to the context of tagged resources, while tags are also concerned with 
user preference. In other words, different people could use different tags as for the same 
resource. For instance, John could tag the web page “www.sina.com” with “portal site” 
or “web portal”, yet Tom could use “football news” to label it because he is a football 
fan and he is just interested in the football news on sina. So it is important that user 
preference is considered while recommending tags. Hence we propose a hybrid per-
sonalized recommendation method based on user preference and resource content. 

Three contributions are made in this paper:  
1) Identifying that user preference should be considered when the tags are rec-

ommended for a resource. 
2) Designing a hybrid tag recommendation method based on content and user  

preference. 
3) Making experiments to show the improvement by taking user preference into 

consideration. 
In next section, related work is surveyed in section 2. In section 3, tag recommen-

dation in collaborative tagging system is formulated, and a basic tagging method based 
on content—Pop Resources (PopRes) is introduced. A hybrid personalized tag rec-
ommendation based on user preference and content is proposed in section 4. In section 
5, the experiments are made to verify the advantage of the proposed method. Finally, 
the conclusions are given. 

2   Related Work 

Many researchers have been made on tag recommendation. The most popular tech-
niques used currently can be roughly classified into two categories: content-based and 
graph-based techniques. 

Most of the content-based techniques recommend tags for users through information 
retrieval, extracting keywords from the resource, for instance, Ref. [1] shows a simple 
content-based tag recommendation method. In the method, keywords from authors, 
abstract, title, etc. in the input bookmark are extracted, then the keywords are included 
in a weighted keyword-based query. This query represents an initial description of the 
input bookmark, then the authors search for similar bookmarks with this query, the tags 
that are potentially relevant for describing the input bookmarked resource are collected 
based on a set of similar bookmarks at last. Another content-based approach PopRes 
given in Ref. [2] is used in this paper.  

One of the popular approaches in graph-based is the seminal PageRank algorithm 
presented by Brin and Page in Ref. [3] which reflects the idea that a web page is im-
portant if there are many pages linking to it, and if those pages are important them-
selves. In Ref. [4] the key idea of their FolkRank algorithm is that a resource which is 
tagged with important tags by important users becomes important itself.  

Leandro et al. described an approach which they called relational classification based 
on graph-based tag recommendation in Ref. [5]. The so called Relational classification, 



350 Z. Shu, L. Yu, and X. Yang 

usually considers, additionally to the typical attribute-value data of object, relational 
information. The idea is that, for example, a URL can be connected to another one if 
they were tagged by the same user. With this idea figures are drawn which the nodes are 
the set of user and resource while the edges are the connection between them. 

Besides the above methods, there are some hybrid recommendation methods which 
combine content-based and graph-based methods. However, most of the methods 
didn’t take user preference into account. So we argue that it is important to design a tag 
recommendation method by exploiting user preference.  

3   Tag Recommendation in Collaborative Tagging System 

3.1   Collaborative Tagging System 

Collaborative tagging system is a collection of posts in a specific network, as shown in 
Fig. 1. Formally, it is a tuple F = (U, T, R, Y) where U, T, R refers to users, tags, re-
sources (in this paper means URLs, the same below), and Y is a ternary relation among 
them. For all ∈  and  ∈ , , ∈ | ∈ , ∈ ，so that a post 
would be described as , , | ∈ , ∈ , , .  

 

Fig. 1. Collaborative tagging system 

According to the above, tag recommendation problem could be described as fol-
lowing. Given a set ,  which means a user u is going to annotate URL r, with other 
user’s tagging information in folksonomy, a set of tags is suggested for u. 

3.2   PopRes Tag Recommendation 

PopRes presented in Ref. [1] is one of commonly used content-based methods. A series 
of experiments was conducted in this paper with PopRes method as a baseline. 

The PopRes is a popularity based models which relies on the frequency of a tag used. 
It ignores the user, and relies on the popularity of a tag within the context of a particular 
resource. 

User U Tags T Resource R
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                , , ,∑ ,  .                                          (1) 

Where , ,  means the weight that tag t assigned to the input set , , and ,  
means the times that URL r is tagged by t in the database. Assuming that there are n 
tags, we can get a tag list , , … ,  then, while ,  represents the times that 

 is attached to r. After that we rank the tags in list according to the value of   and 
recommend the top k of them to u, Table 1 shows the algorithm of this process: 

Table 1. PopRes Algorithm for Tag Recommendation 

 

4   A Hybrid Personalized Tag Recommendation 

4.1   Hybrid Tag Recommendation 

In this section, a hybrid algorithm based on user preference and content is presented. 
The hybrid algorithm consists of two parts. First, PopRes method is used to generate 
candidate recommended tags. Based on it, user preference is considered to generate 
final recommended tags (shown in Table 2).  

Table 2. Hybrid Algorithm for Tag Recommendation 

 

Input: An Folksonomy F, user u, Resource URL
Output: top k tags
1. Finding the tag list for r.
2. Ranking the in list with .
3. Select first k tags and recommend them to u.

Input:  An Folksonomy F, user u, Resource URL 
Output: top k tags list ( ) 
1. Generating candidate Tag list CandidateTagList and their corresponding 

weight according to the PopRes method:  
= PopRes(F, URL) 

While:  
tags= ( ), =  

2. Searching the tags used by user u :  
3.  = used times of  in by user u, 

(j=1,2, …, )  
4. Max = max { , j =1, 2, …,  
5. Adjusting the weight of tags in CandidateTagList: 

 
Otherwise 

 i  
6. For each in CandidatedTagList, the two weights are combined in a 

certain hybrid tactics (detailed in part B). 
7. Select first k tags and recommend them to u. 
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4.2   Hybrid Tactics 

The hybrid recommendation could vary according to different hybrid tactics. In this 
section, three tactics were designed, respectively Cascade Hybrid, Weighted Average, 
and Simple Multiplication. 

The first tactic will be used in step 6 which we called Cascade Hybrid is: 
 .                                       (2) 

Moreover, another two hybrid methods are tested in our experiment. One of them is 
Weighted Average: 

              .                                   (3) 

The other hybrid solution is Simple Multiplication: 
                  .                                           (4) 

Although only three hybrid tactics in this paper are proposed, it is possible to design 
more hybrid tactics. 

4.3   An Example of Hybrid Tag Recommendation 

In the following part, an example is given to illustrate the recommendation process. 
The dataset is shown in Table 3. 

Table 3. An example of Tagging dataset          Table 4. Statistics of BibSonomy dataset 

 

Now, it is assumed that our task is to predict which tags will be used by user 3 for the 
resource www.sina.com. First, by PopRes algorithm, two tags (Menhu, Play) with 

weight ( , ) will be recommended as candidate tags to user 3. According to the 

folksonomy, tags used by user 3 include two tags (Sc2, Play). Therefore, the adjusting 
weight (0, 1). If Cascade Hybrid is exploited, the final weight combined  and  
can be achieved: 

 .                 (5) 

If the number of recommended tags is one, tag play will be suggested to user 3. 

= ′ ∗ (1 + ), ∈ [1, ] 
= ′ + (1 − ) , ∈ [1, ] 

= ′ ∗ , ∈ [1, ]

User Tag URL 
1 Menhu www.sina.com 

1 Ent. bbs.ngacn.cc 
2 Play www.sina.com 
2 Funny www.xiaonei.com 

3 Sc2 bbs.ngacn.cc 
3 Play bbs.ngacn.cc 

 

Table name Fields name Statistics 
tas user, tag, 

content_id, 
content_type, 

240k(181.5
k for 
bookmark) 

bookmark content_id, 
url, url_hash, 
description, 

41k 

bibtex content_id, 
simhash1, 
title, etc. 

22k 
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5   Experiment 

5.1   Datasets 

The datasets used in this work are provided by ECML PKDD Discovery Challenge 
20091. It’s a workshop for researchers to discuss problems concerned with collabora-
tive tagging system. They offer BibSonomy database in form of SQL dump. BibSonomy 
is a web based social bookmarking system that enables users to tag web pages 
(bookmark) and scientific publication (bibtex), the Table 4 shows its statistics. 

Discard the bibtex parts, we only focus on the bookmarks (URLs) in the dataset in 
our experiment. Testing data has the same tables and fields as the training data.  

However there are two problems in the dataset. Firstly, for each content_id in the 
dataset, at most one user is associated with it, it’s to say that content_id don’t represent 
resources, so we have to join table “tas” and “bookmark” on the same content_id to get 
the ternary posts for our experiment. The second problem lies in the testing data. We 
find that nearly 90% posts in the testing data, whose resources don’t exist in the training 
data. So we discard the testing data and extract a new one from the training data with 
the “Leave One Out” approach by ourselves. In other words, in the training data, we 
picked, for each user, one of his post p randomly and put it into testing data, and the 
remaining posts would be the new training data for this user.  

In our experiment, 892 posts were extracted as new training data, and 108 posts as 
new testing data. 

5.2   Evaluation Methodology 

We will use the F1-Measure common in information retrieval to evaluate the recom-
mendations. F1-Measure is defined as follow: 1  .                                             (6) 

And as for Precision: 

| | ∑ , ,,∈  .                                    (7) 

Where ,  means the tags the user u has originally assigned to this post. Likewise, ,  
means the recommended tags for u. The Recall is defined as: 

| | ∑ , ,,∈   .                                         (8) 

Apparently the Precision and Recall would be different with different number of 
recommended tags. We recommend 5 tags at most in our experiment. 

5.3   Experiment Results 

The performances of PopRes and Cascade Hybrid approaches are shown in Fig. 2, 3 
and 4. If the number of recommended tags is 5, average F1-Measure value is 0.2382 in 
                                                           
1 http://www.kde.cs.uni-kassel.de/ws/dc09/ 
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6   Conclusions 

In this paper, a hybrid personalized tag recommendation based on user preference and 
content is proposed. By taking the tagging information and habit of the specific user 
into consideration, we are trying to emphasize the importance of user characteristics 
and personalities in tag recommendation and collaborative tagging. The experiment 
results show that our proposed method has advantages over the method only based on 
resource content. It is rational and necessary to consider user’s characteristics in tag 
recommendation. 

However, the main drawback of our approach is the cold-start problem: not only a 
big enough training data is necessary, but also our algorithm will stop working if the 
input resource doesn’t exist in training data. We are going to modify the process with 
keywords retrieval methods or graph-based methods in the future. 
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Abstract. Existing defect management tools provide little information on how 
important/urgent for developers to fix defects reported. Manually prioritizing 
defects is time-consuming and inconsistent among different people. To improve 
the efficiency of troubleshooting, the paper proposes to employ neural network 
techniques to predict the priorities of defects, adopt evolutionary training 
process to solve error problems associated with new features, and reuse data 
sets from similar software systems to speed up the convergence of training. A 
framework is built up for the model evaluation, and a series of experiments on 
five different software products of an international healthcare company to dem-
onstrate the feasibility and effectiveness. 

Keywords: Defect priority, evolutionary training, artificial neural network,  
attribute dependency, convergence of training. 

1   Introduction 

Software development and evolution constantly face resource constraints, and numer-
ous faults or defects might be identified during the process. It is necessary for  
software engineers to determine fix priorities for those defects or faults. Defect fix 
priority (hereafter, simply called as defect priority) can also play an important role in 
regression testing 1 where high priority test cases can be selected for testing before 
low priority test cases. Traditionally, defect priority is determined manually by testers 
through examining system requirements. Recently researchers explore the approaches 
to automatically setting the defect priorities by examining previous test cases and 
determining test case dependency 2. This paper proposes a process to perform the 
prediction: first manually classifying defects, followed by automated learning by 
artificial neural networks (ANN, www.wikipedia.com), and predicting defect priori-
ties with the learned ANN, as shown in Figure 1:  
1.  Data Pre-process: Analyze each bug report and extract the values of the pre-

defined attributes, which are defined as milestone, category, module, main 
workflow, function, integration, frequency, severity, and tester. Every bug record 
corresponds to a structured data set, called defect data.  

2. Priority Prediction: Get the defect data and loads ANN model parameters. If the 
bug data are training data, calculate the parameters of ANN model, then calculate 
the model error and adjusts the model parameters; if the bug data are new data, 
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calculate the priority with the current model parameters, and deliver the predicted 
priority to the next procedure as prediction results. 

3. Exporting Results: Sort the prediction results in decreasing order, and then export 
the prioritized records to managers/developers. 

The paper is organized as follows. Section 2 describes the priority prediction mod-
el based on testing domain knowledge and neural network techniques. Section 3 de-
monstrates the experimental results. Section 4 surveys the related work. Finally, Sec-
tion 5 concludes this paper.   

 

Fig. 1. Process of Defect Priority Prediction 

2   Predicting Defect Priority 

ANN can recognize complex relationship between inputs and output with high accu-
racy. This paper creates an ANN model to predict defect priorities where an extra 
layer is added to resolve the dependency among the attributes of tester and severity; 
and adopts interactive training instead of one-way training to handle adding new fea-
ture problems. 

2.1   Building an ANN Model for Prediction  

In this paper, the inputs of the ANN model are based on dynamic testing results, such 
as testing milestones and defect categories, while the output is the defect priority 
prediction. The following four steps illustrate the process to build the ANN model. 

2.1.1   Defining Levels of Defect Priority 
Based on the study of a bug management system for a software product of a CT med-
ical device, we define four levels of defect priorities, P1, P2, P3, and P4. P1 means 
developers should drop everything else and fix the reported defect as soon as possible.  
The defects of P2 level should be fixed before the next build to be tested. The defects 
of P3 level should be fixed before the final release. The defects of P4 level are essen-
tially improvement suggestions, and if there is a plenty time, developers will fix them. 

2.1.2   Extracting Attributes from Defect Reports 
This paper extracts 9 attributes from the dynamic defect reports as inputs of ANN 
model, which are milestone, category, module, main workflow, function, integration, 
frequency, severity, and tester. Take RIS (Radiology Information System) software as 
an example: 
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• Milestone: Indicate which milestone this project has passed, and its value can be 
M1, M2, M3, and M4. 

• Category: Show which testing category this defect belongs to, and its value can be 
functional, performance, usability, and more. 

• Module: Specify which module this defect belongs to, and its value can be Regis-
ter module, Report module, and more. 

• Main Workflow: Designate whether this defect was found in the main workflow, 
and its value is “Yes” or “No”. 

• Function: Signify which function point this defect is located in, and its value can 
be “Submit”, “Reset”, “Close”, and more. 

• Integration: Denote whether it is integrated with other software product and what 
it is, and its value can be “No”, “EA21”, “CPACS20”, and more. 

• Frequency: Suggest how often this defect can be reproduced, and its value can be 
“Every time”, “Sometimes”, and “Never”. 

• Severity: Connote how badly it incurs the damages to software users, and its value 
can be “Critical”, “Major”, “Average”, and “Minor”. 

• Tester: Specify who is the defect submitter, and its value is the submitter’s name. 
Consider these input attributes as enumerate types. Let np be the number of values 

of the pth attribute. Define the pth attribute as vector Xp=(ap,1,…,ap,np), where variable 
ap,q (p=1,…, 9, q=1,..,np) represents whether pth attribute equals qth value; when apq=1, 
it means the pth attribute equals to the qth value, and when apq=0, it means not equal. 
For example, if the value of 1st attribute “Milestone” equals M3, then vector X1= (0, 
0, 1, 0), thus values a11=0, a12=0, a13=1 and a14=0 are part of the inputs. 

2.1.3   Creating a Three-Layer Model of ANN 
The ANN used in this paper has three layers: input layer, middle layer and output 
layer. L1, L2, and L3 represent the numbers of neurons in the input layer, middle 
layer and output layer, specifically in this case, L1=∑nj (j=1,…,9), L2=9, and L3=1. 
Let W1 be the weight matrix of middle layer. The entry element is w1ij (i∈[1, L1]，j
∈[1, L2]), representing the weight between the ith neuron of the input layer and jth 
neuron of the middle layer. Likewise, let W2 be the weight matrix of output layer. 
The entry element is w2jk (j∈ [1, L2], k∈ [1, L3]), representing the weight between 
the jth neuron of the middle layer and the kth neuron of the output layer. 

The transfer function of the middle layer can be linear, sigmoid or Gauss func-
tions. In this paper, the transfer functions both in the middle and the output layers are 
using linear function because it is simple and meets the characteristics of the applica-
tion domain. Therefore, the transfer function of the middle layer with 9 neurons is 
defined as follows: 

                              (1) 

The transfer function of the output layer with only 1 neuron is defined as follows:  

                                                      (2) 
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The threshold function of the output layer is using Gauss function. In our case, the 
defect priority level has the same range as the error does, i.e., the range [-0.5, 0.5]. 
Therefore, we define the activation function as follows: 

                  
                          (3) 

[c+0.5] signifies that the defect priority is between 0 and 1. 

2.1.4   Error Function and Backward Propagation 
Once we have the output c, we calculate the error E, and use c and E to adjust weights 
in the output and middle layers using backward propagation (BP) approach. 
1) Error Function E: Let cexp be the expect result of the output, then error function E 

is defined as follows: 

                                                       (4) 

2) Back propagation (BP): 
a. Adjust the output weight vector W2:  

                    (5) 

b. Adjust the middle weight matrix W1:  

       

        

 (6) 

c. Setting learning speed : To find out the most suitable learning speed, we per-

formed several experiments and selected equal to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 

0.7, 0.8, 0.9 and 1.0 respectively. We picked up 4 representative results to show 
the influence of different as shown in Figure 2. 

   

Fig. 2. Learning speed comparisons 

When  equals to 0.1, the learning is very slow, and takes a long time to con-

verge.  When  equals to 0.4, it shows an obvious convergence trend. On the other 

hand, when  equals to 1.0, the sway of the error curve is larger than that when  

equals to 0.8.  In our experiments, we set  equal to 0.8. 

2.2   Enhancing the Prediction Model 

The classic BP neural network built in Section 2.1.3 is not entirely suitable for the 
collected data. We carry out several experiments to improve it. Initially we set the 
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between “tester” neuron and “severity” neuron, and maintain the net structure, we 
propose to add an extra layer, and move the tester neurons to a new layer. As a result, 
the tester neurons and the severity neurons are changed from parallel to serial as 
shown in Figure 5: 

 

Fig. 5. Dynamic Prediction Model 

Let W3 be the weight matrix on the extra layer. Element w3ki (i∈[1, 4], k∈[1, n9]) 
of W3 represents the weight between the ith severity neuron on L1 layer and the kth 
neuron of the extra layer L0 where n9 is the number of testers. We define the input of 
severity attributes as transfer function of severity neurons. 

Our expectation is that the subjective impact does not exist, hence initially we set 
w3ki = 1. The difference between the sample severity s and the predicted one sp is a 
value between -3 to 3. So the adjusting weight function on the extra layer is: 

                                             
(7) 

With the enhanced prediction model, we use the same samples as in Figure 3 to verify 
the enhancement efficiency as shown in Figure 6. It is observed that the error of sam-
ples from 50th to 170th is smaller than Figure 3, and the error curve looks more 
smoothly. 

  

Fig. 6. Error Statistic graph     

3   Experiments 

To evaluate the proposed approaches, we developed an experiment platform, which 
provides GUI to interact with the underlined system. We did three experiments to 
demonstrate the ways that we applied neural networks to achieve the goals: 1) In 
Section 3.2, by reusing the training data from similar systems as initial values of the 
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model, we can accelerate the convergence.  2) In Section 3.3, we adopted an iterative 
approach and accommodated feedback into training to reduce the errors in the predic-
tion. 3) In Section 3.4, we compared the results using neural network with those using 
Bayes.  

3.1   Building an Experiment Platform 

To evaluate the prediction model, we developed an experiment platform. The overall 
architecture of the platform consists of four parts: GUI，data pre-process, defect 
priority prediction module, and reports exporting module. 

 GUI: It is a portal for loading in the original defect reports and displaying error 
curve after prediction. 

 Data pre-process: It parses bug records using a defect record parser and extracts 
the corresponding data (ANN model input attributes in our case) for prediction.  

 Defect priority prediction: It has the training module and prediction module with 
the enhanced ANNs.  

 Reports exporting: It sorts bug records in descending order according to pre-
dicted priority and then exports it as a new file of defect reports. 

3.2   Reusing Training Data from Similar Systems 

This experiment addresses the effort of initial value setting on the training conver-
gence. To get a faster convergence, we did several experiments to investigate whether 
reusing the training model of other software product as the initial model of a new 
software product will raise the efficiency in ANN model training. 

By default, initial values are set up as follows: at the output layer, w28 =2 (corres-
ponding to “severity” and “tester”), and w2i = 1 (i=1,…,7); and elements of weight 
matrixes W1 and W3 are set to all 1.  

We collected four data sets DS1, DS2, DS3 and DS4 from different software prod-
ucts, including HIS (Hospital Information System), software development tools, ERP 
system and word processing software from an international medical device maker. 
The attributes and the number of values are listed in Table 1. 

Table 1. Data Set complexity description 

 DS1 DS2 DS3 DS4 
Milestone* 4 4 4 4 
Severity* 4 4 4 4 
Frequency* 3 3 3 3 
Main Workflow* 2 2 2 2 
Category  4 4 4 4 
Integration 4 1 0 2 
Module 4 3 4 3 
Function 6 5 5 4 
Tester 4 4 5 4 
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The attributes marked with “*” symbol signify that these attributes values are in 
common between the earlier software product and the new software product. So the 
training results of these attributes can be applied to a new software prediction. To 
evaluate the effectiveness, we performed the training for new software RIS (Radiolo-
gy Information System) with the 5th data set using default initial values, and per-
formed the trainings again using the training results of the 4 data sets as initial values. 
The error curves of prophase training are shown in Figure 7. 

  

Fig. 7. Training beginning comparison   

Figure 7(a) shows the training with default initial values. The other four figures 
show the trainings using the DS1, DS2, DS3 and DS4 date sets as initial values. 
Compared with the default one, the other four results all show smaller errors in certain 
sample points, and the DS1 is more effective than other data sets. Because DS1 (from 
Hospital Radiology Information System) and DS5 (from Radiology Information Sys-
tem) belong to same software type, medical management system, from the same com-
pany, thus they have similar characteristics and the result is as expected.  

3.3   Handling New Feature Problems 

Most large-scale software development adopts an iterative development model, which 
brings the new feature problem. At the beginning of the experiment, although faults 
occurred in the 4th build, no adjustment to the ANN model was performed, thus we 
got faults again on the new feature in the 5th build. This issue will continuously re-
duce the accuracy of the model. To fix this problem, and to adjust the model with the 
migration on which the software development focused, we decided to adopt an itera-
tive training. After every build of prediction, we use the feedback to train the model 
again iteratively, and in the next build, the defect related to these new features will be 
predicted more precisely, as shown in Figure 8.  

The left chart in Figure 8 is the predicted result of one-way training，and the right 
one is the predicted result of iterative training. Before the 300th sample defect is the 
training period where defect data are from the 1st to 3rd builds; between 300th defect and 
375th is the prediction period 1, where defect data are from the 4th build; between 375th 
defect and 450th is the prediction period 2, which defect data are from the 5th build.  

The training data associated with the 1st to 3rd builds cover 5 values of the function 
attribute and 5 values of the module attribute. In prediction periods associated with 4th 
and 5th builds, there are 6 values of the function attribute and 6 values of the module 
attribute, i.e., in the prediction period, there is a new feature added. It is observed that 
the prediction results for both 4th and 5th builds shown in the left chart of Figure 8 
have large errors. Taking 4th build as training data iteratively, the prediction of 5th 
build has no large errors as shown on the right chart of Figure 8. 
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Fig. 8. Error curve of New Feature problem 

3.4   Comparing with Bayes Approach 

The experiment data are from a healthcare system. There are nearly 2000 samples 
from 13 builds, among which 112 are from P1 level, 184 from P2 level, 1378 from P3 
level, and 763 from P4 level. We selected 600 samples as the testing data set, which 
are 30 from P1 level, 100 from P2 level, 300 from P3 level and 170 from P4 level. 
There are three ways to prepare the data sets: 

 Closed test: All the sample data for training, taking part as a test set;  
 Opening test: All samples will be divided into two parts, one part as the training 

set, and the other part as the test set;  
 N-fold cross test: Divide all samples into N divisions, and pick N-1 divisions for 

training sets, the other one as a testing set with N times closed or opening tests. 
Calculate the average of the N times results as the evaluation result.  

We use 3-fold cross test for both the closed test (CT) and opening tests (OT) to 
predict the defect priorities. Three metrics, Recall (R), Precision (P) and F-measure 
(F) are used to compare the results between ANN model with iterative training me-
thod and Bayes method. Let A be the amount of defects that are predicted with correct 
results, B be the total amount of defects that are predicted as priority level C, and T be 
the total amount of defects that are with priority level C in the experiment. 

                    

(8) 

Table 2 Error! Reference source not found.shows the prediction results by en-
hanced ANN and Bayes on data sets using CT and OT. Regarding to the enhanced 
ANN, CT approach has better results over that of OT in terms of precision and recall. 
It is observed that P3 and R1 of Bayes reach the highest value 1.00. P3=1.00 means 
the sample defects which are classified into priority level 3 are all correct. R1=1.00 
means the sample defects which belong to priority level 3 were all classified into level 
3. These two criterions only demonstrate part of the model performance. We should 
consider both of them to evaluate the model efficiency. Although P3 and R1 of Bayes 
equal  to 1.00, R3 are only 0.71 (CT) and 0.63 (OT), which means 29% and 37% 
defects of level 3 are not classified correctly, and P1 are 0.21 and 0.19, which means 
79% and 81% of the defects which had been classified into this level are wrong. So 
the F1 criterion can reflect the comprehensive ability of models. From the statistic of 
F1, ANNs show better performance than Bayes model in the classification of every 
priority level. 

Table 2. Dynamic Prediction experiment results 
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Table 2. Dynamic Prediction experiment results 

 Enhanced ANN Bayes 
 CT OT CT OT 

P1 
R1 

0.88 
0.88 

0.76 
0.62 

0.21 
1.00 

0.19 
1.00 

P2 
R2 

0.85 
0.87 

0.84 
0.82 

0.30 
0.89 

0.31 
0.92 

P3 
R3 

0.95 
0.96 

0.96 
0.91 

1.00 
0.71 

1.00 
0.63 

P4 
R4 

0.89 
0.83 

0.80 
0.82 

0.33 
0.98 

0.22 
0.97 

F11 0.880 0.683 0.347 0.319 
F12 0.861 0.830 0.449 0.464 
F13 0.955 0.934 0.830 0.773 
F14 0.859 0.810 0.494 0.359 

 
The test results of opening test reflect the generalization ability of models, and in-

sufficient training will cause the low generalization ability. In Table 2, F11 of OT is 
much lower than F12, F13, F14, and it is caused by insufficient training. We added 30 
samples into the testing set, and we got a better performance, the F11 of OT was 
raised to 0.742. 

The test results of opening test reflect the generalization ability of classification 
model. Over-training will raise the efficiency of opening test result, but the generali-
zation ability will be reduced. So the F1 can reflect the comprehensive ability of  
classification model. Based on the above experiment results, the efficiency of ANN 
model used in the defect priority prediction platform is better than the Bayes model. 

4   Related Work 

Because of its high accuracy and the ability to recognize the complex relationship 
between attributes, neural network has been widely used in many fields including 
software testing. In this paper, we present the ways to predict the priority of fixing 
defects with the neural network algorithms. We can find the similar work in some 
others papers, but all these works focus on prediction of the amounts of bugs or find-
ing bugs in code.  

Rocha et al 3 present two hybrid EC/ANN algorithms in datasets experiments. In 
the paper, the Multilayer Perceptron, a popular of ANN architecture, is the core of 
their research, which can merge the evolutionary computation (EC). The combination, 
called Evolutionary Neural Networks (ENN), is a suitable candidate for topology 
design and can create more accurate models comparing other data mining algorithms. 
The authors present two ENNs, including TENN (Topology-optimization Evolutionary 
Neural Networks) and SENN (Simultaneous Evolutionary Neural Network). The ma-
jor tasks of this work were the following: 1) compare with other kind data mining 
algorithms, such as regression; 2) propose the evaluation of several methods to build 
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ANN. The writer does not give the exact usages of all the algorithms mentioned in the 
paper to predict the bugs, which will be explored in our future work. 

Bug patterns detectors 45, which are implemented by using BCEL 6, can only 
detect the bugs in one program. The paper gives a way to find bugs, rather than a way 
to determine the priority of bugs. Using the method to the experiment, the detectors 
can find the faults of code correctly.  

The statistics method in many papers is always used to predict the number of bugs, 
such as the z-Ranking 7 and negative binomial regression 8. Ostrand presents the 
negative binomial regression to locate the faults and make testers concentrate on the 
testing and developers on developing.  

Khoshgoftaar et al 9 use discriminate analysis to develop two classification models 
that predict whether or not a module will be fault-prone, rather than attempting to 
predict the actual number of faults.  

Graves et al. 10 present a study using the fault history for the modules of a large 
telecommunication system. They focus on identifying the most relevant module cha-
racteristics or groups of characteristics and comparing the apparent effectiveness of 
the proposed models, rather than predicting faults and using them to guide testing. 

Mark et al 11 give the induced data mining models of tested software which can be 
utilized for recovering missing and incomplete specifications, designing a minimal set 
of regression tests, and evaluating the correctness of software outputs when testing 
new, potentially flawed releases of the system. 

In Engler’s paper 2, they present a new rule to finding program faults. The paper 
demonstrates techniques that automatically extract such checking information from 
some source code, rather than the programmer, thereby avoiding the need of a priori 
knowledge of system rules.  

Kremenek et al. 12 suggest that effective error report ranking provides a comple-
mentary method to increasing the precision of the analysis results of a checking tool. 
The tools PREfix and MC employ various rule-based ranking heuristics to identify the 
most reliable reports 13. There are some dynamic and static techniques to check the 
defects, such as the system DIDUCE 1415. 

5   Conclusions 

This paper proposes to use ANN techniques to predict defect priorities. The contribu-
tions of this paper include building a neural network model of the prediction, and 
proposing several strategies to increase the accuracy of the model based on the testing 
domain knowledge. This paper proposes three strategies to handle different aspects in 
applying ANN techniques: (1) add an extra layer to resolve the dependency between 
attributes severity and tester; (2) adopt evolutionary training to accommodate new 
features of software by adding feedback into next round training; and (3) reuse train-
ing data from similar systems as initial values to speed up the training for new data 
set. The 3-fold cross-test in both the closed test and opening test ways are executed. 
Compared with Bayes algorithm, the ANN model shows better qualification in terms 
of recall, precision and F-measure. The comparison is carried on the RIS2.0 software 
project with sample size about 2000 bug reports.  
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Abstract. The emergence of abundant Web Services has enforced rapid 
evolvement of the Service Oriented Architecture (SOA). To help user selecting 
and recommending the services appropriate to their needs, both functional and 
nonfunctional quality of service (QoS) attributes should be taken into account. 
Before selecting, user should predict the quality of Web Services. A Collabora-
tive Filtering (CF)-based recommendation system is introduced to attack this 
problem. However, existing CF approaches generally do not consider context, 
which is an important factor in both recommender system and QoS prediction. 
Motivated by this, the paper proposes a personalized context-aware QoS predic-
tion method for Web Services recommendations based on the SLOPE ONE ap-
proach. Experimental results demonstrate that the suggested approach provides 
better QoS prediction. 

Keywords: Context, QoS Prediction, Collaborative Filtering, Web Service. 

1   Introduction 

The Service Oriented Architecture (SOA) is “an architecture that represents software 
functionality as discoverable services on the network” [1]. Web Services are the 
dominant implementation platform for SOA, it uses a set of standards, SOAP, UDDI, 
WSDL, which enable a flexible way for applications to interact with each other over 
networks [2]. The increasing presence and adoption of Web Services call for effective 
approaches for Web Service selection and recommendation, which is a key issue in 
the field of service computing [3]. Not only functional but also nonfunctional quality 
of services (QoS) should be taken into account to help users selecting and recom-
mending the services. The QoS includes service reliability, availability, performance 
metrics (e.g., response time), scalability, (transactional) integrity, security, trust and 
execution cost, etc.  

Web Service QoS prediction is an important step in selecting services [4]. Since 
changes of QoS happen due to various reasons, such as number of concurrent users, 
performance of back end systems, network latency, invocation failure-rate, etc. In 
addition, there is a problem that QoS changes are observed at run time. So it is critical  
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to predict the QoS before using it. Currently, many researches focus on this prediction 
problem according to users’ QoS date acquired by user. Though this method can  ob-
tain accurate results, there are some shortcomings. For example, it is impossible for 
user to use all candidate services because it requires extra cost on service invocation 
and provision. Furthermore, most of service users are not experts on the Web Service 
evaluation, and the common time-to-market constraints limit an in-depth evaluation of 
the target Web Services [5]. 

To solve these problems, collaborative filtering (CF) method is introduced to pre-
dict QoS for unused services [5]. This method is based on the assumption that the 
service users, who have similar historical QoS experience on the same set of Web 
Services, would have similar experience on other services. But these differences on 
the quality of the same Web Services are caused by many context factors, such as 
location and time. Users/Web Services in near location may have similar experience 
on Round-Trip Time (RTT), failure-rate than others. However, existing approaches 
generally do not consider context in real QoS date prediction with CF. To improve the 
accuracy of prediction of the QoS, in this paper, we present our work on personalized 
context-aware QoS prediction based on SLOPE ONE. 

The major contributions of this work include: 
* we propose a personalized context-aware QoS prediction framework. 
* we employ an effective and simple collaborative filtering algorithm (SLOPE ONE) 

to improve the QoS prediction accuracy.  
* A personalized context-aware QoS prediction based on SLOPE ONE is designed 

for Web Service prediction, which significantly improves the QoS prediction accu-
racy and remarkably reduces the computing complexity. 
The remainder of this paper is organized as follows. Section 2 overviews some 

concepts e.g., the CF algorithms and context of Web Services. Section 3 presents the 
approach for personalized context-awareness QoS prediction. The implementation, 
experiments, and the results of our method are discussed in Section 4. Conclusion of 
this paper is described  in Section 5. 

2   Background 

CF is a widely used personalized recommendation method in recommender systems. 
Basically, there are two kinds of CF algorithms, user based and item based ap-
proaches [6, 7]. User-based CF is the most successful recommending technique to 
date, and is extensively used in many commercial recommender systems [6]. It pre-
dicts a test user’s interest in a test item based on rating information from similar user 
profiles [7]. Multiple mechanisms such as Pearson Correlation and Cosine based simi-
larity are widely used. Item-based CF methods are similar to the user-based methods. 
Item-based CF employs the similarity between items and then to select the most simi-
lar items for prediction.  

The SLOPE ONE is a typical item-based CF. It works on comparing the intuitive 
principle of a popular differential between items rather than similarity between items 
[8]. Daniel Lemire defined the SLOPE ONE the average deviation (1) and prediction 
(2) as the following: 
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The devi,j is computed by the average difference between item arrays of i and j (1).  

ur is the vector of average of all known ratings rated by user u. Ru are the all items’ 

ratings rated by u except i. |Ru| is the number of Ru. |U(i)∩U(j)| is the number of users 
who rate both item i and item j. 

Context is any information that can be used to characterize the situation of an en-
tity [9]. Context -aware computing refers to the ability of a software application to 
detect and respond to changes in its environment [10]. The idea of the context-aware 
CF is based that similar users in similar context like similar items [11]. Context is of 
three types in our method: user (U-context), Web Service (WS-context), and service 
provider (SP-context).  

3   Personalized Context-Aware QoS Prediction 

3.1   Deployment 

Fig. 1 illustrates the framework that is proposed to predict the QoS for Web Services 
based on Context-aware CF. The Personalized Context-aware QoS Prediction based 
on CF (PCQP) can automatically predict the QoS performance of a Web Service for a 
test user by using historical QoS information from other similar service users on the 
same set of commonly-invoked Web Services.  

The framework consists of the following procedures: 1) Query. A service user 
submits a Web Service request. 2) Select. The candidates that meet the functional 
service quality attributes proposed by the user are retrieved by employing Web  
Service discovery mechanism. 3) Context. Personal U-context and WS-context are 
considered. 4) Find similar users and services from the training data. 5) Predict. The 
values of QoS are generated for test users using PCQP. 6) Recommender. It provides 
test user the optimal Web Services according to the predicted QoS values. 

The core parts in this framework are how to find the most similar users and Web 
Services, and how to predict the missing QoS values more efficiently and effectively. 
Due to space restrictions, this paper only researches the similar Web Service item and 
context of service, the others will be studied in future work. 

3.2   Identification of Context 

Context-awareness allows software applications to use information beyond those di-
rectly provided as input by users [12]. In Web Services scenario, the information in-
cludes such as location, date, time related to users and services.  
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Fig. 1. Personalized context-aware QoS prediction framework overview 

We adopt recommendation space (RS) [13] to present PCQP. In RS, the key di-
mensions could be used as QoS values. For example, if the RS includes user, service 
item and service location, the QoS value q(u,i,l) lies in a three-dimensional space 
U×I×L. Every entry in RS presents the QoS values (e.g., RTT), which is observed by 
the service user u on the Web Service item i that belongs to l. The q(u,i,l)=0 if user u 
did not use the Web Service item i in location l before. 

Existing approaches for QoS prediction based on CF tend to compute the similarity 
in the whole user-service matrix. Our work is very different from these methods since 
we employ the information of context related to users and services. According to the 
reduction RS of similarity computation, our method minimizes the computational cost 
while satisfying the QoS value prediction accuracy of Web Services.  

3.3   Deviation Computation 

In this work, the SLOPE ONE based on context for the deviation computation of dif-
ferent service items is defined as: 
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The difference between (1) and (3) is the RS of deviation computation. The RS of 
SLOPE ONE based context is the three-dimensional space U×I×L while the one 
without context is two dimensional space U×I. For example, to predict the Pu,i, we 
should compute the deviation between i and other service item j. In our context 
method the space of j becomes the item j* that belongs to the location in which item i 
is provided.  

3.4   Missing Value Prediction 

The SLOPE ONE methods use differential service items to predict the missing value 
(QoS) for test users by using the following equation: 
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This is the same as (2) except for the changes of variables space(e.g., devi,j, ru, Ru). 
Owing to the applying of context in our method, the RS is limited to three-
dimensional space U×I×L.  

4   Experimental Evaluation 

4.1   Data Set and Evaluation Metric 

In the experiment we use the dataset from the WSRec including a user-contribution 
mechanism for Web Service QoS information collection, which is implemented by 
java language and deployed to the real-world environment [5, 14]. This dataset in-
cludes 100 Web Services and 150 computer nodes (users) which are distributed in 22 
countries. We obtain a 150×100 user-service item matrix from this database, where 
each entry in the matrix represents the QoS value (RTT). 

The error metric used most often in the CF literature is the Mean Absolute Error 
(MAE) , which is described as: 
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where ri,j is the involved QoS value of service item j experienced by user i, r̂ i,j pre-
sents the predicted QoS value for missing value. In addition, N is the number of pre-
dicted values. 

Because the different QoS properties of Web Services have different value ranges [5], 
we employed the Normalized Mean Absolute Error (NMAE) to measure the deviation 
between predictions and QoS values (RTT). To compare the NMAE employed in other 
methods more effectively, we adopt the NMAE proposed by ZiBin Zheng [5] as follows: 
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The lower the NMAE is, the higher the prediction quality is. 

4.2   Performance Comparison 

To research the predicted results of QoS values, we first compare the SLOPE ONE 
with other prediction approaches used widely in CF, such as: UPCC, IPCC. Then 
SLOPE ONE and personalized context-aware prediction method based on the SLOPE 
ONE (PCSP) will be compared in section 4.3. The total item of QoS values are di-
vided into two parts randomly, one as the training set and the other as the test set. A 
parameter λ is employed to present the percentage of the matrix entries which are 
selected to be the training set. 
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Fig. 2. Normalized mean absolute error rank for three prediction methods 

In the experiment, we setλ  from 0.15 to 0.9, with 0.15 as increment. The x-axis 
represents different value of λ , and the y-axis shows the NMAE values. As shown in 
Fig. 2, the prediction accuracy of UPCC is worse than other methods. The NMAE of 
SLOPE ONE is higher than IPCC at first two steps and consistently lower than IPCC 
in the following three steps. The NMAE of SLOPE ONE reaches the optimum value 
(0.297) when theλ is 0.75. The reason is that when the number of training matrix is 
small, the number of differential service items of SLOPE ONE is very limited and 
with theλ increasing more differential service items will appear which will provide 
more service items with low deviation and make the accuracy improvement more 
significant. After the step of 0.75 both the SLOPE ONE and IPCC perform worse. 
This is because too many training data appear diversity influencing the prediction 
performance. 

4.3   Impact of the Context of Service Items 

Context plays an important role in our approach, which is quite different from other 
methods. To research the performance of the context, we employ a simple experimen-
tal scenario as Fig. 3.  

 

Fig. 3. Impact of the Context of Service Items 
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In Fig. 3, the Web Service items only belonging to China and Spain will be chose to 
constitute a new dataset with Web Service item size of 80-150. The new dataset is also 
divided into training set and test set. The value ofλ is set from 0.2 to 0.8 with 0.2 as 
increment. From Fig. 3 we note that the prediction accuracy consistently become better 
with the increase ofλ value. The performances of PCSP get very close to the SLOPE 
ONE. The PCSP obtains the minimal NMAE value (0.2356) whenλ is set to 0.8.  

Owing to the calculations of deviation and prediction in PCSP are implemented in 
the three-dimensional space U×I×L, the PCSP will efficiently decrease the computa-
tional complexity. These experiments data represent that the PCSP algorithm is help-
ful to improve the prediction results efficiently and effectively. 

5   Conclusion 

With regard to the context, an effective personalized Context-aware QoS Prediction 
framework for Web Services based on Collaborative Filtering is proposed. The ex-
periments analysis presents the efficiency and effectiveness of our approach. 

However, there is no similarity weight computation in our work which may en-
hance the accuracy with missing value. One reason is that our method only focuses on 
the impact of the context. Using too many factors to impact the predictions may com-
promise the experimental results. In future work, different QoS properties and multi-
context will be integrated with collaborative filtering method to predict QoS values. 

Acknowledgments. This work is supported by the Major Research Project of the Na-
tional Natural Science Foundation of China under Grant No.90818028 and the Third 
Stage Building of  “211 Project” (Grant No. S-10218). 
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Abstract. In this article we show a novel method of semantic pars-
ing. The method deals with two main issues. First, it is developed to
be reliable and easy to use. It uses a simple tree-based semantic an-
notation and it learns from data. Second, it is designed to be used in
practical applications by incorporating a method for data formalization
into the system. The system uses a novel parser that extends a general
probabilistic context-free parser by using context for better probability
estimation. The semantic parser was originally developed for Czech data
and for written questions. In this article we show an evaluation of the
method on a very different domain – ATIS corpus. The achieved results
are very encouraging considering the difficulties connected with the ATIS
corpus.

Keywords: semantic analysis, semantic parsing, spoken language un-
derstanding, ATIS.

1 Introduction

Recent achievements in the area of automatic speech recognition started the
development of speech-enabled applications. Currently it starts to be insufficient
to merely recognize an utterance. The applications demand to understand the
meaning. Semantic analysis is a process whereby the computer representation of
the sentence meaning is automatically assigned to an analyzed sentence.

Our approach to semantic analysis is based upon a combination of expert
methods and stochastic methods (that is why we call our approach a hybrid
semantic analysis). We show that a robust system for semantic analysis can be
created in this way. During the development of the system an original algorithm
for semantic parsing was created. The developed algorithm extends the chart
parsing method and context-free grammars. Our approach is based upon the
ideas from the Chronus system [1] and the HVS model [2].

At first the hybrid semantic analysis method is described in this article. Then
we test how the method can be adapted to a domain (ATIS corpus, English data,
spoken transcriptions) which is very different from the original data (LINGVOSe-
mantics corpus, Czech data, written questions). The last part of the article shows
the results achieved on both domains and it compares our results with a state-
of-the-art semantic analysis system [15].

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 376–386, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Hybrid Semantic Analysis System – ATIS Data Evaluation 377

2 Related Work

A significant system for stochastic semantic analysis is based on HVS model (hid-
den vector-state model) [2]. The system was tested on the ATIS and DARPA
corpora, recently the system was also used for semantic extraction from bioinfor-
matics corpus Genia [13]. The first model traning was based on MLE (maximum
likelihood estimation), however, the discriminative training has also been pro-
posed. According to our knowledge, the system presented in [13] achieved the
state-of-the-art performance on the ATIS corpus.

An extension of the basic HVS Parser has been developed in the work of [16].
The improvement is achieved by extending the lexical model and by allowing
left-branching. The system was tested on Czech human-human train timetable
corpus and it is public available.

Scissor (Semantic Composition that Integrates Syntax and Semantics to
get Optimal Representations) is another system which uses the syntactic parser
enriched with semantic tags, generating a semantically augmented parse tree.
Since it uses the state-of-art syntactic parser for English, the Collin’s parser, we
suppose, that it can not be easily adapted to other languages.

In [18], the generative HMM/CFG composite model is used to reduce the
SLU slot error rate on ATIS data. Also a simple approach to encoding the long-
distance dependency is proposed. The core of the system is based conditional
random fields (CRF) and the previous slot context is used to capture non-local
dependency. This is an effective and simple heuristic but the system requires a
set of rules to determine whether the previous slot word is a filler or a preamble.
Thus, it is difficult to port the system to other domain.

3 Semantic Representation

There are several ways how to represent semantic information contained in a
sentence. In our work we use tree structures (see Figure 1) with the so-called
concepts and lexical classes. The theme of the sentence is placed on the top of the
tree. The inner nodes are called concepts. The concepts describe some portion
of the semantic information contained in the sentence. They can contain other
sub-concepts that specify the semantic information more precisely or they can
contain the so-called lexical classes. Lexical classes are the leaves of the tree. A
lexical class covers certain phrases that contain the same type of information.
For example a lexical class “date” covers phrases “tomorrow”, “Monday”, “next
week” or “25th December” etc.

The described semantic representation formalism uses the same principle as
it was originally described in [2]. The formalism is very advantageous since it
does not require annotation of all words of a sentence. It makes it suitable for
practical applications where the provision of large scale annotation training data
is always complicated.
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Fig. 1. An example of a semantic annotation tree

4 Data

This section describes two corpora used for training and testing. The Czech cor-
pus (LINGVOSemantics corpus) was used at the beginning for the development
of the method. The English corpus (ATIS) was used to find out whether the
designed method is universal and can be successfully used for a different corpus.
The second reason for using the ATIS corpus is to compare our method with the
state-of-the-art system that has been also tested on the ATIS corpus.

4.1 LINGVOSemantics Corpus

The data used during the development are questions to an intelligent Internet
search engine. The questions are in the form of whole sentences because the
engine can operate on whole sentences rather than just on keywords as usual.
The questions were obtained during a system simulation. We asked users to
put some questions into a system that looked like a real system. In this way
we obtained 20 292 unique sentences. The sentences were annotated with the
aforementioned semantic representation (Section 3). More information about
the data can be found in [11].

An example of the data follows (How warm will it be the day after tomorrow?):
WEATHER(Jaká EVENT(teplota) vzduchu bude DATETIME(DATE

(pozít?í))?)

4.2 ATIS Corpus

One of the commonly used corpora for testing of semantic analysis systems in
English is the ATIS corpus. It was used for evaluation in e.g. [2], [3], [4] and
[5]. The original ATIS corpus is divided into several parts: ATIS2 train, ATIS3
train, two test sets etc. [6].

The two testing sets NOV93 (448 sentences) and DEC94 (445 sentences) con-
tain the annotation in the semantic frame format. This representation has the
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same semantic expressive ability as the aforementioned semantic tree represen-
tation (Section 3). Each sentence is labeled with a goal name and slot names
with associated content.

The corpus does not contain any fixed training set. Originally in [2], 4978 ut-
terances were selected from the context independent training data in the ATIS2
and ATIS3 corpora and abstract semantics for each training utterance were de-
rived semi-automatically from the SQL queries provided in ATIS3.

At this point we have to thank Y. He for sharing their data. It allowed us to
test our system on the same testing data that uses their state-of-the-art system
for semantic analysis. However, deep exploration revealed that the training data
are specially tailored for the HVS model. The data were in the form of HVS
model stacks and the conversion from stacks to proper trees was ambiguous and
difficult. However, we still were able to use the test data (the test data are stored
in the semantic frame format) and the plain sentences from the training data.

Instead of trying to convert the training data from HVS stacks or obtaining
the original SQL queries and converting them we decided to annotate a part
of the ATIS corpus using the abstract semantic annotation (see section 3). Us-
ing the methodology described in [13] we have initially created an annotation
scheme1 from the test data. In the first step, 100 sentences from ATIS2 train
set were manually annotated. Thereafter the system was trained using this data.
Another set of sentences was automatically annotated and then hand-corrected
(this incremental methodology of annotation is called bootstrapping). In total,
we annotated 1400 random sentences from both ATIS2 and ATIS3 training set.

5 System Description

The system consists of three main blocks (see Figure 2). The preprocessing phase
prepares the system for semantic analysis. It involves sentence normalization,
tokenization and morphological processing. The lexical class analysis is explained
in Section 5.1 and the probabilistic parsing is explained in Section 5.2.

5.1 Lexical Class Identification

The lexical class identification is the first phase of the semantic analysis. During
this phase the lexical classes (see Section 3) are being found in the input sentence.

The lexical class identification consists of two stages. First, several dedicated
parsers are run in parallel. During this stage a set of lexical classes are found.
In the second stage the lexical classes are stored in a lattice. Then the lattice
is converted into possible sequences of lexical classes. Only the sequences that
contain no overlapping classes are created.

During the first step the lexical classes are being found as individual units.
We found in our data two groups of lexical classes:
1 An annotation scheme is a hierarchical structure (a tree) that defines a dominance

relationship among concepts, themes and lexical classes. It says which concepts can
be associated with which super-concepts, which lexical classes belong to which con-
cepts and so on. More in [13].
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Fig. 2. The structure of our semantic analysis system

1. Proper names, multi-word expressions, enumerations.
2. Structures (date, time, postal addresses, ...).

To analyze the first group we created a database of proper names and enu-
merations (cities, names of stations, types of means of transport etc). Since a
lexical class can consist of more than one word it is necessary to look for multiple
word expressions (MWEs). To solve the search problem effectively a specialized
searching algorithm was developed.

The main ideas of the searching algorithm are organizing the lexical classes in
the trie structure [12] and using parallel searching. The algorithm ensures that
all lexical classes (possibly consisting of more words) are found during one pass
with a linear complexity O(n) (where n is the number of letters of the sentence).
The algorithm is explained in [11] in details.

For the analysis of complicated phrases, such as dates, numbers, time, etc.,
the LINGVOParser [9] was developed. It is an implementation of a context-free
grammar parser. The parser has some features suitable for semantic analysis.
It uses the so-called active tags. Active tags contain processing instructions for
extracting semantic information (for more information see [9]).

Another feature of the LINGVOParser is the one we call partial parsing. Turn-
ing the partial parsing on causes the parser to scan the input sentence and build
the partial parse trees wherever possible (a standard parser usually requires to
parse the whole input from the start to the end). Partial trees do not need to
cover whole sentences and they are used to localize the lexical classes described
by a grammar.

During the second stage the lexical classes found in the first stage are put into
a lattice. Then the lattice is walked through and the sequences of lexical classes
that do not overlap are created. The result of the algorithm is the sequences
of lexical classes. The algorithm uses the dynamic programming to build the
sequences effectively.
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The active tags used in the LINGVOParser allow the system to formalize the
content of lexical classes. By formalizing we mean for example the transformation
of date time information into one unified format. We can also transform spoken
number into their written forms etc. This step is crucial for practical applications
where it is required to express the same type of information in the same way [11].

5.2 Semantic Parsing

In the previous section the process of finding lexical classes was described. In
this section we will presume that the lexical classes are known and the semantic
tree is being built. The structure of the tree is shown in Figure 1. The task of
the parsers described here is to create the same trees as in the training data.

Stochastic Parser. The parser works in two modes: training and analysis.
The training phase requires annotated training data (see Section 4). During the
training the annotation trees are transformed to context free grammar rules in
the following way. Every node is transformed to one rule. The node name makes
the left side of the rule and the children of the node make the right side of
the rule (for example see node “Place” in Figure 1, this node is transformed
into the rule Place -> City). In this way all the nodes of the annotation tree
are processed and transformed into grammar rules. Naturally, identical rules are
created during this process. The rules are counted and conditional probabilities
of rule transcriptions are estimated:

P (N → α|N) =
Count(N → α)
∑
γ Count(N → γ) , (1)

where N is a nonterminal, α and γ are strings of terminal and nonterminal
symbols.

The analysis phase is in no way different from standard stochastic context-free
parsing. The sentence is passed to the parsing algorithm. The stochastic variant
of the active chart parsing algorithm (see e.g. [7]) is used. The lexical classes
identified in the sentence are treated as terminal symbols. The words that are
not members of any lexical class are ignored. The result of parsing – the parse
tree – is directly in the form of the result tree we need.

During parsing the probability of the so far created tree P (T ) is computed by:

P (T ) = P (N → A1A2...Ak|N)
∏

i

P (Ti) , (2)

where N is the top nonterminal of the subtree T , Ai are the terminals or non-
terminals to which the N is being transcribed and Ti is the subtree having the
Ai nonterminal on the top.

When the parsing is finished a probability is assigned to all resulting parse
trees. The probability is then weighted by the prior probability of the theme and
the maximum probability is chosen as the result:
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T̂ = arg max
i
P (Si)P (Ti) , (3)

where T̂ is the most likely parse tree and P (Si) is the probability of the starting
symbol of the parse tree Ti.

Context Parser. The context parser looks at other words of the sentence rather
than looking at lexical classes only. For this purpose it was necessary to extend
both the training algorithm and the analysis algorithm.

The training phase shares the same steps with the training of the previous
parser in Section 5.2. The node is thus transformed into the grammar rule and the
frequency of the rule occurrence is counted. However, instead of going to the next
node, the context of the node is examined. Every node that is not a leaf has a sub-
tree beneath. The subtree spans across some terminals. The context of the node
is defined as the words before and after the span of the subtree. During training
the frequency of the context and a nonterminal (Count(word, nonterminal)) are
counted. The probability of a context given a nonterminal is computed via MLE
as follows:

P (w|N) = Count(w,N) + λ
∑
iCount(wi, N) + λV

, (4)

where λ is the smoothing constant, V is the estimate of the vocabulary size, w
is the actual context word and wi are all the context words of nonterminal N .

Additionally, to improve the estimate of the prior probability of the theme
(the root node of the annotation) we add words to the estimate as well:

P (w|S) = Count(w, S) + κ
∑
i Count(wi, S) + κV

, (5)

where κ is the smoothing constant, wi are the words of the sentence and S
is the theme of the sentence (the theme constitutes the starting symbol after
annotation tree transformation).

The analysis algorithm is the same as in the previous parser but the proba-
bility from formula 2 is reformulated to consider the context:

P (T ) =
∑

i

P (wi|N)P (N → A1A2...Ak|N)
∏

j

P (Tj) . (6)

Then the best parse is selected using context sensitive prior probability:

P (T̂ ) = arg max
i
P (Si)

∏

j

(P (wj |S)P (Ti) , (7)

where Si is the starting symbol of the parse tree Ti and wj are the words of the
analyzed sentence.

Modifications for Morphologically Rich Languages. We tried to further
improve the performance of parsing algorithms by incorporating features that
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consider the specific properties of the Czech language. The Czech language is a
morphologically rich language [8] and it has also a more flexible word order than
for example English or German. To deal with specific properties of the Czech
language lemmatization and ignoring word order features were incorporated to
the Context Parser.

6 Performance Tests

6.1 Results on the LINGVOSemantics Corpus

Figure 3 shows the results for the LINGVOSemantics corpus (Section 4.1). The
figure shows performance of the base line parser (Stochastic Parser – section
5.2), the novel parser (Context Parser – section 5.2) and the modifications of the
Context Parser (section 5.2).

The results are measured in the accuracy and f-measure metrics. Both the
metrics use the slot-value pairs for computation. The slot is the name of a slot
and its path in the slot hierarchy and the value is the value of the slot. Accuracy
and F-measure are standard metrics for multiple outputs (one semantic tree or
semantic frame consists of more slot-value pairs) and the formulas are defined
in [2]. We use the same metrics as in [2] for sake of mutual comparison of our
results and the results in [2].
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Fig. 3. Results of Semantic Parsers. SP = Stochastic Parser, CP = Context Parser,
C+L = Context + Lemma, C+O = Context + word Order. Confidence intervals are
computed at confidence level: α = 95%.

6.2 Results on the ATIS Corpus

The adaptation of the system to the ATIS corpus consisted of two steps. First, an
appropriate English context-free grammar covering the date, time and numbers
was created for the LINGVOParser (see section 5.1). Aditionally, the multiword
expression identificator was re-trained using the data from ATIS *.tab files that
contain cities, airports, etc. Second, the semantic parser was trained using the
training set described in section 4.2.

Figure 4 shows the results on the ATIS corpus depending on training data
size. The training sentences were chosen randomly, ten times from each set. The
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Fig. 4. System performance on the ATIS corpus with various amount of training data.
Confidence intervals are computed at confidence level: α = 95%.

best result achieved on 1400 training sentences was 85.76%. When compared
to [2] (89.28%) or [15] (91.11%), we must consider that in [2] and in [15] their
systems were trained on a larger training set (4978 utterances). The reasons that
we used a smaller set are explained in section 4.2.

However, we have discovered a significant amount of inconsistencies in the
ATIS test set. It contains ambiguities in semantic representation (e.g. two same
slots for one sentence), multiple goals, or interpreted data in slots (e.g. airport
names which do not appear in the sentence at all).2 Thus, we think that the
performance testing on this corpus is affected by the testing set inconsistency
and the objectivity of the evaluation is compromised.

7 Conclusions

This article described the hybrid semantic parsing approach. The tests performed
on ATIS data show that we almost reached the performance of the state-of-the-
art system on a reduced training data set. It is probable that by fine-tuning
the system and by annotating the full training set, the system could be capable
of reaching the state-of-the-art performance. We, however, consider the results
sufficient to prove that the hybrid approach with the context parser is worth of
further development.

To compare our system with a very similar system (described in [15]) it can
be concluded that a significant progress was made in two areas. Firstly, the
2 The examples are shown at http://liks.fav.zcu.cz/mediawiki/

index.php/Interspeech_2010_Paper_Attachment
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annotation methodology was improved. It is is now faster and more fault-proof.
Secondly, our system is prepared to be used in practical applications by using
data formalization. In [15] the lexical classes are automatically learned without
the possibility of data formalization. We however use a hybrid approach where
the data formalization is used. In the near future we are going to publish papers
on the results achieved under real conditions.

Acknowledgements. This work was supported by grant no. 2C06009 Cot-
Sewing. We would like to thank Mrs. Yulan He for sharing the ATIS semantic
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Abstract. Millions of dollars turnover is generated every day on popu-

lar ecommerce web sites. In China, more than 30 billion dollars transac-

tions were generated from online C2C market in 2009. With the booming

of this market, predicting click probability for search results is crucial

for user experience, as well as conversion probability. The objective of

this paper is to propose a click prediction framework for product search

on C2C web sites. Click prediction is deeply researched for sponsored

search, however, few studies were reported referred to the domain of

online product search. We validate the performance of state-of-the-art

techniques used in sponsored search for predicting click probability on

C2C web sites. Besides, significant features are developed based on the

characteristics of product search and a combined model is trained. Plenty

of experiments are performed and the results demonstrate that the com-

bined model improves both precision and recall significantly.

Keywords: Click Prediction, Logistic Regression, Ecommerce, C2C.

1 Introduction

The past decade is an exponentially increasing period for online ecommerce
business. China, as one of the fastest growing markets in the world, generated
30 billion dollars trade volume from online C2C web sites in 2009. More than
200 million registered users attract more than 200,000 sellers set up online-
store on popular C2C web sites every month. With the booming of products in
the database, each search might result in thousands of items matching user’s
query. While more and more products can be selected in front of the users, it
is increasingly hard for products search engine to rank the item list and predict
correct item for buyer to click and go deeper after that action. We summarize
that the problem of predicting the click probability on search results is crucial
for product search based on three fold motivations:

– Click probability can be used as an important score to rank the list of search
results. As the cascade model illustrated in [1], the higher position the item
with more click probability is ranked with, the less energy will be cost for
user to make click decision, which in turn improves user experience.

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 387–398, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



388 X. Wang et al.

– Simply, the conversion probability can be defined as:

P (purchase|item) = P (purchase|click) · P (click|item) . (1)

So if item with more click probability can be selected in to the result page, a
bargain will be concluded more possibly, which in turn increase the revenue
of the company. Of course this point might be debatable as C2C web sites
should also consider the fairness of presenting items on search result page.

– The click prediction information can be leveraged in both browsing and
searching advertisements.

Therefore, in this paper, we address the problem of predicting the click probabil-
ity on items for online C2C web sites. One of the most straightforward methods
is to predict click probability from historical CTR(click through rate), however,
this historical information is unavailable for new items published. Moreover,
historical information is sometimes biased while product popularity changing
frequently with time passed.

Click prediction has been deeply researched in domain of sponsored search
recently. [2,3,4,5] proposed state-of-the-art methodologies which can be referred
as possible solutions. We build a model with features extracted from the log of
a C2C web site as proposed in these papers and validate the performance of the
model on search results of C2C web site. The evaluation results prove that the
techniques used in sponsored search also work in C2C product search. However,
we conclude the characteristics of online C2C web site differentiate from web
search engine site as follows:

– Unlike users of web search engine with definite goals to populate queries,
more than half of online buyers are surfing on the C2C web sites without
any definite searching objective. Buyers can even make a search without any
query terms by clicking links while browsing the web pages.

– With complicated search patterns provided by C2C web sites, online buyers
have more control on the result page. As shown in Fig. 1, most C2C web
sites allow buyers to select sort type for result list, including price ascending,
price descending, credit ascending, etc. Also, buyers can add various filters
for the retrieval process, such as price range, item location and so on.

– As shown in Fig. 1, the result page of C2C web site is more delicate than
web search result page. With item picture, price, rank of seller credit, ship-
ping rate and other item related information being presented on the search
result page, buyers can compare items comprehensively before a click action
delivered.

Based on above points, a novel model more suitable for product search can be
built. We explore a significant set of features based on the characteristics of C2C
web sites as described above and combine them to the original model. A large
data corpus is collected from a real online C2C web site, and plenty of experi-
ments are performed. The results demonstrate that significant improvements are
obtained after the C2C site-based features is combined to the model. To analyze



Click Prediction for Product Search on C2C Web Sites 389

Fig. 1. Search result page in C2C web site

the features more deeply, we group them into four different dimensions: search,
buyer, seller and item. Models trained with features of each group are tested to
clarify the difference of contribution of each feature group. We also test models
trained with each single feature and present the top 5 models to demonstrate
the most important features. Finally, an interesting discussion is presented on
the problem of unbalanced class distribution encountered in our research. The
rest of this paper is organized as follow. Section 2 provides a brief description
of related work. The detail of our methodology is presented in Section 3. We
address the data set, evaluation metrics and experiments in Section 4. Finally,
conclusion and future work is discussed in Section 5.

2 Related Work

Predicting the probability that a user click on an advertisement is crucial for
sponsored search because the probability can be used to improve ranking, filter-
ing, placement, and pricing of ads. Thus click prediction problem in domain of
sponsored search is deeply researched recently years. Moira et al. proved differ-
ent terms have different potential of receiving a sponsored click and estimated
click probability based on term level CTR [2]. CTR of clusters of related terms
were also used for less frequent or novel terms. Besides term level information,
Matthew et al. explored various features related to ads, including the page the
ad points to, and statistics of related ads and built a model to predict the click
probability for new ads [3]. Different from user-independent models in previ-
ous work, Cheng et al. developed user-specific and demographic-based features
and built a user-dependent model to predict click probability [4]. The topic of
predicting click probability for advertisements is very similar to the problem ad-
dressed in this paper, however, as we discussed in Section 1, the characteristics
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of product search make this task more complicated. So valuable features can be
developed based on these specialties.

As people search the web, certain of their actions are logged by a search engine.
Click logs are representative resources to extract patterns of user behavior. Xue
et al. incorporated user behavior information to optimize web search ranking
[6,7]. In [1], Nick et al. discussed the click bias caused by document position in
the results page and modeled how probability of click depends on position. We
adopted his proposal and adjust the bias for CTR related features. [8] developed
explicit hypothesis on user browsing behavior and derived a family of models to
explain search engine click data. [9] generalized approach to model user behavior
beyond click-through for predicting web search result preferences.

To the best of our knowledge, not much research has been studied focusing on
domain of product search in online C2C web sites. And this task becomes more
and more crucial with the booming of the business. Based on characteristics of
C2C web sites, Wu et al. developed similar features as our work to predict con-
version probability [10]. Though both this paper and [10] focus on online ecom-
merce business, the problems to be solved are completely different. Moreover, the
models are different because of the different formulations of problems. Wu al et.
formulated their problem as P (purchase|item) which is independent of query,
search and buyer, while our formulation is P (click|query, search, buyer, item)
that is related to query, search and buyer contrarily.

3 Click Prediction

The framework of our click prediction system is straightforward, though the
process for user to make click decision is complicated. As shown in Fig. 2, a
set of items is selected by product search engine according to the query user
submitted. The complicated process of item retrieval is out of the scope of this
paper. Here we assume the input of our system is a set of query-item pairs with
features extracted from log data. Click probability is estimated by the model
trained during offline phase. Finally, this score can be used in ranking, filtering
or advertisement matching components.

3.1 Logistic Regression Model

We formulate click prediction as a supervised learning problem. To classify a
query-item pair into CLICK/NON-CLICK class, logistic regression model is

Fig. 2. System Framework
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utilized for this task. It is a generalized linear model used for binomial regression,
which makes it perfectly suitable for this problem. In statistics, logistic regression
is used for predicting the probability of occurrence of an event by fitting data to
a logit function logistic curve [11]. The simple logistic model has the form:

logit(Y ) = log
p

1 − p
= β0 +

n∑
i=0

βi · Xi . (2)

where p is the probability of occurrence of an event Y and X1, X2, ..., Xn are
the independent variables(predictors); β0 is called the intercept and βi is called
regression coefficients of xi. Maximum likelihood method is used to learn the
intercept and regression coefficients. Applied the antilog on both sides, we can
transform the predictor values into probability:

p = P (Y |X = X1, X2, ..., Xn) =
eβ0+

∑n
i=1 βi·Xi

1 + eβ0+
∑

n
i=1 βi·Xi

. (3)

where each of the regression coefficients βi represent the contribution of cor-
responding predictor value Xi. So a positive regression coefficient βi means
larger(or smaller) Xi is associated with larger(or smaller) logit of Y, which in
turn increases(or decreases) the probability of the outcome.

With the regression model, we can formulate our click prediction model as:

P (click|query, item) =
exp (w · f)

1 + exp (w · f )
. (4)

where f represents the feature vector extracted from the query-item pair, while
w is the corresponding regression coefficient vector.

3.2 Features

Previous work proposed a large scope of features used for building click predic-
tion model in sponsored search. Besides of that, we analyze the characteristics
of product search as well as user behavior and develop a significant set of online
C2C web site-based features. To make it more clear and systematic, we group
the features into four dimensions as: search, buyer, item and seller, which are
corresponding different roles of product search on C2C web sites. In Section 4,
we compare the different models built with features of each dimension. To make
a clear distinction for C2C site-specified features from features that are widely
used in sponsored search, we mark the C2C site-specified features with underline
in the rest of section.

3.2.1 Search Features
Unlike web search engine, besides text query submitted to search engine, users
are allowed to define complicate search patterns. We group this kind of features
into search features to represent user behavior information.
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Sort Type. To compare items more intuitively, most C2C web sites allow users
to select sort pattern for result list. We believe the sort pattern user selected
can reflect the status of the user when submitting the query. Our statistic
data indicates different CTR is obtained according to different sort type
selected. Nominal values including price ascending, price descending, time
left and seller credit are extracted for each query-item pair.

Search Filter. Abundant types of filters are provided in C2C web sites.
– Category, user can indicate of which category items should be returned.
– Price interval, user can define the price range to filter items.
– Sale type, when an item is published to online store, the seller needs to

decide that the item is sold with auction style or fixed price style.
View Type. Users can choose presentation form for the result list: list means

put the items into a list style; grid makes the items presented in a matrix
style with enlarged picture on each position.

Query. The complication degree of query reflects the clarity of purchasing inten-
tion for buyers. We extract query term count, unique term count separately
to represent this info. Besides of that, we also extract historical CTR on each
term to represent the click potential of specific term buyer submitted :

CTRt =

∑
q,t∈q c(q)∑

q,t∈q pv(q)
. (5)

where q is query that contains term t, while c(q) and pv(q) represent the
click count and page view count received from the query respectively.

3.2.2 Item Features
While search features determine to a certain degree of click potential of the
search, item features impact a certain extent that which item is more possibly
for user to click.

Price. One of the most significant factors impacts a user to perform a click is
the price of item. Under the same condition of other aspects, user apparently
will choose the cheapest one among the items list. We calculate mean price
of item list for the query. And for each item, the deviation from mean price
is calculated. Certainly the shipping rate of item is an important factor,
especially for those relatively cheap items. So same method is applied for
shipping rate.

Category CTR. For C2C web sites, one of the most important differences
from web search engine is that all the items or documents are labeled with
product category by sellers. CTR on category reflects click potential of items
that belong to this category. As category can be very sparse, according to
EBay, 30,000 leaf categories are maintained on US site, we extract CTR of
root category for each item:

CTR(rc) =

∑
j∈rc c(j)∑

j∈rc pv(j)
. (6)

where rc is root category, and each j is item whose root category is rc.
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Explicit Matching. Features representing the degree of apparent matching
of each query-item pair are also extracted. This kind of features represent
presentational relevance of query-item pair on the result page.
– Text similarity, cosine similarity is calculated between item title and

query to represent lexical match
– Location match, though not all of users apply location filter for their

queries, items in the same location as the user are preferred.

3.2.3 Buyer Features
As illustrated in [4], personalized model performs effectively in sponsored search
for predicting click probability. We refer this proposal and extract both demo-
graphic and user-specific features for each buyer.

Demographic. Gender, age and location of the buyer are extracted as nominal
values.

Buyer CTR. Click-through rate of the buyer is calculated for a period of one
week.

Purchase Count. Times of the buyer purchased product on the site success-
fully.

Buyer Credit Rank. Some C2C web sites provide mechanism to rank credit or
reputation for buyers and sellers through their transaction feedback logs. The
rank is determined by a score which is calculated by both count of positive
feedbacks and negative feedbacks from historical transaction records.

3.2.4 Seller Features
We develop seller related features for mainly two fold reasons: firstly, the in-
formation of seller reflects the devotion of the seller to the online store, which
can implicitly impact the attractiveness of his items on the result list; secondly,
buyers are concerned for the reputation or credit of sellers.

Demographic. Gender, age and location of the seller are extracted as nominal
values

Seller CTR. Click-through rate of the seller is calculated for a period of a
week.

Product Count. Reflecting the business scale of the seller. Professional online
sellers always possess of large number of items.

Seller Credit Rank. As described in Buyer features.
Attractiveness Degree. Popular C2C web sites provide the functionality of

’Save the store to favorite’ or ’Watch the item’. The number of being stored
up reflects the attention of buyers paid to this seller.

3.3 Emendation on Position Biased CTR

Various CTRs are extracted in previous section. However, as proved in [1], posi-
tion bias also exists in buyers’ click actions. The probability of click is influenced
by the position of the item presented in the result list. Buyers prefer to click
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items ranked on the top of the result list. We use a position-normalized statistic
known as clicks over expected clicks (COEC) to take account for this position
bias for all features CTR related[4].

COEC =

∑R
pos=1 c(pos)∑R

pos=1 pv(pos) · CTRavg(pos)
. (7)

where the numerator is the number of clicks performed on each position pos;
the denominator is expected clicks that would be received averagely after being
presented pv(pos) times at pos, and CTRavg(pos) is the average click-through
rate for pos in the result page.

4 Experiments

We implemented the click prediction system as described in previous section.
A large data corpus was collected from a real popular C2C web site. Plenty of
experiments were performed to evaluate our methodology. In this section, we
first give a brief description on our data set. Then the evaluation metrics are
introduced. Finally, we present evaluation results of experiments performed on
different aspects.

4.1 Data Set

The training and test data used in our experiments were sampled from a real
popular C2C web site within a period of a week. Each sample is a query-item
pair labeled with click or non-click which was extracted from the click log of
this web site. We removed the records of users who searched or clicked more
than 300 times a day to clear robot’s data or spam data. In the other hand,
records of users with less than 5 actions a day were also removed as this kind
of data contains little statistical information and can be treated as noise. After
that, 235,007 page views were randomly collected, with 130,865 clicked items
and 9,504,443 non-clicked items.

As most other C2C web sites, more items are presented on each result page
than web search engine, which makes the problem of unbalanced class distribu-
tion more critical. Less than 1.5% items were labeled as clicked in this corpus.
Unbalanced data is a common problem in machine learning. If we build the model
in the usual way, the model would get more than 98% accuracy by predicting
all the items as non-click under the aim to minimize error rate. Our approach to
adjust the modeling is to down sample the non-clicked samples to even up the
classes. While tuning the proportion of clicked samples, the important thing to
consider is the cost of mis-classification, which is the cost of incorrectly classi-
fying a click sample as non-click, vice versa. We leave it to marketing strategy
as the business consideration is out of scope of this paper. An experiment was
performed on evaluating the performance changing with the growth of positive
examples proportion in the training data set and a brief discussion is presented
in Section 4.5.
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4.2 Evaluation Metrics

As a binary classification problem, we defined clicked and non-click item as pos-
itive example and negative example respectively. So TP rate, FP rate, Precision,
Recall and F-Measure score were referred as evaluation metrics. The TP(True
Positive) rate is the proportion of examples which are classified as class x, among
all examples which truly have class x. The FP(False Positive) is the proportion
of examples which are classified as x, but belong to a different class, among all
examples which are not of class x. F-Measure score is defined as:

F − Measure =
2 · Precision · Recall

Precision + Recall
. (8)

Effectiveness on both positive and negative class are interested and correspond-
ing results are provided in the rest of this section. All evaluation results presented
below were obtained through 10-fold cross validation.

4.3 Performance Evaluation

Features proposed and used for sponsored search described in Section 3.2(without
underline marked) were extracted to build a model as baseline which we referred
as Web in the rest of this paper. The C2C site-based features(marked with un-
derline) were combined to the Web model, which is referred as C2C model.
With 50% positive examples sampled in the training data set, 10-fold cross val-
idation was performed on both of the two models. The performance evaluation
are presented in Table 1.

Table 1. Evaluation

TP rate FP rate Precision Recall F-Measure

C2C Web C2C Web C2C Web C2C Web C2C Web

Click 0.546 0.533 0.329 0.401 0.624 0.571 0.546 0.533 0.582 0.551

Non-Click 0.671 0.599 0.454 0.467 0.597 0.562 0.671 0.599 0.632 0.580

From Table 1, it turns out that state-of-the-art techniques used in sponsored
search are also suitable for predicting the click probability for product search on
C2C web site. Precision for Click and Non-Click is promising while the recall of
Click class is a little poor. After the combination of C2C site-based features, the
performance got improved significantly on all of the evaluation metrics. Precision
and recall for Click is improved by 9.3% and 2.4% respectively; for Non-Click,
6.2% and 12.0% improvements are obtained for precision and recall separately.
The results definitely prove the effectiveness of C2C site-specific features in click
prediction problem.
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Fig. 3. Feature group comparison

4.4 Feature Analysis

According to different roles of product search, we grouped features into four
different dimensions: search, item, buyer, seller. To analyze the contribution of
each dimension, we trained different models based on each group features. The
comparison is presented in Fig. 3.

From the figure, we can conclude that features related to items and sellers con-
tribute most to the combined model. For commercial search, user-based model
did not work as effective as in sponsored search. However, it is not out of our ex-
pectation. For sponsored search, the goal of user to search on web search engine
is to find relevant information related to the query rather than browsing adver-
tisements. The habits, age, gender and other user-specific features certainly will
impact the click through rate for advertisements presented [4]. Contrarily, for
product search, users are focusing on comparing items and sellers. Though with
different demographic info or personal characteristics, the criterion of evaluating
an item is relative common: better price, trustworthy seller, attractive descrip-
tion and so on. So the contribution of user-specific features got weakened while
the influence of item-related features got enhanced. Also, from the figure, we
validated our claim that search styles reflecting status of the user impact click
actions.

Besides analysis on feature groups, we also evaluated models trained with
each feature separately to rank the importance of each single feature. The top
5 important features are Seller CTR, Sort Type, Item Left Time, Root Category
CTR, Seller Credit. Out of our expectation, features related to price and explicit
matching did not show its effectiveness as we supposed.

4.5 Unbalance Data Re-sample

As we discussed in Section 4.1, the proportion of positive examples impacts per-
formance of the prediction for both positive and negative classification. Though
we do not expect to make decision of what is the best cut-off point, we still ana-
lyzed the change of performance according to the re-sample emendation process.
In Fig. 4, with increasing of positive example ratio, the prediction on positive
instances becomes more accurate while the performance of negative classification
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Fig. 4. Unbalanced data re-sample. Horizontal axis represents the proportion of posi-

tive examples in the training data set.

decreases as expected. We believe the scope of 45% to 55% for the proportion of
Click examples is a reasonable range for an online prediction system.

5 Conclusion and Future Work

In this paper, we proposed a click prediction modeling solution for product
search based on the characteristics of online C2C web sites. Both C2C-based
features and state-of-the-art features used in sponsored search are developed
and regression model is utilized with the feature set. To summarize, we conclude
the contribution of this paper as follows:

– We present a novel problem in domain of product search. To the best of our
knowledge, few studies were reported on this domain.

– We validate the feasibility of transforming techniques used in sponsored
search to the domain of product search.

– Significant features based on characteristics of C2C web sites are developed
and experiments prove promising improvements are obtained from the com-
bined model.

– Our methodology for predicting click probability is general and extensible
for applying to other C2C web sites

However, as a started up problem in this domain, more potential data can be
mined in this task in the future. For example, buyers are more easily attracted
by distinctive item with delicate picture or description containing plenty of ad-
jective words. There is a trend that C2C web sites import B2C stores in their
business which might impact the search style and user behavior. And an interest-
ing problem is how to adjust ratio of positive examples under the consideration
of business factors.
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Abstract. This paper proposed a methodology for finding the poten-

tial research collaborators based on structural approach underlying co-

authorship network and semantic approach extends from author-topic

model. We proposed the valuable features for identifying the closeness

between researchers in co-authorship network. We also proved that using

the combination between structural approach and semantic approach is

work well. Our methodology able to suggest the researchers who appear

within the four degrees of separation from the specific researcher who

have never collaborated together in the past periods. The experimental

results are discussed in the various aspects, for instance, top-n retrieved

researchers and researcher’s community. The results show that our pro-

posed idea is the applicable method used for collaborator suggestion

task.

Keywords: co-authorship network, author-topic model, graph mining,

digital library, research collaboration, social network analysis,

information retrieval.

1 Introduction

When a researcher would like to start a work in a new research topic, a problem
usually encountered by the researcher is who I should collaborate with. Searching
the potential collaborators is arduous because most academic search engines
obtain the outcomes only in forms of document search rather than people search.
The effective measures should be designed for ranking the potential collaborators
for a given researcher.

In our definition, the potential collaborators for the specific researcher are not
necessary the most well-known or familiar researchers, but the most research
similarity and reachability.

From a collection of published papers, we can visualize the relationship among
researchers by using the collaboration network called co-authorship network
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where nodes represent authors and edges represent collaboration between au-
thors. If we get node X as a given researcher, the rest of nodes in graph are the
candidates who can be selected as the potential collaborators for node X.

However, the graph structure is often very sparse and visiting every nodes in a
large graph must be exhaustive. To reduce the time complexity, it is reasonable
to consider a smaller graph by limiting the number of hops from the given node.
Interestingly, Liu et al. [1] and Sharma and Urs [2] found the average distance
of co-author in digital library conferences (DL) is 3.6 and 3.5 respectively. Thus,
the candidates researchers in our experiment will be limited to four degrees of
separation with respect to the given researcher.

In this paper, we proposed an effective measure used for ranking the most
potential collaborators from the set of candidates based on structure of co-
authorship graph called structure approach. Furthermore, the classic author-
topic model [3] based on the contents of papers will be considered for calculating
the knowledge similarity between a pair of researchers called semantic approach.
Finally, both approaches will be combined to a hybrid approach.

This paper is organized as follows. Section 2 briefly mentions the related
works. In section 3, our methodology is being discussed. Section 4 describes the
experiments and results. Finally, section 5 conclude the paper.

2 Background and Related Work

Nowadays, almost researches in academic collaboration domain focus on brows-
ing and searching based on the analyzed statistical information from network
structure. In digital libraries, many approaches have been proposed to provide
useful tools to researchers, e.g., citation recommendation [4], paper recommen-
dation [5]. A few researches concentrate on mining and prediction tasks [6],
[7], especially collaborator suggestion.

The similar views to ours is reported in [7], [8] proposed the link predictor
based on both structure approach and semantic approach. Wohlfarth and Ichise
[7] transformed the problem to finding collaborators in a link prediction problem.
They combined the structural attributes from the co-authorship network with
non-structural attributes from research titles and meeting place of researchers
for predicting the new collaborations. This methods do not make any significant
use of node properties and rely on link information. Then, Sachan and Ichise
[8] utilized node properties such as abstract information, community alignment
and network density to improve the predictor of [7]. By counting the number
of words in common between all the abstracts of the previous research papers,
they can introduce a new feature based on the semantics of the research besides
the network structure.

Our more related research was proposed in DBconnect system [9]. The list
of recommended collaborators could be selected based on the relation from top-
ics without co-authorship. On the other hand, the list of related researchers is
obtained from relationships derived from co-authorships and conferences. This
paper used the number of publications for representing the weights of edges in
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their designed graph. There is some overlap between the list of related researchers
and the list of recommended collaborators calculated from the different features.
Unfortunately, the time evaluation was ignored and the efficiency of method was
not evaluated in this paper.

Steyvers et al. [3] introduced a probabilistic algorithm, called author-topic
model, to automatically extract information of authors, topics, and documents.
This model was utilized by Ichise et al. [10] for research area mapping system
which could interactively explore a research area to obtain knowledge for research
trends. Moreover, Hassan and Ichise [11] extended idea of the classic author-
topic model to classify more authors in a given research domain by introducing
a distance matrix.

The objective of our work is to find the list of potential collaborators similar
to the work in [9]. The co-authorships and the relation from topics will be
combined together in ours. Not only the number of publications but also other
features will be proposed for calculating the weight of edge in co-authorship
graph. Moreover, author-topic model will be utilized for calculating the research
knowledge similarity between authors.

3 Proposed Methodology

3.1 Approach

In order to find the potential collaborators in four degrees of separation from
a given researcher, we propose a new methodology based on structure and se-
mantic approaches. Our methodology mainly consist of four parts. Firstly, for
a given researcher, we retrieve his neighbor researchers within four degrees of
separation. Next, a new model which is a kind of structure approach based on
co-authorship network for measuring the closeness between the given researcher
and his neighbors is introduced. We obtain the probability distributions over
topics of each author from the classic author-topic model for calculating the re-
search knowledge similarity between the given researcher and his neighbors. This
part is called semantic approach. Finally, the structure approach and semantic
approach are combined as a hybrid approach. Our hypothesis is that the results
from hybrid approach should be better than the results from either structure
approach or semantic approach. The overview of our proposed methodology is
shown in Fig.1 and four methods are considered as follows.

3.2 Neighbors in Four Degrees of Separation

From a collection of published papers, we construct the co-authorship graph
where nodes represent authors and edges represent collaboration between au-
thors. Starting from a given author (node), we use depth-first search (DFS)
algorithm for traversing the graph and retrieving the neighbor nodes within four
degrees of separation.

A potential collaborator in the future may be someone used to collaborate
in the past period or may be someone has never collaborated before. Then, the
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Fig. 1. Overview of the proposed methodology

retrieved neighbors can be divided in two communities, i.e., friend community
and non-friend community. The friend community refer to the set of adjacency
nodes which located in one degree of separation from the given node. In other
word, the researchers in this set are co-authors who have written at least one
paper with the given researchers. Inversely, the non-friend community refer to
the set of nodes which located between two and four degrees of separation from
the given node. The researchers in this set have never collaborated with the
given researcher.

Let V = {v1, v2, . . . , vn} be a set of authors and vi is a given researcher.
The definition of neighbors, friend community, and non-friend community can
be defined as follows.
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Definition 1: Neighbors. Neighbors denoted as R(vi) is a set of r authors
who appear within four degrees of separation from vi for r ≤ n, and R(vi) ⊂ V .

Definition 2: Friend Community. Friend community denoted as Q(vi) is a set
of q authors who have collaborated with author vi for q ≤ r, and Q(vi) ⊆ R(vi).

Definition 3: Non-friend Community. Non-friend community denoted as
Q(vi) is a set of p authors who have never collaborated with author vi for
p = r − q, and Q(vi) ⊂ R(vi).

3.3 Structural Closeness Model in Four Degrees of
Separation(SCM4D)

From the existing co-authorship network and the set of neighbors, e.g. vi has
a set of neighbors R(vi), the main question is how to determine the closeness
weight between vi and his neighbors in R(vi). This weight will be represented as
edge label between them. We split this model into two measures based on com-
munity of the neighbors, i.e., structural closeness weight for friend community
and approximated structural closeness weight for non-friend community.

Structural Closeness Weight. We propose the measure for identifying the
weight between a pair of a given researcher vi and his friend in Q(vi) by using
three features:

1. Frequency of co-authorship: authors that frequently co-author should have a
higher closeness between them.

2. Total number of co-authors in paper : the closeness between them should be
weighted more if a paper has small authors.

3. Year of publication: authors that recently co-author should have a higher
closeness.

All features will be comprehensively analyzed for determining the closeness be-
tween a pair of adjacent authors. That is the first two features will be dynamically
considered based on the evolution over time in the last features.

Let P = {p1, p2, . . . , pm} be a set of published papers. Suppose authors vi

and vj co-authored h papers in set Cvi,vj = {pk1 , .., pkh
}, where Cvi,vj ⊆ P .

The structural closeness weight between vi and vj , denoted by Svi,vj , based on
h papers can be defined in the following formula (1).

Svi,vj =
∑

pk∈Cvi,vj

wvi,vj ,pk
. (1)

wvi,vj ,pk
= (zvi,vj ,pk

) × (tvi,vj ,pk
) . (2)

Term zvi,vj ,pk
is calculated from the total number of co-authors on papers. If

a paper has few authors, the closeness between co-authors should be weighted
more. Assume that authors vi and vj are co-authors in paper pk, and f(pk) is the
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number of co-authors of paper pk. The zvi,vj ,pk
between vi and vj on paper pk is

calculated by using formula (3). The maximum value of zvi,vj ,pk
is one when the

paper has two authors. Note that, our experiment filters out all papers having
only one author.

zvi,vj ,pk
=

1
f(pk) − 1

. (3)

Term tvi,vj ,pk
is calculated based on the year of publication. Authors that re-

cently co-author should have a higher closeness. Suppose authors vi and vj co-
author in paper pk published in year α and they expect to collaborate together
in year β, the weight between vi and vj on paper pk is calculated by using for-
mula (4), where ϕ = β−α− 1. The maximum value of tvi,vj ,pk

is one when they
publish a paper in the last year.

tvi,vj ,pk
=

1
2ϕ

. (4)

Approximated Structural Closeness Weight. Due to the neighbors in non-
friend community not having collaborated with the given researcher, the struc-
tural closeness weight between them have to be approximated by using the tran-
sitive property which can be indirectly computed through structural closeness
weight in formula (1).

There could be several interaction paths between the given researcher and
the specific non-friend researcher not directly collaborate but join work through
a number of the other researchers in the network. We propose the measure
for identifying approximated structural closeness weight based on the following
concept.

Let vi is a given researcher, vλ is a non-friend researcher of vi where vλ ∈
Q(vi), vj is a researcher in path l, vi �= vj , and Δl be the number of edges along
path l between vi and vλ, 1 ≤ Δl ≤ 4. Each path consists of a set of edges. The
first edge connects vi with a node on path l but the last edge connects a node
on path l with vλ. For any path l, let δ be the degree of separation from vi to vj ,
1 ≤ δ ≤ 4 and δ ≤ Δl. Prior to finding the value of the approximated structural
closeness weight, the average structural closeness weight of each path l, denoted
by sl must be computed by using formula (5). Suppose the structural closeness
weight Svi,vj is 0.3 and Svj ,vλ

is 0.8 shown in Fig. 2, the approximated structural
closeness weight between vi and vλ (dash line in Fig. 2) can be calculated as

2/

(
1

0.3( 1
21 ) + 1

0.8( 1
22 )

)
.

sl =
Δl

Δl∑
δ=1

1
Svi,vj ( 1

2δ )

. (5)

The factor 1
2δ attenuates the structural closeness weight of a further node vj .

This implies that the further distance vj is from vi, the less structural closeness
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Fig. 2. Example of the relationship between author vi, vj , and vλ

weight of vj is assigned. Suppose there are η possible paths from vi to vλ. Thus,
the approximated structural closeness weight, denoted by S̃vi,vλ

is

S̃vi,vλ
= max(s1, . . . , sη) . (6)

3.4 Author-Topic Model in Four Degrees of Separation (ATM4D)

The classical author-topic model will assign the authors to a likely probability for
only one topic. Although the likely topics between two researchers are different,
it is quite possible that the nature of research might be similar. Fortunately, each
author in V can be represented by a vector of probability distribution of μ topics.
We obtain the relationship among author and topic from classical author-topic
model as the input for our ATM4D. Thus, we utilize the probability distribution
of all topics rather than only likely topic to calculate the research knowledge
similarity between author vi and his r neighbors in R(vi).

Firstly, calculate the distance between author vi and his all neighbors in R(vi).
For each neighbor vj of author vi where vj ∈ R(vi), we compute the distance
between author vi and vj by using Euclidean distance in formula (7). The term
viκ and vjκ are the probability distribution of topic κ for vi and vj , respectively
where κ ∈ μ. If every elements of probability distribution vector for vi and vj is
the same, the distance between them is equal to zero and the similarity is equal
to one.

d(vi, vj) =

√√√√ μ∑
κ=1

(viκ − vjκ)2 . (7)

Since a short distance represents more similarity, we use the distance from for-
mula (7) for calculating the similarity between author vi and his all neighbors in
R(vi). Thus, the research knowledge similarity between a given researcher and
his neighbors are calculated by using formula (8).

Avi,vj =
1

d(vi, vj) + 1
. (8)

3.5 Semantic Structural Closeness Model in Four Degrees of
Separation(SSCM4D)

The SSCM4D is a hybrid model based on SCM4D and ATM4D for calculating the
relevant score. Using either SCM4D or ATM4D may be misled for selecting the
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collaborators since both models focus on the different viewpoints. The SCM4D
concentrates on the graph structure but overlooks the research knowledge of the
researchers. In contrast, ATM4D pays attention to find the most relevant research
knowledge who may be difficult to reach. It is often the case that the researchers
separated by very few links might still not collaborate due to the differences of re-
search topic they do, even though the experience of research work might be the
same. Not only researchers who have written papers together, but also researchers
far apart in the graph might collaborate in the future if they have the similar re-
search experience. Thus, it is reasonable to add ATM4D for making precise deci-
sion. The combination of SCM4D and ATM4D should be designed for finding the
suitable collaborators rather than using only one of them.

There are two measures of SSCM4D depending on community of the neigh-
bors, i.e., formula (9) for friend community and formula (10) for non- friend com-
munity. The first factor in both formulas are normalized weights from SCM4D
and the second are normalized weights from ATM4D. For (10), we adjust the
both factors since we would like to pay more attention to the semantic approach
than structural approach. Thus, the normalized ATM4D will be multiplied by
1.75 for increasing semantic weight, whereas weight from normalized SCM4D is
decreased. Finally, the relevant score between vi and his friend can be obtained
from formula (9) and the relevant score between vi and his non-friend can be
obtained from formula (10).

Hvi,vj =
Svi,vj∑

vj∈Q(vi)
Svi,vj

× Avi,vj∑
vj∈Q(vi)

Avi,vj

. (9)

Hvi,vλ
= 0.25

⎛⎜⎜⎝ S̃vi,vλ∑
vλ∈Q(vi)

S̃vi,vλ

⎞⎟⎟⎠× 1.75

⎛⎜⎝ Avi,vλ∑
vλ∈Q(vi)

Avi,vλ

⎞⎟⎠ . (10)

4 Experiment

4.1 Experimental Data

To implement our ideas, we conducted experiments using real bibliography data.
We obtained freely available data set in excel format from Scopus [12] which is
the largest abstract and citation database. We prepared data for our experiment
by the following methods. Firstly, we defined 14 research domains (topics) in
computer science which observed from the several computer science ranking
websites. Next, we selected the authors who published at least ten papers for
the particular domain. Thus, we obtained about 100 authors per a domain.
These authors are called core authors. Next, we selected the papers which were
published between year 2000 and 2009 written by core authors in each domain.
We split these papers into two partitions, depending on the year of publishing.
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The first part consist of published papers during 2000−2007 and the second part
are published papers during 2008 − 2009. Next, we extracted the core authors
who appeared during both time periods, called active core authors. The papers
without any active core authors were filtered out from the experiment. Finally,
the number of data used in our experiments are shown in Table 1. The set of
unique authors contains the active core authors and their co-authors for selected
papers.

4.2 Experimental Models

From Table 1, we used papers in DB data set for build our designed models
described in Section 3 and papers in test data set for testing the models.

Firstly, we construct the structural closeness model in four degrees of separa-
tion(SCM4D). Each paper in DB data set contains a list of co-authors and year
of published papers for creating a co-authorship graph. We set each active core
author as a given author and retrieved his neighbors in four degrees of separation
along with calculated structural closeness weight, Svi,vj , for friend community
and approximated structural closeness weight, S̃vi,vλ

, for non-friend community
described in Section 3.2 − 3.3. This process was repeated 1, 168 iterations for
discovering all neighbors of 1, 168 active core authors. As results, the built graph
contains 14, 002 nodes of unique authors and 23, 501 edges labeled by Svi,vj .

Next, we obtain a contents of titles, abstract, author keywords, and index
keywords in DB data set for creating author-topic model in four degrees of sep-
aration (ATM4D). For better semantic analysis, we extracted the set of nouns
from this contents by using SharpNLP library [13]. Moreover, Porter Stemming
algorithm [14] was applied for removing the commoner morphological and inflec-
tional endings from nouns. The numbers of keywords were 966, 822 whereas the
unique keywords were 17, 450. These keywords along with set of authors were
entered to the input of classical author-topic model. The output in this step
are the probability distribution over 14 topics for 14, 002 unique authors. We
utilized these outputs for calculating the research knowledge similarity, Avi,vj ,
between 1, 168 active core authors and their neighbors by the steps described in
Section 3.4.

Finally, the SCM4D and ATM4D were combined to SSCM4D by using the
method described in Section 3.5. The output of SSCM4D called relevant score for
friend community, Hvi,vj , and for non-friend community, Hvi,vλ

were calculated
as the results.

Table 1. Statistics of experimental data

DB data set (2000-2007) Test data set (2008-2009)

#Papers 11,661 4,124

#Authors 37,798 14,227

#Unique authors 14,002 7,514

#Active core authors 1,168 1,168

#Unique author pairs 23,501 11,051
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4.3 Evaluation Methods

For a given researcher, we used the relevant score based on SSCM4D for select-
ing the potential collaborators from his neighbors. The neighbors were ranked in
descending order, so the most potential collaborator will be ranked in the first or-
der. We applied several thresholds (TH ) for retrieving the number of neighbors,
i.e., 10, 20, 30, 50, 100. In order to evaluate our methodology, we classified the
11, 051 author pairs in test data, accumulated by the collaboration between active
core author and his actual collaborators, into three groups of researcher. The in-
vestigated output shows 3, 179 collaborators being friend researchers, 2, 943 col-
laborators being non-friend researchers, and 4, 929 collaborators being unknown
researchers. Obviously, about 44% of the new collaboration arise with the new
researcher who have not published any papers in DB data set. Thus, the 6, 122
author pairs will be used for evaluation since the unknown researchers will be
ignored. The research knowledge similarity output from classical author-topic
model without four degrees of separation limitation (ATM all degree in Table
2) and our three proposed models, i.e., ATM4D, SCM4D, SSCM4D, limited in
four degrees of separation were compared by precision/recall measurement in
the next section.

4.4 Experimental Results

Table 2 shows the average of precision/recall from four models where threshold
denoted by TH and true positive denoted by TP. We split the table into three
groups, i.e., friend community, non-friend community, and Neighbors. For each
group, the column ATM all degree and column ATM4D of precision and recall
was calculated based on author-topic model. The difference is the latter column
retrieved only the researchers in four degrees of separation, whereas the former
column has no limitation (retrieved every degree of separation). Obviously, for
neighbors, the precision and recall obtained from ATM4D are higher than the
precision and recall obtained from ATM all degree. Thus, retrieving neighbors
within the scope of four degrees of separation is work well.

Interestingly, if we retrieve all of neighbors in four degrees of separation (no
threshold), the recall for friend community is always 100% whereas non-friend
community is 77.78% since approximate 22% of actual collaborators in this com-
munity appear beyond the scope of four degrees. The total retrieved neighbors
are 3, 365, 016, the average neighbors per active core author is 3, 365, 016/1, 168 ≈
2, 881, especially in non-friend community is 3, 341, 516/1, 168 ≈ 2, 860. It is ex-
hausted task to select 2, 943 actual collaborators from 3, 341, 516 of non-friend
community. This is the reason why we obtained small precision/recall from non-
friend community.

If we use only structural approach based on SCM4D, the precision and recall
from all groups is better than ATM4D. In other word, the researchers select
their collaborators based on structural relation more than based on semantic.
The results of SSCM4D model which the combination of ATM4D and SCM4D
was shown in the last column. The SSCM4D in table neighbors shows the most
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Table 2. Average precision/recall from four models grouped by neighbor’s community

Friend Community
Precision Recall

TH ATM all degree ATM4D SCM4D SSCM4D ATM all degree ATM4D SCM4D SSCM4D
100 19.39 16.54 17.76 15.01 39.32 58.04 93.24 98.43
50 21.21 17.77 19.13 16.01 30.54 47.81 89.27 96.63
30 22.51 18.43 20.34 17.24 25.13 40.04 85.18 93.83
20 23.11 18.90 21.80 18.76 21.08 33.88 81.66 89.53
10 24.71 20.97 25.01 23.04 15.54 25.51 70.12 74.80

NO - 13.53 13.53 13.53 - 100.00 100.00 100.00
Non-friend Community

Precision Recall
TH ATM all degree ATM4D SCM4D SSCM4D ATM all degree ATM4D SCM4D SSCM4D
100 0.23 0.34 0.50 0.57 8.56 10.94 15.05 16.21
50 0.28 0.46 0.77 0.85 5.10 7.03 10.30 10.02
30 0.30 0.52 1.00 1.17 3.16 4.62 6.69 6.25
20 0.32 0.55 1.33 1.68 2.24 3.13 4.69 4.08
10 0.41 0.56 1.87 2.82 1.36 1.43 1.60 1.05

NO - 0.07 0.07 0.07 - 77.78 77.78 77.78
Neighbors

Precision Recall
TH ATM all degree ATM4D SCM4D SSCM4D ATM all degree ATM4D SCM4D SSCM4D
100 1.29 2.06 3.23 3.42 24.53 35.40 55.65 58.90
50 1.92 3.20 5.82 6.23 18.31 28.21 51.31 55.00
30 2.55 4.27 8.80 9.60 14.57 23.02 47.45 51.73
20 3.16 5.24 12.25 13.29 12.02 19.10 44.66 48.45
10 4.58 7.47 19.93 21.09 8.72 13.93 37.18 39.35

NO - 0.16 0.16 0.16 - 89.32 89.32 89.32

precision and most recall compared with the first three models. Hence, our pro-
posed methodology can prove that using hybrid approach is better than using
either structure or semantic approach. The recall of friend community from
SSCM4D in top-100 and top-10 are 98.43% and 74.80%, although there are
(3, 179 × 100)/23, 501 = 13.53% of author pairs in DB data set re-collaborate
in the test data. This statistic express our metholody give the high efficiency to
select the collaborators in friend community. In summary, the recall of SSCM4D
top-100 is 58.90% compared with the actual collaboration in test data set and
(58.90 × 100)/89.32 = 65.94% campared with the actual collaboration in four
degrees of sepatation.

5 Conclusions

In this paper, we propose a methodology for finding the potential research col-
laborators with respect to a given researcher based on structural approach and
semantic approach. For structural approach, we utilize co-authorship network
for calculating the structural closeness weight between researchers. We found
that frequency of co-authorship, total number of co-authors in a paper, and year
of publication play the important role for this approach. For semantic approach,
we obtain the probability distributions over topic of each authors from the clas-
sic author-topic model for calculating the research knowledge similarity between
researchers. Finally, we combined the both approach to hybrid approach. From
our studied, 89.32% of actual collaborators can be discovered in four degrees
of separation from a given researcher and the recall from our hybrid approach
is 65.94% of this set. The results comparision shows that using our proposed
hybrid approach give more efficiency than using either structural approach or
semantic approach.



410 P. Chaiwanarom, R. Ichise, and C. Lursinsap

References

1. Liu, X., Bollen, J., Nelson, M.L., Sompel, H.V.: Co-Authorship Networks in the

Digital Library Research Community. Information Processing and Management-

An International Journal 41(6), 1462–1480 (2005)

2. Sharma, M., Urs, S.R.: Small World Phenomenon and Author Collaboration: How

Small and Connected is the Digital Library World? In: Goh, D.H.-L., Cao, T.H.,

Sølvberg, I.T., Rasmussen, E. (eds.) ICADL 2007. LNCS, vol. 4822, pp. 510–511.

Springer, Heidelberg (2007)

3. Steyvers, M., Smyth, P., Rosen-Zvi, M., Griffiths, T.: Probabilistic Author-Topic

Models for Information Discovery. In: 10th ACM SIGKDD, pp. 306–305 (2004)

4. McNee, S.M., Albert, I., Cosley, D., Gopalkrishnan, P., Lam, S.K., Rashid, A.M.,

Konstan, J.A., Riedl, J.: On the Recommending of Citations for Research Papers.

In: CSCW 2002, pp. 116–125 (2002)

5. Torres, R., McNee, S.M., Abel, M., Konstan, J.A., Riedl, J.: Enhancing Digital

Libraries with TechLens+. In: JCDL 2004, pp. 228–236 (2004)

6. Huang, J., Zhuang, Z., Li, J., Giles, C.L.: Collaboration Over Time: Characterizing

and Modeling Network Evolution. In: WSDM 2008, pp. 107–116 (2008)

7. Wohlfarth, T., Ichise, R.: Semantic and Event-Based Approach for Link Prediction.

In: Yamaguchi, T. (ed.) PAKM 2008. LNCS (LNAI), vol. 5345, pp. 50–61. Springer,

Heidelberg (2008)

8. Sachan, M., Ichise, R.: Using Abstract Information and Community Alignment

Information for Link Prediction. In: ICMLC 2010, pp. 61–65 (2010)

9. Zaiane, O.R., Chen, J., Goebel, R.: Mining Research Communities in Bibliograph-

ical Data. In: Zhang, H., Spiliopoulou, M., Mobasher, B., Giles, C.L., McCallum,

A., Nasraoui, O., Srivastava, J., Yen, J. (eds.) WebKDD 2007. LNCS, vol. 5439,

pp. 59–76. Springer, Heidelberg (2009)

10. Ichise, R., Fujita, S., Muraki, T., Takeda, H.: Research Mining Using the Relation-

ships among Authos, Topics and Papers. In: IV 2007, pp. 425–430 (2007)

11. Saeed-Ul-Hassan, Ichise, R.: Discovering Research Domains Using Distance Matrix

and Coauthorship Network. In: LACTS 2009, pp. 1252–1257 (2009)

12. The scopus databased (2010), http://www.scopus.com/

13. SharpNLP - open source natural language processing tools (2006),

http://sharpnlp.codeplex.com/

14. Porter stemming algorithm (2010),

http://tartarus.org/~martin/PorterStemmer/

http://www.scopus.com/
http://sharpnlp.codeplex.com/
http://tartarus.org/~martin/PorterStemmer/


Predicting Product Duration for Adaptive
Advertisement

Zhongqi Guo, Yongqiang Wang, Gui-rong Xue, and Yong Yu

Computer Science Department,

Shanghai Jiao Tong University,

Dongchuan Road 800, Minhang District, Shanghai 200240, China

{guozq,wangyq,grxue,yyu} @apex.sjtu.edu.cn

Abstract. Whether or not the C2C customers would click the advertise-

ment heavily relies on advertisement content relevance and customers’

searching progress. For example, when starting a purchasing task, cus-

tomers are more likely to click the advertisements of their target prod-

ucts; while approaching the end, advertisements on accessories of the

target products may interest the customers more. Therefore, the un-

derstanding of search progress on target products is very important in

improving adaptive advertisement strategies. Search progress can be es-

timated by the time spent on the target product and the total time will

be spent on this product. For the purpose of providing important infor-

mation for product progress estimation, we propose a product duration

prediction problem. Due to the similarities between the product duration

prediction problem and user preference prediction problem (e.g. Large

number of users, a history of past behaviors and ratings), the present

work relies on the collaborative filtering method to estimate the searching

duration of performing a purchasing task. Comparing neighbor-based,

singular vector decomposition(SVD) and biased SVD method, we find

biased SVD is superior to the others.

Keywords: Collaborative filtering, user interest, personalize

advertisement.

1 Introduction

Measuring time consuming of purchase behavior in consumer to consumer (C2C)
business plays a significant role in industry and research area. First, understand-
ing the time consuming is essential to advertisement releasing. Generally, the
queries of C2C customers at the beginning of the purchase behavior, are always
different with those at the end of the purchase behavior. For instance, the cus-
tomers would always search for the products highly related to their target when
they start the purchase behavior, however, they would always search for the ac-
cessories for the target product or the product they have purchased. Therefore,
it is necessary to release advertisement on products to meet the customers’ dif-
ferent interests. However, the conventional strategies on advertisement releasing
emphasize the customers’ current queries only, but did not take into account the

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 411–418, 2010.
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various interests in different purchasing procedure. Lacking of pertinence invali-
dates the advertisement, since the information may not be the customers’ inter-
est. Second, understanding the time consuming is important in understanding
the customer interests, since the length of time consuming of purchase behavior
is found to be the most important criterion to gauge the customers’ interest [1].
In a view of the research gap noticed and the significance of the time consuming,
the present work aims at predicting the time consuming of the customer’s pur-
chase behavior, and further providing references to the advertisement releasing.
A better fit between the advertisement and the demand of the customers brings
more enjoyment to the customers and higher profits to the websites.

The framework of this paper will be as follows. We will introduce related
works in Section. 2. Then, in Section. 3 we describe the problem and how we
formulate this problem. Models are introduced in the Section. 4. In Section. 5
and Section 6, we provide a description of our experiment set and experimental
results. And conclusions and future work introduction will be listed Section. 7.

2 Related Works

In the previous works, some factors were found to influence the releasing of
personalized advertisements. The query histories significantly influence the per-
sonalized advertisements [2]. Xiao et. al provided a model to address this issue
based on user history queries, user history views of advertisements, user history
clicks of advertisements. In the previous work, product duration has never been
considered in exploring the personalized advertising. However, time is an im-
portant criterion predicting the efficiency of advertisements, as it significantly
represents the user interest. In order to fill in the research gap, the present work
therefore tests the impact of product duration on the advertising.

Collaborative filtering is a technique using the observed preferences of a cer-
tain group of users to make predictions for the unobserved preferences. Collabo-
rative filtering tasks face many challenges, such as data sparsity, scalability, etc.
[3], which are highly related to our problem. Memory-based collaborative filter-
ing uses the user rating data to calculate the similarity between users or items
in order to make predictions [4]. Nowadays, Koren et. al, improve approaches
by introducing latent factor adjustments which is very helpful [5] in movie rec-
ommending system. Therefore, we are encouraged to introduce collaborative
filtering in solving our problem.

3 Product Duration Time Calculation

In modern product search engines, customers search their target by inputting the
queries which are chronically categorized by the product taxonomy. Therefore, it
is reasonable to measure the costumer interest in categories. Since the customers’
target product is constant during a certain period of time (viz. one searching
session), their queries are assembled by category in one searching session. With
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this character, we can calculate a user u’s time consumption t on one category
c within one session s in this way:

t(u, c, s) = last search time(u, c, s)− first search time(u, c, s) + σ . (1)

which last search time(u, c, s) is last time of perform search action in session
at category c. Correspondingly, first search time(u, c, s) is that of first time in
this session. σ is a constant for the user will keep his focus on a category for
a while after a search action on product search engine. In our work, we assign
σ = 5, which means when user leave a search, a extra 5 seconds’ attention is
paid on that query. So we can calculate a user’s time consuming on a category,
by cumulate the time for each sessions,

t(u, c) =
∑

s

t(u, c, s) . (2)

Then we introduce implicit interest score with natural logarithm of time:

s(u, c) = ln t(u, c) . (3)

There are two reasons to define a logarithm-based measure: First and the most
important, the same difference value of consuming time does not show the in-
terest difference when the comparison base is not same. The difference should
be outstanding when the base time is small and vice vera. Second, with this
transformation, the value interval of the data become more concentrated which
is more fit for our rating problem.

4 Model

In this section, we will describe our proposed duration predict problem. Then,
three collaborative filtering estimator, neighbor based, SVD based and biased-
SVD are build and tested.

4.1 Problem Description

At first, we reserve some special term: we have a set of subject users {u ∈ U} and
a set of product categories {c ∈ C}. With a group of observed implicit interest
scores {s(u, c)|(u, c) ∈ O}, we try to predict a group of unobserved implicit
interest scores {s(u, c)|(u, c) ∈ U}.

4.2 Basis Estimator

The elements in this model are users and categories. In the statistical sense,
it is common for some users spend more time on each category to achieve a
careful selection; it is also common for some categories attracts more attention
time than the others. Considering these effects, we can give a basis estimation
of implicit interest score,

b(u, c) = μ + ou + oc . (4)
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Where μ is a constant value, the average of all product duration; ou denotes the
user effect offset, and oc denotes the category effect offset. We use this as our
basis estimator. Learning the estimation of product duration can be performed
by solving the following formula:

min
o∗

∑
(u,c)∈T

(s(u, c) − μ − ou − oc)2 + λ(
∑
u∈U

o2
u +
∑
c∈C

o2
c) . (5)

where the first part of the formula is the square error on test; the second part
is the regular term of avoiding overfitting. We call λ as the anti-overfitting
coefficient,

ou ← ou + δ(ru,c − λou) ,
oc ← oc + δ(ru,c − λoc) .

(6)

We do not direct use this as a estimator because it ignores the factor of individ-
ual (user, category) pair. Estimating offset against average isn’t take the user
preference into account.

4.3 Neighbor-Based Method

Neighborhood-based collaborative filtering is based on the similarity of users or
items. Item-based neighborhood method is on the hypothesis that users give
similar rating for similar items. User-based neighborhood method takes the ad-
vantage of similar user shows similar interest on the same item. In collaborative
filtering field, item-based method has been proved to be more effective for its
robustness on reducing impact of abnormal users [3]. We performed K-neighbors
item-based method by introducing a adjustment factor on the basis estimator,

ŝ(u, c) = b(u, c) +
Σc∈κ(u,c)Sim(c, c′) · (s(u, c′) − b(u, c′))

Σc∈κ(u,c)Sim(c, c′)
. (7)

For a target category, we use weighted average of difference value between K-
neighbors’ predictive value and true value as the adjustment of predictive value.
Where Sim(c, c′) is the similarity between the target category and it’s neighbors.
We involve the Pearson’s correlation coefficient as the similarity weight, which
is best fit to measure user’s time consuming.

4.4 SVD Based Method

Singular value decomposition is a mathematical transition of matrices which
minimize approximation error. In simple word, SVD can be used to build latent
factors for both users and categories [7]. For a better understanding, latent pref-
erence factor are stored in dimensions in a user vector; correspondingly latent
properties are stored in the category vector. Then the cumulate of matching
degree on each dimension construct the offset term of the estimator. Therefore,
the estimation of stay time s can be formulated:

ŝ(u, c) = μ + pu ∗ qc . (8)
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where pu and qc is the user vector and the category vector respectively. The
product of these vector describes the user’s preference on the category, which is
the adjustment for the average. Rather than build the vector directly, a gradient
descent learning can be performed loop all the training cases by solving following
formula:

min
p,q∗

∑
(u,c)∈T

(i(u, c) − μ − pu · qc)2 + λ2(
∑
u∈U

||pu||2 +
∑
c∈C

||oc||2) . (9)

The parameters are updated with following assignment:

pu ← pu + δ2(ru,c · qc − λ2pu) ,
qc ← qc + δ2(ru,c · pu − λ2qc) .

(10)

For each loop of all training cases, one dimension of user vector and correspond-
ing dimension of query vector will be updated.

4.5 Biased SVD Method

The weakness of SVD method is the offset against average is directly measure
by the matching degree. In Koren et. al’s work[5], they introduce a statistical
term(basis estimator) into the SVD,

ŝ(u, c) = b(u, c) + pu ∗ qc . (11)

As well, we can learn the parameters by solving the following formula with a
gradient descent according (13),

min
o,p,q∗

∑
(u,c)∈T

(i(u, c)−μ−ou−oc−pu·qc)
2
+λ(
∑
u∈U

o2
u+
∑
c∈C

o2
c)+λ2(

∑
u∈U

||pu||2+
∑
c∈C

||oc||2) .

(12)

ou ← ou + δ3(ru,c − λ3ou) ,
oc ← oc + δ3(ru,c − λ3oc) ,
pu ← pu + δ4(ru,c · qc − λ4pu) ,
qc ← qc + δ4(ru,c · pu − λ4qc) .

(13)

5 Experiment

In this section, we provide a description of data preprocessing experiment design.
In order to build a reliable prediction system, we extracted 3 month span of log
data from a C2C web site(from March 1, 2010 to May 31, 2010). Due to the
large amount of customers, this data set is difficult to process. We therefore use
sampled subjects, in order to select the customers who have regular purchasing
habits, we set a threshold on visited product number limiting costumers. Finally,
a total number of 123, 000 users are chosen through a random sampler.
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5.1 Data Preprocessing

Behavior Grouping and Session Segmentation. Without loss of generality,
queries are committed to describe a target product. Therefore it is reasonable for
us to group users’ queries into groups. In our method, we tagged each query with
the category label which appeared most times in clicked item list after the query.
The common method of session segmentation is to put a boundary between two
sessions by setting a timeout threshold between two successive activities [6].
In our work, we adopt this method of segment sessions with a threshold of 30
minutes.

Data Source. We filter with the threshold of users viewing at least 30 of
categories. With this log data, we build a rating data base of 123,000 users
within 4,000 categories. We collected overall 4, 000, 000 ratings into our user
preference database, average less than 35 categories for each user.

5.2 Evaluation Metric

We use Root Mean Square Error(RMSE) as our metric of evaluation predict
precision. RMSE [5] is a commonly-used measure of the differences between
values predicted and the values actually observed in user preference predicting
systems. The RMSE metric can be given as follows:

RMSE =

√∑
(u,c)∈TestSet(i(u,c) − î(u,c))2

|TestSet| . (14)

6 Results

In this section, we will provide the results of experiments and insight of the meth-
ods performance. We found biased-SVD shows the most powerful of modeling
our problem. However, parameters of biased-SVD greatly influence modeling.

6.1 Methods Comparison

We evaluate three different methods of duration estimating according to the
formula, namely Neighbor based, SVD based and biased-SVD. We note them
as neigb, svd, bsvd respectively. For each method, we have set different set of
learning rate, anti-overfitting coefficient. We list the best result of each method
in the Fig. 1.

In Fig.1, the x axis is the iteration time of the gradient descent, and the y axis
displays the RMSE after corresponding x time iteration. This figure shows that
item-based method error does not descent much after 1000 iterations, but it is
stable when the iteration continues. In both SVD based method or biased SVD
method, the error has experience a great descent time in the first 1500 iterations.
But after 1500, SVD based method shows up it’s weakness, the parameters of
the model start to overfit the training data. We tried to punish more over fitting
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Fig. 1. Experiment Result

(a) K-neighbor Method (b) SVD Method (c) Biased SVD Method

Fig. 2. RMSE on different methods

by enlarge anti-overfitting coefficients λ2, but it does not work beyond 0.015.
However, biased SVD showed it’s greatness of modeling product duration. After
1500 iterations, the error still keep going down slowly. It achieves a much better
result than the other two methods.

In Fig.2, we listed the data of different methods RMSE on both training and
test data. Neighbor-based method is performs badly on both training and test
data. Both SVD based method and biased SVD is performs much better on the
training data. That is to say, it is much greater power of SVD based method and
biased SVD for fitting the training data. But SVD faces much horrible overfitting
problem, which biased SVD is not much troubled. The success of biased SVD
can be concluded with it combined both basis estaminet and latent matching
degree. The former decrease the overall error from user and category aspect, the
later adjust the answer with a more elaborate user, category matching degree.

7 Conclusion and Future Work

In our work, we propose a product duration predicting problem. As mentioned
in Section.2, we find many similarities between user preference predicting prob-
lem and product duration predicting problem. Based on these similarities, we
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introduce collaborative filtering methods to solve our problem. Evaluations of
these methods are performed on three month data of C2C sites. The results show
biased SVD works much better in our problem than the other methods.

Future work can be directed in two aspects. First, we focus on three month’s
data and establish a basic model in the present work. There are some variables
which can influence the customers queries, such as season, location, gender, etc.
Future research can involve these variables to make a more accurate prediction on
time consuming. Second, we measure the consuming time based on each category
in our work. Future research can specify the current categories into some more
detailed groups in order to provide further suggestions on advertising.
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Abstract. Based on the analysis of the measurement principle of IPv4 network 
bandwidth and with the combination of the next-generation network protocol 
IPv6, we put forward a one-way and different-length packet pair subtraction al-
gorithm for available bandwidth estimation of IPv6 network. An IPv6 network 
available bandwidth estimation prototype system was designed and pro-
grammed by using the flow label field of IPv6 messages to control the sequence 
path of tested messages. The test results show that the algorithm is feasible for 
IPv6 network with the estimation error less than 0.1M. The estimation results 
are more stable and better to reflect the real-time correlation of network avail-
able bandwidth and time delay, providing a useful means of network monitor-
ing and performance estimation while effectively reducing the rate of network 
congestion.  

Keywords: IPv6, flow label, bandwidth estimation, algorithm. 

1   Introduction 

The rapid growth of Internet population leads to the shortage of IP addresses. The next 
generation IP protocol, IPv6, was proposed around mid-ninety to accommodate the 
problem [1]. Network bandwidth refers to the maximum bit number of data messages 
that the network link bandwidth can send in the unit time. It is generally classified into 
bottleneck bandwidth and available bandwidth. Available bandwidth refers to the 
maximum data transmission rate that a path can provide for a new single link without 
affecting the transmission rate of existing links [2]. In recent years, a great number of 
bandwidth test algorithms and estimation systems have been designed [3]-[7].  

Based on the combination of the next-generation network protocol IPv6, we put for-
ward a one-way and different-length packet pair subtraction algorithm for available 
bandwidth estimation of IPv6 network. by using the flow label field of IPv6 messages to 
control the sequence path of tested messages, An IPv6 network available bandwidth 
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estimation prototype system was designed and programmed. The test results show that 
the algorithm improves the precision of IPv6 network available bandwidth estimation. 

2   Principles of Network Bandwidth Estimation  

Definition: l was the hop count of the link; id  the physical distance between router i 

and router i +1; iv the transmission speed of the electrical signals (bit stream) in the 

transmission medium; ib  the bandwidth of link i; ks  the length of packet k; k
iq  the 

time from packet k to link i. A packet passed（l-1）links to reach router l, then the 
time delay of the packet was: 
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Here, 
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was the transmission time delay of the packet, 

i

i

v

d
 the propagation time 

delay, k
iq  the queuing and waiting time delay of the packet in the router, and kt0  the 

time from packet k to link 0. Here we only calculated the arrival time to the router. 
For a single packet, if the round trip time (RTT) would be calculated, we needed to 
add the back trip time delay or the transmission time delay of ICMP timeout packet. 
According to the formula and in the case of other variables being known, we could 
determine the value bandwidth ( bi ) of the link. It was just the fundamental principle 

of network link bandwidth estimation [2], [3], [4]. 

3   IPv6 Network Bandwidth Estimation Algorithm 

3.1   Basic Idea of the Algorithm  

A same hypothesis has been made by all the current IPv4 protocol bandwidth estima-
tion algorithms: in the estimated measurement process, the path is a fixed and unique 
one, that is, there is no routing change and also no multi-link forwarding. In fact, IP is 
often described as a connectionless protocol, just like any of the packet-switched 
networks. IP is designed to allow separate routing for each packet to reach its destina-
tion, and each packet is treated separately. As a result, two packets sent from the same 
data source to the same destination can take different routes to cross the entire net-
work. Therefore, the premise hypothesis is difficult to be tenable for the current esti-
mated measurement of IP network bandwidth. Based on the deep research on the 
next-generation network IPv6 protocol, we solved the problem that the path and 
method of IPv4 bandwidth estimation were variable in this paper. The basic ideas for 
realization were as follows: 

(1)The flow label regarded the measuring data packets as a part of the same traffic 
flow of a series of source and destination addresses. All data packets in a same traffic 
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flow had the same flow label, which enabled the measuring data packets to have the 
fixed and unique paths;  

(2)It was to firstly determine one path from source host h1 to destination host h2, 
then note down IPv6 addresses of the routers along the path and make the statistics of 
hop counts (with the common tool tracert6);  

(3)Based on IPv6 addresses of the routers obtained and with the use of IPv6 mes-
sage header flow label entry, a fixed transmission path of the measuring data packets 
was established in the path from source host h1 to destination host h2 to ensure that 
two data messages (message packet) sent to each router along the way could transmit 
along the same path; 

(4)According to the hop count preset, that was, the hop count value written into the 
message headers of IPv6 protocol, the message packets sending different hop counts 
(2 messages of different length), by using ICMPv6 messages, returned to IPv6 ad-
dresses and timestamps recorded and then deducted the delay of the measured mes-
sages to reach two routers, and the result produced thereby was not the absolute time 
but the relative time, namely the difference of the arrival time between two data pack-
ets of source node and destination node;  

(5)The bandwidth formula could be deduced by the algorithm, and then the band-
widths of all links 1……i in the path could be calculated too. The bottleneck band-
width was the minimum one of all values, min(i), while the available bandwidth was 
the maximum one, max(i).  

3.2   Algorithm 

According to formula (1), taking into account various link layer protocols and the 
error caused by clock skew, Especially under the case that there were many tunnels 
like IPv6 over IPv4 in IPv6 network ,another formula for time delay calculation could 
be drawn,  the more common formula was(here d*  is the length of the link layer 

protocol header; l′ is the length of the tunnel IPv4 message header): 
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Supposing two data messages sent 1−ns < ns , that was formula (3) deducted formula 
(2), we could get the following formula,  

 

 
n
i

n
i

ti

n
i

i

n
i

n
i

n
i cq

b

lds

v

d
ttt i ++++++=− −

++
2,

'*
1

11
             

 )( 11

1,

'*1
1 −−

−
− ++

++
++− n

i
n
i

ti

n
i

i

n
i cq

b

lds

v

d
t i  .                   (4) 



422 Q. Qiu, Z. Li, and Z. Wu 

 

At this time, we supposed 1,
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it as the time difference of two adjacent data packets n 

and n-1, that is 1
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Now let’s discussed formula (5), in the right of the formula, the denominator of the 

second sub-formula, 1,tib , represented the real-time bandwidth that data packet n-1 

passed through link i at t1, and the denominator of the third sub-formula, 2,tib ,  repre-

sented the real-time bandwidth that data packet n passed through link i at t2. If the 

interval between t1 and t2 was small enough, yet 1,tib 2,tib≈ , where there were other 

data packets between two data packets. If only assuming that the transmission speed 
of link i between t1 and t2 was unchanged, that was to say the network bandwidth was 
not variable or there was an average transmission bandwidth, this assumption was 

reasonable, namely 2,1 tt
ib = 1,tib 2,tib≈ , in which, 2,1 tt

ib was the average transmission 

bandwidth of link i from t1 to t2. From formula (5), what could be drawn was: 
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In the existing bandwidth estimation and measurement algorithm, the queuing time 
delay of the data packet was neglected, and the influence of system time deviation and 
link layer protocols on bandwidth estimation was also not considered. In fact, how-
ever, these factors would affect the actual measurement. If the processing time delay 
of data packets was taken into account, the value was smaller when the processing 
time delay values of two data packets deducted each other, thus it could be ignored. 
The error thereby would be much smaller than that one due to neglecting the process-

ing time delay of data packets itself. Then, 0Δ 1,
≈

nn
iq . Although the system time of 

various routers or hosts might be wrong in the same path and it was available to  
correct the time by using software or GPS, it was still impossible to ensure  the abso-
lutely correct and consistent time. Therefore, after subtraction, the time finally in-
volved in calculation was the relative time of the same host or router, and it was very 

small and could be neglected completely. Thus, 0Δ 1,
≈

nn
ic . As for the impact of the 

link layer protocol, there was no impact on measuring bandwidth when *d  was 
subtracted. Therefore, the above formula became: 
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The final formula (9) showed that the relative time tΔ participated in the calculation 
rather than the absolute time t, and it was the difference of arrival time or timestamp 
between two adjacent data packets on the source node and the next node. Besides, 
from this formula, the bandwidth of link i could be calculated easily because of only 
knowing the size of the data packets sent to link i and their time difference to arrive at 
routers i and i+1 in the link. It was more important that it only needed to make use of 
ICMP messages to return the timestamp time of two measured data packets concerned 
to reach routers i and i+1 in the link, other than their own arrival time of ICMP mes-
sages. Therefore, the one-way algorithm obviously reduced the problem of path non-
conformity between return messages and measured messages. 

3.3   Algorithm Analysis 

In the common mechanism, the source host sent probe packets to routers till the 
destination node, which could find out IP addresses of all routers on the path from H1 
to H2 through some tools just like the command “tracert”, and then wrote into IP 
addresses of these routers on probe packets, returning the time information needed 
through the specific ICMP datagram. After that, the bandwidth of each link on this 
path could be calculated. Here, we supposed: 

1,
1,Δ nn

ttt stood for the time difference between data packet n and data packet n-1 to 

reach router i in the time period of t1. According to formula (9), the bandwidth of the 
first link was:  
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It showed that ICMP message recorded the time that the data packets 1
0s  and 2

0s  

reached router 1 after being sent from source node A, and returned the time  to calcu-

late the bandwidth of link 0. At the time period of t2, data packets 1
1s  and 2

1s   were 

sent to router 2, similarly, two timestamps of router 2 were returned, and  reply2 re-
turned to A. From what mentioned before, we could calculate the bandwidth of link 1 
according to the obtained two pairs of time. 
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1,2
2,2Δ tt and 1,2

2,0Δ tt could be obtained directly from measurement, and according to for-

mula (11), we could have:  
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Then,  
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Taking formula (13) into the denominator of formula (12), there was: 
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Hereby, the value of 2,1 tb  could be calculated through simple substitution and using 

the previous results, and then the bandwidth of link 2: 
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1,2
3,3Δ tt  and 1,2

3,0Δ tt could be obtained directly from measurement, and according to 

formulas (15) and (15), the calculation formula of 3,2 tb  could be deduced: 
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The numerical value of network bandwidth should remain stable in the course of 
measurement for the bandwidth measurement being finished within a short time. In 
other words, the bandwidth of various links remained unchanged basically in the 
course of measurement. This, there was:  

≈3,1 tb ≈2,1 tb ≈1,1 tb tb ,1        ≈3,0 tb ≈2,0 tb 1,0 tb tb ,0≈         

Here, t stood for a time period for finishing once measurement, ant by extending for-
mula (16) to the bandwidth calculation of each link on each path, there was: 
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4   Realization of IPv6 Network Bandwidth Estimation Algorithm 
and Analysis on the Results  

The two routers supporting IPv6 protocol were set up with PC and accessed to cernet2 
network, and then the prototype system for estimation of available bandwidth on both 
ends of IPv6 was established by programming with the bandwidth estimation and 
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measurement algorithm. The algorithm-based prototype system, was used to test the 
actual IPv6 network 3 twisted pair and 3 fiber optic links of the available bandwidth 
one by one, test interval to 20 minutes, The results are as follows the figure 1. 
The figure showed that for IPv6 network making use of IPv6 flow label to control  
the path, as the result of bandwidth estimation on one fixed path obtained by using the 
one-way different-length packet pair subtraction bandwidth estimation algorithm, the 
error could be less then 0.1M. The test data showed that the result of the measurement 
was true and effective. 
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Fig. 1. The result of bandwidth estimation of 3 twisted pair and 3 fiber optic link (The horizon-
tal axis is the estimation number, vertical axis is the available bandwidth) 

5   Conclusions  

In this paper, we put forward a IPv6 Protocol-based one-way different-length pocket 
pair subtraction algorithm, applied the flow label of IPv6 message headers to realize 
the path control of the measured message sequence, an IPv6 network available band-
width estimation algorithm was designed and its prototype system is established by 
programming. The test results show that the algorithm is feasible for IPv6 network 
with the estimation error less than 0.1M.  
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Abstract. The design of Flash File system YAFFS aims at dealing with prob-
lems at start time, memory consumption and wear balance etc. It cannot manage 
great amount of complex, structural and semi-structural data. The key reason 
for these points exists in the fact that YAFFS file system treats data as bit 
stream without semantics. And YAFFS file system uses special applications to 
operate the inner structures and contents of files, which finally put the control 
of file to a bad grain level. We propose a structure-based XML storage method 
in YAFFS file system. The experiment on embedded Linux proved that, with 
our method, the XML structure-based information can be stored and managed 
effectively.  

Keywords: YAFFS file system, XML, embedded Linux, structure-based XML 
storage. 

1   Introduction 

XML is self-descriptive and portable [1]. XML is stored in flat text in forms of serial-
ized data. It is strong in managing XML data with XML document, but lacks effi-
ciency in accessing and updating. This is because that in file system, file is the unit of 
managing and organizing information, including user data and metadata. As a com-
plement to file data, metadata is not user data themselves. In file system, information 
is denoted and associated in forms of metadata. Useful information can be extracted 
from different files. As a result, the ability of describing information mostly comes 
from its support for metadata [2]. 

 Flash memory has several characteristics such as non-volatility, fast access speed, 
kinetic shock resistance and low power. These characteristics explain the popularity 
of flash memory in portable devices and embedded devices. YAFFS (Yet Another 
Flash File System) is a dedicated flash file system [3]. It can run on Linux, uClinux 
and Wince. YAFFS has its own flash driver. With no operating system, it provides 
embedded system with API that can access file system directly and perform operation 
on files. This design targets at start time, memory consumption and wear balance etc. 
But it lacks efficiency in organizing and managing XML structural information. 

The focus of our work is proposing an XML data storage method based on seman-
tic structure in YAFFS file system. While storing XML data and structure information 
effectively, it can manage and control through XML data, and enable YAFFS file 
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system with the ability of scanning and updating. In Section 2, we give a storage 
method supporting XML data management by improving YAFFS file system logic 
layout and semantic structure of storage file. It is also realized by providing the ability 
of information retrieval and scanning. In Section 3, we provide experimental statistics 
on embedded Linux platform to show the new method’s advantage in supporting 
direct XML data access, scanning and searching. 

2   Semantic XML Data Storage Method on YAFFS File System 

XML flat file storage method uses text file to store serialized data, which is easy to 
realize without database and storage management [4]. Other alternatives are being 
stored in tables of relational database [5] [6] and in OO/OR database [7]. How to 
realize the convenience of XML storage and the flexibility of Native XML? We re-
ferred to SFS (Semantic File System) [8], and put forward a data storage method 
based on semantic structure on YAFFS file system. This section talks about the XML 
data storage model and mapping and related algorithms on YAFFS file system. 

2.1   XML Storage Model  

In XML storage model, we usually talks about element, attribute and CDATA.  
 
Definition 1. XML data model based on semantic structure: this paper uses  
directed map G to describe the semantic model of XML data: C V E=< > , in which  

{ | }V oid oid SV= ∈ , SV is the set of nodes:  

{ , | ( , ) ( , ) }E x y P x y x y SV= < > ∧ ∈ . Predicate ( , )P x y  means the arc between 

node x and node y. It represents father-child relation. Here, node set SV only uses four 
kinds of node: root node, Element Node, Text Node and Attribute Node. Root nodes 
represent the whole XML document. Each node has three child nodes: element, attribute 
and text. Attribute nodes and text nodes are leaf nodes. In this model, the number of 
element nodes, attribute nodes and text nodes are decided by their position in the 
document. It is shown as Figure 1. 

 

Fig. 1. Semantic structural model for XML data 
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XML data model is the organizing structure of the elements, attributes and 
CDATA of XML. But XML document structure only contains part of element nodes, 
attributes and CDATA nodes. It does not contain root elements. Instead, it uses the 
first element to represent root. The selection and modification of nodes conforms to 
the grain level of information that operating system needs. The purpose of data model 
is to support data operations, while the operation of document structure is supporting 
the inner structural control of document. From this, we suppose the following con-
strain: Apart from the element of the bottom level, no element has CDATA data. 

In order to store this semantic structural information in XML document directly, 
there will be some key questions: (1) How to get the largest structural information 
possible in XML file? (2) How to manage these structural objects? (3) How to arrange 
these relatively small objects logically? (4) How to store that information on flash 
memory in order to reach the most efficient access control and the least space cost? 

2.2   XML Storage’s Mapping on YAFFS 

To solve the questions of the precious section, we improve YAFFS file system. 
Firstly, we introduce a XML model. By adding XML Parser, Indexer and Object 
Manager at the YAFFS file system management level, XML data can be parsed so 
that we can get every semantic structural object. This is shown in figure 2. 

 

Fig. 2. Improved YAFFS structure 

Next, we arrange these structures into a tree and manage them together. Besides, 
file management in YAFFS file system consists of metadata management and text 
data management. The main logical layout is divided into boot block, super block, 
inode table and data section. We approach is improving YAFFS file system’s direct 
locating method. We introduce a new element/attribute node table field, and add a 
$XML_Struct attribute field in order to locate semantic structural root nodes parsed 
by XML data. We also introduce a data attribute $DA to locate char string. The layout 
after improvement is as the following: 
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Fig. 3. Improved YAFFS logical layout 

If element/attribute nodes are stored directly in the way shown in figure 3, there 
will be serious scalability problem because of the uncertainty of number of child 
nodes. So we refer to the idea of transformation of binary tree and transform the data 
model in figure 3. 

 

Fig. 4. Storage structure of XML semantic model 

In this model, one parent node connects to only one child node. The other children 
connect to their left and right brothers. So, there will be at most one attribute child 
node and one element child node for non-bottom element nodes. And there will be at 
most one attribute leaf and one CDATA leaf. For an element node, it has five pointers 
that point to other nodes. They are parent node, element child node, attribute child 
node, left brother node and right brother node. For an attribute node, it has three 
pointers that point to other nodes. They are parent node, left brother node and right 
brother node. Brother nodes use two-way circulation linked list to locate a certain 
node quickly. 

In this paper, we will use long record to store the information about every element 
or attribute. We use indirect addressing in CDATA node text, which means that the 
location information of CDATA is stored in $DA attribute in document. If we want 
to get CDATA, we would first read the text and find the description about data. Af-
ter it, we will seek to locate data according to the location. 
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2.3   Realization 

For element and attribute nodes, we use the following data structure to define: 

program Inflation (Output) 
{ 
 uint16   Eid ;//Serial number and label 
 uint16   Fnode ;//Father node 
 uint16   SubEnode ;//Child element node 
 uint16   SubAnode ;//Child attribute node 
 uint16   Lnode ;//Left brother 
 uint16   Rnode ;//Right brother 
 uint64   Dpos ;//Document’s location information 
 uint64   Dlen ;//Length of document 
 uint8    Enlen ;//Length of element’s name 
 uint8    Name ;//Name of element 
 uint16   Value ;//value of element 
}//256 byte in total 
struct Attr_Str//Attribute node 
{ 
 uint16   Aid ;// Serial number and label 
 uint16   Fnode ;//Father node 
 uint16   Lnode ;//Left brother 
 uint16   Rnode ;//Right brother 
 uint8    Anlen ;//Length of attribute name 
 uint8    Avlen ;//Length of attribute value 
 uint16   Name ;//Name of attribute 
 uint32   Value ;// Value of attribute 
}//128 byte in total 

We use the following algorithm for creating XML structure record: 

Step 1. Call XML parsing function to parse XML document and build an object tree. 
Step 2. We use preorder to traverse the object tree. 
Step 3. Relocate to the beginning of data structure and write information about main-

tenance tree according to each record’s length and value. 
Step 4. Write $XML_Struct 

We add API about element and attribute in file system management layer on YAFFS 
file system. Its algorithm is as follows: 

Algorithm of Searching Element Nodes 

Step 1. Read the current node’s content by the node’s index, locate to $XML_Struct; 
Step 2. Read $XML_Struct, we use preorder to traverse element nodes and find the 

corresponding element node; 
Step 3. If the control information of element node can not be read, return unsuccess-

ful; else, write data into buffer according to the request for processing control 
information. 
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Algorithm of Searching Attribute Node 

Step 1. Read the current node’s content by the node’s index, locate to $XML_Struct; 
Step 2. We use preorder to traverse element nodes and find the corresponding ele-

ment node; 
Step 3. We use element control information to determine the possibility of reading the 

attribute of the element. If it is not possible, return false. 
Step 4. Read the attribute child node and search the attribute node with the corre-

sponding name. 
Step 5. If it exists, write data into buffer, or return false. 

Algorithm of Updating Element Node 

Step 1. Read the current node’s content by the node’s index, locate to $XML_Struct; 
Step 2. We use preorder to traverse element nodes and find the corresponding ele-

ment node; 
Step 3. If the control information of element node cannot be read, return unsuccessful; 
Step 4. Write data into file after data is processed according to the request for proc-

essing control information is met. 
Step 5. Re-solve the text specified by the element. Update corresponding 

$XML_Struct record;  

3   Experimental Results and Analysis 

3.1   Experimental Environment 

Platform configuration of experiment in this paper: 

CPU                 S3C6410   533MHz 
Memory           256MB       DDR 
Flash                8GB         SD card 
Operating System   Linux2.6.8 
Database           Berkeley DB4.3.27 

The document we use in this experiment is based on a DTD defining car owner’s 
information description. It contains 6 elements and 2 attributes. We create documents 
of different sizes based on this DTD. These documents have better structure. It is also 
easy for database to transform them. 

3.2   Experimental Results and Analysis 

We first compare the efficiency between three storage methods. 
From table 1, we can see in relational database storage method, it is effective when 

we do not count the time of changing modes. In structure-based storage method, when 
XML document objects are smaller and have more semantic structures, their inner 
semantic information grows as the document becomes larger.  
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Table 1. Comparison of first writing time of XML document(Unit μS) 

XML length Text Relational database Structure 
2 KB 136 169 109 

32 KB 1836 2563 2668 

128 KB 5308 9857 12842 

Table 2. Comparison of reading XML document time(Unit ìS) 

XML length Text Relational database Structure 
2 KB 146 167 159 

32 KB 694 794 668 

128 KB 1356 1287 994 

Table 2 shows the comparison of reading times 
Because NAND Flash can perform random read and write on each block, accessi-

bility will not be affected as the times of reading flash block increases. 

Table 3. Comparison of reading XML document time(Unit ìS) 

XML length Text Relational database Structure 
2 KB 175 198 108 

32 KB 2798 2468 1799 

128 KB 13656 10698 7165 

Table 4. Comparison of updating XML document time(Unit ìS) 

XML length Text Relational database Structure 

2 KB 569 467 259 

32 KB 5945 5794 2268 

128 KB 24396 23687 12894 

Table 3 and table 4 show that when it comes to searching and updating, structure-
based storage is obviously better than text files and relational databases. This is be-
cause those text files need to call DOM or SAX resolving module to parse XML 
document, thus making the efficiency relatively low. And relational databases need to 
transform data and thus increase times cost. 
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4   Conclusion 

A contribution in this paper is that we present a new semantic XML data storage 
method based on semantic structure in YAFFS file system. With this method, we can 
store XML data and structure information effectively. Also, we can manage and con-
trol through XML data, and the method enables YAFFS file system with the ability of 
scanning and updating. We give a storage method supporting XML data management 
by improving YAFFS file system logic layout and semantic structure of storage file.  

The comparative experiment is done based on ARM 11 embedded Linux platform 
with text file and embedded relational database Berkeley DB 4.3.27. The results show 
that in searching and updating, semantic storage method is obviously better than text 
file and relational database.  

In the future, we intend to explore improvements on storage model. This will lead 
to more complex storage algorithm, but may enhance storage efficiency and reduce 
maintenance cost, which has prominent significance for flash file system YAFFS. 
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Abstract. Trustworthy decision is a key step in trustworthy computing, and the 
system behavior monitoring is the base of the trustworthy decision. Traditional 
anomaly monitoring methods describe a system by using single behavior fea-
ture, so it’s impossible to acquire the overall status of a system. A new method, 
called discriminant locality preserving projections (DLPP), is proposed to 
monitor multi-dimensional trustworthy behaviors in this paper. DLPP combines 
the idea of Fisher discriminant analysis (FDA) with that of locality preserving 
projections (LPP). This method is testified by events injection, and the experi-
mental results show that DLPP is correct and effective. 

Keywords: multi-dimensional trustworthy behavior monitoring, anomalies  
discrimination, discriminant locality preserving projections. 

1   Introduction 

The Internet has become one of the most important infrastructures in the modern 
society. Meanwhile, the system abnormal behaviors brought out by the internal faults 
and external security risks of various entities in the network have become more and 
more serious, and these problems also lead to the distrust of the network services [1]. 

The research on the trust management shows that the dynamic decision is a key 
step in trustworthy computing, and it is mainly based on the monitoring and process-
ing of dynamic behavior data [2,3]. Effective handling of the multi-dimensional dy-
namic behavior data is essential to reliable monitoring, while it has not been well 
designed till now. System behavior monitoring often need to deal with a wide range 
of anomalies behavior data which could be expressed as multi-dimensional vector. In 
order to monitor a running system status, useful information could be refined from 
these data by dimension reduction [4]. Principal Component Analysis (PCA) and 
Fisher Discriminant analysis (FDA) are the most popular dimension reduction meth-
ods, which are widely implemented in industrial production, image recognition, and 
system diagnosis etc. PCA [5,6,7] is a method for the sake of optimal reconstruction 
of sample data, and the FDA method is not only considered the global structure of 
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data but also the label information to determine its inherent structure [8,9,10]. Re-
cently, a number of manifold learning algorithms have been proposed to discover the 
nonlinear structure of the manifold by investigating the local geometry of samples, 
such as LPP [11,12]. LPP, computing a low-dimensional embedding of high-
dimensional data to preserve the local neighborhood structure of data manifold, has 
achieved successful applications. However, LPP does not make use of the class label 
information, so it cannot perform well in classification. In this paper, discriminant 
locality preserving projections (DLPP), is proposed to monitor multi-dimensional 
trustworthy behaviors. DLPP combines the idea of FDA and LPP. DLPP considers 
not only the local structure of data but also the class label information. Thus, it makes 
the monitoring more accurate. 

2   Formalized Presentation of Dynamic Behavior Monitoring 

A trustworthy monitoring system contains several modules such as a data collector, a 
feature extractor, an analysis processor and a trustworthy strategy lib. It can be pre-
sented as follow in Fig 1: 

 

Fig. 1. Trustworthy monitoring system 

ME is a Monitor Entity in a network system. In a network composed by MEs, when-
ever a ME is attacked or crashes itself, it will show some kinds of anomalies. So we can 
detect a ME’s behaviors to induce its status. In this paper we mainly focus on the data 
processing, feature extraction and anomalies discrimination after data collection. 

2.1   Formalized Description of Trustworthy System Status 

The system status could be presented by some features which could be measured, and 
a system status could be denoted as a feature vector. Then all these feature vectors at 
different running stage form a multi-dimensional random vector space, which could 

be represented as X , and d nX R ×⊂ . Here, d  and n  means the number of dimen-

sions and data samples, respectively. The value of d  is decided by the chosen system 
features. Traditional methods dealing with multi-dimensional data are time-costly, 
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and this is unbearable to a real-time trustworthy monitoring task, so it is necessary to 
reduce the dimension of original data and then recognize them. 

Assume 1 2[ , ,..., ] d n
nX x x x R ×= ⊂ , ix  could be presented as a d  dimension 

column vector, and n  is the total number of samples. Then a sample matrix of origi-
nal monitoring data can be defined as following:  
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It includes all the information of the monitoring samples. And the aim of dimension 
reduction is to seek an optimal transformation matrix V  and project Y  onto it as: 

TY V X= , here c nY R ×⊂  and c d .  

3   Locality Preserving Projections in Dynamic Behaviors 
Discrimination  

3.1   Fisher Discriminant Analysis and Locality Preserving Projections 

Given a training sample set 1 2[ , ... ] d n
nX x x x R ×= ⊂ , which belongs to 1C , 2C , 

lC  classes. The main idea of FDA is to best take advantage of the labels of the 

known samples so that the aggregation of samples in the same class can be denser 
while on the other hand the data in different classes could be further away. Obviously 
the effective usage of label information is significant to the task of discrimination. 
Based on FDA, it is necessary to find a transformation matrixW , which maximizes 
the between-class scatter while minimizes the within-class scatter. 

Let the between-class scatter matrix bS  and the within-class scatter matrix wS   be 

defined as: 

1
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= − −∑ ∑ .Here, in  is 

the total number of samples belonging to iX , and iμ  is the mean vector of iX , 

while μ  is the mean vector of all samples. Depending on the requirement of FDA, 

we can get the following objective function: 

max max ( )T T T
b w b wW S W W S W W S S W− = − . (1)

FDA takes advantage of the label information in the original samples to preserve the 
entire structure and discrimination information of the data, but some locality structure 
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is disturbed after projection. So in this paper a thought of local structure preserving is 
inducted to overcome this defect. 

The idea of locality structure preservation is to preserve the local neighborhood 
structure of data manifold. So Y  after transformation should satisfy: 

ij
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ji Syy∑ −
,

2
min

. 
(2)

In formula (2), iy  is the projected vector from ix , and ijS  is a similarity matrix 

which describes the relationship between samples. 
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Here, we use K-nearest neighbor (KNN) to determine the value of ijS  and t  is an 

experience parameter. Assume W  is a transformation operator of X , and then we 

have TY W X= . After algebraic transformation we could get: 
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Here we have 1 2[ , ]nX x x x= , D  is a diagonal matrix, ii j ijD S=∑ , and 

L D S= −  is a Laplacian matrix. By using similarity matrix the locality relationship 
in original samples would be preserved after transformation, and the objective func-
tion could be presented as follow: 

WXLXW TT

W
min

. 
(3)

3.2   DLPP for Trustworthy Indicator Space  

In order to take advantage of the label information, we could conduct a new optimized 
method DLPP (Discriminant Locality Preserving Projections) by combining FDA 
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with LPP. Obviously this is a multi-objective optimization problem, which can be 
transformed to single-objective optimization by using evaluation function technique. 
Here we get the optimized model for DLPP by using multiply and divide:  

( )
arg max

T
b w

opt T T
W

W S S W
W

W XLX W

−= . (4)

This optimization problem could be solved by using Lagrangian operator. First we 

construct a Lagrangian function: ( ) ( ) ( 1)T T T
b wW W S S W W XLX Wψ λ= − − − .  

By differentiating the function with respect to W , it could be transformed to a 
generalized eigenvalue problem, as follow: 

WXLXWSS
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δ
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. 
(5)

Setting formula (5) to zero, we can get: 

WXLXWSS T
wb λ=− )(

. (6)

If we have T
LS XLX=  and FDA b wS S S= − , then: 

WWSS FDAL λ=−1

. (7)

Obtain the eigenvalues of 1
L FDAS S− , then select k biggest eigenvalues 

1 2 ... kλ λ λ> > > , and these k  eigenvectors form a projection matrix: 

1 2[ , ]kW w w w= . 

4   Anomalies Discrimination  

The statistical presentation of anomalies discrimination can be stated as follow: in a 

set Z , there are several classes 1 2, lX X X , based on some given test samples ξ , 

to discriminate a specific class jX  by using some discrimination function φ . In this 

paper, we discriminate the class which the sample should be in by the criterion of 

nearest distance to center. Specify sets 1 2, lX X X  as classes, and assume that the 

corresponding mean values are 1 2, lμ μ μ . Choose a test sampleξ , and the dis-

tance from ξ  to iX  is computed as
2

( , )i id ξ μ ξ μ= − . If 

)),(),...,,(),,(min(),( 21 nj dddd μξμξμξμξ = , so we could discriminate that 

ξ  belongs to class jX . 
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Mahalanobis distance is used in the trustworthy monitoring, and it’s defined as: 
2 1( , ) ( ) ( )Td x y x y x y−= − Σ − . Where x  and y  are samples from Z , and Σ  is 

the covariance matrix of Z . In practical applications, Σ  is always unknown, and it 
needs to be estimated by sample covariance. It should be noticed that the inverse 
covariance matrix Σ  used in the Mahalanobis distance, and it is necessary that the 
estimation of covariance must be invertible. As the number of sample data is far lar-
ger than the number of dimension in trustworthy indicator space, it does not have the 
problem that the covariance matrix isn’t invertible. Anderson statistic is used to esti-
mate the covariance matrix in discrimination and analysis. 

Assume that ix  is a sample from class jX , and jn  is the total number of samples 

in the class, and then we have:  
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If there are l  classes of training sample sets, after a random test sample ξ  is se-

lected, then the anomalies discrimination function can be defined as:  
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In the function above, id  is short for ( , )id ξ μ , ξ  is a test sample, j  is the label of 

a class. If ( , )jφ ξ  equals 1, then it could be discriminated that ξ  belongs to a class 

labeled by j . If ( , )jφ ξ  equals 0, the afterwards classification process would con-

tinue. When the minimum value is not stable, then the classification is not decided, 
and at this moment, ( , )jφ ξ  equals -1. 

5   Experiments and Analysis 

Taking different number of samples as training sets, we could get the different DLPP 
veracities under separated circumstances in which there’re different number of train-
ing samples. The result comparison is showed in Fig 2. 

From Fig 2, we could easily find out that the discrimination accuracy is promoted 
by the augment of the training sample amount. And when the number of training 
samples is 500, the discrimination accuracy reaches 84.8%, and this could satisfy 
practical usage in anomaly monitoring applications. 
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Fig. 2. Recognition rate (different number of training samples) 

And took the same training sets and test sets, the loss rates are showed in fig 3: 

 

Fig. 3. Loss rate (different number of training samples) 

In Fig 3, it shows that the loss rate of DLPP is decreased by increasing the training 
sample amount. Though the rate is fluctuating, the result is acceptable to practical 
applications. 

6   Conclusion 

A new multi-dimensional trustworthy monitoring method, called discriminant locality 
preserving projections (DLPP), is proposed in this paper. DLPP combines the idea of 
FDA and LPP. It considers not only the local structure of data but also the class label 
information. The experimental results show that this method could effectively deal 
with the monitoring and discriminating problems which contain a large number of 
multi-dimensional complicated data. 
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Abstract. Neural network(NN) and simulation annealing algorithm(SA), com-
bined with adaptive heartbeat mechanism, are integrated to implement an adap-
tive failure detector for services composition in distributed environment. The 
simulation annealing algorithm has the strong overall situation optimization 
ability, therefore in this article a NN-SA model, which connect simulation an-
nealing algorithm and the BP neural network algorithm, is proposed, to predict 
heartbeat arrival time dynamically. It overcome the flaw running into the partial 
minimum of the BP neural network. Experimental results show the availability 
and validity of the failure detector in detail.  

Keywords: failure predict, service composition, neural network, simulation 
annealing. 

1   Introduction 

Service Composition[1][2] involves the development of customized services often by 
discovering, integrating, and executing existing services. This can be done in such a 
way that already existing services are orchestrated into one or more new services that 
fit better to your composite application. One service can be invoked by several service 
composition, while each service composition usually invokes multiple services. This 
brings challenges to assure reliability, because the relationships between service com-
position and the supporting services are complex and dynamic. 

Failure detector is an essential component for building reliable service composition 
in distributed environment, and many ground-breaking advances have been made on 
failure detectors [3]. Moreover, with the emerging of large-scale, dynamic, asynchro-
nous composition application in distributed environment, adaptive failure detectors 
which can adapt to changing network conditions have drawn much attention of litera-
ture, such as [4-6].The idea of adaptive failure detection is that a monitored process p 
periodically sends a heartbeat message (“I’m alive!”). A process q begins to suspect p 
if it fails to receive a heartbeat from p after some timeout. Adaptive failure detection 
protocols change the value of the timeout dynamically, according to the network con-
ditions measured in the recent past [7]. Doing so, they are able to cope adequately 
with changing networking conditions, and maintain a good compromise between how 
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fast they detect actual failures, and how well they avoid wrong suspicions. Neverthe-
less, existing adaptive failure detectors (e.g.[4-6]) almost employ statistical methods 
to predict heartbeat arrival time dynamically, which require the sample data present in 
normal distribution, making them unsuitable for highly dynamic service composition 
in distributed environment. 

In this paper, we present a novel implementation of adaptive failure detector. It fol-
lows the adaptive heartbeat strategy, but employs a quite different method, that is, 
combined Neural Network (NN) algorithm with a simulated annealing (SA) controller 
to modify network weight. By use of an improved NN-SA prediction method, we can 
predict the next heartbeat arrival time promptly through the sample data, and do no 
assumption on the distribution of sample data. Furthermore, experimental results 
demonstrate the validity and availability of our method. 

2   Architecture Overview 

2.1   System Model 

A Simplified service composition 
The service composition in distributed environment is complex. It can be have several 
branch. It hard to assure the relation of two service in different branch. To deal with this 
problem, we break up a complex service composition into several “flat” service compo-
sition, where each “flat” service composition represents a path through the complex 
workflow. Thus, to guarantee the availability of a complex service composition, we only 
need to guarantee the same availability for all its “flat” service composition.  

  

Fig. 1. Service composition simplified, the complex service composition is transformed into 
three separate “flat” service composition. The things begin to simple, we treat each “flat” ser-
vice composition as a complete service composition. 

B Failure detector model 
For the “flat” service composition, similar to the model of Chen et al. [4], we consider 
a simple asynchronous model consisting of two processes p and q. if a process, say p, 
sends an infinite number of messages to process q and q is correct, then q eventually 
receives an infinite number of message from p.  
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In addition, processes have access to some local physical clock giving them the 
ability to measure time. We assume nothing regarding the synchronization of these 
clocks. 

In the remainder of the paper, we consider the situation where process q monitors 
process p. 

2.2   Architecture of Failure Detector 

As is shown in Fig. 2, the implementation of failure detector on the receiving side can 
be decomposed into two basic parts as follows. 

1) Prediction layer. An adaptive neural network predictor is constructed (see in 
section 3). Upon receiving a new heartbeat message, the adaptive predictor cal-
culates the next heartbeat message arrival time, generates both predict value 
and error amount. According to the prediction, the simulator annealing modify 
the network weights of NN. 

2) Execution layer. The final prediction value is the interval of the heartbeat mes-
sage. Then, actions are executed as a response to triggered failures based on the 
execution layer whether or not receiving the next heartbeat within prediction 
time. This is normally done within applications. 

  

Fig. 2. The architecture of failure detector 

3   Prediction Layer 

Existing adaptive failure detectors (e.g.[7-8]) almost employ statistical methods, 
which need a large volume of sample data and require the sample data present in 
normal distribution. If the samples are distributed at random, the prediction values 
may become unstable and make the system predict inaccurately. 
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To avoid the above limitations, we explore NN-SA model to predict heartbeat arri-
val time dynamically. The algorithm are depicted as: 

Step1: Get current time sequence 
Collecting the small number of the just passed heartbeat arrival time and message loss 
rate as prediction samples to form current time sequence, which denote by: 

(0) (0) (0) (0) (0)( (1), (2), (3), , ( ), ( ))Mt t t t t n l t= , (1)

where n: the number of samples. ( )Ml t :message loss rate 

( ) 100%M

M N
l t

M

−= × , (2)

where M is the heartbeat sending number by q, N is the heartbeat receiving number  
by p. 
Step 2: Normalized of (0)t  

Defined (1)t as: 

(1) (1) (1) (1) (1)( (1), (2), (3), , ( ), ( ))Mt t t t t n l t= , (3)

where  

(1) (0) (0) (0) (0) (0)
max min max min( ) { ( ) 0.5( )}/ 0.5( )t k t k t t t t= − + −  1, 2,3, ,k n= . (4)

  Step 3: Form NN-SA model 
(a) Network Structure of the BP Algorithm 
According to Kolmogorov theorem [9], three-layer BP with sigmoid function can 
represent any linear or non-linear relationship between the input and output. So in our 
research, a three-layer network and sigmoid is used. It consists of an input layer 
(IO),a hidden layer (HL), and an output layer (OL) (See Fig.3). 

 

Fig. 3. the Network Structure of the BP Algorithm 

 

 The number of neural nodes n in the IO is the number of heartbeat time. 
 The number of the HL is 2n+1 according to Kolmogorov theorem. 
 There is only one node in the OL. The output value of this node represented the 

last prediction for heartbeat time. 
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(b) Active Function 
In the NN, the activation function is used to express the relationship process between 
the input and output. There are many links to a neural node. We regard the weighted 
sum of this links as the input of the node. We use the most commonly used sigmoid 
function [9] 

( ) 1/(1 )xf x e−= + , (5) 

as the active function for the weight training. Here x is the input of the node, and f(x) 
is the output. 

(c) Weight Adjustment 
During training, the adjustment of the weights uses simulation annealing algorithm.  

1)Initialize network weights ijw and high temperature 
0T ，the temperature drop func-

tion is  

1k kT Tλ+ = , (6)

whereëis the temperature drop ratio. 

2) For each sample t(k),compute the output y(k) in OL and HL； 
3)compute the error E 

If  error is sufficiently small 
then  save the results. 

   Else  

*
ij ij ijw w w= + Δ , (7) 

whereÄw is a small random perturbation； 

4) For each sample t(k),compute the output y(k) in OL and HL； 
5) compute the error E*； 

If  error is sufficiently small 
then  save the results. 

   Else If ( *E E< ) then *
ij ijw w=  

       Else *
ij ijw w=  as probability / iE TP e−Δ=  where, *E E EΔ = − , iT is the 

current temperature 

6) This process of 1)-5) is repeated until the error for all data is sufficiently small； 
7) The process of 1)-6) is repeated until the 0iT =  or 

i eT T= ,where target of low 

temperature 
8) At last, we get the weights. 

Step 4: Obtain the next heartbeat arrival time 
According to the output y(k) of NN-SA, we can get  
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max min max min0.5( ) ( ) 0.5( )t t t y k t t= − + + , (8)

where t is the next heartbeat arrival time. 
 

Step 5: Form new prediction model. 
Upon receiving the (n+1)th heartbeat, the monitoring process p reads the process 
clock and stores the heartbeat rank and arrival time into a sliding window (thus dis-
carding the oldest heartbeat), and form new prediction model as follows. 

(0) (0) (0) (0) (0){ (2), (3), , ( ), ( 1)}newt t t t n t n= + . (9)

Then, repeat steps 2- 4 to predict the (n+2)th heartbeat arrival time, and so on. 

4   Experimental Results 

Analog to [3,6,7], our experiments involved two computers, with one locates in 
ChongQing University (CERNET), and the other locates outside of ChongQing Uni-
versity (Internet). All messages are transmitted with UDP protocol. Neither machine 
failed during the experiment. 

The sending host locates outside of ChongQing University, the IP address is 
221.5.183.108. It is equipped with a Celeron IV processor at (1.7GHz) and the mem-
ory is 256 MB, the operating system is Red Hat Linux 9 (kernel 2.4.20).  

While the receiving host is locates in ChongQing University. It is equipped with a 
Pentium IV processor at 2.4 GHz and the memory is 512MB, the operating system is 
also Red Hat Linux 9 (kernel 2.4.20). 

 
 Experimental Results 

Phase 1: Recording heartbeat arrivals 
The experiment lasts for three weekdays, during which heartbeat message is gener-
ated every 400ms.  

   

Fig. 4. Depicts the curves of the mean heartbeat sending interval and arrival interval from 10am 
to 4pm in the three days. We can know that message delay is a bit high, the highest message 
delay is 2428ms, and the lowest, 989ms. We think this is result from the transmit speed be-
tween CERNET and Internet. 
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Fig. 5. It shows the mean message loss rate of the first two days, in bursting hours, the message 
loss rate is almost nearly 20% owing to the low transmit speed between CERNET and Internet 

Phase 2: Simulating failure detectors 
Experiment 1: determine the size of prediction sample space. 
We set the size of sample space from 20 samples to 500 samples, and measured the 
accuracy obtained by the failure detector running during 10am and 4pm. 

 

Fig. 6. The mistake rate of our failure detector improves as the sample size increases. The curve 
seems to flatten slightly when the size is more than 200. 

Experiment 2: comparison with Chen’s failure detector[2] 

 

Fig. 7. For the two failure detectors, we set the size of sample space as 300, the prediction value 
of the two methods is almost same, which means that our method is valid and available 
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5   Conclusion and Future Work 

Failure detection is a fundamental building block for ensuring fault tolerance of ser-
vices composition in distributed environment. In this paper, combining BP neural net-
work and simulation annealing algorithm, we present a novel implementation of adaptive 
failure detector. That is, using simulation annealing algorithm to modify the network 
weights of neural network. In doing so, we do no assumption on the distribution of 
sample data. Moreover, it overcome the flaw running into the partial minimum of the BP 
neural network, we can acquire the confidence of failure/non-failure of services com-
position in distributed environment. At last, experimental results demonstrate the 
validity and availability of our method in detail. In the near future, we will implement 
a failure detection middleware based on the algorithms present in this paper. 
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Abstract. Distributed data and restricted limitations of sensor nodes make do-
ing regression difficult in a wireless sensor network. In conventional methods, 
gradient descent and Nelder Mead simplex optimization techniques are basi-
cally employed to find the model incrementally over a Hamiltonian path among 
the nodes. Although Nelder Mead simplex based approaches work better than 
gradient ones, compared to Central approach, their accuracy should be im-
proved even further. Also they all suffer from high latency as all the network 
nodes should be traversed node by node. In this paper, we propose a two-fold 
distributed cluster-based approach for spatiotemporal regression over sensor 
networks. First, the regressor of each cluster is obtained where spatial and tem-
poral parts of the cluster’s regressor are learned separately. Within a cluster, the 
cluster nodes collaborate to compute the temporal part of the cluster’s regressor 
and the cluster head then uses particle swarm optimization to learn the spatial 
part. Secondly, the cluster heads collaborate to apply weighted combination rule 
distributively to learn the global model. The evaluation and experimental results 
show the proposed approach brings lower latency and more energy efficiency 
compared to its counterparts while its prediction accuracy is considerably ac-
ceptable in comparison with the Central approach. 

Keywords: Wireless sensor network, spatiotemporal regression, particle swarm 
optimization. 

1   Introduction 

In many scenarios of wireless sensor networks (WSNs), a large amount of data is 
generated in each node. For example, in weather conditions monitoring for a geo-
graphical area [1], sensor nodes capture phenomenon of interest on defined time in-
tervals. As the collected data is increased during sensing process, some methods will 
be needed to extract useful information from the raw data.  

Regression analysis due to its importance and usefulness is addressed in this paper. 
Having regressor of the network, a compressed description of the data is available and 
predictions can also be conducted. There are some well-known regression techniques 
in machine learning literature [2]. But all of them basically work in a centralized envi-
ronment where both data and processing are centrally available. In a WSN, data are 
distributed among the nodes as well as processing resources. In addition, the limited 
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power supply and bandwidth capacity of nodes are accomplished the difficulty of 
doing regression in WSNs. 

In a simple solution, Central approach henceforth, one may force the sensor nodes to 
send their own raw data to a fusion center. Afterwards, a common regression technique 
could be applied. Although, the Central approach can achieve a high accuracy, but its 
heavy data transmissions makes it almost inapplicable particularly when the network 
grows in size. For this reason, distributed approaches are needed to be developed.  

Regression is considered as an optimization problem in [3]. Accordingly some  
distributed approaches has been proposed based on gradient descent [4-6] and Nelder-
Mead simplex [7, 8] optimization techniques. They all generally work over a pre-
established Hamiltonian path among the nodes. Incremental gradient (IG) [4] applies 
gradient descent method distributively and incrementally in such a way that every 
iteration of the gradient method is mapped into a network cycle (travelling from the 
first node to the last node). In this way, many network cycles are needed to obtain an 
acceptable accuracy which leads to the significant decreasing in the network lifetime. 
In [5] an improvement is made by clustering the network and employing the incre-
mental gradient method within the clusters. By setting up Hamiltonian path among 
cluster heads, convergence rate is increased [6]. An incremental optimization  
approach based on Nelder-Mead Simplex (IS) is proposed in [7] and [8] which is 
benefited by boosting and re-sampling techniques, respectively. They reported better 
accuracy and convergence rate than gradient based approaches.  

Usually in a WSN, the sensor nodes collect their measurements across time as 
well as space in which data are collected at regular time intervals. Therefore, data 
analysis has to take account both spatial and temporal dependencies between the 
data points. Accordingly the focus of this paper is spatiotemporal regression model-
ing in sensor networks. The idea of this paper is to cluster the network and learn the 
clusters’ regressors first. For this purpose, learning the temporal part is separated 
from learning the spatial part for each cluster’s regressor. In the former step, mem-
ber nodes are required to learn their local temporal models which are then combined 
by the cluster head. In this way, an accurate cluster’s temporal model is obtained as 
it has been emphasized in many papers [3] that there are close similarities with the 
sensor readings of a cluster. Afterwards, the cluster head tries to learn the spatial 
part by using particle swarm optimization (PSO). Finally, the global regression 
model is constructed through collaborations between the cluster heads in which 
weighted averaging combination rule, from multiple classifier systems concept, is 
applied distributively. We have compared the performance of the proposed ap-
proach with the Central and IG approaches. While clustering the network brings 
substantial decreasing in latency, the final prediction accuracy, thanks to good accu-
racy of the clusters’ regressors, is considerably acceptable compared to the Central 
model. Also the communication requirement for the proposed approach is quite 
better than two other approaches.  

Section 2 provides an overview of regression as a supervised learning problem and 
particle swarm optimization as well. Problem statement is formulated in section 3. 
Proposed approach is described in details in section 4. Analysis and experimental 
results are discussed in section 5 and the last section is conclusion of the work. 
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2   Preliminaries 

2.1   Regression Analysis 

Given a data set DS = {(x1, y1),…,(xN, , yN)} as a training set, the aim of the super-
vised learning is to extract a mapping function from the input space (X={xi}, 
i=1,…,N) into the output (Y={yi}, i=1,…,N). X and Y are also called features and 
labels, respectively. The learning program is called regression if the label takes its 
value from a continuous space and it is called classification when a discrete value is 
given to the label [9]. Let g(x|R) be a model defined up over X and R be its parame-
ters. When the form of the g(.) is known, regression is parametric, otherwise non-
parametric. While in non-parametric type, predictions can be conducted based on data 
similarities, the parametric regression has to optimize the coefficients of g, namely R, 
such that g can predict Y with the least possible error: 

}])|([
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−=
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i iiR yRxg
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R  (1) 

In an environmental monitoring system, the sensor nodes usually collect their meas-
urements according to both time and space. In more words, before the sensing process 
starts, regular time intervals are pre-defined. At every time slot, the sensor node i 
captures phenomenon of interest (temperature in our study), and stores it as a quadru-
ple < xi, yi, tij, Tij > in which (xi, yi) is the sensor’s location and Tij is the sensed  
temperature at time slot tij. In this way, applying the parametric regression is straight-
forward: x,y and t are as features while T is the label. Now, it is interested to build 
g(x,y,t|R) such that given a location in the network field and a desired time slot, g(.) 
can predict temperature with the most possible accuracy. 

2.2   Particle Swarm Optimization 

Particle swarm optimization (PSO), is one the efficient stochastic search/optimization 
algorithms which is successfully employed in many engineering optimization prob-
lems as well as in many problems from WSN context [10-12]. It has a good ability to 
explore real valued search spaces such as regression analysis. In this regard, it has 
recently been applied for linear regression analysis [13, 14]. They have obtained quite 
better accuracy in comparison with the standard LSE method.  

PSO is a population based optimization technique in which every candidate solu-
tion is called particle. A swarm is composed of many particles and its size depends on 
the problem at hand. The particles move (fly) within (over) the search space based on 
two components, gbest and pbest. The former one stands for the best particle encoun-
tered in the swarm while the other component is the memory of each particle which 
reminds the best previously visited position by the particle. The particles use the rela-
tions (2) and (3) to compute their own velocity vectors and update their new positions, 
respectively: 

+−+=+ )]()()[()(.)1( 11 txtpbesttrctvwtv ijijijij )]()()[(22 txtgbesttrc ijj −  (2) 
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Here, j refers to dimension, w is inertia weight, c1 and c2 are acceleration coefficients 
and r1(t), r2(t) are two uniform random numbers. When determined stopping condition 
is satisfied, the particles stop their flying over the search space. 

3   Assumptions and Problem Statement 

We consider a sensor network with n nodes in which every node captures m tempera-
ture measurements temporally and spatially, based on time slots and node’s location, 
as mentioned in section 2.1. The network is partitioned into k clusters designating one 
cluster head for each one CHc (c=1,…, k). In different clustering algorithms, different 
desired properties should be found for generated clusters. We consider the case where 
every cluster head can negotiate with its members directly. This brings both spatial 
and temporal similarities between the cluster measurements. Of course, since cluster-
ing is not the subject of this paper, we assume the network is clustered via a well 
known clustering algorithm. A full review on clustering algorithms over WSNs can be 
found in [15]. Also we supposed the network nodes can localize themselves through 
using a well-known node localization algorithm [22]. Figure 1 depicts the communi-
cation topology within the clusters and between the cluster heads as well. 

 

Fig. 1. The communication topology within the network. One of the cluster heads is allowed to 
directly communicate with the fusion center in order to deliver the final network model. Other 
cluster heads only negotiate with their immediate neighbors.  

The objective is to fit a model on the network data. We follow [16] to choose a spa-
tiotemporal model. They have suggested some polynomial models and we have cho-
sen a linear space and quadratic time model as it has the lowest RMS error among the 
other models: 

54
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where R=< r1, r2, r3, r4, r5 > is the unknown coefficients vector. Within the cluster c, 
member nodes are required to learn Rc such that the RMS error of the cluster’s regres-
sor, gc , (5) becomes the least possible: 
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where nc denotes to the size of the cluster c. Minimizing (5) needs all the cluster data 
which is distributed among the member nodes. Although, one may force each member 
node to transmit its own raw data to other cluster nodes, but that brings considerable 
data communications and consequently energy consumption. In the next section we 
describe how we can obtain gc (c=1,…,k) as well as Gnet in an efficient distributed 
manner.  

4   Proposed Approach 

Global model is constructed in two folds. First, the regressor of each cluster should be 
achieved. We divide each cluster’s regressor into two temporal and spatial parts. 
Within a cluster, as member nodes compute their own local temporal models, they are 
combined by the cluster head and the cluster’s temporal model is obtained. Then the 
cluster head starts its attempt to build the spatial part by employing PSO algorithm. 
Secondly, when all the clusters finish their in-cluster learning processes and achieve 
their regressors, the cluster heads collaborate over a sequential path starting from CH1 
through CHk and vice versa, to construct the final regressor. For the sake of simplicity, 
we focus on learning the regressor of one cluster (name it c). The other clusters work 
similarly.  

4.1   Learning the Regressors of Clusters 

4.1.1   Learning Temporal Part 
Within the cluster c, each member node sc,i (i=1,…,nc) is required to compute its local 
temporal model: 

icicicic ctbta ,,
2

,, .. ++=τ  (6) 

based on its local data set. The pattern of temperature readings for a randomly se-
lected sensor from Berkeley Intel Lab data set [17] is depicted in Figure 2. The infer-
ence of quadratic behavior of the temperature variations over 1500 consecutive time 
slots can be drawn. So, each member node has to do simply quadratic regression on 
its local data set LDc,i [18]. Of course, there is no any limitation on the form of the 
defined model and it only depends on the phenomenon under study. Afterwards, 
every member node sends its local temporal model to the cluster head, CHc.  

According to our assumptions about clustering the network, we considered the case 
where every cluster head could be able to do direct transmissions with its members. 
This normally causes cluster nodes to capture their measurements close to each other. 
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Fig. 2. Temperature pattern for a randomly selected sensor node from Berkeley network over 
1500 sensor readings and an approximated quadratic model 

Respect to this fact, the received local temporal models from the member nodes 
could efficiently be combined by the cluster head to compose the temporal part of the 
cluster’s regressor as applying simple voting combination rule [9]: 
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To complete Rc two remaining coefficients <rc,1, rc,2> , which stands for the spatial 
part of the gc, should be achieved which is expressed in the following.  

4.1.2   Learning Spatial Part 
Obtaining local temporal models, the member nodes send their models to the cluster 
head. To obtain the spatial part, they also send their own locations as well. Recalling 
the relation (5), the regressor of cluster should be able to predict cluster data as accu-
rate as possible. Instead of gathering all the cluster data in the cluster head, we use re-
sampling technique [8] and let the cluster head CHc to regenerate a data view of the 
cluster. In other words, at the end of the temporal learning phase, CHc receives the 
following pairs as < location, temporal model > from its members: 

Node location Local temporal model 

),( ,, icic yx  )( ,icτ  

… … 

),( ,, cc ncnc yx  )( , cncτ  

At this point, CHc uses the pairs one by one and regenerates new data points from 
data space of each relevant member node. Creating this in-cluster data view helps the 
cluster head CHc to employ the relation (5) to optimize the spatial part of the cluster’s 
regressor, gc. To this end, PSO is employed as an efficient optimization method for 
real valued search spaces. Every particle in the initial swarm represents a candidate 
solution for the coefficients vector Rc. Note that every particle is a quintuple vector 
which its last three components are fixed as the temporal part is recently achieved. 
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The Equations (2) and (3) are used by every particle until the stopping criterion is 
satisfied. 

4.2   Learning Global Model 

The second step involves constructing the global network model. One may use simple 
voting, like as used within the clusters to combine the temporal models, for combin-
ing the regressors of clusters. But due to diversity of sensor measurements from one 
cluster to another one, it is not a good option. Instead, if a top down point of view is 
taken, in fact we are confronted with a multiple classifiers system (MCS). The ulti-
mate goal in a MCS is to obtain a global and more accurate learner through combina-
tion of several base learners. In [19] it is discussed why and how multiple classifiers 
are appeared in a system. In our problem, many regressors (real valued classifiers) are 
constructed due to the presence of several disjoint data sets, one for each cluster. On 
the other hand, some combination rules have been proposed to combine multiple 
classifiers. As the performance of some popular rules has been compared in a number 
of papers (e.g. [20, 21]), it is validated that the weighted averaging combination rule 
is a well qualified option. Of course the other combining rules might bring better 
accuracy compared to the weighted averaging [20], but in this paper averaging rule is 
employed due to its simpler distributed implementation. 

Accordingly we apply the weighted averaging combination rule to combine the 
clusters’ regressors. The main challenge in this way is to assign appropriate weights 
to each cluster’s regressor. We use RMS error of each regressor to assign the weights. 
For this purpose, first the RMS error of each regressor is required to compute. Within 
the cluster c, after gc is achieved, CHc returns its regressor to all its members. The 
member node sc,i tests the cluster’s regressor on its local data set and computes a sum 
of squared error for it SEc,i (i=1,…,nc). Receiving all the local squared errors, the 
cluster head will be able to computer the actual RMS error of the cluster’s regressor: 
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Now, we let every cluster’s regressor takes its initial weight as the inverse of its RMS 
error,  

cc error/1=ω , (c=1, …, k) 

These initial weights should be normalized before applying on the regressors. After 
computing the normalized weight, the global model Gnet can be constructed as the 
linear combination of the weighted regressors: 
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where ŵc denotes to the normalized weight of gc. Since every cluster head just knows 
its own ωc, the relation (8) should be computed distributively. It can be simply done 
through two traversing the cluster heads (Figure 3). During the first traversing, start-
ing from CH1, the last cluster head CHk could be known σ and consequently its own 
ŵk. At this point the second travelling is started in the reverse direction. This time,  
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Fig. 3. The cluster heads collaborate to construct the global network model over a sequenial 
path. The σ is the sum of the initial regressors’ errors {ωi}, i=1,…,k. 

starting from CHk, CHj receives σ as well as the regressor achieved from CHk through 
CHj+1, denoted as gk,(j+1), computes its ŵj, obtains gk j by adding up ŵj× gj to gk,(j+1), 
and sends the result to the next cluster head on path CHj-1. So, the first cluster head 
CH1 could be able to deliver the final global model Gnet to the fusion center. 

5   Evaluation and Experimental Results 

To see the performance of the proposed approach, we used Berkeley Intel Lab data set 
[17]. It has 54 sensor nodes with two corrupted ones which are distributed in a bi-
dimensional area. Two portions from the data set have been chosen. In the first one, 
DS1, there are 100 data points for each node (m = 100 and measuring for 50 minutes) 
and in the second one, DS2, there are 2880 data points for each node (m = 2880 and 
measuring for one day). So, there are 52×100 and 52×2880 data points for DS1 and 
DS2 in total, respectively. Also the network has been partitioned into 5 clusters. We 
compared our approach with the Central and IG approaches regarding to prediction 
accuracy, latency and communication cost. In order to see the efficiency of the PSO 
algorithm for spatial learning phase, the behavior of the PSO algorithm for one cluster 
is shown in Figure 4. The convergence rate is high and the swarm converges to an 
accurate cluster’s model before the iteration number of 100 is elapsed. Also, the im-
provement of the global model is depicted in Figure 5. As mentioned in section 4.2, 
the last cluster head, CH5, starts constructing the global model in an incremental man-
ner. As shown in Figure 5, the quality of the global model is improved as more clus-
ters are visited during this path. 

5.1   Prediction Accuracy 

The accuracy of three approaches is shown in Table 1. With the assumption of the 
possibility of long distance transmissions, the Central approach is performed in a 
single node (fusion center) in which a high accuracy can be achieved respect to the 
availability of all data points. On the other hand the IG has to pass many network 
cycles to obtain an average prediction accuracy. As it is obvious in Table 1, the pro-
posed approach achieves acceptable accuracy compared to the Central case. 
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Fig. 4. The convergence behavior of the PSO 
algorithm during the spatial learning phase for 
one randomly selected cluster (using DS2) 

Fig. 5. Improvement of the global model 
through second traversing the cluster heads 

Table 1. Comparison of prediction accuracy based on RMS error between Central, Proposed 
Approach, and IG 

Approach Data Set1 Data Set2 

Central 0.835 2.536 

Proposed Approach 2.468 4.319 

IG 17.480 21.549 

5.2   Latency 

The constructed model will be valuable for some periods of time (e.g. some hours). 
So, it is essential to rebuild the model when the network data is refreshed. In this 
regard, it is important how much time is needed to construct the global model. There-
fore, latency, which is defined as the time needed to visit all the network data for the 
first time, becomes an important metric. In the Central approach all the network data 
are visited during one step [5]. So, its latency is O(1). On the other hand, in the IG, n 
steps are needed to traverse all the network nodes one by one. Thus, its latency is in 
the order of O(n). In the proposed approach, all the clusters work in parallel and clus-
ter nodes perform their operations simultaneously. In other words, during the tempo-
ral learning phase, all the network data are seen for the first time. Consequently the 
latency of the proposed approach is O(1) which is equivalent to the Central approach.  

5.3   Communication Requirements 

We follow [4] to compare the communication order of the three approaches which 
depends on the average distance as well as the length of the parameter transmitted in 
every transmission. Following [4] we consider the case where the network is deployed 
in a unit square area. In this way, the average distance of transmissions for the Central 
approach is O(1) as every sensor node makes direct transmissions to the fusion center. 
On the other hand, every data point which is transmitted from the sensor nodes to the 
fusion center is a record by the size of 4. Since every sensor node is required to send 
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all its m measurements, the communication requirement for the Central approach is 
equal to O(n × m × 4 × 1).  

Data transmissions for the IG approach are happened between two consecutive 
nodes on the Hamiltonian path in which the average distance is equal to (log2n / n)1/2. 
In practice, the IG needs to meet many cycles through the network. During every 
cycle, each sensor node sends a parameter vector by the size of L to the next one on 
the path. Therefore, the communication order of the IG is equal to O(cycles × n × L × 
(log2n / n)1/2). 

In order to compute the communication cost of the proposed approach, we act the 
same as [5] and consider the case where the n network nodes are clustered into n1/2 
clusters and n1/2 nodes per cluster. There are two types of transmissions during the 
learning process: inter-cluster transmission and intra-cluster transmission. The first 
type is happened during the first step (sec 4.1) and the second type is for learning the 
global model (sec. 4.2). The average distance of transmissions within the clusters is 
(1/n1/2) while the average distance between two consecutive cluster heads equals to 
((log2 n1/2)/n1/2)1/2. Besides that, one additional transmission is required to deliver the 
network model to the fusion center over an average distance of O(1). Accordingly, we 
compute the communication order of our approach based on the type of data transmis-
sions as follows: 

• O(Sec. 4.1) for one cluster: 

1. Each member node transmits a vector which is composed of its temporal 
model by the size1 of v as well as its location over a distance of (1/n1/2) = 
O(n1/2×L×(1/n1/2)). 

2. The cluster head returns the obtained cluster’s regressor to the members for 
computing its RMS error = O(1×L×(1/n1/2)). 

3. Members send their partial computed squared errors to the cluster head = 
O(n1/2×1×(1/n1/2)).  

• O(Sec. 4.2): 

1. During the first traversing the cluster heads, from CH1 through CHk, one real 
number is sent = O((n1/2-1)×1×((log2 n1/2)/n1/2)1/2)). 

2. During the second traversing the cluster head, from CHk through CH1, a 
combined regressor by the size of L and one real number (σ) are sent = 
O((n1/2-1)×(L+1)×((log2 n1/2)/n1/2)1/2)). 

3. The first cluster head, CH1, sends the final global model by the size of L to 
the fusion center = O(1×L×1). 

 

So, the total communication order of our approach will be equal to O(Sec. 
4.1)×(n1/2)+O(Sec. 4.2). Table 2 compares the total communication requirements for 
the three approaches. As usually m>>cycles, the IG is more energy efficient than the 
Central approach. On the other hand, since cycles practically tends to a large value, it 
can be found that the proposed approach is obviously more energy efficient that the 
IG and consequently prolongs the network lifetime.  

                                                           
1 Note that the upper bound of v, L, was taken into account. 
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Table 2. Communication order for Central, IG, and proposed approach 

Approach Avg. distance of transmissions Communication order 

Central 1 )14( ×××mnO  
IG 

nn /log2  )/log( 2 nnLncyclesO ×××  

Proposed 
Approach 

Members to cluster head = 

n/1  
Between cluster heads = 

nn2log  

CH1 to the fusion center = 1 

 
 

)/)(log2)(1(

)1(2
4/1nnLn

LnL

+−

+++
 

6   Conclusion 

In this paper, we proposed a distributed approach for regression analysis over sensor 
networks. At first, the clusters’ regressors are learned in parallel and are then com-
bined through collaborations of the cluster heads. In order to learn the regressor of 
each cluster, in one hand measurements similarities are taken into account for learning 
the regressor’s temporal part and on the other hand PSO algorithm is employed for 
learning the spatial part. Utilizing from cluster level parallelism leads to the signifi-
cant decreasing in the latency while by benefitting from weighted averaging combina-
tion rule, an acceptable accurate global model is achieved. Also, regarding to the 
communication cost, our approach works better than its counterparts. However, com-
pared to the Central approach, the estimation accuracy should be improved even fur-
ther. For combining the clusters’ regressors, we used weighted averaging combination 
rule. It is essential to employ other popular combination rules such as multiplying 
classifiers or ensemble learning methods. The use of PSO in the whole learning proc-
ess is also placed in our future plan. 

Acknowledgments. The authors would like to thank Iran Telecommunication Re-
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Abstract. This paper proposes an approach to generating tags for ser-

vice reviews. We extract candidate service aspects from reviews, score can-

didate opinion words and weight extracted candidate service aspects. Tags

are automatically generated for reviews by combining aspect weights, as-

pect ratings and aspect opinion words. Experimental results show our ap-

proach is effective to extract, rank, and rate service aspects.

Keywords: service review tagging, service aspect weighting, opinion

mining.

1 Introduction

Web users have published a lot of reviews about products and services on the
Web attributed to dramatic development of Web 2.0 techniques. Potential con-
sumers like to read relevant Web reviews before making service purchasing de-
cisions. However, a service provider may have hundreds of relevant reviews even
in the same website for example Tripadvisor1 . Web users suffer from spending
much time in reading reviews. The challenge is whether it is possible for con-
sumers to know the major service aspects that are mentioned in service reviews
and to only read a small number of sentences with important service aspects to
grasp the essential points of service quality instead of browsing all the contents of
relevant reviews. To address this issue, this paper proposes a tagging algorithm
that can highlight important service aspects for users who browse online service
reviews.

Recent years social bookmarking systems have emerged and are becoming
more and more popular, for example Delicious2 which lets users annotate ob-
jects with tags of their own choosing. A fundamental premise of tagging systems
is that regular users can organize large collections for browsing and other tasks

1 http://www.tripadvisor.com
2 http://delicious.com/

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 463–474, 2010.
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using uncontrolled vocabularies [5]. Because different users have different under-
standing of the tagged objects (e.g. Web reviews), it is hard to judge whether
these keywords are consistent with target objects or valid to be labels for them.
Since many online service reviews have not been tagged, this paper tries to find
a way to tag Web reviews automatically. This work focuses on extracting, rank-
ing and rating service aspects. Specifically, we propose an algorithm of tagging
service related Web reviews. Our approach has three subtasks which are

– extracting candidate service aspects in the second-order context window
around each candidate opinion word in reviews;

– scoring candidate opinion words and weighting extracted candidate service
aspects in terms of weights of their associated candidate opinion words;

– and generating tags for service reviews. In the second step, we propose mu-
tual information-based method, probability-based method and information
gain-based method to obtain these weights.

2 Related Work

To the best of our knowledge, little research work focuses on the automatic Web
review tagging. However, there are some related publications in the areas of opin-
ion mining, keyphrase extraction and web page tagging. Hu and Liu [7] extracted
product features according to their frequencies using association mining method.
Gamon et al. [3] mined topics and sentiment orientation jointly from free text
customer feedback. This work was based on a TF-IDF related approach. Unlike
opinion summarization systems that focus on product information summariza-
tion, for example Opinion Observer [8], our method focuses on tagging a single
review according to knowledge mined from the global data set. Lu et al.’s work [9]
studied the problem of generating a “rated aspect summary” of short comments
comes with an overall rating. They used PLSA [6] based method to decompose
the overall ratings for the major aspects. However, our work is different to [9].

Graph-based keyphrase extraction is related to our work. For instance, recent
research work [11] employed graph-based method on small number of nearest
neighbor documents to provide more knowledge to improve single document
keyphrase extraction. Apart from [11], most of keyphrases methods don’t focus
on service aspect extraction and weighting.

There are some publications that give methods to automatically generate
tags for web pages [2] or documents [10]. Chirita et al. [2] proposed a method to
automatically tag web pages in a personalized way, however the method is based
on the hypothesis that there are very rich documents of personal information
which can and should be exploited for generating personalized tags. In our work,
we are not going to grasp personal information to generate tags, because it is
hard to know whether a Web user has plentiful of documents related to products
or services. Song et al. [10] is another essential work related to our work, and
it is different from our work in that our work will generate complex tags with
rating, opinion list for each weighted aspect.
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3 Extracting, Ranking and Rating Service Aspects

3.1 Extracting Candidate Service Aspects

In this work, we use adjectives as candidate opinion words since they can be used
in product mining for candidate opinion words [7]. We also adopt noun units as
candidate service aspects.
Definition (Noun Unit). A noun unit is a unit which contains consecutive
nouns in a sentences. For instance, both “breakfast” and “breakfast room” are
noun units.
The strategy of candidate service aspect extraction method is straight. We only
consider noun units around adjectives as candidate service aspects, so we get the
second-order context window around each candidate opinion word in reviews. For
example, the [−3, +3] is context window around the candidate opinion word in
the same sentence. For example, in the sentence The staff is nice and helpful,
opinion word nice’s [-3, +3] context window contains staff. In this work, we
extract words with POS tags of JJ, JJR, JJS as candidate opinion words, and
words with POS tags of NN, NNS, NNP, NNPS as candidate service aspects.

3.2 Scoring Candidate Opinion Words and Weighting Candidate
Service Aspect

In our data set, the ratings of reviews range from 1 to 5. These ratings are
relevant to consumers’ sentiment orientation to service providers. Consumers
form their service opinions according to observation of different service aspects
with different preferences. Our service aspect weighting methods are based on
the hypothesis that a review with higher rating may have more positive opinions
than the one with lower rating. Therefore we split our data set into two parts,
one part containing reviews that have higher ratings, and the other part with
reviews that have lower ratings. In our experiments, we divide global data set
into two parts. However, ratings of reviews in Tripadvisor are unbalanced, and
the average rating is more than 3. Hence, in this work, one part has rating range
[1, 3], and the other part has rating range (3, 5].

Mutual Information-based Candidate Service Aspect Weighting
Method. In this method, we firstly divide the review set into negative class
CN and positive class CP . We present score of opinion word oj as

score(oj) = MI(oj) =
∑

x∈{0,1}

∑
c∈{CN ,CP }

p(x, c)log
p(x, c)

p(c)p(x)
, (1)

where p(c) is proportion of reviews belonging to the class c, p(x, c) is the propor-
tion that the jth opinion feature takes value x in class c (x=0 means it doesn’t
appear in class c; x=1 denotes it appears in class c), and p(x) is the proportion
that the jth opinion feature take value x in the whole review set. We weight
candidate service aspect ai according to

wai =
∑

1≤j≤k

score(oj), (2)
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where k denotes the number of candidate opinion words that are associated with
candidate service aspect ai. Here a candidate opinion word associated with ai

means ai is in the context window around oj .

Probability-based Candidate Service Aspect Weighting Method. Sup-
pose the global review data set is C, and every part of the global data set
is Ci. If we have two parts (positive part CP and negative part CN ), then
|E(C)| =

∑
1≤i≤2 |E(Ci)|, where E(Ci) denotes review data set labeled with

class Ci. Let O be candidate opinion word set, and oj ∈ O, n = |O|. Let p(Ci|oj)
be probability of candidate opinion word oj appearing in class Ci. p(Ci) is prob-
ability of review class Ci, and p(oj) is probability of candidate opinion word oj .
We can obtain

p(Ci|oj) =
p(oj |Ci)p(Ci)

p(oj)
∝ p(oj |Ci)p(Ci), (3)

where we suppose p(oj) has uniform distribution and it is constant. We use the
Laplacian correction to avoid computing probability values of zero. If we have
two classes and O = {o1, o2, ..., on}, then we get

p(oj |Ci) =
c(oj , Ci) + 1∑

1≤j≤n

∑
1≤i≤2 c(oj , Ci) + |O| , (4)

where c(oj , Ci) denotes the frequency of oj in Ci. We compute p(Ci) in terms of
the number of reviews Ci contains. We obtain p(Ci) by

p(Ci) =
|E(Ci)|∑

1≤i≤n |E(Ci)| . (5)

After we divide the global data set into positive part and negative part, we use log
ration Equation (6) to score candidate opinion word oj . Intuitively if a candidate
opinion word is not only mentioned in positive reviews, but also in negative
reviews, and if the probability of appearing in positive reviews approximates
to the probability of appearing in negative reviews, the candidate opinion word
may have low probability to be opinion words. We get the score of opinion word
oj by

score(oj) = |log(
p(oj|CP )
p(oj |CN )

)| = |log(p(oj |CP )) − log(p(oj |CN ))|, (6)

where p(CP ) is probability that positive class CP contains candidate opinion
word oj , and CN is probability that negative class CN mentions oj . For a can-
didate opinion word ai, we obtain its weight using

wai =
∑

1≤j≤k

score(oj), (7)

where k denotes the number of candidate opinion words that are associated with
candidate service aspect ai. Here a candidate opinion word associated with ai

means ai is in the context window around oj .
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IG-based Candidate Service Aspect Weighting Method. Our third ser-
vice aspect weighting method is based on IG (Information Gain) theory. Let D
denote the global data set. If we divide reviews into two subsets, we can obtain
the entropy of D using

entropy(D) = −
∑

1≤i≤2

pi log 2pi, (8)

where pi is the probability that a review in D belongs to class Ci and is estimated
by |Ci,D|/|D|. In this work, we divide reviews into two subsets according to their
ratings. If the rating of a review in the range [1, 3], the review is in the negative
subset, otherwise if the rating in the range (3, 5], it is in the positive subset. If
a candidate opinion word oj has m possible attribute values, oj can be used to
split data set D into m subsets, that is D1, D2, ..., Dm. Using opinion word oj ,
we only split the global data into two parts, one part contains candidate opinion
word oj , the other part doesn’t contain the opinion word oj . Hence here m equals
to 2. Then we obtain its entropyoj (D) by

entropyoj (D) =
∑

1≤i≤2

|Di|
|D| × entropy(Di), (9)

where Di presents one of part of the data set D. Hence the information gain is

score(oj) = IG(D, oj) = entropy(D) − entropyoj (D). (10)

We weight the candidate service aspect according to

wai =
∑

1≤j≤k

score(oj), (11)

where k denotes the number of candidate opinion words that are associated with
candidate service aspect ai. Here a candidate opinion word associated with ai

means ai is in the context window around oj .

3.3 Rating Service Aspects

Customers give ratings to service providers to measure their service quality. Dif-
ferent aspects have different weights in the process of measuring service quality.
For a candidate service aspect a, we can get its opinion word set O according
to different graph generation modes. The average rating of an opinion word is
calculated based on averaging overall ratings of reviews that contain the opinion
word. The average rating of an opinion word oi is calculated using

roi =

∑
1≤j≤|R| rj

|R| , (12)

where rj is the rating of a review reviewj which contains opinion word oi, and
reviewj ∈ R, R is the set of all the reviews that contain oi. For each candidate
aspect a, there may have several opinion words which are related to ai.
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Because a review may mention one or several aspects, and service aspects may
have different ratings, we define the aspect rating as

rai =

∑
1≤j≤k oj

k
, (13)

where k is the number of opinion words that are in the context window around
ai in a review, and oj is computed by Equation (12).

If we know service aspect ratings in a review, we also can predicate review’s
overall rating using

rp =

∑
1≤j≤n raj

n
, (14)

where n is the number of service aspect mentioned in review ri.

3.4 Generating Tags for Reviews

An automatically generated tag comprises three parts: candidate service aspect,
average rating for the candidate service aspect, and candidate service opinion
list associated with the candidate service aspect. These tags are not uncontrolled
vocabularies, and they are different from traditional tags for web pages. We
propose Algorithm 1 to tag reviews. If two candidate service aspects have the
same stems, the candidate service aspect with lower rank number will be a
candidate tag. (for example room with rank number x and rooms with rank
number y, if x < y, room is a candidate tag but rooms is not.). We rank candidate
service aspects according to their weights in decreasing order.

4 Experiments

4.1 Experiment Setup

We crawled 6559 hotel related web pages from which we extracted 25,625 re-
views from Tripadvisor. A wrapper has been implemented for extracting service
reviews that are related to hotel service. These reviews contain 235, 281 sen-
tences that have been gotten by segmenting the reviews using OpenNLP3 which
is built based on maximum entropy models. The average sentence number of
these reviews is about 9. We also got Part-of-Speech tags and phrases for all the
sentences. The average ratings of the reviews is 3.54, and we also find the rating
distribution is unbalanced.

We use mutual information-based method, probability-based method, and in-
formation gain-based method to score candidate opinion words and weight can-
didate service aspects respectively. The top 20 candidate opinion words that has
the highest scores are listed in Table 1. Candidate opinion words are ranked in
decreasing order in terms of their scores computed by Probability-based method
using Equation (6) or IG-based method based on Equation (10). We can see some

3 http://www.opennlp.org
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Algorithm 1. Tagging Reviews
Input:

Review set R;

Output:
Tag vector Tv ;

1: Divide review set R into two subsets (classes): positive subset Cp and CN according

to their overall ratings. {In this work, reviews with overall ratings in [1, 3] are in

negative class, and reviews in (3, 5] belong to positive class.}
2: Extract candidate service aspects and candidate opinion words from each r ∈ R;

3: Score candidate opinion words and weight service aspects using one of three pro-

posed methods in Section 3.2.
4: Compute average overall ratings for every candidate opinion word;

5: Rank candidate service aspects in terms of their weights in decreasing order;

6: for all r ∈ R do
7: Get distinct candidate service aspects from r;
8: For every ranked candidate service aspect ai in r, find candidate opinion word

set oi in context substantival window [−w, w] of ai;

9: Generate tag tr for r, if we can extract r candidate service aspects, then tr =

{< ai, oi, ri > |0 ≤ i ≤ m}, here ri is average opinion word ratings for ai;

10: Push tr into Tv;

11: end for
12: return Tv;

candidate opinion words have spelling errors due to the nature of user-generated
content. Candidate opinion words in Table 1 are not classified into positive and
negative classes, and they are listed indiscriminately together.

Probability-based method can also rank and classify positive and negative
candidate opinion words. To obtain the top k positive candidate opinion words,
we use score(oj) = log( p(oj|CP )

p(oj |CN) ) to score positive candidate opinion words. This
means a candidate opinion word oj has high score, it has high probability to
be a positive opinion word. In the same way, score(oj) = log(p(oj|CN )

p(oj |CP ) ) is used
to show how likely a candidate opinion words to be a negative opinion word.
Table 2 contains the top 20 positive candidate opinion words and the top 20
negative candidate opinion words.

In our experiments, we take FP-tree [4] approach as the baseline, that is we use
association mining to find frequent aspect. [7] also employed Apriori [1] to get
frequent product features. However, Apriori algorithm needs more computing
time than FP-tree on our data set, therefore, FP-tree algorithm is a better
choice then Apriori algorithm. In our experiments, FP-tree has support value of
0.005. In Fig. 1(a) and Fig. 1(b) give MAP (Mean Average Precision) and P@N
distributions respectively. Since we want to use these weighted candidate service
aspects and candidate opinion words to tag reviews, intuitively we do not need
all the extracted candidate service aspects. In a product or service domain, there
may be hundreds of aspects. We evaluate the precision of the top 100 extracted
candidate aspects in terms of the meanings of the candidate aspects by humans.
P@N is often used to evaluate results of information retrieval.
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Table 1. The top 20 candidate opinion words with the highest scores. The opinion

words are listed decreasingly according to their scores.

Method Candidate opinion words

Probability-based gracious, mid-range, airless, organic, lighter, co-

pious, efficent, knowledgable, filthy, finest, brill,

disgraceful, aweful, torn, impeccable, splendid, ef-

fecient, curteous, equiped, moldy

Information Gain dirty, great, helpful, worst, excellent, comfortable,

rude, friendly, quiet, poor, perfect, bad, filthy, spa-

cious, terrible, wonderful, horrible, clean, modern,

lovely

Mutual Information dirty, great, helpful, excellent, comfortable, worst,

friendly, quiet, rude, perfect, poor, bad, spacious,

wonderful, filthy, terrible, modern, lovely, clean,

horrible

Table 2. The top 20 candidate opinion words which are classified as positive or negative

opinion words using the probability-based method

Positive or negative Candidate opinion words

top 20 candidate positive

opinion words

gracious, mid-range, organic, lighter, copious,

efficent, knowledgable, finest, brill, impeccable,

splendid, effecient, curteous, equiped, invaluable,

georgian, homemade, ceramic, innovative, sublime

top 20 candidate nega-

tive opinion words

airless, filthy, disgraceful, aweful, torn, moldy, re-

deeming, shoddy, offensive, disgusted, dishonest,

scaly, unclean, grimy, unwelcoming, horrid, width,

abusive, unrenovated, unkindgood
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Fig. 1. Precision distributions of the top 100 ranked CSAs (CASs are extracted with

context window [3,3])
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Table 3. The top 20 candidate service aspects which have the highest weights (ex-

tracted with context window [3,3])

Method Candidate service aspects

FP-tree (sp=0.005) hotel, room, breakfast, staff, rooms, location,

night, bathroom, place, time, day, area, bed, sta-

tion, street, shower, nights, price, stay, floor

Probability-based hotel, room, staff, location, rooms, breakfast,

bathroom, place, bed, area, walk, service, stay,

value, restaurants, beds, street, time, night, price

Information Gain staff, hotel, location, room, rooms, breakfast,

bathroom, place, bed, value, service, beds, stay,

area, restaurants, time, street, food, price, shower

Mutual Information room, hotel, staff, rooms, location, breakfast,

bathroom, bed, place, time, night, area, walk, ho-

tels, service, price, stay, day, beds, bit

P@N =
rn

N
, (15)

where rn is the number of relevant document and N is the total number of
retrieved document. MAP is often used in evaluation of information retrieval,

MAP =
∑N

r=1(P (r) × rel(r))
rn

, (16)

where r is the rank, N the number retrieved documents, rn is number of relevant
documents, rel() is a binary function on the relevance of a given rank, and P (r)
is precision at rank r. Fig. 2(a) and Fig. 2(b) show the MAP and P@N distri-
butions of top 100 candidate service aspects respectively in the same context
window size [3,3]. In order to draw distributions clearly, we do not give results
of MI and FP-tree because they have lower performance compared to results
of Probability-based method and IG-based method that are quite approximated
among them in MAP distributions. However, IG-base method outperforms other
three methods if we use P@N scheme to evaluate the results. MI-based method
has no advantage than IG-based method and probability-based method, but it
has better performance compared to FP-tree methods. Table 3 gives top 20 can-
didate service aspects with the highest weights. The results of FP-tree algorithm
have some frequent terms, such as “night”, “time”, etc., are not service aspects.

4.2 Experiments with Sentence Coverage

We built index on the sentences that were extracted from the data set using
Lemur4. All the top 100 ranked candidate aspects were submitted as queries to
4 http://www.lemurproject.org
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Fig. 2. Precision distributions of the top 100 weighted CSAs with context window [3,3].

For drawing clarity, we don’t draw precision distributions of MI-based results, because

MI-based results have lower performance than the other two methods.

Lemur. As Fig. 3 shows the sentence coverage of query results of all the top 100
ranked candidate aspects on the data set. Sentence coverage can be gotten by

sentence coverage =
number of retrieved sentences

number of total sentences
. (17)

Fig. 3. Sentence coverage of the top 100 candidate service aspects. IG: Information

gain; MI: Mutual Information.

We can see FP-tree has the highest sentence coverage, while IG-based method
has lowest sentence coverage. The reason lies in that FP-tree algorithm may find
frequent items that could not be service aspects, for example word “night” and
“time” are not service aspects but they appear in many reviews.
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4.3 Sample Results of Service Aspect Tagging

Fig. 4 is the Web interface of tagging results of randomly sampled reviews from
the global data set. In this case, six service aspects are listed on the top of the
review, for example “staff ”, “hotel”, etc. These tags are automatically generated
by IG-based method. For each service aspect, we have also computed its average
rating score. The rating of service aspect ai is calculated using Equation (13).
When a candidate service aspect is associated with a candidate opinion word,
it means the candidate service aspect is in the second-order context windows
around the candidate opinion word in this review. In fact, our tags comprise
three parts: candidate service aspect, aspect rating, and opinion word list.

Fig. 4. Web interface for automatically generating service aspect tags. There is one

tagged review in the figure.

5 Conclusion and Future Work

In this work, we address the research problem of tagging online service reviews.
We tag service reviews using candidate service aspects, aspect ratings, and can-
didate opinion word lists. Information gain-based method outperforms mutual
information-based and probability-based method in finding the top k most im-
portant service aspects. Experiments on service aspect weighting show that our
tagging algorithm can find major service aspects. Subjective evaluation demon-
strates that our methods can generate useful tags for Web reviews.

Acknowledgments. The work was supported by the National Natural Science
Foundation of China under the grant No. 60773163 and No. 60911140102, and
the Hegaoji project under the grant No. 2009ZX01039-001-001.
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1. Agrawal, R., Imieliński, T., Swami, A.: Mining association rules between sets of

items in large databases. In: Proceedings of the 1993 ACM SIGMOD International

Conference on Management of Data, pp. 207–216. ACM Press, New York (1993)

2. Chirita, P.A., Costache, S., Nejdl, W., Handschuh, S.: P-tag: large scale automatic

generation of personalized annotation tags for the web. In: Proceedings of the 16th

International Conference on World Wide Web, pp. 845–854. ACM Press, New York

(2007)

3. Gamon, M., Aue, A., Corston-Oliver, S., Ringger, E.K.: Pulse: Mining customer

opinions from free text. In: Famili, A.F., Kok, J.N., Peña, J.M., Siebes, A., Feelders,

A. (eds.) IDA 2005. LNCS, vol. 3646, pp. 121–132. Springer, Heidelberg (2005)

4. Han, J., Pei, J., Yin, Y.: Mining frequent patterns without candidate generation. In:

Proceedings of the 2000 ACM SIGMOD International Conference on Management

of Data, pp. 1–12. ACM Press, New York (2000)

5. Heymann, P., Paepcke, A., Garcia-Molina, H.: Tagging human knowledge. In: Pro-

ceedings of the Third ACM International Conference on Web Search and Data

Mining, pp. 51–60. ACM Press, New York (2010)

6. Hofmann, T.: Unsupervised learning by probabilistic latent semantic analysis. Ma-

chine learning 42(1-2), 177–196 (2001)

7. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of the

Tenth ACM SIGKDD International Conference on Knowledge Discovery and Data

Mining, pp. 168–177. ACM Press, New York (2004)

8. Liu, B., Hu, M., Cheng, J.: Opinion observer: analyzing and comparing opinions

on the web. In: Proceedings of the 14th International Conference on World Wide

Web, pp. 342–351. ACM Press, New York (2005)

9. Lu, Y., Zhai, C., Sundaresan, N.: Rated aspect summarization of short comments.

In: Proceedings of the 18th International Conference on World Wide Web, pp.

131–140. ACM Press, New York (2009)

10. Song, Y., Zhuang, Z., Li, H., Zhao, Q., Li, J., Lee, W.C., Giles, C.L.: Real-time

automatic tag recommendation. In: Proceedings of the 31st Annual International

ACM SIGIR Conference on Research and Development in Information Retrieval,

pp. 515–522. ACM Press, New York (2008)

11. Wan, X., Xiao, J.: Single document keyphrase extraction using neighborhood

knowledge. In: Proceedings of the 23rd National Conference on Artificial Intel-

ligence, pp. 855–860. AAAI Press, Menlo Park (2008)



 

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 475–482, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Developing Treatment Plan Support in Outpatient Health 
Care Delivery with Decision Trees Technique 

Shahriyah Nyak Saad Ali1, Ahmad Mahir Razali1, Azuraliza Abu Bakar2,  
and Nur Riza Suradi1 

1 School of Mathematical Sciences, 
Faculty of Science and Technology, Universiti Kebangsaan Malaysia, Malaysia 

2 Centre for Artificial Intelligence Technology, 
Faculty of Information Science and Technology, Universiti Kebangsaan Malaysia, Malaysia 

shahriyahali@yahoo.com, mahir@ukm.my, aab@ftsm.ukm.my,  
nrms@pkrisc.cc.ukm.my 

Abstract. This paper presents treatment plan support (TPS) development with 
the aim to support treatment decision making for physicians during outpatient-
care giving to patients.  Evidence-based clinical data from system database was 
used. The TPS predictive modeling was generated using decision trees tech-
nique, which incorporated predictor variables: patient’s age, gender, racial, 
marital status, occupation, visit complaint, clinical diagnosis and final diag-
nosed diseases; while dependent variable: treatment by drug, laboratory, imag-
ing and/or procedure. Six common diseases which are coded as J02.9, J03.9, 
J06.9, J30.4, M62.6 and N39.0 in the International Classification of Diseases 
10th Revision (ICD-10) by World Health Organization were selected as proto-
types for this study. The good performance scores from experimental results in-
dicate that this study can be used as guidance in developing support specifically 
on treatment plan in outpatient health care delivery.  

Keywords: User acceptance, Continuous quality improvement, Treatment equity. 

1   Introduction 

Delivering a high quality health care has been given great attention by health care 
organizations worldwide. Decision support is seen as one of the solutions to health 
care delivery improvement that incorporates knowledge from experts or evidenced-
based clinical data to support decision-making processes. Past studies have proved 
that decision supports were capable to support patient treatment [1], improved 
treatment performance and also improved practitioner performance [2]. 

Treatment plan refers to management on any interventions consists of treatment 
and/or examination which will be initiated for each problem based on patient’s 
history, physical examination, provisional diagnosis and differential diagnosis [3]. 
The TPS proposed in this study acted as a supportive tool that generates treatment 
suggestions for individual patients at point of care. An optimized treatment decision 
for patients is expected because both health care practitioners’ knowledge and TPS 
are utilized, rather than either human or support could make on their own. 
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This paper is organized into five sections. Past studies and reports on health care 
quality that related to treatments and supports are briefly highlighted in the next  
section. Methodology of our proposed approach is presented in Section 3. The ex-
periments performed and the results obtained are discussed in Section 4. Finally, 
conclusion of this paper is covered in the final section. 

2   Related Research 

Decision supports have been used in a wide range of medical applications [1,2,4,5,6], 
however very few researches to produce outpatient treatment supports were reported. 
Outpatient is the primary department for patients to receive treatment and involves 
higher number of transactions per day as compared to inpatient. Despite many deci-
sion supports in literature reviews and markets, the use of decision trees techniques 
has not yet been reported. Many studies have applied this technique and have proved 
that it gave the best result among other techniques in data mining [7], especially in 
overall prediction accuracy [8]. 

Previous studies found that factors that influence treatment varies from patients’ 
demography, morbidity and condition [3,9,10]. However, there are proof that non-
clinical factors significant to antibiotic prescription to patients, such as patients’ 
health insurance policy, patients’ health support from organization [9], physicians’ 
geographical location place of practice and physicians’ gender [10]. Health care de-
livery equity is emphasized to achieve better health prospects, besides of improving 
efficiency, quality and accessibility of health care delivery [11]. This issue is very 
important especially in Malaysia where practice is being made by not only doctors, 
but also by assistant medical officers. 

In line with achieving quality improvement in health care delivery, TPS develop-
ment is proposed. TPS development framework is based mainly on the same funda-
mental used for Percuro Clinical Information System [4] which successfully being 
implemented in more than 20 health centres in Malaysia. The reason to choose a suc-
cess system is that it is able to meet user requirement as well as user acceptance for it 
to be applied in their work routine [12]. 

3   Methodology of the Treatment Plan Support Development 

Fig. 1 illustrates our TPS development framework. Patients’ demographic information 
and visits type whether visits related to new cases or follow ups are considered during 
patient registration. Patient’s age, gender and race [9] have been used to differentiate 
treatment in diseases; for an example acute upper respiratory tract infection. Besides, 
type of visits must also be considered whether patient’s visit is due to a newly re-
ported case or a return visit presumably of treatment failure [9]. 

Consultation and treatment which are the main important processes in health care 
delivery utilizes medical record documentation [3]. The S.O.A.P (an acronym for 
subjective data, objective data, assessment and plan) note format acted as parameters 
to generate treatment plan for a particular disease specifically. The final disease diag-
nosed by physician was coded with current International Classification of Diseases 
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10th Revision (ICD-10) of version 2007 for worldwide universal coding. Six highest 
reported diagnosed diseases in Percuro database were selected as prototypes in this 
study: acute pharyngitis unspecified, acute tonsillitis unspecified, acute upper respira-
tory infection unspecified, allergic rhinitis unspecified, muscle strain and urinary tract 
infection site not specified, which are coded as J02.9, J03.9, J06.9, J30.4, M62.6 and 
N39.0 respectively. 

 

 

Fig. 1. Framework for TPS development in an outpatient setting 

The TPS is developed in two main stages as elaborated below. Firstly, generating 
TPS predictive modeling and secondly, developing treatment plan support for practi-
cal application. 

3.1   Generating TPS Predictive Modeling 

Throughout generating TPS predictive modeling, following steps are followed: data 
collection, data preparation, and treatment plan modeling. 

Data Collection. Evident-based outpatient clinical data from Percuro database was 
compiled. A total of 43,409 patients are involved with 278,271 visits for 36 months 
from January 2006 until December 2008. However, only data for year 2008 was used 
for modeling, because Percuro was under upgraded development and maintenance 
and, there were users’ data entry inconsistency occurred in year 2006 and 2007. 

Data Preparation. The preparation of complex clinical data for treatment plan is 
presented in this section. Data preparation was done to obtain a good quality data. The 
task in data preparation involved data cleansing, data modification, data transforma-
tion, data representation and data standardization to World Health Organization 
(WHO) universal coding. 

Predictor variables such as patient’s gender, racial, marital status, occupation, final 
diagnosed disease ICD-10, besides physician’s identification needed a minor data clean-
sing. Predictor variable patient’s age required preparation, where it is obtained by dif-
ferencing patient’s birth date and consultation date. Predictor variables for patient’s visit 
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complaint and clinical diagnosis required data representation because the information 
was in an open text form.  

Data modification and transformation for dependent variable treatment plan are 
needed, to fulfill flat-file requirement in data mining [13]. Treatment plan given to 
patient consists of one or combinations of drug, procedure, laboratory and imaging 
[3]. Representation data was made in order to capture the complete treatment for a 
single patient. Combination theorem for number of combinations of n distinct objects 
taken r at a time has been used [14]. The value number of r has been set from 1 to n, 
instead of from 0 to n, to suite this study. Formula used is shown in (1).  

n

r

⎛ ⎞
⎜ ⎟
⎝ ⎠

=  nCr  = 
)!(!

!

rnr

n

−  

 ,for r = 1,2, …, n          (1)

Using (1), n was set to be four (for drug, procedure, laboratory and imaging). Therefore, 
r was replaced with one, two, three and four combinations, and the summation gave 
total 15 possibilities which implied 15 combination sets of treatment plans: drug,  
procedure, laboratory, imaging, drug-procedure, drug-laboratory, drug-imaging, proce-
dure-laboratory, procedure-imaging, laboratory-imaging, drug-procedure-laboratory, 
drug-procedure-imaging, drug-laboratory-imaging, procedure-laboratory-imaging and 
finally drug-procedure-laboratory-imaging. However, treatment plan through drug ac-
cumulated 82.5% as compared to other treatments. The Anatomical Therapeutic Chemi-
cal (ATC) drug classification system by WHO is used to make classification within 
drug. We split drug treatment into: i) drug with antibiotic prescription that consist of J 
classification in ATC code, ii) drug without antibiotics prescription, while other treat-
ment plan combinations are combined together as others. External physician validation 
on the prepared data was finally obtained. 

Treatment Plan Modeling. The TPS predictive modeling was generated using Weka 
3.6.1 software, with J48 decision trees technique or known as C5 algorithm [13]. 
Stratified ten-fold cross-validation procedure is carried out in the mining process. 

3.2   Development of Treatment Plan Support 

Towards TPS development, continuous quality improvement Plan-Do-Check-Act 
(PDCA) cycle has been adapted. The modified cycle is an iterative four-phase prob-
lem-solving process comprises of; i) TPS planning, ii) TPS development, iii) TPS 
evaluation and iv) deployment. Moving back and forth between different phases 
might be needed according to current requirements. The cycle continues with subse-
quent processes focuses on continually improving process performance through both 
incremental and innovative changes/improvements. 

TPS consists of three parts which are the knowledge base, the reasoning engine, 
and a mechanism to communicate with physicians. Results from the above predictive 
modeling are used as a knowledge base in TPS. A reasoning engine which contains 
formulas subsequently combines the knowledge base with actual patient data. Finally 
through a mechanism in TPS, TPS communicates with physicians by providing sug-
gested list of potential treatments in a graphical user interface. 
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4   Results 

The final data set used for TPS predictive modeling consisted of 766 patient’s visits, 
which involved treatments from seven physicians with 423, 263, 3, 2, 48, 20 and 7 
treatments frequencies respectively. Malay race accumulated 740 patients while other 
races 26 patients. As many as 735 patients are single, whereas 31 patients are married. 
Majority of patients are still studying, followed by working and other categories with 
706, 46 and 14 number of patients respectively. Patient’s age, complaint, diagnosis 
and ICD-10 disease are categorized to 9, 26, 35, and 6 distinct values correspond-
ingly. Dependent variable treatment plan are labeled as drug inclusive J, drug exclu-
sive J and others with frequencies of 310, 322 and 134.  

Four tests are conducted with three conditions of data set. The first test included all 
10 variables; the second test excluded race, marital status and occupation; the third 
test excluded race, marital status, occupation and physician; and the fourth test ex-
cluded race, marital status, occupation, physician and age group. The four-tests are 
done to investigate whether imbalance classes in variables (race, marital status and 
occupation) and physician might cause differentiation and accuracy in treatment. Data 
set A contained 766 data of the total number of clinical data that has went through 
data preparation, data set B contained 764 data after deletion of data from Physician-4 
and finally data set C contained 592 data that excluded treatment from Physician-4 
and Physician-2 for J06.9 disease. The decision to consider data deletion for Physi-
cian-2 and Physician-4 is because there is data entry error occurred in Physician’s-4 
record, while Physician’s-2 treatments to J06.9 patients are varies as compared to 
other physicians (results obtained from first and second tests for data sets A and B). It 
is noted that for Physician-2 treatment differences occurred even with similar patient 
condition. Having experience in less than a year for Physician-2 may contribute to 
this variation.        

Table 1. Generated results 

Test Data 
set 

Correctly  
classified  
instances (%) 

Incorrectly 
classified  
instances (%) 

Number 
of leaves 

Size of 
the tree 

Time to 
build 
model 
(seconds) 

1 A 417 (54.44) 349 (45.56) 71 81 0.09 
 B 426 (55.76) 338 (44.24) 62 72 0.03 
 C 362 (61.15) 230 (38.85) 121 130 0.02 
2 A 412 (53.79) 354 (46.21) 70 80 0.02 
 B 417 (54.58) 347 (45.42) 61 71 0.03 
 C 366 (61.82) 226 (38.18) 39 42 0.02 
3 A 431 (56.27) 335 (43.73) 58 66 0.02 
 B 427 (55.89) 337 (44.11) 51 59 0.03 
 C 366 (61.82) 226 (38.18) 39 42 0.02 
4 A 429 (56.01) 337 (43.99) 43 50 0.02 
 B 420 (54.97) 344 (45.03) 35 41 0.03 
 C 367 (61.99) 225 (38.01) 41 46 0.00 
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Summary for results generated from the twelve experimental tests are shown in 
Table 1. The effort taken to perform data reduction on several data has resulted im-
provement in accuracy. In order to reduce treatment differences among physicians 
[10] and increase treatment equity in data pattern, the final test which is the best 
achieved accuracy with 61.99% correctly classified treatment is chosen to be used for 
TPS. Treatment for five diseases other than J06.9 is straight forward. Treatment  
for J02.9 and J03.9 are through drug that inclusive of J classification. While treatment 
for J30.4 and M62.6 are through drug that exclusive of J classification. Treatment for 
N39.0 is through others combination. Whereas treatment for J06.9 relates to patient’s 
complaint and gender, and varies between drug that inclusive of J classification or 
drug that exclusive of J classification. 

Table 2. TPS performance score 

ICD-10 Cases  Items 
 n %  n Correct top 10 % 
J02.9 13 2.2  59 46 77.97 
J03.9 57 9.6  272 233 85.66 
J06.9 429 72.5  1951 1582 81.09 
J30.4 4 0.7  12 11 91.67 
M62.6 57 9.6  187 149 79.68 
N39.0 32 5.4  128 114 89.06 
    Total 592 100  2609 2135  

 

Fig. 2. Items listed by TPS for N39.0 disease (urinary tract infection) 
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The study is further extended to items respective to generated treatment plan. Many 
systems used ranked list approach to display items [1,4,5], so that physicians can have 
options to choose appropriate items by themselves. The same approach is employed for 
the six diseases, and subsequently performance score [15] is made based on the pres-
ence of correct prescribed items in the top ten item list (refer Table 2). The result shows 
that the performance scores percentage for correct top ten items with respective disease 
cases are high reaching to 91.67%. The good evaluation for the six prototype diseases 
used in this study reveals that TPS is acceptable to be used for practice. Fig. 2 shows 
TPS application for physicians that lists the first top ten highest frequencies of items to 
treat N39.0 patients. 

5   Conclusion and Future Research 

This paper presents the development of TPS in outpatient health care delivery using 
decision trees approach. The TPS can provide assistance that aim to optimize 
physicians’ treatment decision making at point of care. This is corresponding to our 
preliminary study on decision support impact on physicians that showed that 87% 
(13/15) participated respondents agreed their job will become easier and their service 
to patients will be better [12]. However, TPS does not intend to replace physician's 
intuition and interpretive skills, or even encourages any practice by non-qualified or 
non-authorized person. TPS utilized local evidence-based clinical data and used stan-
dard classification for both diseases and drug from World Health Organization, and 
thus is appropriate to be applied in health centres in Malaysia.   

This research can be used as a guidance to develop treatment plan support for other 
diseases in an outpatient setting. Compilation of treatment plan for all diseases in a 
single treatment decision support is necessary in order to obtain complete coverage in 
outpatient treatment. Besides, it is recommended for practicing physicians to develop 
clinical pathway, where further discussion being made to finalize the appropriate/best 
treatment based on common given treatment to obtain treatments that are acceptable for 
all physicians in respective health centres. With this, the accuracy of treatment plan can 
be higher, and thus treatments for all patients can be monitored and controlled. 

Continuous monitoring need to be done to ensure the knowledgebase used in TPS 
does not get out of date, and that what functioned well in the development process 
still functions properly in practical usage. Finally, an active support application in 
practical usage should be encouraged to further improve the quality in health care 
delivery. 
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Factor Analysis of E-business in Skill-Based 
Strategic Collaboration  

Daijiang Chen and Juanjuan Chen  

College of Computer & Information Science, Chongqing Normal University,  
Shapingba 401331, China 

Abstract. Based on a comprehensive analysis of skill-based business collabora-
tion in China and abroad, this paper discusses indicators for E-business in skill-
based strategic collaboration with field investigation, exploratory factor analysis 
method and structural equation modeling (SEM). We design the questionnaire 
which fits China’s actual conditions; 1000 pieces were given out randomly and 
105 valid pieces were return. Cross validation proves that there are three dimen-
sions in E-business, which are network technology, network management and 
network marketing. This structure equation is fitted and shows good reliability 
and validity of the questionnaire. 

Keywords: E-business, factor analysis, structure equation model. 

1   Introduction 

Strategic collaboration is a process in which organization works or combines with 
another organization to maximize their strategically benefits, moreover when organi-
zation contributes its specific know-how for cooperation it is defined as skill-based 
strategic collaboration[1].  Ever since Chinese economic reform, Chinese enterprises 
achieve significant development in introduction of foreign capital and technology, 
establishing new joint ventures with foreign firms. However there is still great dis-
tance between domain and abroad, especially in the areas of management, research 
and development, innovation etc.  

Parkde studied the influence which E-commerce has on the resource-based strate-
gic collaboration [2], and Liu et al. researched the theoretical relationship among 
information technology, strategic collaboration and strategic performance [3-6]. Bu-
yukozkan analyzed the selection of partnership in E-commerce strategic collaboration 
of supply alliance, which developed only method for partner selection [7].  Peter K. 
C. et al. conducted empirical studies on the game play of electronic business partner-
ship and their performance [8]-[10]. Although there are many researches about elec-
tronic business and its impact on strategic collaboration, there are few literatures 
about empirical study of skill-based collaboration. Therefore this paper stresses on 
discovering electronic business factors affected by skill-based collaboration. 

In this paper, two-step method is proposed. Exploratory Factor Analysis is used  
in the first step to explore the strategic structure of the cooperative enterprise e-
commerce targets; and Structural Equation Modeling (SEM) is utilized in the second 
stage to validate our electronic business indicators in skill-based collaboration. 
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2   Exploratory Factor Analysis 

This study aims to find out the electronic business indicators and structure in skill-based 
collaboration, so empirical research and statistical methods, i.e. Exploratory Factor 
Analysis and Confirmatory Factor Analysis in Structural Equation Modeling (SEM). 
The first step is the use of exploratory factor analysis to find the basic structure. 

2.1   Data Collection 

We obtain all data from the 1000 questionnaires mailed out to various enterprises. 339 
pieces were mailed back and 105 pieces are valid, most of the questionnaires are filled 
in by middle or upper level managers from different industries, including manufactur-
ing, IT, finance, real estate and commerce. Those enterprises spread over many cen-
tral cities like Shanghai, Shenzhen, Chongqing etc. 

Considering the fact that most electronic business indicators are referred from rele-
vant literatures, this paper adopts Exploratory Factor Analysis to validate the index 
structure, and statistical software AMOS is applied. 

2.2   Indicator System Exploratory  

The results of Exploratory Factor Analysis of indicator system for skill-based collabo-
ration are shown in Table 1, Figure 1-3. According to Figure 1, the KMO value equals 
0.744 and the P value in Bartlett’s test is less than 0.001, which indicate that E-
business indicators, as can be found in Table 1, are suitable for Exploratory Factor 
Analysis. The results of the factor analysis are listed in Table 2 and Table 3, and there 
are three principal components whose eigenvalues are over 1 are extracted, total ac-
cumulated variance explained is 67.924% and factor loading values are favorable. We 
named the three factors as Network Technology, Network Management and Online 
Marketing. Obviously, the loading value of indicator is no less than 0.6 and hence we 
can conclude that these E-business indicators show superb convergent validity and 
discriminate validity under the condition that there is no cross loading. 

According to Table 4, the CITC values of factors of Network Technology, Net-
work Management and Online Marketing are all over 0.5, and α values are 0.8040, 
0.8598, and 0.8096. 

KMO and Bartlett's Test

.744

562.447

66

.000

Kaiser-Meyer-Olkin Measure of Sampling

Adequacy.

Approx. Chi-Square

df

Sig.

Bartlett's Test of

Sphericity

 

Fig. 1. Test results of  KMO and Bartlett 
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Table 1. E-business indicator system 

Dimensions Indicators 
NT1 Internal management network is well  

constructed by information technology 
NT2 Internet-enabled supply chain system is  

established  
NT3 Information system is built to improve  

collaboration among partners 

Network  
Technology 

NT4 Private network platform is built for real time 
communication among partners 

NM1 
Human resource is assigned to manage the 
operation and organizational management of 
network system and information 

NM2 
Partners assign staff to manage the operation 
and organizational management of network 
system and information  

NM3 

Learning platforms, such as forum or virtual 
community, are built up for better promoting 
mutual collaboration and skill sharing among 
partners 

Network  
Management 

NM4 
Firm is flexible and well adapted to different 
situations 

OM1 A large amount of customer information is 
attained by online B2C marketing 

OM2 Suppliers and retailers base is developing by 
online B2B marketing  

OM3 Firm releases product information and  
advertisements based on web technology 

OnlineMarketing 

OM4 Customer loyalty and trust is improved in the 
E-marketplace 

   

Table 2. Total variance explained 

Factor Initial Eigenvalues 
Extraction Sums of 
Squared Loadings 

Rotation Sums of Squared 
Loadings 

 Total 
%  of 
variance 

Cumu-
lative 
% 

Total 
% of 
variance 

Cumu-
lative 
% 

Total 
% of 
variance 

Cumu-
lative 
% 

1 4.213 35.107 35.107 4.213 35.107 35.107 2.918 24.314 24.314 
2 2.342 19.519 54.626 2.342 19.519 54.626 2.623 21.856 46.170 
3 1.596 13.298 67.924 1.596 13.298 67.924 2.610 21.754 67.924 
4 0.695 5.790 73.713       
5 0.637 5.306 79.020       

data below omitted 
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Table 3. Factor loadings of E-business measures 

E-business 
Indicators 

Network 
technology 

Network  
Management 

Online  
Marketing 

NT1 0.794   
NT2 0.798   
NT3 0.764 0.106 0.189 
NT4 0.737  0.334 
NM1  0.825  
NM2  0.905  
NM3  0.792 0.235 
NM4  0.815  
OM1 0.137 0.360 0.670 
OM2 0.107 0.105 0.771 
OM3 0.147  0.883 
OM4 0.226 0.228 0.754 

 
Note: Blank spaces indicate factor loading less than 0.1 and be omitted. 

Table 4. Reliability of E-business measures 

Dimensions Indicator CITC 
α value by  
deleting this  
indicator 

α 

NT1 0.6033 0.7622 
NT2 0.6154 0.7575 
NT3 0.6261 0.7510 

 
Network 
Technology 

NT4 0.6357 0.7487 

0.8040 

NM1 0.7095 0.8226 
NM2 0.8036 0.7786 
NM3 0.6753 0.8334 

 
Network 
Management

NM4 0.6482 0.8448 

0.8598 

OM1 0.5943 0.7763 
OM2 0.5247 0.8080 
OM3 0.7413 0.7015 

 
Online  
Marketing 

OM4 0.6730 0.7397 

0.8096 

3   Verification Factor Analysis  

The second step is the use of structural equation modeling to observe relationships 
among observed variables and hidden variables; moreover SEM reflects not only the 
relationships but also the impact degree among variables. According to the results of 
exploratory factor analysis, a further confirmatory factor analysis is conducted and the 
data is taken from previous survey. The hypothesis structure is shown in Figure 2 and 
the goodness fit test result is shown in Table 5.  

There are two kinds of test to evaluate goodness fit [11], the first one is test of ab-
solute fit, and the absolute measures include CMIN, DF, CMIN/DF, and P. Generally, 
the smaller of CMIN and CMIN/DF value (no more than 3), the better fit.  Hypothesis 
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won’t be rejected only when P value is more than 0.05. The second kind is test of 
relative fit, and the descriptive measures are GFI, TLI, CFI, RMSEA etc. As the val-
ues of GFI, TLI and CFI more approach 1, the better fit. Moreover if those values are 
larger than 0.9, then observed data might well support the hypothesis; if larger than 
0.95, it would be best. Normally RMR value more approaches 0, or is less than 0.100, 
then better fit [13]. 

 

 

 

 

 

 
 
 

 

Fig. 2. Relationships among three E-business dimensions 

Table 5. The Results of Fit Test for E-business Model 

 χ2 χ2/df P GFI CFI IFI TLI RMSEA 
Model  
Verification 

67.26
6 

1.401 0.262 0.907 0.963 0.965 0.950 0.063 

 
From results in Table 5 we can find that it is an ideal e-business structure, all test 

measures are fitting for requirements. The value of χ2/df is 1.401, which is close to 1 
and less than 5; the value of P measure is more than 0.05, hence null hypothesis is 
rejected; the value of RMSEA is 0.063 and less than 0.1; the value of GFI is 0.907, 
CFI is 0.963, IFI is 0.965, TLI is 0.950. 

We verify the validity of e-commerce index system from an empirical perspective. 
Convergent validity can be judged by the load factor, discriminated validity of the 
weight by the factor score to assess. Model analysis of the factor loadings and factor 
score weights the results are shown in Table 6 and Table 7. 

From Table 6, the 0.01 significance level, the various indicators on their corre-
sponding factor loading factor shows the links of various indicators and factors larger. 
These factors include the indicators for more information and all describe the various 
indicators can reflect the corresponding factor. This shows that the index system of e-
commerce good convergent validity and convergent validity to electronic commerce 
has been proved. 
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OM NM

OM1 

OM4 

OM3 

OM2 

NT2 NT3 NT1 NT4 
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NM3 

NM2 
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Table 6. The factor loading for the model of EC 

E-business 
Indicators 

Network  
technology 

Network  
Management 

Online  
Marketing 

NT1 0.564**   
NT2 0.580**   
NT3 0.773**   
NT4 0.826**   
NM1  0.839**  
NM2  0.938**  
NM3  0.668**  
NM4  0.637**  
OM1   0.675** 
OM2   0.481** 
OM3   0.757** 
OM4   0.863** 

                       **p<0.01 

Table 7. Factor score weights for the model of EC 

E-business 
Indicators 

Network  
technology 

Network  
Management 

Online  
Marketing 

NT1 0.122 0.003 0.014 
NT2 0.123 0.003 0.014 
NT3 0.212 0.005 0.024 
NT4 0.256 0.006 0.029 
NM1 0.014 0.495 0.014 
NM2 0.004 0.224 0.006 
NM3 0.002 0.126 0.003 
NM4 0.002 0.125 0.003 
OM1 0.012 0.004 0.130 
OM2 0.011 0.003 0.119 
OM3 0.122 0.003 0.014 
OM4 0.123 0.003 0.014 

 
Comparative analysis from the Table 7, each of the following factors characterize 

the various indicators of their corresponding weight factors of the higher ratings are 
higher than those in other dimensions of the index's weighting factor score. Therefore, 
the discriminated validity of index system is high and index system has good validity. 

Through the empirical relationship between e-commerce index system validations, 
more fully described in the past exploratory analysis of the effectiveness and reliabil-
ity of the index system. 

4   Discussion and Conclusion 

4.1   E-business Structure in Strategic Collaboration 

According to the exploratory factor analysis and its result, three dimensions of E-
business are well suited for this survey. Firstly, from the aspect of reliability test, the 
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value of α coefficient of each extracted factor is above 0.75, which indicates high 
reliability. Secondly, from the aspect of factor loading, there are over 80% of loading 
value exceeds 0.7, and 20% is above 0.6. Thirdly, from the aspect of model goodness 
fit test, seven measures show positive results, except for TLI is slightly lower, just 
passes the 0.95 level. As a result, the whole process of three kinds of comprehensive 
analysis helps to find out the ideal structure. 

4.2   Factor Explanation and Reliability 

Network platform is composed by intranet and extranet. Access to intranet requires 
authorization, in which Client/Server architecture is adopted with TCP/IP, FTP, 
HTML, Telnet and browser. Extranet connects firm with its suppliers and partners, 
mostly in public network, private network or VPN. The value of Cronbach a is re-
markable 0.8040. 

Network management contains operational management and organizational man-
agement. Operational management refers to supply chain management, procurement, 
manufacturing, marketing and logistics. Organization management involves with 
organizational flexibility, human resource information system, integrated coordination 
and control. Since the 21st century is characterized by informationization, Chinese 
market economy and organizations still need more development. Therefore network 
management is a notable dimension to describe E-business index system. The value of 
Cronbach a is 0.8598. 

Particularly, online marketing is separated from network management dimension 
and is discussed as an independent latent variable. Customers, target markets, distri-
bution channels and tactics are discussed in online marketing. As for skill-based col-
laboration, the advanced online marketing skills are worth learning by all partners. 
The value of Cronbach is 0.8096. 

5   Some Thoughts 

The reality is that most Chinese medium-sized or small-sized enterprises are poor 
considering their skills, management, marketing, and e-business. So they can hardly 
meet requirement for strategic alliance and miss a lot of great opportunities, hence 
they are in inferior position facing global competition. Collaboration will help these 
firms to improve their competitive advantages under the background of global eco-
nomical integration. So the first thing is to develop e-business and collaboration with 
partners, so that the complementary advantages will help firms to reduce cost and 
improve technology, increase their core competences and upgrade management and 
operation, and finally achieve better market performance. 
 
Acknowledgments. All data used in this paper is from the project of National Natural 
Science Foundation (70272066) and this research is founded by Youth Foundation of 
Chongqing Normal University (08XLQ10).  
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Abstract. The health information systems of most medical institutions in China 
are isolated. Communications across these systems are generally realized 
through point-to-point interfaces at the database level, which tend to lack inter-
operability, extensibility, and security. In the resent study, we developed local-
ized, document-oriented and data-focused clinical document architecture 
(CDA) templates based on health level 7 (HL7) CDA. Then, by combining 
these templates with the Service-oriented architecture for HL7 middleware, we 
accomplished interoperability across multiple heterogeneous systems. Modules 
of our system have been put into trial use in six medical institutions, including 
the Second University Hospital (main campus and regional campuses) of the 
School of Medicine, Zhejiang University and other collaborating hospitals.  

Keywords: HL7 CDA, interoperability, localization experience, SOA,  
structured data. 

1   Introduction 

The development of hospital information systems (HIS) has been recognized as an 
imporatnt requirement in the reform of the health care system in China [1]. Although 
                                                           
* Corresponding author. 



492 J. Liang et al. 

 

84% of the major hospitals in the country are now equipped with locally-developed 
online HIS, severe limitations remain, including low levels of system integration, high 
heterogeneity, and low application levels [2]. Trials with internationally-developed 
technically mature systems, however, have been unsuccessful due to differences in 
culture, work flow, and user habits [2]. 

In 2009, the Ministry of Health of China set the goal for HIS in Chinese hospitals 
as “sharing, not only processing and collection, of information using computers”. 
However, the chief information officers (CIOs) of many hospitals have not yet fully 
understood the essential role of standardization in the sharing of data across hospitals. 
Instead, some continue to maintain a closed-shop environment as a convenient short-
cut around the establishment of an effective HIS [2]. Past experience in the United 
States has revealed that this route invariably results in hospital-specific solutions and 
highly complicated interfacing scenarios. As such, this approach can be considered 
non-viable overall [3]. At the same time, the experience from Marshfield Clinic Cen-
ter in United States has shown that structured data form is going to be useful for fu-
ture exploitation of the documentation [4]. The source of structured clinic data where 
those come from which will be two different ways. The first type of data is from 
clinic information data source which has already been structuring. Oppositely, the 
second type of data is from different data source which has not been structured. Those 
data have not been structured data would have need reclassification and post process 
in order to unified data from to be used. This part of the research work is though Lo-
calized Health Level 7 CDA template and minimized cost to structuring all clinic 
data. It is going to be shown as an undeniable truth that unified structuring clinic data 
is going to be a foundation for the secondary use which includes data mining for digi-
tal clinic record and the Interoperability across medical institution.  

The China Hospital Information Management Association (CHIMA) [5] has de-
fined three steps for achieving successful sharing of health information, among which 
the standardization of interoperability is the fundamental step [6]. In this paper, we 
demonstrate the development of effective exchange and, thus, maximum utilization of 
health information stored in accord with HL7 CDA R2 [7]. In addition to standardiza-
tion, the software/service architecture is also a major factor in determining the inter-
operability of across-institution medical software [8]. Service-oriented architecture 
(SOA) is an architecture style consisting of consistent but loose coupled components 
for the building of technology-driven, service-oriented software applications [9]. Web 
Services provide important methods of realizing SOA, and define mechanisms for 
providing interoperability between different software in a distributed heterogeneous 
environment. 

Section 2 analyzes the HL7 reference information model (RIM) and its vocabulary 
system. Section 3 describes the methodology of customizing CDA templates, and the 
development of an XML schema following the HL7 CDA standard. The schema can 
be used to create or verify CDA documents consisting of essential data elements and 
vocabularies. Section 4 discusses the transmission of documents consisting of elec-
tronic medical records (EMR) based on Web Services. Section 5 discusses implemen-
tation of the system and some experience. The last Section summarizes this work and 
recommends directions for future studies. 
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2   RIM and Vocabulary 

HL7 RIM is a general, objective-oriented static model of health information that is 
not limited to the requirements of a specific subject area [10]. RIM includes six  
important base classes: Act, Participation, Entity, Role, Relationships, and Rolelink. 
Their interactions are illustrated in Fig. 1. 

 

Fig. 1. A schematic showing the structure of RIM 

 

Fig. 2. R-MIM for HL7 CDA Diagnostic Imaging Report; R-MIM is a subset of RIM, and 
includes class clones for the creation of CDA documents, and fully extended sets of attributes 
and relations 

The data types in RIM and HL7 provides a powerful mechanism that allows CDA 
to incorporate concepts in other standard coding systems, such as the Systemized 
Nomenclature of Medicine Clinical Terms (SNOMED CT), Logical Observation 
Indenters Names and Codes (LOINC), and the International Classification of Diseases 
(ICD 9-CM). For applications in the health care system in China, the relevant codes 
must be translated, matched, and extended to meet the requirements of this system. 
Fig. 2 shows a part of a refined message information model (R-MIM), which de-
scribes the HL7 CDA Diagnostic Imaging Report. 

3   Locally Customized CDA Templates and Information  
Architecture 

In the development of a locally customized CDA template, each field in the cur-
rently used target system was confirmed to follow the standards published by the 
Ministry of Health of China by checking against four standards set by the Ministry 
(“Rules for Health Information Dataset Classifying and Coding” [11], Metadata 
Specification of Health Information Dataset [12], the Rules for Data Element 
Standardization of Health Information [13], and the Guidelines for Data Schema 
Description of Health Information [14]), which were published as a framework for 
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regulating the format of metadata and datasets in HIS. It is recommended that 
these guidelines be followed at all levels of health information subsystems.  
The metadata were thus updated and reviewed by a panel of experts on hospital 
computerization. 

General CDA templates that meet the requirement of the hospitals were generated 
following two of the methods recommended in HL7 [6]: 

Constraint method. The R-MIM model for the business process of the target subject 
area and the R-MIM model of CDA were combined to form a general CDA R-MIM 
model for the particular subject area. Or, if a suitable model was available in the HL7 
template library, it was directly adopted. The work flow of the methodology of the 
constraint method is shown in Fig. 3. 

 

Fig. 3. The methodology of the Constraint method 

Transformation method. Clinical report documents observing international stan-
dards (e.g. RIS & PACS image reports following the DICOM SR Basic Diagnostic 
Imaging Reports standards) were transformed into CDA Diagnostic Imaging Reports, 
compatible with the CDA standards. The work-flow of this method is shown in Fig. 4. 

 

Fig. 4. The methodology of the Transformation method 
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Subsequently, the relation between general CDA templates for various subject areas 
and the corresponding metadata in the original systems were mapped. This was a critical 
and difficult step, and we experimented with the two methods described below. 

1. Each element in the template was matched to a metadatum. If a metadatum 
could not be matched, the template was revised by adding a corresponding CDA sec-
tion. If a surplus element was found in the template, the match was determined by its 
frequency of occurrence. It was removed if it was considered to be “optional”. And it 
was unchanged if it was considered to be “required”. Then, a CDA schema for the 
subject area was generated using the HL7 V3 generator [15] based on the R-MIM of 
that area. Fig. 5 shows an example of element-to-metadatum matching. The resulting 
CDA Schema and XML documents are shown in Fig. 6. 

 

Fig. 5. An example of the mapping between CDA elements and the corresponding metadata 

 

Fig. 6. An example of CDA schema and XML document 

2. The metadata were matched to the legacy system data structures. A scheme was 
extracted from the Legacy System and then matched to the CDA schema. 

This work primarily used first method as the basis for realizing the form structure 
of the clinical documents. Since HL7 CDA Level 2 had already have the identity of 
completed structuring [7], the compatible-HL7 CDA XML files which follow the 
methodology of HL7 would meet the requirement of “meaningful use” and Secondary 
use” for clinical EMR.   

4   Transmission of EMR Documents Based on Web Service 

Exchange of information across heterogeneous health information systems was real-
ized in a standard style based on SOA. The CDA documents were packaged using 
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XDS to allow each heterogeneous system to continue functioning autonomously and 
independently. As a mature technique, Web Service provides a complete framework 
of services and has been commonly adopted in the development of SOA for distrib-
uted software [9]. In the SOA developed in this work, each heterogeneous system 
communicated with other systems via Web Services interfaces; the CDA documents 
were packaged following the XDS standard and exchanged following the HL7 speci-
fication. Based on these techniques, a framework of across-institution interoperability 
was developed corresponding to the current status of HISs in China see Fig. 7. The 
framework of the integrated SOA is shown in Fig. 8. 

 

Fig. 7. A schematic showing the framework of interoperability across medical institutions 

 

Fig. 8. A schematic showing the unified SOA framework; the design of the HL7 CDA Web 
Services adapter is similar to a simple Web Service interface, but the configuration file of HL7 
Web Services and the HL7 methodology (RIM D-MIM R-MIM HMD MT) requires a 
top-down approach, in which the WDSL protocol is defined first and then the proxy and bottom 
codes are generated 
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The system was trialed in several hospitals, and the business processes and opera-
tion conditions in each heterogeneous system, including a subset of relevant data from 
other systems, were evaluated. The “engineer” mode was used, and a HL7 CDA 
adopter layer was added to the system without changing its internal structure or work-
flow. After a medical report was verified by the heterogeneous system, the HL7 CDA 
adopter then retrieved the relevant data from the business database and created a digi-
tally signed CDA document by combining with an XSLT according to the specific 
requirement of the hospital. The CDA document was then packaged, submitted to a 
document database and registered. 

5   Analyses of Experimental Applications 

In this work, we demonstrated the development of an EHR that is able to cover the 
life span of a patient and maintain and exchange medical documents in a patient-
centered fashion. Our experiences in this work suggest that other types of CDA can 
also be successfully locally customized. In the future, we hope to extend the work to 
all clinical observation documents in 18 heterogeneous health information sub-
systems. Fig. 9 shows an example document. 

In terms of practical applications, the system is able to search the XDS-based regis-
try for the ID code of the patient to obtain an index number. Based on this index 
number, the clinical document can then be retrieved in the document database. This 
document was created on XML. It follows HL7 CDA R2 standards, and is directly 
machine-processable [16] without the need for semantic transformation through addi-
tional interfaces. The complexity of system integration is shown below, with the 
original P2P mode for comparison: 

P2P Model: T(n) = n (n – 1)      SOA Model: T(n) = n – 1 . (1)

where n is the number of the heterogeneous systems. 

 

Fig. 9. An example showing the generation of CDA and applied XSLT based on a document 
from a hospital in China; the CDA Schema was mapped to relevant metadata and combined 
with XSLT to generate a document that meets the target clinical requirements (CDA version: 
CDA R2) 



498 J. Liang et al. 

 

6   Conclusion and Future Directions 

In this work, we realized the mapping between CDA Schemes of some clinical docu-
ments and the corresponding metadata using a flow process-based, document ori-
ented, top-down approach and following the methodology “RIM  domain message 
information model (D-MIM)  R-MIM  Hierarchical message descriptions (HMD) 

 message type (MT)” of the HL7 standard. In future, we plan to extend our system 
to all clinical observation documents in 18 heterogeneous health information sub-
systems, improve the security and privacy of the CDA documents, and develop a 
unified patient identifier cross-referencing profile (PIX) control center based on the 
WS/PIDS standard. Our ultimate goal is to achieve a system of effective transmission 
of clinical  documents across medical institutions based on structured CDA templates 
and to realize “Secondary Use” of clinical medical data. 
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Abstract. Chinese antonym pairs pattern differently than antonyms in English. 
The opposites in a Chinese antonym pair often co-occur in a sentence. In a phe-
nomenon unique to Chinese, most antonym pairs provide a good basis for the 
formation of four-character phrases. The opposites in a pair can usually be in-
terpolated by an arbitrary number of characters to form new larger collocations, 
in such a way that the same number of characters precedes or follows each ele-
ment of the antonym pair to keep the new collocation symmetric. All com-
pounds and phrases with Chinese antonym pairs have the expanded form of 
a+X+b+!X, where !X denotes the opposite of X, a and b are the interpolated 
elements having the same character length. In our work, we characterized pat-
terning of the interpolated elements and analyzed typical interpolations of one 
character in canonical Chinese antonym pairs, and identified the patterns in-
volved in the separation and linkage of the antonym pairs.   

Keywords: antonym pairs, co-occurrence, CCL corpus. 

1   Introduction 

Antonymy has been a popular research topic for centuries in many languages due to 
its remarkable ability to activate two contrasting members in a pair. In English litera-
ture Lyons[13] claimed that there exists a 'general human tendency to categorize ex-
perience in terms of dichotomous contrast’. Justeson & Katz[10] defined antonymy as 
a special lexical association between word pairs. Jones[9] also said “antonymy holds a 
place in society which other sense relations do not occupy.” In a new research Paradis 
and Willners [14] concluded that “Antonymy is a ubiquitous phenomenon and comes 
in different guises in linguistic communication.” The omnipresent antonym pairs are a 
universal phenomenon in world languages. 

Chinese antonymy is also an important research topic in recent years. Yan & 
Zhang [18] found that there were 98 Chinese papers involving Chinese antonymy in 
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the past ten years. We searched "antonymy" and "corpus|corpora" as keywords in 
CNKI, an e-resource containing almost all Chinese journals, but no matches were 
retrieved. Therefore there is a need for further analysis of Chinese antonymy in this 
way. As Liu [12] observed, Chinese antonym needs to be studied with a large-scale 
corpus rather than out of experimentation. This is the main motivation for our re-
search into Chinese antonymy in a large-scale corpus in Chinese.  

Chinese antonym pairs pattern differently than antonyms in English. With Chinese 
parataxis they can form compounds without any other connected words, such as 左右 
(left and right), 问答 (question and answer), 真假 (true or false), 阴阳 (ying and 
yang), etc. Even though in English there are still some very close co-occurrence cases, 
they do not function as typical Chinese antonym pairs do, a similar word in English is 
bitter-sweet. The following examples are extracted from Mark Davies's Corpus of 
Contemporary American English (COCA—http://www.americancorpus.org/): 

 I could make a pretty good bad guy if I wanted to. 
 I’d rather be a great bad poet than a bad good poet. 

In the above sentences we find the two opposites ‘good’ and ‘bad’ modify each other 
directly without any connecting words. In these cases, though, the two words do not 
function as an antonymous unit; instead, the second element has closer relation with 
the head noun. The opposites in a Chinese antonym pair often co-occur in a sentence, 
but not in the usual way in English as found by Justeson & Katz [11], Fellbaum [5] 
and Jones [7].  

Chinese antonym pairs are unique for their co-occurrence in sentences which are 
somewhat different from those in English. In ancient Chinese there are some litera-
tures about the description of opposites in daily life and mind. In his famous Taode 
Jing(Daoism) Laozi put the opposites as follows. 

 
老子《道德经》 Thomas Cleary’s English Version of Daoism1 

有无相生， 
难易相成， 
长短相形， 
高下相倾， 
音声相和， 
前后相随。 

Being and nonbeing produce each other, 
difficulty and ease complement each other,  
long and short shape each other, 
high and low contrast with each other,  
voice and echoes conform to each other,  
before and after go along with each other. 

We know that antonym pairs in Chinese usually co-occur in context because they 
are the closest two opposite concepts in mind. But what is outstanding is that usually 
they are put one after another directly, and they are regular in characters numbers and 
they make a symmetric structure. As Bosley[1] observed these sentences here: “In 
addition to listing two terms, there is also an indication of a relationship.”  

Our research essentially involved two steps: 1) identifying the canonicity of Chi-
nese antonym pairs by the frequency of stand-alone antonym pairs and their expanded 
forms with other characters within the CCL corpus; 2) retrieving paratactic four-word 
constructions within which antonym pairs co-occur. The aim of our research is not to 
                                                           
1 http://www.davemckay.co.uk/philosophy/taoism/taoism.php?name=taoteching.cleary 
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elicit the most possible opposite of a word, not to count the frequency of co-occurred 
antonym pairs (A-Pair) to identify the phrase types, we focus on B-pair in the sen-
tences by checking whether A-pair is canonical or not first. 

2   Typicality of Antonymous Compounds and Their Verification  
in Corpus 

Chinese scholar Tan [15] listed a "total" of 371 antonymous compounds in Chinese; 
this list was compiled partly from dictionaries and partly intuitively (but apparently 
untested against data). Being conducted before access to corpora was possible, this is 
understandable. Deese's work in choosing fundamental antonym pairs in English was 
based entirely on the more systematic method of using word association tests (Jones 
[7]). Our research uses the modern Chinese section of the CCL (Corpus of the Center 
of Chinese Linguistics, Peking University) corpus to verify the accuracy of Tan’s list 
of antonym pairs in Chinese. And we focus on spatial antonym pairs to extract the 
possible patterns in expanding Chinese antonym compounds. We thus aim to verify 
the list (whether it consists of canonical paired terms within a corpus) and to analyze 
the formation of a special construction involving antonym pairs. 

Jones [7] said that “Corpus data have allowed for the co-occurrence frequency of 
antonym pairs to be quantified and the various discourse functions of antonymy to be 
identified”. We can easily access large corpora to study what we could not find in the 
past. The canonicity of Chinese antonym pairs and their expanded properties are what 
we want to explore in this paper, based on the CCL. Tan’s “total” 371 pairs of Chi-
nese antonym compounds was also cited by some Chinese scholars (Wei [17], Wang 
[16], Zeng [19]) in arguing for related phenomena.  

In our work we have counted Tan's list and found that in fact there are only 370 
pairs instead of 371. Most importantly, 8 repeated pairs are listed without any changes 
in the pair’s form, they are 褒贬，东西，多少，教学，来往，冷热，利害，兄弟, 
but the intonation of the second character of the repeated forms in the six pairs is 
silent to demonstrate that the pair has changed a little bit or been combined into a 
fixed phrase with the second word losing its contrasted feature, they have become 
noun compounds. Two pairs (教学&冷热) are listed repeatedly without any phonetic 
annotation and the readers do not know why there is some difference between the 
same pairs. And the most strange thing is that the pair 冷热 is repeated after several 
other pairs are inserted between them and the pair利害 and its repeated pair is sepa-
rated by another antonym pair for no reason. In the aspect of compounds, they could 
be regarded as two pairs, but in the aspect of antonym pairs they are not. So we need 
to disregard these 8 repeated pairs, thus reducing the total number to 362 pairs.  

In our research we focus on the modern Chinese section which contains more than 
264 million Chinese characters, with only 9552 types. We want to judge whether 
Tan’s antonym pairs are canonical or not in Chinese. Jones et al.[9] use 14 frames to 
retrieve the canonical antonyms of some seed words in English. Our research is to 
search the B pairs as Jones[7] proposes and try to find their common features. That is, 
we assume that two members of an antonym pair are opposite in meaning and that 
they co-occur in the sentences, and we hope to find out that the relation between the 
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interpolated elements in the B pair. Generally in English the distance between the B 
pair elements are farther than the elements of B pairs in Chinese, i.e. there is only one 
character between the two opposites in our research. And this is the common feature 
because of Chinese preference to four-character idioms or phrases.  

In Tan’s list 17 antonym pairs are listed in their reverse order so another 17 pairs 
are made. This is a Chinese tradition of making new phrases by reversing existing 
ones. But the difference between the original pairs and their reverse ones are great, 
some are not very common in usage. Three pairs (怯勇, 瘦胖, 寡众) do not have any 
trace in this 264 million words CCL corpus, and two (勇怯, 夭寿) have cases less 
than 10. Because some of them are ruled out in this procedure, only another two pairs 
do not satisfy the criterion of 10 cases. Jones[7] proposes 8 antonym sequence rules in 
his analysis: morphology, positivity, magnitude, chronology, gender, phonology, 
idiomaticity, frequency and markedness. What matters in deciding which of the two 
pairs is better than the other should be the one with the higher frequency in Chinese. 
In analyzing the relation of the two characters in the pair with more frequency we find 
that ‘positivity’, ‘magnitude’ and ‘chronology’ are the most influential factors in the 
sequence of the two opposites in Chinese antonym pairs. This shows that Chinese are 
free to use these antonyms in different orders even though the two pairs have great 
difference in usage. 

After these analyses we arrive at 317 stand-alone pairs or 302 pairs interpolated 
with one character whose frequency exceeds the threshold of 10 instances. Thus we 
conclude that the list of 317 pairs could act as a standard for Chinese stand-alone 
antonym compounds because of their cohesiveness in putting two members together. 
Alternatively, the list of 302 pairs interpolated with one character can be taken as the 
canonical list in Chinese antonym pairs for their expanded productivity. The ex-
panded structures of antonym compounds are useful in proving that the two members 
of an antonym pair are used in their opposite meanings. We do not claim that the rest 
are not correct as antonym compounds or antonym pairs, they are just not canonical in 
representation. We have also added some twenty antonym pairs and have tested their 
presence in CCL, which will be studied in another paper. 

3   Patterns of the Interpolated Characters 

3.1   Constructions to Be Analyzed 

In our research we focus on the four-character phrases containing the antonym pairs. 
Different number of characters can be inserted to expand the antonym pairs, but we 
only focus on the phrases interpolated by one character between the elements of an 
antonym pair, and meantime we chop the string containing another character before 
the first opposite and one more character after the second element of the antonym 
pair. That is, we focus on the string of a+X+b+!X+c in which a, b and c denotes one 
Chinese character and !X is the opposite of X; the structure of a+X+b+!X or 
X+b+!X+c are what we want to probe into, and we name ab as B1 Pair and bc as B2 
Pair. B1 Pair is characteristic to Chinese and Jones[7] has no suitable cases to analyze 
in English. When B1 Pair is meaningful, it excludes the possibility of B2 Pair because 
B2 Pair is non-constructional noise for Chinese preference in making phrases into 
four-character idioms, and vice versa.  
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Chinese idioms are mostly made up of four Chinese characters and four-word con-
struction is the special feature of Chinese idioms, and entries in Chinese idioms dic-
tionary are arrayed regularly. Many idioms involve stories. As mentioned above, the 
stand-alone antonym pairs are good evidence to Chinese strong cohesiveness in com-
bining the opposites together into short structures. Four-character idioms are usually 
the compressed forms of some larger phrases. Chinese are always omissible in less 
important section in a phrase in depicting or describing ideas. Only the important 
parts are chosen to form the traditional four-character idioms or phrases in order to 
elicit a special rhetorical effect, such as symmetry and rhythm. It is like the way to 
shuffle a pack of poker; other elements could be interpolated into the antonym pairs. 
But these elements are not chosen randomly, our purpose is to find the relation be-
tween the interpolated elements and the relation between the interpolated section and 
the antonym pair. 

3.2   Patterns Available 

In the analysis made by Jones et al. [9] seven search frames such as ‘X and Y alike’, 
‘X as well as Y’, ‘both X and Y’, ‘either X or Y’, etc. were used to extract the canoni-
cal antonym pairs with seed words in English. In Chinese the situation is somewhat 
different because the four-character phrases are mostly connected by content words; 
we have to rely on abstract patterns to summarize the constructions of Chinese anto-
nym pairs. 

We adapt Chen’s[3] classification and Han’s[6] analysis of Chinese antonym pairs 
to conclude six patterns for antonym pairs to be interpolated: 1) Interleaved with a 
2nd antonym pair: X+Y+!X+!Y; 2) Two juxtaposed antonym pairs: X+!X+Y+!Y; 3) 
Interleaved with synonymous words: X+Y1+!X+Y2; 4) Followed by a fixed phrase: 
X+!X+m+n 5) Interleaved with grammatical particles: 半/忽/亦+X+半/忽/亦+!X; 6) 
Repetition of antonym pairs: X+X+!X+!X. These short strings can effectively filter 
the false antonyms pairs occurring in different syntactic environments as Fellbaum [5] 
found. In this way we can sort out the false co-occurred antonym pairs in a sentence 
because of the long span between the members of the antonym pairs. We think that a 
long span between the members of an antonym pair is an uncertain factor to claim that 
the sentence has parallel syntactic slots to fill in B-pair information, both in English 
and in Chinese. 

In our research we choose the spatial terms as the objects to analyze. We follow 
Zhu et al.’s[20] 18 categories in dividing Chinese words because their classification is 
more exhaustive and executable. The 18 parts of speech in contemporary Chinese 
include: nouns, pronouns, verbs, adjectives, adverbs, quantitative terms, spatial terms, 
locational terms, temporal terms, distinct terms, stative terms, numerals, quantifiers, 
conjunctions, auxiliaries, modal particles, onomatopoeia and interjections. Because of 
Chinese parataxis it is not possible to follow patterns first and analyze the frames 
second. We will reverse Jones’s method in our investigation of the phenomenon in 
Chinese. This is reasonable because spatial antonym pairs in Chinese form a category 
which contains the most productive pairs which are representative in searching the 
features of Chinese antonym pairs. In Jones et al.’s[9] analysis of antonym pairs they 
focused on the structural words such as ‘both…and’, ‘neither…nor’, ‘from…to’, etc 
to conclude the frames with antonym pairs. In Chinese it is somewhat difficult to 
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follow this procedure because empty words in Chinese do not matter too much in 
four-character idioms except for pattern 5). The interpolated elements are mostly 
content words and they are important parts in making new phrases. So we cannot 
implement the method in analyzing English antonym pairs, but instead choose another 
method to reach our goal in identifying the patterns of Chinese antonym pairs. 

3.3   Distribution of Spatial Antonym Pairs 

There are 8 spatial antonym pairs in Chinese: 东西 (east-west), 南北 (south-north), 上
下 (up-down), 左右 (left-right), 前后 (before-after),远近 (far-near), 里外 (inside-
outside), and内外 (home-abroad). Their distribution deserves our analysis first. All 8 
spatial antonym compounds are among the first 80 compounds in occurrence in CCL, 
and their interpolated pairs are among the top 73 pairs, so spatial antonym pairs are 
the most frequently used terms in writing and spoken materials, and they are produc-
tive in making new expanded phrases as a category. 

Among these 8 pairs, we extract the character before the first opposite, the mid 
character between the two opposites, the post-character after the second character, the 
pre-mid string, and the mid-post string. That is, in the frame of a+X+b+!X+c, we got 
the data of a, b, c, ab, and bc to be analyzed.  

In this analysis we can see the productivity of the spatial antonym pairs with one 
character between them. Two pairs 上下 and里外 have the “apparently” high produc-
tivity when interrupted by one character. Our first impression is that上下should be the 
king or queen in the interpolated group because it ranks 2nd , and 里外ranks 14th. But 
our further research found much noise in the interpolated items of these two pairs. 
Firstly, in Chinese two-character phrases there are many phrases which contain 下 to 
denote the result of an action, that is, it seems to function as the suffix or auxiliary to 
a verb; and in other cases it acts as a verb to be modified by an adverb. And 上 can be 
used frequently in the prepositional phrase ‘在…上’(on, about, etc.), therefore these 
meanings could result in many strings containing 上 and 下 though they are not  
antonymous in meaning. In the CCL corpus antonym pairs interrupted with one char-
acter average 28.5% compared to the stand-alone antonym pairs. And the ratio for 
spatial antonym pairs is 25%, close to the average and therefore the analysis of them 
is typical. 

Can the problem be solved if the CCL corpus was segmented? We tried segment-
ing the data with 里外 but found that new problems still occur. For example, 对里对
外 and 宫里宫外 are two typical cases to be segmented wrongly because they do 
contain 里外 as an antonym pair. These two phrases are used by the authors in their 
opposite meanings but the first phrase was segmented as对/里/对外, the second 
phrase宫里宫外 was divided into宫里/宫/外, and another Chinese parser put it into宫
/里/宫外. In these two four-character phrases the interpolated elements are repeated 
by itself, and our analysis claim that this case is absolutely the use of the opposite 
meanings of the antonym pairs. And our analysis also proves such a presumption. 
Therefore the wrong segmentation of the typical examples just tells us that the seg-
mented data are not much useful and helpful in analyzing the antonymity. 
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From this we conclude that there are false expanded antonym pairs, or noise. Our 
hypothesis is that if we interpolate an antonym pair with another two characters, being 
antonyms or synonyms to each other, we can safely say that the antonym pair (A-pair) 
inserted by other characters (B-pair) is used in their opposite meanings. This is also a 
good way to reduce the noise in choosing the true antonym pairs in their expanded 
strings. 

4   Conclusion 

We have analyzed Chinese antonym pairs in this paper, and also highlighted some 
problems in successfully identifying interpolation of words into the antonym pairs. 
There is some noise in choosing meaningful strings to analyze, so further work will 
reduce the noise in the expanded strings of antonym pairs to get better symmetric 
antonym pairs strings. This also might be an effective way to disambiguate the false 
antonym pairs. We have shown that Jones et al.’s[9] frames are too limited to extract 
highly frequent canonical antonym pairs because they rely on seed words first. In 
Chinese it is challenging to retrieve the classical and canonical antonym pairs in this 
way because many of them are not connected by the obvious frames that Jones pro-
posed for English, due to the phenomenon of Chinese parataxis. The canonicity of 
Chinese antonym pairs is not straightforward if we follow their method. 

We revised Tan’s list of antonym pairs mainly by expanding them with one charac-
ter within the CCL corpus data. We then verified the abstract patterns for spatial  
antonym pairs because of their representativeness among all antonym pairs. The in-
terpolated elements of the expanded antonym pairs were analyzed to retrieve the 
common properties of this category. The conclusion we draw in this research is as 
follows. In addition to a few frames composed of grammatical words mentioned 
above for Chinese spatial antonym pairs, the content words interpolated into the pair 
have the following common features: A) The two meaningful interpolated words 
analyzed in our research are often either synonyms or antonyms, which is found by 
matching ab or bc to the entries in the Contemporary Chinese Dictionary. B) When 
the two interpolated words are the same word they definitely indicate the usage of the 
antonym pair in their opposite meanings. C) Pattern 5) is not a typical construction for 
Chinese spatial antonym pairs because they are interleaved by many different content 
words, and content words almost always govern the filled information because of the 
properties of Chinese four-character idioms. 
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Abstract. In recent years, with rapid development of China’s space program and 
aerospace technology, massive data of project management have been collected. 
However, provided massive data, there is plenty room to improve our project 
management standards, and the inheritable and applicable knowledge on data. 
This paper reports on methodology based on data mining techniques to tackle 
such issues, in order to promote project management standards and technical 
reformation. 

Keywords: Data mining, Decision tree, Project management. 

1   Background 

China’s development in aerospace technology still lags behind some western countries. 
The main reason is that our research and development in this field took off in a later 
stage, and we are currently in a phase to make further explorations. Satellites mark one 
of the most comprehensive and advanced contemporary technology, and it has a longer 
development cycle with higher complexity in project management. We have made 
astonishing achievement in our aerospace program development in the past few years. 
Our experience and lessons learned from project management are invaluable, and it is 
necessary to summarize and analyze them so that these experiences may help to boost 
the development of satellite technology to reach another milestone. 

The Institute of Spacecraft System Engineering, China Academy of Space Tech-
nology(ISSE of CAST) has taken charge of numerous technical reformation projects. 
“The Fixed Assets Management System” is initiated as a highly specialized project. It 
is intended to understand the states of project management thoroughly and systemati-
cally, coordinate the constructive resource of all projects, take full life cycle project 
management, improve productivity in the technical reformation process, ensure the 
completion of tasks with high satisfaction and the steady progress of our technical 
strength. 

Along with the growing popularity of information, the project technology reform 
administration board has built extensive databases for project management, gathered 
massive data from business operation. Yet, these are mostly “irrelevant” data, and the 
majority of information processing is still limited to update, query and statistical 
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analysis. Thus, in-depth analysis of these data is inadequate. The tendency of having 
correlation lurks under large scale of business data gathered, and is waited to be mined 
and extracted. For example, in the Fixed Assets Management System, there is strong 
correlation between project equipments and device component list. Some devices are 
re-usable, but technical experts and superiors from higher management may not know 
the details of all equipment due to the large scale of equipment involved. Nevertheless, 
applicant to a certain project usually have little notion about other projects. Therefore, 
this sometimes leads to a duplicated purchase which is a waste of money. We can solve 
this kind of issues by applying data mining techniques. 

2   An Overview of the Methodology 

2.1   Data Mining  

Data mining is the process to extract unknown but possibly useful information hidden 
in large datasets. It employs various analyzing tools to find patterns and inter-relations 
from massive data. These patterns and inter-relations may be used to make predictions. 
Data mining commonly involves tasks such as classification/prediction pattern dis-
covery, generalization, clustering, regression, association rule learning, sequence 
pattern learning, dependency relation/ pattern learning, and exception/ tendency 
learning. 

The Fixed Assets Management System involves large scale of project information, 
for example, single piece device, device component list, device utility, project funding, 
project flow, project monitoring, and resource scheduling. Every step in the operation 
needs to be approved by superior technical staff, in order to ensure quality of the entire 
development process; however, these technical experts are sometimes in charge of 
multiple tasks, and they usually work on site. Thus, together with other uncertain 
causes, this sometimes leads to disjointed project flow, or even project suspension. 
Since some devices are shared resources which are used in a variety of models, it is 
inevitable to come across resource scarcity and conflict, but these issues can be solved 
by effective resource scheduling. Under some complex circumstances, human being 
appears to show little capability to coordinate resources. With massive data, it is hash to 
accept the fact that we can’t extract useful knowledge from the data. Data mining 
techniques uncover unknown information and knowledge from large datasets which is 
possibly useful to us, and are commonly employed to promote project management 
standards. 

Data mining tools can be used to predict tendency and action in the future, therefore, 
help human beings with their decision making. Widely used methods include neural 
networks, generic algorithms, decision- tree method, etc. The decision- tree method 
model is based on the concept of entropy used in information theory. 

2.2   Decision Tree 

Decision tree method extracts and justifies data characteristics, by classifying the 
extracted data with respect to their main characteristics; thus, it builds failure diagnosis 
rules that serve the purpose for failure detection and diagnosis. A decision tree looks 
similar to flow chart. Every interior node represents an attribute test. Every branch 
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represents an output from test, whereas each leaf node represents a class or distribution 
of classes. The knowledge representation of decision tree is to embed expert knowledge 
among interior and leaf nodes, and obtain from leaf node the conclusion part of the 
knowledge by looking at the attribute values and the conditions of expression, saved in 
the interior nodes. The goal for constructing decision trees is to find relationship be-
tween attributes and classes, which is taken to further predict the class of the unknown 
record. The system capable of making predictions is called “decision tree classifier”. 

3   System Design Concept 

3.1   Construction of the Decision Tree 

The key to perform fault diagnosis based on decision tree method is building the deci-
sion tree. Usually, it takes two steps to build a decision tree: growing a decision tree and 
pruning it. 

Growing a decision tree works as a top-down process, and looking for the best ex-
tended attribute is the key to grow a decision tree. It will firstly determine the form of 
extended attributes, and locate the all extended attributes associated to this form, and 
then make assessment to these attributes, selecting the one with strongest judgment to 
be the best extended attribute. Algorithm C4.5 selects the one with highest information 
gain to be the best extended attribute. It can process discrete values of attributes, as well 
as contiguous ones, so it is well-suited to perform data mining for fault checking in 
on-orbit satellites. 

Pruning a decision tree. As a decision tree is being built, many branches might 
represent noises or singleton points from training data. The pruning process attempts to 
identify and eliminate this kind of branches, so that we can solve the problem of data 
overfit. By replacing a sub-tree with a leaf node, we obtain better accuracy in the 
classification of position data. We can use cross-verification, or select a portion of the 
data to make assessment of the decision tree. 

In The Fixed Assets Management System, among all factors that may have impact to 
the project, we need to pay attention to the factors that may cause severe consequences 
such as suspension. Therefore, we can preset impact-factor value for each factor by 
assigning weight values, and it is also possible remove factors with very little impact by 
adjusting the weight values in a repetitive way. In practice, integrating additional 
relevant information is required to make synthesized judgment. 

3.2   Algorithm Selection 

A decision tree is in general built from top to bottom. There are multiple methods 
addressing how to split a tree, while the goal is the same – to split the target class in an 
optimized way. The concept is that we treat it as leaf node and node content is the 
classifier, if all examples from the set of training data belong to the same class. Oth-
erwise, we should choose an attribute base on some strategy, and split the example set 
into several smaller subsets according to the values associated to this attribute, so that 
all examples in each subset have the same value in this attribute. In the next step, the 
subsets are processed recursively. This is a typical divide-and-conquer method. There 
is always a path connecting the root and a leaf node, and this path is also called a “rule”. 
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ID3 is a decision tree classification algorithm. It selects example’s class based on 
values in the attribute set. The core idea is to select attribute attached to the tree node at 
each level, and the selection criteria is information gain, so that we can obtain maximal 
class information about the example tested when a non-leaf node is visited and tested. 
The entropy value reaches its minimum after we use such attribute to split the example 
set into subsets, expecting the average path connecting this non-leaf node and its 
successor nodes to be shortest. This algorithm can be described as follows: 

The expectations of any sample can be described as follows: 

1 2 2( , , , ) log ( )m i iI s s s p p= −∑     ( 1... ).i m=  (1)

where S  is the dataset, m  is the number of classification of S , i
i

s
p

s
≈  

ic is the classification label, ip is the probability of a random sample, and ic  is the 

number of samples of class ic . 

The entropy of subsets classified by A  is : 

1 1( ) ( ) / ( ).j mj j mjE A s s s I s s= + + × + +∑  (2)

A  is the attribute, which has V  distinct values. 

Information gain: 1 2( ) ( , ,......, ) ( )mGain A I s s s E A= −  

Therefore, the information gain rooted at A  is ( ) ( , ) ( )Gain A I p n E A= − . 

Select attribute A  such that ( )Gain A  is maximal (that is ( )E A  is minimal) to be 

the root node. Applying the above procedure recursively to the V  subset of iE  asso-

ciated with distinct values of A , we can generate child nodes of A , 1 2, , , vB B B . 

3.3   Building the Model 

(1) Choosing and building a model 
Which variables are closely related to project risk? We can find correlation between 
project risk rate and each input variable by using the functionality for correlation 
comparison feature provided in data mining tools. Through this comparative selection 
process, we can eliminate those variables that are less correlated to the project risk rate, 
and reduce the number of modeling variable and model needed. This will not only 
shorten the time-span for building the model, reduce the model complexity, but also in 
some extent help up building a more accurate model. Oracle’s data mining tool offers 
various modeling method such as decision tree, Bayes Discrimination, neighbor 
learning, neural network, regression, correlation, clustering, etc. It is feasible to firstly 
build several models based on multiple modeling methods, and then evaluate the pros 
and cons of these models to select the best suited model for project management pre-
dictive analysis. Before designing a model, the model parameters can be reset by the 
users, so as to build a model well-suited to a certain circumstance. 



512 X.-y. Tu and T. Fu 

(2) Model building and Adjustment 
Model building and adjustment is the core process in data mining. The strategy for 
model building and adjustment changes along with the specific problems presented, 
data distribution and attribute variation. Also, many approximation algorithms may be 
applied to simplify the optimization process in modeling. All these methods mentioned 
may have impacts on the model’s prediction result. So we seek technical experts’ help 
in making model adjustment strategy during the entire process of model building and 
adjustment, to keep us away from information loss due to inappropriate optimization. 

In project management, the influence factors of the project progress and predictable 
factors mainly includes two aspects. One is researchers aspect and the other is resource 
aspect. The researchers aspect can be changed frequently by any reason, which can’t 
under control. But there will be a cyclical variation, such as someone attend meetings or 
movement in a certain time every month, etc. In this case, we can build the model like 
this, gather the information of everyone’s effective time spent, the role played in the 
project, whether the key position or not. Using these information as the meta data to 
establish the model. 

 

Fig. 1. Sytem Flow Chart 

(3) Verification of model 
Verifying a model is a critical phase in data mining process. We need to verify the 
correctness of the predictive pattern procedure, as well as the correctness of other input 
and output procedure which uses these models. The verification method is that we first 
input some historical data, and compare the historical data mining result with the result 
obtained from the current model. If there is a significant difference, we should consider 
re-designing or modifying this model. 

3.4   The Interpretation and Application of Model 

After we have built the optimized model, a technical interpretation to the obtained 
model given by technical staff is always needed. Through these interpretations, we can 
discover some common rules that were unknown to us before. After revealing these 
rules, we can gain knowledge about a company’s business activity. On the other hand, 
if we are able to derive mathematical models based on professional knowledge, this 
approved the rationality of such mathematical model in business. That means we have 
more confidence to apply such model in our business activities. 
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The model’s bias may become amplified after the model has been in use for awhile, 
or after significant changes has occurred in the environment. We can then consider of 
building a new, better suited model. 

4   Conclusion 

Data mining techniques are among the cutting edge research and development of the 
database and information systems. It draws great interest from both academia and 
industry, and quickly becomes a research hotspot. In the Fixed Assets Management 
System, the decision-tree-based prediction model for project management, which 
employs data mining techniques, help us to make predictions on the implementation of 
a new project’s life cycle, by utilizing massive data collected in project management, 
ensuring a smooth project development, the development process of satellites, scien-
tific project management, and promote the total level of technical reform program 
proposed by the ISSE.  
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Abstract. To improve performance and fairness of the LLC shared among the 
multiple cores, the recent Promotion/Insertion Pseudo-Partitioning (PIPP) that 
combines dynamic insertion and promotion into the cache management policy. 
Compared with PPIP, in this work we propose a new Homologous Promotion 
Insertion Policy (HPIP) which can determine the insertion position when a new 
core situation occurs and balance the cache resource allocation simultaneously. 
HPIP depends on the existing cache structure and require negligible change 
overhead. In addition, we analyze Dynamic Insertion Policy (DIP) and maintain 
that the sampling sets selection for Set Dueling Monitors (SDM) should be 
according to a processor’s cores number rather than the running applications. 
Finally, our experiments with multi-programmed workloads for 2-core, 4-core 
CMPs based on M5 simulator show that the performance of HPIP approximate 
to PPIP and its adaptive capability is enhanced. 

Keywords: Cache Management, Multi-core, Insertion, Promotion, Set Dueling. 

1   Introduction 

The multi-core processor architectures have two typical cache organizations for the 
on-chip Last-Level Caches (LLCs): the shared and the private. For better flexibility 
and dynamic allocation, many recent processors have opted for a shared LLC. Past 
researches [1, 2] show that the de-facto standard management policy LRU used for 
shared L2 often incurs a few pathological behaviors such as thrashing, unfairness. The 
PPIP and DIP are the novel designs for the cache management. Compared against 
PPIP, we propose a new HPIP which can implicitly partition the cache resource 
similar to PPIP and solve a special new core situation not considered in PPIP. Since 
directly extending DIP would cause the hardware logic more change, we design a new 
structure for Set Dueling Monitors (SDM) sample selection. 

The main contributions of this work are: 

• We first discuss the new core situation in this domain, and HPIP not only can deal 
with it but also improve the LLC performance and fairness. 

• The number of cores in a multi-core processor is first suggested to be better choice 
in SDM design for DIP implementation. 

• A new simulator M5 is employed to do experiment for L2 cache research. 
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2   Motivation 

Many related works show that more than half of the blocks retained in the cache are 
never reused before getting eviction and name them dead blocks [3] or zero reuse 
lines [4]. To reduce the time of dead blocks occupying cache without contributing to 
hits, LRU Insertion Policy (LIP) places all incoming blocks in the LRU position to 
substitute traditional LRU policy which inserts all incoming blocks in the MRU 
position. PIPP suggest compute the insert position rather than insert blocks into LRU 
position directly [5]. PPIP needs extra monitoring mechanism and its algorithm can’t 
determine the insert position when a new core situation occurs. 

The commonly used LRU policy which treats all misses and demands uniformly is 
unable to know whether or not an application benefits from the cache when multiple 
applications compete for a shared cache. The cache miss rate is a function of cache 
size for different applications classified into four types: cache-friendly, Cache-fitting, 
Cache-thrashing and Streaming. So Dynamic Insertion Policy (DIP) mechanism 
dynamically estimates the number of misses incurred by the two competing insertion 
policies and selects the policy alternatively [4]. To differentiate the behaviors between 
competing applications, Thread-Aware Dynamic Insertion Policy (TADIP) extends 
DIP to choose sampling sets by means of the amount of running applications. We 
propose a new structure design for SDM sample selection, so as to alleviate the logic 
complexity for DIP implementation in practice. 

3    Homologous Promotion and Insertion Policy  

In this section, we review cache insertion policies and the concept of promotion, and 
then detail how our HPIP manage a shared cache compared against PPIP. 

3.1   Cache Insertion and Promotion Polices 

The conventional replacement policies include the victim decision and the insertion. 

 

Fig. 1. Examples of (a) conventional insertion at the MRU position and (b) insertion at the LRU 
position (e.g. LIP) and (c) PPIP promotion compared with others (LRU, LIP) 
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Figure 1(a) illustrates an example of a cache set comprising eight blocks, logically 
organized left-to-right from Most Recently Used (MRU) position 8 to Least Recently 
Used (LRU) position 1. MRU with the highest priority would be kept and LRU with 
the lowest priority would be evicted. An incoming block will be inserted in position 8 
that causes block H to be chosen as the victim in LRU policy. For the reason of dead 
block, paper [4] first introduces the concept of separating a cache replacement policy 
into victim selection and insertion independently. As shown in Figure 3(b), LRU 
Insertion Policy (LIP) which direct places all incoming block in LRU position. The 
blocks are promoted only if they are reused. LIP reduces so-called dead blocks 
through minimizing the time of them remain in cache. Bimodal Insertion Policy (BIP) 
updates LIP and infrequently (throttled by a parameter ε) inserts some incoming 
blocks into the MRU position. The promotions of theirs all simply move the hit block 
to the MRU position. Except the victim selection, PPIP insertion decision and 
promotion are both different with them. Figure 3(c) illustrates PPIPs one-increment-
promotion and a traditional promote-to-MRU policy. The priority of a block on hit 
will be promoted only one-increment position in PPIP that relatively hold some useful 
blocks in cache longer. HPIP promotion mechanism is similar to PPIP (assuming 
pprom=1) and its insertion algorithm is distinct. 

3.2   Modified Insertion Algorithm Compared with PPIP 

PPIP insertion decision requires support of utility-based cache partitioning (UCP) 
policy [1] monitoring mechanism. For a processor with n cores, a given target 
partitioning П={π1,π2, …,πn}such that Σπi=ω where ω is the total set associativity of 
the cache. The insertion policy places corei new incoming block at priority position πi. 
For example, a quad-core processor with a 16-way cache П={4,5,6,1} leads to the 
blocks never being inserted higher than priority 6. But the hypothesis of PPIP is that 
all cores run simultaneously. In other word, there is a question how to calculate the 
insertion position when a new core sends the first request to cache. A new core means 
it has no any block retained in the cache. For instance, before a core recovers from 
suspending, the other cores already occupy all capacity of the cache. Even at the 
operating system getting initial start, all cores don’t run synchronously. A new core 
gets partitioning πi=0 and the total partitioning is П={5,5,6,0} (core4 is new). The 
insertion position of first requested block by core4 can’t be computed in terms of PPIP 
algorithm. The insertion position is seemed good to choose the lowest priority LRU 
position. But once a streaming application runs on core4, it will incur thrashing 
seriously. PPIP similarly discuss that the streaming application’s blocks should be 
inserted into a specific position πstream. Even if a cache-friendly or cache-fitting 
application rather than a streaming application runs on core4, it’s still hard to steal the 
cache occupied by other cores. HPIP simply employs a static parameter ψ=[ω/n], 
where ω is the total set associativity and n is the number of cores in a processor. HPIP 
insertion algorithm is that when a new core appears, the first incoming block insertion 
position is ψ, otherwise it is πi similar to PPIP. This simple change not only gets 
resolution for the new core situation but also provides a chance to the new core fairly 
compete for the cache resource with other cores. The example is same as above that 
П={5,5,6,0}, where ω=16 and n=4. HPIP inserts the first incoming block of core4 
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into the priority position ψ=4. After that, since a new running application usually has 
higher cache miss rate, core4 obtains an opportunity to faster occupy the priority 
position 1 to 4 of the cache. 

3.3   Example 

Show two examples of an 8-way cache shared between two cores with П={8,0}, 
where core2 is new. Core1’s blocks are represented by numerals in squares, and core2 
by letters in black circles. The operations in figure 2(a) are determined by PPIP. Core2 
sends a request for block A, but π2=0 means the cache set is entirely occupied by 
core1. PPIP doesn’t consider this situation, so assume to insert block A into LRU 
position 1 according to LIP [4]. Next access for core2 B leads to miss and insert it in 
position π2=1. Then core2 access B block and hit. LRU policy and LIP will promote 
block B to the MRU position 8. PPIP only promotes one-increment pprom=1. Working 
for same request sequence, the operations managed by HPIP in figure 2(b) are 
distinct. The first step inserts block A into position ψ=4 because core2 is new. The 4-
step inserts core1’s block 7 into position π1=6 that hits in figure 2(a). 

 

Fig. 2. Examples of (a) operations of PPIP for a variety of cache misses and hits and (b) 
operations of HPIP for the same request sequence. Always choose the LRU position as 
eviction. 

The comparison in same request sequence illustrates some similarities between 
PPIP and HPIP. Note that the request sequence shown as in figure 2 is not a special 
instance. Assume block B become dead after one reused, promote it directly to MRU 
position maximize the dead block resident time. HPIP and PPIP only promote it by a 
single position that allows it to be evicted more quickly. HPIP inserts the first request 
of a new core into a static position ψ=4 but PPIP can’t. With initial condition that 
Π={8, 0}, at most of the time the cache allocation matches Π={7, 1} in figure 3(a) but 
Π={6, 2} in figure 3(b). Providing a relative longer interval to a new core to rob cache 
resource, HPIP can keep the cache allocation trade-off in a certain degree.  
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4   Adaptive Management Policy Election 

Recent researches show that dynamically choosing between two insertion policies can 
improve the cache performance. DIP estimate the misses incurred by the two 
competing insertion policies and select one incurs the fewest misses [4]. SDM design 
resorts to Dynamic Set Sampling (DSS) concept [6] that the cache behavior 
approximates a high probability by sampling few sets. A saturating counter called 
Policy Selector (PSEL) tracks the misses. The Most Significant Bit (MSB) of PSEL 
indicates which one of two policies incurs fewer misses and then makes decision. 
TADIP extends DIP to sense the application diversity [7]. For N applications the 
TADIP-Isolated use N+1 SDMs that first SDM using policy P0 (denoted by 0) for all 
applications is baseline, the others are bimodal sets use policy P1 (denoted by 1) for 
one application and policy P0 for others. In figure 3(a) <0,0,0,0> is baseline and 
<1,0,0,0>,…,<0,0,0,1> are bimodal for 4 applications. TADIP-Feedback requires 2N 
SDMs, a pair of SDMs owned by everyone application. In figure 3(b) the first pair 
SDMs is denoted by binary strings <0,P1,P2,P3> and <1,P1,P2,P3>, where always use 
P0 and P1 for the first application and Px is the MSB of PSELx for others applications 
independently.  

<0,0,0,0>
<1,0,0,0>
<0,1,0,0>
<0,0,1,0>
<0,0,0,1>

<P0,P1,P2,P3>

PSEL3

misses
<0,P1,P2,P3>
<1,P1,P2,P3>
<P0,0,P2,P3>
<P0,1,P2,P3>
<P0,P1,0,P3>

<P0,P1,P2,P3>

misses

<P0,P1,1,P3>
<P0,P1,P2,0>
<P0,P1,P2,1>

SDM

flower 
sets

<0,0,0,0>
<C0,C1,C2,C3>

<C0,0,0,0>

<0,0,0,0>
<0,C1,0,0>

<0,0,C2,0>
<0,0,0,0>

<0,0,0,C3>

<0,0,0,0>

set0

set15

Con.0

Con.1

Con.2

Con.3

misses

flower sets

(a) (b) (c)

PSEL0

PSEL1

PSEL2

PSEL3

PSEL2

PSEL1

PSEL0 PSEL0

PSEL1

PSEL2

PSEL3

 

Fig. 3. Examples of (a) TADIP-Isolated and (b) TADIP-Feedback design for 4 applications and 
(c) Adaptive Policy Election (APE) design for 16 sets cache shared by 4-core 

TADIP is only fit for one core in CMP, and the amount of applications varying 
dynamically makes it hard to be implemented. Since one core situation approximately 
feedbacks the application characteristic running on it and a processor’s core number is 
fixed, our Adaptive Policy Election (APE) mechanism choose 2N SDMs for one N-
core processor. In figure 3(c) 4 pairs of SDMs, one is baseline denoted by<0,0,0,0> 
and others are bimodal denoted by <C1,0,0,0>,…, <0,0,0,C4>, where Ci means using 
P1 for corei and P0 for others cores. The dedicated sets are selected by means of 
complement-select approach [4], so sets 0, 5, 10, 15 are permanent used for P0 and 
sets 3, 6, 9, 12 for P1, the others remaining sets are followers. 
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5   Experimental Methodology 

We use a new simulator M5 to execute the combination workloads on the multi-core 
processors [8]. Table 1 lists the simulation configuration, and the baseline is 2-core/4-
core CMPs with two levels cache hierarchy managed by conventional LRU policy. 
Without loss of generality, we arrange that each application runs on one core. 

Table 1. The Experimental Environment and Configuration 

Experiments Environment M5 Simulator Configuration 
Operating 
System 

Ubuntu 9.04 
(Linux kernel 2.6.04) 

Simulating 
Processors 

Alpha SimpleScalar 
Out-of-order,1GHz  
2/4-Core, Snooping MESI 

Processor  Intel® Core(TM)2 Duo 
P8400 2.26GHz 

L1 Cache Private 2-way 
256KB/512KB 

Main Memory DDR 3 2GB 
two banks 

L2 Cache Shared 8-way 
512KB/1MB/2MB 

 
We use combination workloads including the 10 SPEC2006 benchmarks. The 

workloads are classified into two groups listed in table 2.  

Table 2. The Combination Workloads 

Dual-Core Workloads          Quad-Core Workloads 
Mix2-01 specrand+mcf Mix4-01 specrand+mcf+hmmer+star 
Mix2-01 specrand+mcf Mix4-01 specrand+mcf+hmmer+star 
Mix2-02 hmmer+astar Mix4-02 gcc+soplex+ specrand+mcf 
Mix2-03 gcc.+soplex Mix4-03 hmmer+astar+gcc+specrand 
Mix2-04 gcc+astar Mix4-04 milc+hmmer+ mcf+gcc 
Mix 2-05 milc+hmmer Mix4-05 bzip2+specrand+ milc+hmmer 
Mix 2-06 lbm+ milc Mix4-06 bzip2+specrand+ lbquantum+lbm 
Mix 2-07 lbquantum+lbm Mix4-07 specrand+astar+ mcf+gcc 
Mix 2-08 specrand+astar Mix4-08 lbquantum+lbm+ mcf+hmmer 
Mix 2-09 hmmer+specrand Mix4-09 hmmer+specrand+ mcf+gcc 
Mix 2-10 mcf+hmmer Mix4-10 soplex+bzip2+ specrand+astar 
Mix 2-11 mcf+gcc Mix4-11 mcf+gcc+ milc+astar 
Mix 2-12 soplex+bzip2 Mix4-12 mcf+gcc+ soplex+bzip2 
Mix 2-13 soplex+mcf Mix4-13 lbm+ milc+ lbquantum+lbm 
Mix 2-14 bzip2+specrand Mix4-14 bzip2+specrand+ gcc+astar 

 
Figure 4 and figure 5 show the results measured by total IPC throughput relative to 

LRU. The results of HPIP are very close to PPIP since its promotion and insertion 
mechanism are all similar to HPIP except when the new core situation incurs. Both of 
them provide higher raw throughput than LIP frequently. When the combination 
applications Mix2-06 and Mix2-07 run on the dual-core, the LIP total throughput is 
higher than HPIP and PPIP. The reason is that the combination benchmarks in Mix2-
06 and Mix2-07 are typical streaming. In general, the raw throughput of PPIP and 
HPIP outperform LIP (dual-core: 17.2% and quad-core: 15.6%).  
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Fig. 4. Performance results for the IPC throughput (Dual-Core in 1MB L2 Cache) 

 

Fig. 5. Performance results for the IPC throughput (Quad-Core in 2MB L2 Cache) 

Figure 6 illustrates HPIP MPKI of four combination workloads. Similar to others 
policies it drop remarkably when working cache size is bigger than a certain value, so 
HPIP keep the allocation trade-off depending on total cache size in a certain degree.  

 

Fig. 6. MPKI vs. Cache Size in MB 

6   Conclusion 

Being different to many related works such as DSR and SNUG aim to reduce shared 
cache access latency [10, 11] and CCP try to make private cache to be shared [12], 
HPIP focus on cache management policy design. Compared with others policies, it 
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approves high performance and benefits for cache trade-off. The new core situation in 
shared cache is first to be discussed by us. Furthermore, APE design makes DIP 
mechanism closer to implementation. Deeper exploring interaction between insertion 
and promotion and more experiments would be our future work. 
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Abstract. With the rapid development of computing performance on multi-core 
era, the capacity of shared cache has been increasing. System architects need 
make maximum usage of shared resources to improve system performance. This 
paper mainly rebuilt free lists based on page coloring for achieving their privatiza-
tion by a distributed method, which could really achieve page-level parallelism at 
the operating system level and decrease cache thrashing among applications. Ex-
perimental results show that if the paper uses matrix computing as working load, 
L2 Cache Misses Rate is reduced by about 12%, IPC increased by 10%. 

Keywords: Shared Cache, Page Coloring, Page-level Parallelism, Cache Thrashing. 

1   Introduction 

According to Moore's Law, processor clock speed increases twice every year, while 
memory speed only upgrades double every six years. Such difference is main bottle-
neck to realize HPC (High Performance Computation). Caching technology could 
increase the speed of accessing data and reduce latency on account of time and spatial 
locality principle. In modern CMP (Chip Multi-core Processor) system, Cache gener-
ally apply hierarchy framework that each processor core has independent L1 Cache, 
shared L2 Cache. On-chip shared Cache has a better advantage of providing a larger 
storage space. All processor cores can directly access data of shared cache instead of 
main memory. So cache resource can be fully exploited. But shared cache on CMP 
architecture also brings about other problems, such as data contention, cache data 
consistency, error sharing. These problems have a side-effect on cache performance. 
So the effective data sharing and optimized resource allocation on shared cache play 
an important role to enhance cache performance. 

2   Related Work 

Traditionally, the research on shared cache had focused on hardware methods to im-
prove performance. It is seldom on the point of software view, in particular operating 
system level. Due to chip-hardware architecture complexity, it could further add to the 
complexity for using hardware method to improve performance. In addition, another 
disadvantage is that the cost of cache hardware tuning is much larger. By contrast, soft-
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ware method could be more flexible. These are also similar study on the field in abroad. 
Tam and Amizi [2] in University of Toronto proposed that they managed shared L2 
cache on so-level in page coloring, which could decrease cache contention among ap-
plications. But it has a shortage that each processor core has global multiple free lists. 
Memory management need utilize the mechanism of synchronous communication and 
locking to maintain page data consistency, avoiding free list contention among cores. 
However, these mechanisms have a greater cost, particularly frequent page allocation 
and release in multi-core environment. 

Some of UNIX currently uses page coloring to improve cache utilization, typically 
such as Solaris and AIX [3]. The mainstream Linux is class UNIX. It applies the 
“Buddy” algorithm to manage page allocation and release [4]. But the buddy algorithm 
could not make full use of free pages as a result of powers of 2 in size on page alloca-
tion and release. The coarse-grained page management will result in a serious waste of 
pages and the lower utilization of shared L2 Cache in multi-core architecture. This pa-
per utilizes distribution to rebuild free lists for realizing their privatization instead of 
globalization in Linux, which decreases page contention and communication cost. 

3   Memory Management Optimization 

3.1   Page Coloring Principle 

Page coloring is a classical page allocation method. It is the basis of achieving fine-
grained static L2 Cache division. In modern operating system, operating system  
accesses L2 Cache and physical memory by physical address. In limited cache asso-
ciative, there should be overlapped on bit field between L2 Cache set number and 
physical page number [5]. Taking the following Fig.1 for example, physical page is 
the size of 4KB. And there is at least 12 bits to represent page offset. The remaining 
bits are physical page number. L2 Cache has the size of 512KB, 16-way associative, 
cache line 64B. So the lower 3 bits of physical page number is overlapped with the 
higher 3 bits of cache set number. The overlapped parts are called “page color”. Fig-
ure 1 shows the mapping relationship between physical address and cache line. 

 

Fig. 1. Mapping Relationship between Physical Address and Cache Line 

Generally OS decides how virtual page maps to physical page. The mapping of 
physical page into cache is fixed by hardware itself, which is actually an important 
requirement for the page coloring technique. OS can use its control of virtual to 
physical page mapping to indirectly control physical page to cache line mapping. Dif-
ferent color pages could be mapped into different cache sets. The mapping between 
Page and Cache Line is shown in Figure 2 [2]: 
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Fig. 2. Mapping Relations between Page and L2 Cache Line 

Physical memory pages will be divided into N free lists of different colors by page 
coloring when operating system begins into initialization. Each core has corresponded 
with N color lists. Besides, operating system sets up color vector for core, which will 
be identified with bitmap. If i bit of bitmap is 1, which the core could use the free 
pages with color i [5]. The allocated pages should be located into different partitions 
of L2 Cache due to different color vector. 

3.2   A Distributed Method for Rebuilding Free Lists 

When core requests free page, firstly system call must fulfill interaction with memory 
management. Then system accesses free list which has the same color with core’s 
color vector. Due to highly degree parallelism in multi-core architecture, the operation 
of page allocation and release should frequently happen. Synchronous communication 
and locking mechanism will lead to a larger overhead. So the global idea of multiple 
free lists turns into performance bottleneck. In order to enhance page-level parallelism 
and decrease communication cost among cores, this paper propose a distributed ap-
proach which is used to rebuild free lists to make free lists private. The specific ideas 
are shown as follows: 

Privatization of Free Lists: The whole free lists are divided into N parts. N is the 
number of the processor core. Since each core has small private free lists, the cost of 
synchronous communication will be reduced and cache thrashing will be eliminated. 

Priority Access: Each core has a priority to access its private free lists. When the 
private free list can not satisfy allocation requirement, the free lists of the neighboring 
core will be accessed. Although the allocated pages’ color is not the same with color 
vector of core, it does not conflict with the principle of page coloring. These pages 
must be given back to its original free list when memory space is release. Generally, 
such page allocations seldom happen. So this paper take no into account it and just 
makes sure that processor core would have a priority to access its private free list. 

According to the above description, the basic principle is that the private free list 
has a higher priority to page operator. This paper respectively defines page operation 
as follows: 

1) Page Allocation 
    Page allocation complies with the maximizing principle of private free lists. 

Firstly memory management searches the free list whose color is consistent with 
core’s color vector in its private free lists. And then pages in the free list would 
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be allocated out. If its private free lists can not satisfy page allocation require-
ment, memory management will allocate free pages for requirement from adja-
cent core instead of local one. The flow diagram of page allocation is shown in 
Figure 3: 

 

Fig. 3. Page Allocation Operation 

2) Page Release 
Memory management checks out whether the released pages belong to its pri-
vate free list. If so, the pages will be given back to its private free lists of local 
core. Otherwise, they are back to the free lists of the adjacent core. The flow 
diagram of page release is shown in Figure 4: 
 

 

Fig. 4. Page Release Operation 
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Page allocation and release are executed on their private free list. OS can achieve 
page-level parallelism and have an optimization on L2 Cache in multi-core architec-
ture in distributed method. 

Memory management apply “buddy” algorithm to allocate and release successive 
pages in Linux. But the mechanism of page coloring only allocates or releases a single 
page. This paper retains the original buddy algorithm and reserves parts of memory 
for allocating successive pages. The improvement of memory management mainly 
rebuilds free lists to make them private by the above distributed method. In addition, 
memory management should add system call for color vector of processor core. After 
modifying code, kernel need be recompiled. Experiment uses matrix computation as 
working load and collects related events or event sets through PAPI-C mechanism to 
evaluate L2 Cache performance. 

4   Performance Evaluation 

4.1   Data Collection Mechanism 

HPM (Hardware Performance Monitor Counter) is some internal registers which re-
cord CPU performance in modern CPU. They could concurrently read a number of 
hardware performance criterions, such as Cache Misses, Instruction Cycles [6] .This 
paper exploits PAPI-C technology to collect data for evaluating cache performance in 
multi-core architecture. PAPI (Performance Application Interface) which is developed 
by ICL laboratory of Tennessee University is application interface based on Perfctr. 
PAPI-C can collect the related event or event sets from HPM through the interface in 
user level. The experiment needs to collect some events, which are shown as follows: 

PAPI_L2_TCM: L2 Cache Misses; 
PAPI_L2_TCA: L2 Cache Accesses; 
PAPI_TOT_INS: Total Instructions; 
PAPI_TOT_CYC: Total Cycles; 
L2 Cache Misses Rate=PAPI_L2_TCM/PAPI_L2_TCA; 
IPC=PAPI_TOT_INS/PAPI_TOT_CYC; 

4.2   Data Experiment 

Software and Hardware Environment: Fedora 10, Kernel Version 2.6.32, AMD Ath-
lon(tm) Dual Core Processor 5000B, 1.8GH. L2 Cache is shared, 512KB, 16-way set 
associative, cache line 64B. 

Testing Method: Experiment applies matrix multiplication as working load. The rea-
son why experiment chooses it is that it runs shorter and has a higher reliability on cache 
data. Due to using the PAPI-C mechanism to collect the related events, experiment need 
insert the code of matrix multiplication into PAPI before collecting events. Experiment 
executes different working loads of matrix computation under the condition of different 
memory management algorithms. The working loads are matrixes of 5*5, 10*10, 
15*15. The element of matrix is 2. Each experiment respectively collects the following 
events: PAPI_L2_TCM、 PAPI_L2_TCA、 PAPI_TOT_INS、 PAPI_TOT _CYC. 
Matrix multiplication code is shown as follows: 
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Void matrix (int a [I] [M], int b [] [N]) 
                            { 
                                 int i, j, k; 
                                   for (i=0; i<I; i++) 
                                               for (j=0; j<M; j++) { 
                                                          for (k=0; k<N; k++) 
                                                              c [i][j]=a [i][k]*b [k][j]; 
                                                          } 
                                               } 

In order to analyze the effect of various memory management changes we need to 
derive a metric for comparison. The obvious and simplest metric for evaluating cache 
performance is average IPC and L2 Cache Misses Rate. The experiment data are 
gained through many collections and then calculate their average value as experiment 
result. Experimental results are shown as follows: 

 

Fig. 5. Comparison of L2 Cache Misses Rate among Different Algorithms 

 

Fig. 6. Comparison of IPC among Different Algorithms 

According to the analysis for raw data, there is reduced by about 12% on L2 Cache 
Misses Rate, increased by 10% on IPC. 
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5   Conclusion 

This paper mainly rebuilds the structure of free lists to achieve their privatization 
based on the principle of page coloring by a distributed method, which could achieve 
page-level parallelism and reduce cache thrashing among applications. With the ad-
vent of multi-core systems, the optimization based on software method on shared 
cache has been greatly paid attention in recent years. It ultimately leads to unfair utili-
zation on CPU if memory management has an unfair use for shared cache, which has 
a side- effect on system performance. In future work we will study on how to achieve 
a fair utilization on shared cache. Moreover, memory management based on page 
coloring has also a good market prospect for the development of smart phone system 
in the embedded field. 
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Abstract. Aiming at the problem that it is difficult to accurately define the 
quality of the user experience, based on the usability testing we analyzed the 
elements of user experience during the use process of E-commercial website 
and divided the users into two types (planned users and impulsive users). Fur-
thermore, we constructed the user evaluation system from the three aspects of 
behavior, cognition and emotion, quantified the quantitative indicators, and es-
tablished a user experience comprehensive evaluation model. Finally, we veri-
fied the validity of the model through some cases. 

Keywords: E-commerce, user experience model, usability testing, AHP, fuzzy 
comprehensive evaluation. 

1   Introduction 

User experience is the users’ feelings when they visit the website. By constructing 
user experience evaluation system based on the user behavior, cognition and emotion, 
this study will use fuzzy comprehensive evaluation method to analyze the user ex-
perience of C2C E-commercial websites, overcome the ambiguity and uncertainty of 
user experience, and thus obtain a quantitative comprehensive evaluation.  

2   The Establishment of User Experience Quality Index System  

2.1   The Description of Index System  

Firstly, after the data collection of the shopping websites’ user experience, from the 
traditional evaluation view, we usually construct the user experience evaluation sys-
tem from the three aspects (user behavior indicators, user emotion indicators and user 
cognition indicators).  

2.2   The Determination of the Indicator Factors’ Weigh  

The determination of the indicators factors’ weight ai is one of the most critical parts 
of fuzzy evaluation. Whether fuzzy subset A is appropriate or not directly affects the 
comprehensive evaluation results.  
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2.2.1   The Structure of Judgment Matrix  
Supposing that there is n evaluation factors’ weigh needed to be determined, the ma-
trix can be expressed as:  
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In this equation, aij shows the importance degree of Ai to Aj, which is following the 
principles: (1) aij = Wi/Wj ＞1 (ai is more important than aj); (2) 1=jia  (i=j); (3) ijji aa 1=  
(aij ≠0). Saaty and some other people’s experiment proved that it was more appropri-
ate to use 1-9 ratio scale method [6].  

2.2.2   The Calculation of Index Weighs  
The square root method is used to calculate the weight value of each index. Matrix 
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represents the i-th element of the vector. Random consistency ratio CR, CR = CI / RI, 
in the formula: RI (Random Index) is the average random consistency index. 

( ) ( )InnRI −−= max

~λ , among this equation, max

~λ  is the average of m n-order positive and 
negative matrixes’ largest characteristic root. If CR<0.1, the matrix has satisfactory 
consistency. If else, the matrix should be adjusted.  

After the comparison of these four evaluation index by six experts, we use Delphi 
method to create the final matrix till the consistency test results can meet the standard.  

Table 1. The judgment matrix and weight of user behaviour data evaluation index 

 Validity Effectiveness Weight  
Validity  1 2 0.667 
Effectiveness  1/2 1 0.333 

=maxλ 2   ， =CI 0   1.00 <=CR                                                  

3   The Fuzzy Comprehensive Evaluation of User Experience 
Quality  

3.1   The Establishment of Evaluation Factor Set U  

Firstly, we should establish the corresponding evaluation factor set, U= (u1, u2, …, 
un), and n is the number of influencing factors.  
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Fig. 1. User experience evaluation index (planned users and impulsive users) structure scheme  

3.2   The Establishment of Comment Set V and the Membership Function of 
Factors on V  

After building user experience quality index system, we should establish comment 
rate set V={v1 , v2, …, vn}and the membership function of evaluation factors on V. 
First of all, the evaluation criteria of index is divided into five levels (very poor, poor, 
ordinary, good, excellent); then the threshold of indicators is determined by experts 
(v1, v2, v3, v4, v5, v6), finally, according to the membership, we need to compare the 
metric value with threshold to obtain the quality level of all data. Assuming that Q is 
the fuzzy set on V, the membership functions constructed are:  
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In the formula, c1, c2, c3, c4 and c5 are the center values of interval (v1, v2), (v2, v3), 
(v3, v4), (v4, v5), and (v5, v6). After determining the threshold, the five-level value of 
the specific indicator v can be obtained by the membership function. This article uses 
0-1 to express the task completion extent. Perceived indicator score is collected by 7-
point questionnaire. Emotional indicator data is gained by the scores of shopping 
websites’ evaluation system. Task completion time refers to the time from the begin-
ning to the end of the task. Due to the different task time supported by different sys-
tems, in order to determine the threshold, we converted the task time by equation 2.  

T

X

T

TX
X −=−−=′ 21

 
(2)

Where: x is the original value; T is the shortest task completion time done by the 
product experts and usability engineers before usability testing (the average comple-
tion time of the subjects); x' is the conversion value.  

Following the opinion of Delphi method’s experts, the threshold is determined. 
Through average prediction we can arrive at the results: to task completion correct 
rate and time (0≤x'≤1), the threshold values are: 0, 0.4, 0.6, 0.8, 0.92, and 1; to per-
ceived index questionnaire score, the threshold values are: 1, 2, 4, 6.5, 8.5, 9; to emo-
tional evaluation score after shopping, the threshold are: 1, 1.5, 2.5, 4, 4.5,5.  

The establishment of membership matrix rij is the possibility that several subjects 
make a Vj evaluation to the Ui aspect of a particular object. The membership vector is 

Ri= (ri1，ri2，…，rim)，i=1,…,n，and 
1

1

=∑
=

m

j
ijr

. The membership matrix is R= (R1, 
R2, … ,Rn) T=( rij ).  
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3.3   The Fuzzy Comprehensive Evaluation  

If weight vector W and the evaluation matrix R is known, we can obtain the total 
evaluation results B through the following equation.  

( )mbbbbRWB ⋅⋅⋅=∗= 321  (3)

In the equation, the composite operator * has a variety of algorithms. Because the 
weighted average model does not only retain the evaluation information of single 
factor, but also take into account the effect of all factors, it is used as the evaluation 
model[8], that is,  

( )
⎭
⎬
⎫

⎩
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==
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iji
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i
jiij rarab

11

,1min
（j=1,…,m） 

(4)

When we evaluate multi-layer index, the same layer’s comment set Bij (i is the num-
ber of the layer, and j indicates that every layer has j sub-goals) can constitute a new 
fuzzy matrix Ri, and B is the total comprehensive evaluation results.  

4   The Application and Results Analysis  

This paper takes a C2C E-commercial website’s user experience as an example to 
illustrate the method’s application in practice.  

4.1   Test Evaluation  

Test methods: usability testing is a number of ways to improve the ease of use in the 
design process.  

Test purpose: (a)To access the operation indicators of task completion during the 
specific operation scenarios (task completion time, task completion correct rate) and 
user preference data by interviews after finishing the tasks (perceived preference, 
emotional preference). (b)To verify the realization and effectiveness of the shopping 
website’s user experience fuzzy comprehensive evaluation model by the processing 
statistics of user behavior and preference data. (c)To observe and conclude the differ-
ences of two sub-users during operation.  

Testing task: By the task analysis conducted at the early design stage, we take one 
typical task as test task: to buy a 10-yuan mobile phone recharge card at the C2C E-
commercial website and charge for a specified number. Task flow: (a)to login to the 
E-commercial website; (b)to find out the phone recharge zone; (c)to select on seller; 
(d)to use his account to pay for the card; (e)to conform the payment and make the 
evaluation of the transaction.  

4.2   Data Collection  

User behavior data can be obtained in usability testing, in which the correct rate are 
gained by the observers’ scores on the user task completion situation and the task 
completion time are given by the time between the beginning and the end of the tasks.  
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Fig. 2. The relation graph of test user number and usability problems  

User perceived data is mainly based on the “user perceived characteristics investi-
gation of C2C E-commercial websites”. The observation on the user behaviors and 
the interview after finishing the tasks can help users to get these data a lot.  

User emotion data mainly depends on the evaluation of users after they finish 
online shopping.  

4.3   Results Analysis  

4.3.1   The Evaluation of Planned Users on C2C Shopping Website User 
Experience  

According to the index system in figure 1, the data is sorted. Take the data validity 
analysis of planned users’ behavior data as an example. The correct rate is the task 
average and the task completion time is the total time to finish the task. Furthermore, 
we need to calculate the corresponding level of every user’s every index value accord-
ing to the membership function and to obtain the membership extent rij. Next, we 
establish the fuzzy matrix to do the evaluation. Combined with the data processing 
method illustrated in table 3, we use the minimum time of task completion of every 
subject as the original index to implement the normalization following equation (2). 
Finally we take the task completion time threshold into membership function to ob-
tain the membership rpj (p = 1, 2, …, 12; j = 1, 2, 3, 4, 5), and then obtain pj according 
to equation (5):  

∑
=

=
12

1m
mjj rp

(j=1，2，3，4，5) 
(5)

After normalization, the membership extent rj whose correct rate is vj can be obtained:  

∑
=
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p

p
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(6)

Similarly, we can access to membership degree rij. The first level fuzzy evaluation 
matrix can be determined by figure 1, and then we can carry on the fuzzy evaluation  
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Table 2. The processing and analysis of validity data 

user Original time  normalization Very poor Poor General Good Excellent  

U1 9.8 1.292 0 0 0 0 1 

U2 11.6 1.153 0 0 0 0 1 

U3 12.7 1.073 0 0 0 0 1 

U4 14.5 0.942 0 0 0 0.45 1 

U5 16.4 0.803 0 0 0.95 1 0 

U6 17.5 0.723 0 0 1 0.23 0 

Total pj 0                  0           1.950       1.680     4 
Normalization pj 0                  0           0.256        0.220    0.524 

 
according to equation (3) and (4): B1 is (0 0 0.178 0.402 0.421); B2 is (0 0.083 0.407 
0.369 0.142); B3 is (0 0.009 0.319 0.256 0.405). Take the comprehensive evaluation 
results of first-level index as the second-level evaluation fuzzy matrix, and thus we 
obtain product comprehensive user experience quality through re-calculation.  

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

405.0256.0319.0009.00

142.0369.0407.0083.00

421.0402.0178.000

R

 

(7)

B= (0  0.036  0.309  0.350  0.302) 
The comment set can be made assessment as following: excellent (95), good (82), 

general (67), poor (50), very poor (31). After the conversion of B, we can obtain more 
intuitive centesimal evaluation results, and we can access to the evaluation results of 
the E-commercial websites with the application of equation.  
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(8)

In this equation, bj is the component of the corresponding evaluation results and sj 
matches along with the grade value Bj.  

Among the type, s1=31, s2=50, s3=67, s4=82, s5=95. That is: S=81.1, so we can see 
that the ultimate evaluation results on the C2C E-commercial websites’ user experi-
ence quality of planned users are good.  

4.3.2   The Evaluation of Impulsive Users on C2C Shopping Website User 
Experience 

Similarly, the data is sorted according to the index system of figure 1. The method of 
processing the impulsive users’ data is same as that of planned users.  
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⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

166.0340.0445.0049.00

041.0178.0363.0315.0104.0

455.0386.0159.000
'R

 

(9)

B’= (0.043  0.143  0.318  0.288  0.209) 
Finally, the evaluation results on E-commercial websites of impulsive users are ob-

tained with the help of equation (9), which are: S'= 75.22.  

4.3.3   The Two Types of Users’ Comprehensive Evaluation Index Comparison 
Analysis  

User behavior data and user perceived data and user emotion data collected by ex-
periment can be taken into the shopping website fuzzy comprehensive evaluation 
system, and then by calculation we can see the evaluation on the shopping website of 
planned users and impulsive users. We can draw the conclusion that the evaluation on 
the C2C shopping website of planned users is higher than that of impulsive users, so 
this shopping website can make further improvement to achieve a better shopping 
experience for impulsive users.  

5   Conclusions 

The evaluation of user experience on C2C E-commercial websites does not only need 
to consider the website usability, but also demand to take into account the websites’ 
friendliness and emotional experience. The user experience model established in this 
article is based on the two typical types of users. Combined with the decision-making 
cognition, shopping behavior and the emotional evaluation after shopping during the 
three stages of shopping and considered the different online shopping user experience 
of different users, the model is more complete and reliable. The perceived index is 
derived by the empirical regression equation of cognition-recommendation factor 
model, which makes the index more representative and credible. To behavior indica-
tors and emotional evaluation indicators that have personal attributes, the data is easy 
to obtain, which makes the model easier to implement. Due to the unclear characteris-
tics of the user experience quality, the application of fuzzy evaluation seems more 
effective, because it can not only make the comprehensive quantitative evaluation on 
user experience, but also make up the possible bias on the evaluation brought by the 
usability and user experience fuzzy attribute.  

The application of practical cases shows the realization and expansion of shopping 
website user experience fuzzy comprehensive evaluation. By the collection of objec-
tive behavior data and subjective bias data, with the AHP and fuzzy comprehensive 
evaluation method, different angles of views can be transformed into quantitative 
models, which can help site builders measure the different types of users’ behavior 
bias from user types and indicator content to establish an effective user model for 
building different sites.  
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Abstract. In this paper, a framework model for trustworthy software evolution 
is constructed. It could not only solve semantic problems but also guide the  
dynamic evolution of service composition. First of all, it adopts a method of on-
tology space to solve the interactive problem among users, system and envi-
ronment. Then, a set of pre-defined rules are used to evaluate the credibility of 
software behavior and the necessity for self-adjustment. According to these re-
sults, we make adjustment, reconfiguration and revision to the software in soft-
ware life cycle, from rule guidance in micro-level to man-machine cooperation 
in macro-level. Finally, the instances and test results prove the proposed 
framework model to be effective and feasible. 

Keywords: trustworthy software, dynamic evolution, ontology. 

1   Introduction 

In recent years, the research on trustworthy and trustworthy software evolution mod-
els has become a hot topic in software revolution. In the past, the trustworthy software 
mainly concerns about the reliability of hardware or software, system availability and 
real-time. However, with the changement of computing environment, some new fac-
tors that influence trustworthy software have emerged. For example, with the opening 
of advances of network environment and the socialization of software engineering, 
the concepts of “trustworthiness” and “context” have been gradually applied in the 
field of software trustworthy evolution.While as for software evolution, these context 
have different ways of expression, which means that they could not be directly util-
ized in software. Therefore, a descriptive framework is needed to provide a unified 
way of expression. On the other hand, software evolution is an inference process in 
which a series of adaptive rules act on the system. Thus, the key point is the descrip-
tion and organization of the reasoning rules. 

Aiming at solving these problems, this paper introduces ontology. Ontology in 
computer research, which is quite suitable to express the concepts in environment 
factors and their relations, is a formal specified illustration of sharing conceptual 
model. By means of ontology, various functions can be achieved, such as knowledge 
sharing, logic inference, knowledge reuse and so on. Based on these, in this paper we 
propose a framework for trustworthy software evolution based on ontology. This 
framework, using Web Ontology Language (OWL) as description language, describes 
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the strategy of trustworthy software evolution through the inference rules defined in 
OWL and make sure these concepts and relations can be manipulated in a unified 
frame, achieving the consistency and controllability of evolution. 

2   Ontology Space Model Based on “Environment – Behavior” 

Factors of environment have increasing influence on software behavior. In order to 
guarantee that software behavior in open environment accords with expectations, it 
should be on the basis of real-time monitoring information whose contents are rich 
and various. In the view of their source, they can be divided into three types, ranging 
from requirement related factors, architecture related factors and the context of appli-
cations related factors. The purpose of constructing these factors is to reach mutual 
understanding of the information, which makes the operation among different subjects 
(human, machine, system) available. Ontology is a formal description of sharing con-
cepts, and when properly selecting ontology descriptive language, efficient automatic 
reasoning could be achieved by using relatively mature logic instruments. We con-
struct an ontology space model which contains requirement ontology, architecture 
ontology, and the trustworthy of context ontology. They can be employed to respec-
tively describe the environment of requirement target, software architecture and soft-
ware system. 

2.1   Requirement Ontology 

Requirement ontology refers to extracting knowledge relevant to trustworthy software 
evolution from requirement analysis results, and it provides premise for software 
evolution. In this paper we adopt the thought of goal-oriented requirement engineer-
ing [5] and organize these entities in two levels.Meta level is defined as a set of ab-
stract concepts that has no concerns about domain, and it contains goal, task, action, 
resource and so on. Among them, the goal is the general requirements or state to be 
achieved by software and this is also the basis of software evolution. Goal can be 
further divided into functional and non-functional goal, of which the latter is mainly 
used to describe system performance, system maintenance and other features like 
reliability, security and maintainability.Domain level includes the public concepts in 
certain application field and it realizes the reification of concepts through inheriting 
from Meta level. For example, in the application of “Education Resources”, to 
achieve the goal of sharing digital resources, while media material can be subdivided 
into material of text, image, audio, video and so on.  

2.2   Architecture Ontology 

Referring to SOA [6] and combining with OWL-S [7], we construct ontology of ar-
chitecture, which describes not only their static configuration among components, but 
also their dynamic behaviors. In the model of SOA, the core concept is service, while 
the implementation body of service is component which includes the underlying com-
ponents and cooperative relationships among them. Software evolution, based on 
service composition, primarily means to promote software reliability through service 
addition, deletion, replacement, upgrading or changing the structure of services, 
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which are driven by monitoring information. And through describing components and 
their cooperative relations, it also provides the structural basis.  So we divided these 
entities into three levels: top, middle and instance level. The hierarchical relationship 
of concepts in architecture ontology is shown in figure 1. 

 

Fig.1. Ontology of architecture entities 

Top level mainly includes the concept of service and corresponding operation. And 
Service covers all the service instances, while the specific function or performance 
features of each service are characterized by describing ontology. Describing ontol-
ogy has three sub-ontologies: profile, model and grounding, which are used to respec-
tively describe the semantic relation of what to do, how to do and how to access the 
service. Further information can be found in reference [6]. 

The middle level is to increase the rate of reusing, and extract components, connec-
tors and their modes of combination which are commonly used. In reference [8] these 
components and connectors are listed such as data structure, memory, computation, 
manager, controller, etc. The commonly used connectors are procedure call, message 
passing, shared data, etc. the service composition contains Order_C, Select_C, 
Use_C, Parallel_C, and Collaboration_C. Among them, Order Combination : only 
implement S1 then do S2; Select Combination: it can use either S1or S2 rather than 
using both of them.These components and connectors can be combined in different 
ways to improve the speed of system development. 

Instance level consists a series of instances that compose a knowledge base for 
specific application. 

2.3   Trustworthy of Context Ontology 

The evolution of trustworthy software aims to enhance its credibility, but the concept 
of trustworthy software has the duality of both the subjective and the objective [10]. 
The credibility of software is not simply equivalent to its quality, but also depends on 
the degree of identification by users. Therefore, besides concerning about the theories 
and technology of quality, trustworthy software should also pay attention to its con-
text. In this paper, the context is all the environmental information that impacts the 
credibility of software through operation monitoring. It may be a parameter of hard-
ware in the deployment phase, or user’s feeling in the process of using. 
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Trustworthy of context ontology mainly contains user, environment, CompEntity, 
and their relations. As for user, it not only includes description on attributes but also 
evaluation on software credibility from the perspective of using, which covers satis-
faction and trustworthiness. Satisfaction, more inclined to reflect users’ feelings, re-
fers to the users’ subjective evaluation about the system functionality, usability and 
performance; while trustworthiness is to describe the dependability that can be meas-
ured and perceived.  Actually the two most importance attributes of trustworthy soft-
ware are dependability and security. The dependability of a system is that the system 
can complete the determined functions in certain time under specific conditions, and it 
covers availability, reliability, maintainability and survivability; while the security of 
a system refers to the system privacy, integrity, confidentiality, creditability, etc.  

CompEntity in context ontology is the computing platform of service system, 
which includes hardware, software, network and application protocols. Hardware can 
be subdivided into computing devices, network equipment and other physical facili-
ties; network primarily contains network pattern (e.g. switch access, wireless network 
access), network delay, and network bandwidth and network security (the security 
level). The network delay refers to the average time that costs from sending request to 
receiving response, and the network bandwidth is the amount of data that can pass 
through a network interface per unit time. The ontology is shown in figure 2.  

 

Fig. 2. The trustworthy of context ontology 

3   BP-Based Weights Learning Algorithm 

As for context-aware, lots of researches have been carried out, but the contextual 
parameters in Current approaches have the same weights for all users. We propose an 
approach to learn the weights of contextual parameters for every user based on back-
propagation (BP) neural network (NN).  

According to Kolmogorov theorem, three-layer BP with sigmoid function can rep-
resent any linear or non-linear relationship between the input and output. So in our 
research, a three-layer network and sigmoid is used. It consists of an input layer (IL), 
a hidden layer (HL), and an output layer (OL). It takes two steps to get the data of 
input layer. 
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Step1. Given a training dataset D, we extract subset {Dc1,Dc2…Dcn} from D according 
to different contexts. Every subset Dck includes the data belongs to ck. 

Step2. For every items i and j of Dck, calculate average deviation di,j,ck of them 
by(1).ru,i is a unknown rating, while Uck(i) includes users who have rated i in Dck. All 
the di,j,ck form the context DMck for ck. 

∑
∩∈ ∩

−
=

)()(

,,
,, |)()(|

)(
d

jUiUu ckck

juiu
ckji

ckck
jUiU

rr

.

 (1)

3.1   Weight Adjustment 

During training, the adjustment of the weights uses error back-propagation. The 
weight connected with two nodes is adjusted according to the amount proportional to 
the strength of the signal and the error. The error at the OL is reallocated backwards 
through the HL until the IL is reached. This process is repeated until the error for all 
data is sufficiently small. For the node in the OL, we compute Erri using formula 2.  

Erri =O i (1- O i) (Ti -O i) ,   (2)

Here Oi is the computed output at node i. Ti is the real output instance value (in TT), 
and (Ti-Oi) is the actual output error.For nodes in the HL, we reallocate the errors Erri 
using formula 3.  

Erri =O i(1- O i)∑j Errj wi,j  , (3)

Here j means that there are j outputs of node I; Errj denotes the error of node j, and wi,j 
is the weight of the link from node i to j. After getting all errors, we adjust the weights 
wi,j using formula 4. Here η is the learning rate parameter. It is 0.8 at the beginning. 
And it differs with the deviation of the computed output and the real value. 

wi,j = wi,j+η* Errj* O I  . (4)

3.2   Weights Learning Algorithm 

Input: Dck, DMck 
Output: The weights of contextual parameters for every user 
Procedure: 

Step1. Prepare instances for inputs and outputs for BP-based weight learning All 
predictions pu, i, ck form input instance datasets and all true ratings ru, i form output 
instance dataset. 

Step2. Initialization, activation, weight computation 

1) Initialize the input and output instances. Use random values between 0 and 1as 
the weights of contextual parameters. 

2) While not (terminal condition) 
{ a) For a set of input instances 
{ Compute the weighted sum of the inputs as x 
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Compute the outputs of hidden layer using sigmoid function  
Regarding the outputs of hidden layer as the inputs of output layer and com-
pute the weighted  
Compute the outputs of output layer using sigmoid function 

} 
b) For the output instances 

{ Compute the error of the node in output layer by formula 2 
Compute the error of the node in hidden layer by formula 3 
Update weights of the links by formula 4 

} 
} 

At last, we get the weights wck,u of the contextual parameters for every user. 

4   The Evolution Mechanism Based on Ontology  

When system runs in an open environment, the application scene will be: users using 
system, system serving users[3]. Also in the process of using, people or system will 
take advantage of external environment to improve the quality of service. The abstract 
model for complex distributed system contains the three parts, as shown in figure 3. 

 

Fig. 3. The framework for trustworthy software evolution based on ontology 

This framework is composed of rule guidance and man-machine cooperation, respec-
tively belonging to micro-level and macro-level. In the micro-level, it establishes real-
time environment abstraction (i.e. ontology space model), depending on monitoring 
information. Then it evaluates the credibility of software behavior and the necessity for 
self-adjustment through pre-defined rules. According to the results of evaluation, the 
software implements dynamic adjustment, reconstruction and other operations autono-
mously. In macro-level, man, as a factor, is taken into consideration in software control 
loop from the perspective of “society – technology”. Human plays an active role in 
extracting dynamic information，defining monitoring rules and generating plans of 
dynamic evolution, so as to ensure that software behaviors are consistent with people's 
expectations. Thus, the reliability of services operation can be guaranteed and the in this 
case software failure and aging can be efficiently prevented.  
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Furthermore, with the interaction among system, users and environment, people 
gradually realize some new environmental factors and their new effects on system 
behavior. And in the framework, all main components support on-line expansion, 
such as deploying new information detectors, upgrading the architecture to support 
non-predetermined. And the loose coupling in ontology space is suitable for adding or 
deleting ontology and upgrading the rule engine. This open framework could deal 
with the dynamic changes of complex network environment.  

5   Instance 

We have developed a public platform for digital education which would supply mate-
rial downloading, on-line lecture, on-line answer and many other teaching services. 
According to the C/S style, the platform is constructed which will initialize each 
component after searching and assembling the corresponding service components. 
The process includes loading ontology space, setting pre-defined rules, starting moni-
toring mechanism and so on. As for this platform, the response time and throughput 
are the fundamental performance requirements that we must consider. Suppose that 
the response time of server should be less than 2000 milliseconds and the maximum 
of service request is 500.Based on above description, we have to define some infer-
ence rules,and the instance is experimented under a pressure test by this method: 
generating a servlet document and deploying it with website together.The result is 
shown in fig4. 

 

Fig. 4. The respond time of service processing center under a pressure test 

As we can see from figure 5, for initial simulation, the total number of service re-
quests is less than 500 and the response time is about 2 seconds, which meet the re-
quirement of system performance. When processing the 11th service request, the 
response time is extended, but it is not long enough to trigger an evolution and then 
application is continued. But when dealing with the 12th request, the total number of 
requests is over 500 and response time exceeds the threshold, which trigger the opera-
tion of evolution. According to the pre-defined rules, a new server component is 
added and starts to work normally when processing the 13th request. That is, the re-
sponse time has returned to a normal level and the adjustment of system has been 
completed. As the text goes, the total number of requests continues to grow and the 
software system needs further adjustment to meet the demand. From this instance, we 
can draw the conclusion that this framework for software evolution is effective. 
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6   Summary and Future Research   

People have carried out a lot of evolution researches to promote software credibility 
from different perspectives and levels. However, for researches on applying network 
environment to trustworthy software evolution is at beginning. In this paper,  
constructing relevant factors aims to provide semantic foundation for software evolu-
tion.Further research mainly includes two aspects. First, we plan to analyze the cur-
rent techniques and tools for software evolution. Based on these ontologies, we wish 
to do some improvements.  Second, we plan to enhance the adaptive mechanism of 
software evolution and its explicit implementing scheme. Through the organic combi-
nation of ontology space model and inference mechanism, the rationality and feasibil-
ity of trustworthy software evolution are expected to be achieved in further research. 
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Abstract. Relevance feedback has been shown as a powerful tool to improve 
the retrieval performance of content-based image retrieval (CBIR). However, 
the feedback iteration process is tedious and time-consuming. History log con-
sists of valuable information about previous users’ perception of the content of 
image and such information can be used to accelerate the feedback iteration 
process and enhance the retrieval performance. In this paper, a novel algorithm 
to collect and compute the log-based relevance of the images is proposed. We 
utilize the multi-level structure of log-based relevance and fully mine previous 
users’ perception of content of images in log. Experimental results show that 
our algorithm is effective and outperforms previous schemes. 

Keywords: multi-level, log-based relevance, content-based image retrieval. 

1   Introduction 

Content-based Image Retrieval (CBIR) encounters difficulties such as the semantic 
gap between high-level concepts and low-level features like color, texture and shape 
[1]. Because of the complexity of images, describing an image only with those low-
level features is always semantic ambiguous. To bridge the semantic gap, relevance 
feedback was introduced to CBIR and has attracted a lot of research interests. Users' 
feedback consists of valuable information about users' perception on the content of 
the image. Such information is high-level and can be used to help bridge the semantic 
gap. However, such interaction process is tedious and time-consuming, so if too many 
times of iteration of feedback are asked, users may be impatient to interact with the 
CBIR system [2]. The feedback log of previous users consists of valuable information 
about the users’ common perception of images. Such information can help understand 
the high-level concepts of images and reduce the times of feedback. In this paper, we 
develop a novel algorithm to compute log-based relevance of the images.  We name 
our algorithm multi-level log-based relevance (MLLR). In MLLR, an implicit link is 
built between two images which are positive feedback in one search session. Those 
implicit links between images build a multi-level structure. The upper level images’ 
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log-based relevance to the user’s desired target can be transmitted to the lower level 
images level by level through the implicit links between the upper level image and 
lower level image. Experimental results show that our algorithm fully mines the log-
based relevance between images and is effective. 

The rest of this paper is organized as follows. We review the related work in Sec-
tion 2. Section 3 proposes an effective algorithm fully mining the multi-level log-
based relevance of images. Section 4 presents detailed experiment and performance 
comparison. Section 5 discusses the conclusion and future work. 

2.   Related Work 

To reduce the times of iteration and accelerate the relevance feedback, some research 
focused on the active learning techniques [3]. However, in an active learning process, 
users are asked to label additional images selected by the system which are considered 
as the most informative ones and this additional feedback often causes users’ impa-
tience. To learn the users’ logs effectively for CBIR, Hoi did a pioneering job and in-
troduced a log-based relevance feedback scheme [4].  

Compared to the previous schemes, our algorithm solves the problems in [4] when 
computing the log-based relevance. We fully mine the deeper multi-level relevance 
between images. The valuable information about the previous users’ perception of the 
content of the images is fully and correctly mined. 

3   Multi-level Log-Based Relevance 

In [4], user log information is used in two aspects. First, log-based relevance of im-
ages to user’s desired target is computed. Second, log-based relevance of images to 
user’s desired target is used to look for more training samples for SVM whose per-
formance can be degraded with insufficient training samples. Images having strong 
positive or negative log-based relevance are chosen to be additive positive or negative 
training samples. Then these training samples are engaged to train a soft label support 
vector machine (SLSVM) classifier which incorporates the label confidence degree of 
data in the regular SVM. Finally, combination of the relevance score based on the 
low-level feature computed using SLSVM and log-based relevance of images to 
user’s desired target are used to rank the images in the dataset. In [4], when comput-
ing the log-based relevance, both the positive and negative feedback are collected and 
utilized.  If two images are fed back as positive samples in one feedback session, 
these two images are viewed as relevant ‘1’ while if one image is fed back as positive 
and the other as negative, these two images are viewed as irrelevant ‘-1’. The log-
based relevance degree between two images is computed by adding their correspond-
ing relevance in every feedback session. Based on the previous user log, the log-based 
relevance of image i to user’s desired target in the database is the difference between 
image i’s log-based relevance to user’s positive feedback and log-based relevance to 
user’s negative feedback. To put the thought of [4] in a simple and direct way, a fig-
ure Fig. 1 is made.  
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Fig. 1. Log-based relevance between images 

The CBIR system returns the initial result based on the low-level feature. We sup-
pose the user only gives two feedback samples, one is the image A with “+” repre-
senting the positive sample and the other is the image B with “-” representing the 
negative sample. In Fig. 1, images with positive log-based relevance are linked to 
each other. There are two problems in this log-based relevance computation method. 
First, there may be some images which are also relevant to A but linked to A indi-
rectly e.g. X, Y, Z. This phenomenon can be caused by following reasons. First, users 
only label the first few images in the initial result, so the images ranked a little lower 
initially are ignored by the previous users.  Second, the log is not mature in the begin-
ning so some relevant relationships are not reflected in the log. In [4], the log-based 
relevance of X, Y, Z to user’s desired target is set as zero unfairly because they have 
no direct log-based relevance with A. We call this phenomenon one-level relevance 
unfairness. Another problem in [4] is caused by the diversity of negative samples. All 
positive examples are alike; each negative example is negative in its own way [5], i.e. 
images which are dissimilar to user’s negative feedback may be of another kind of 
negative sample rather than positive samples. However, images which are dissimilar 
to negative feedback are viewed as positive in the log-based relevance computation in 
[4]. As a result, images irrelevant or weakly relevant to positive feedback but strongly 
irrelevant to negative feedback are given positive log-based relevance unfairly.   

We propose a novel algorithm named MLLR which solves the problems mentioned 
above. We assume that when a user feeds back two positive samples in one feedback 
session, an implicit link is built between these two images. The implicit links between 
images form a multi-level structure of log-based relevance. Supposing image A is one 
of the positive samples fed back by the user, if D is relevant to C, C is relevant to B 
and B is relevant to A, then D, C is relevant to A indirectly. We call B is in an upper 
level than C and C is in an upper level than D. The upper level images’ log-based 
relevance to the user’s desired target can be transmitted to the lower level images 
level by level through the implicit links between the upper level image and lower 
level image. Instead of only using the direct relevance, the indirect multi-level rele-
vance between images is also used in our algorithm. So the log-based relevance be-
tween images is fully mined. Besides the negative effects caused by the negative 
feedback mentioned above, manually collected negative samples could be biased be-
cause of human’s unintentional prejudice and could be detrimental [6]. Only asking 
the user to click the most relevant images can also enhance the user experience. So we 
only use positive feedback in our algorithm. 

In this paper, we only discuss how to fully mine the log-based relevance of images 
and solve the problems in [4]. To develop a similar soft label one-class svm [7] only 
using positive training sample is beyond this paper’s scope and it may be the future 
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work. We first discuss how to organize user log information. Then a method to evalu-
ate the log-based relevance degree between two images is proposed. After that, an al-
gorithm to compute the relevance of images to user’s desired target is given. 

3.1   Organization of User Log Information 

After a user first launches a query in a CBIR system, the CBIR system retrieves the 
top X images with the low-level features vector nearest to that of the user's query. If 
the user cannot obtain the desired targets from the initial results, the user may choose 
to begin a relevance learning procedure. Each relevance feedback round is viewed as 
a unit of user feedback session. The feedback information is stored into the log data-
base after one feedback session is over. To manage the log information well, an im-

plicit link vector (ILV), { , , }ijILV i j c=  , is constructed to represent the implicit 

link information. In the vector ILV there are three elements. The first two elements i 
and j denote the image i and image j which are the endpoints of the implicit link. The 

third element ijc  denotes the number of session in which image i and j are fed back as 

two positive samples, i.e. the implicit links between i and j.  

3.2   Relevance between Two Images 

To evaluate the relevance degree between two images, a value c that represents ‘the 

same’ needs to be found, i.e. if ijc exceeds c, then this image i and j are viewed as the 

same; if ijc  is less than c, then /ijc c  represents the relevance degree between image 

i and image j. If we set c with a constant value, there may exits a problem that we 
name as image topic bias, i.e. if image i and image j are about a hot topic, the chance 
of building implicit links between them will be much higher than that between two 
images about cold topic. As a result, evaluating the similarity degree between any two 
images based on the same c is not reasonable. The problem of image topic bias is 

solved by setting c for each feedback session dynamically. Let 1 2{ , ,... }nI i i i=  de-

note the positive images fed back by the user. We assume those images which the 
user feeds back as positive samples equally represent the users’ desired target. Based 
on this assumption, the images in I are the same or extremely similar. So we take c 
computed as formula (1) which is the average number of implicit links between every 
pair of images in I as the value that represents ‘the same’. 
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There may be another problem which we name as minority user noise. This means 

that ijc  is quite small. This phenomenon can be due to users’ misoperation or special 

perception of images. Such noise can affect the process of the relevance computation 

process. To solve this problem, we give a threshold value t=α*c for ijc .α is a coeffi-

cient ranging from 0 to 1. For each ijc , if the value of ijc  is less than the threshold 
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value t, then the similarity degree between these two images will be set as 0. To con-

clude, the relevance degree between two images ijr  can be computed as formula (2). 
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3.3   Computation of Relevance to Desired Target 

Each image will be given a level label which represents the level in the structure after 
the image’s log-based relevance to the desired target is computed. The first reason 
why we give each image a level label is that each image can only in one level, i.e. in 
each iteration, only the log-based relevance of images without a level label is com-
puted. The second reason is that the log-based relevance of each image to the desired 
target of the user is only influenced by that of the upper level images. Fig. 2 shows the 
multi-level structure of the log-based image relevance to the user’s desired target.  

i1 i2 in 

i11 i1m

i21 i22 i23 i2t 

User’s feedback  

First level 

Second level

… 

… 

…

…

iy1 iy2 iy3 iyp…

yth level

 

Fig. 2. Multi-level structure of log-based relevance 

Let R(i) denote the log-based relevance of image i to the desired target of the user.  
Set 

1 2( ) ( )... ( ) 1nR i R i R i= = =  as the initial value, which means the log-based 

relevance of the positive feedback images to the user’s desired target is 1. And give 

image 1 2, ,..., ni i i  a level label 0 which represents the 0 level in the multi-level struc-

ture of log-based relevance. 
In the first iteration of the computation of log-based relevance to the desired target, 

for each image i without a level label in the database, the log-based relevance between 
i and the desired target of the user is computed as formula (3). 
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* ( )
xii xr R i  is the log-based relevance transmitted from xi  to i through the im-

plicit links between xi  and z. The final log-based relevance of image i to user’s de-

sired target R(i) is the average log-based relevance transmitted from all the images in 
I to i.  

Those images i that R(i)>0 will be labeled 1 which denotes the first level or the 
first iteration.     Let 1 11 12 1{ , ,..., }mI i i i=  denote the images which are labeled 1.  

In the second iteration, for an image i in the database without a level label, the log-
based relevance between i and the desired target of the user is computed as formula (4).  
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= ∑  (4)

And those images i that R(i)>0 will be labeled 2 which denotes the second level or the 
second iteration. 

The iteration goes on in this way until: 

Let 1 2{ , ,..., }y y y ypI i i i=  denote the images which have the level label y. If for all 

the unlabeled images i,  
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the log-based relevance computing process ends. 
When the log-based computing process ends, every image i in the database has a R(i) 

value ranging from 0 to 1. R(i) is the log-based relevance of image i to user’s desired 
target according to previous users’ perception of the high-level concepts of images.   

4   Evaluation 

4.1   Log Data Simulation 

To make a comparison with method in [4], both positive and negative feedback need 
to be collected, but only positive feedback is used in our method. In our experiment, 
log data is simulated as follows. We use 20 categories of images and in each category, 
there are 100 images. First, we randomly select a query from the image dataset. Then 
we randomly select n images of the same category of the query as positive feedback 
and 20-n images of a different category from the query as negative feedback (n is a 
random value ranging from 5 to 15). To simulate the real world log data, we inject 
about 15% noise into the feedback sessions. We insert 200 such feedback into the log 
data, i.e. the log simulating process mentioned above are repeated 200 times. 

4.2   Experimental Results and Analysis 

In order to evaluate our method’s effectiveness, we compare the performance of 
MLLR with the log-based relevance feedback algorithm used in [4] (LRF). Let q de-
note the query the user selects from the database.  
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In our experiment, compared schemes are evaluated on 50 queries randomly se-
lected from the data set. Three performance measure metrics are employed in our ex-
periment to evaluate the quality of log-based relevance.  

Let Num1(q) denote the number of images which are of the same category as q and 
are given positive log-based relevance. The first measure metric is average ratio of 
Num1(q) over the number of images which are of the same category of q, i.e. 100, 
over the 50 queries. From Table 1, we can see that MLLR links more images of the 
same category as q together than LRF. This is because MLLR fully mines the direct 
and indirect relevance while LRF only mines the direct relevance. 

Let Num2(q) denote the number of images which are of a different category from q 
and are given  log-based positive relevance. The second measure metric is the average 
Num2(q) over the 50 queries. From Table 1, we can see that MLLR gives less irrele-
vant images positive log-based relevance than LRF. This is because LRF utilizes 
negative feedback and image strongly irrelevant negative feedback are viewed as 
positive unfairly while MLLR only uses positive feedback and voids negative effects 
caused by negative feedback. 

Table 1. Average Num1/100 and Average Num2 

 Average Num1/100 Average Num2 
MRRL 0.40 20.3 
LRF 0.34 349.7 

 

Fig. 3. Average Precision 

The third measure metric is based on the Average Precision, which is defined as 
the average ratio of the number of relevant images of the returned images over the 
number of total returned images over the 50 queries. The returned images are ranked 
based on log-based relevance of images. Fig. 3 illustrates the visual comparison of the 
experimental result. From this figure, we can observe that MLLR shows promising 
improvement on the retrieval performance compared with the Hoi’s method in [4].  

5   Conclusion and Future Work 

An algorithm MLLR which fully and correctly mines the valuable information in pre-
vious user log has been proposed. Analysis and experimental results have confirmed 
that MLLR not only mines the direct log-based relevance but also indirect log-based 
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relevance. It also solves the negative effects caused by negative feedback in previous 
study. However, we must address the limitation of our scheme that the noise in the log 
data can be amplified when transmitted from upper level to lower lever. This problem 
can be solved by carefully choose the thresh hold value t in formula (2). Although our 
empirical approach for choosing t has resulted in satisfactory performance, we plan to 
investigate other approaches in principle for tuning this parameter effectively. 
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Abstract. A P2P network is an important computing model because of its scal-
ability, adaptability, self-organization, etc. How to organize the nodes in P2P 
networks effectively is an important research issue. The node clustering aims to 
provide an effective method to organize the nodes in P2P networks. This paper 
proposes a distributed node clustering mechanism based on nodes’ queries in 
P2P networks. In this mechanism, we propose three algorithms: maintaining of 
node clusters, merging of node clusters and splitting of node clusters. Theoreti-
cal analysis shows the time and communication complexity of this clustering 
mechanism is low. Simulation results show that the clustering accuracy of this 
clustering mechanism is high.   

Keywords: P2P network, node clustering, maintaining of node clusters, merging 
of node clusters, splitting of node clusters. 

1   Introduction 

P2P networks are designed for the sharing of computer resources (content, storage, 
CPU cycles) by direct exchange, rather than requiring the intermediation or support of 
a centralized server or authority. Peer-to-peer architectures are characterized by their 
ability to adapt to failures and accommodate transient populations of nodes while 
maintaining acceptable connectivity and performance [1]. Except for these advan-
tages, P2P networks face some challenges. How to organize peer nodes in P2P net-
works effectively is a challenge. Most existing P2P networks organize peer nodes in 
two ways: unstructured and structured. Unstructured P2P networks will generate huge 
network traffic when resolving a query. Structured P2P networks incur a large number 
of communication messages and routing hops when processing a complex query, like 
multiple-keyword query.  

Clustering is a network management technique, for it creates a hierarchical struc-
ture on top of a flat network. Clustering of nodes in P2P networks is an effective 
method of organizing nodes, which can help improve the system performance. 
[2][3][4] propose a method to construct a super node network by node clustering to 
optimize the structure of P2P networks. In a super node network, each node cluster is 
made up of a super node and a set of ordinary nodes, and the super node is in charge 
of the management of the node cluster. The formation of node clusters help decrease 
the number of communication messages and routing hops in P2P networks. However, 
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how to cluster nodes in P2P networks in an effective way is a challenging problem. In 
previous study, the node clustering methods are mainly based on node connectivity, 
link delay, and traffic flow patterns or require global knowledge. In this paper we 
propose a new node clustering mechanism in P2P networks. Nodes with similar que-
ries are clustered together. When a new node joins, a node leaves, or any node’s query 
behavior changes, node clusters will reorganize. Each cluster is made up of one or 
several super nodes and several ordinary nodes. The size of each node cluster is con-
trolled by the maximum size threshold smax and the minimum size threshold smin. If the 
size of a cluster is larger than smax, this cluster will be splitted into two clusters; if the 
size of a cluster is smaller than smin, this cluster will be merged with another cluster, 
and after merging, the size of the new cluster lies between smin and smax. 

2   Related Work 

Distributed node clustering has been used in the field of wireless ad-hoc networks and 
P2P networks. There are many researches in ad-hoc networks, in which node cluster-
ing helps decrease the power consumption of node, such as[5][6][7][8][9]. In previous 
study, researchers propose many methods to cluster nodes, such as Max-Min D-
Cluster[10], MCL[11], CDC(Connectivity-based Distributed Node Clustering) [12], a 
node clustering algorithm based on link delay[13], a node clustering algorithm based 
on the traffic flow patterns[14], etc. Max-Min D-Cluster discovers node clusters based 
on d-hop dominating set. It has proved that the minimum d-hop dominating set prob-
lem is NP-complete, and Max-Min D-Cluster algorithm is an approximate solution of 
the optimal solution for the minimum d-hop dominating set problem. In MCL algo-
rithm, the global information about the entire�P2P network, such as the number of 
nodes, the number of node connections etc, is stored in a central location. CDC clus-
ters nodes with high connectivity together by random routing of weighted messages. 
Experiments show CDC effectively handles the node dynamics, but improper choice 
of initiators may incur bad clustering results. Node clusters in CDC help decrease the 
number of communication messages and the routing hops. [13] proposes an approach 
to node clustering based on link delay of node communications in P2P networks. In 
this approach, the link delay of communications between peer nodes and super nodes 
can be restricted to a time limit, which will improve the overall performance of P2P 
networks. [14] proposes a node clustering algorithm for global positioning system 
(GPS)-based mobile ad hoc networks that takes into consideration the direction of the 
overall traffic flow in the network. The proposed cluster leader logic algorithm is 
motivated by the GPS quorum hybrid routing algorithm, where cluster heads are posi-
tioned on the terrain upon a conceptual cellular grid. The proposed distributed cluster-
ing algorithm chooses the cluster heads based on the traffic flow patterns, i.e. the 
nodes best suited to forward and route network traffic are selected. Different from the 
above node clustering algorithms, our proposed node clustering algorithm is based on 
similarities of nodes’ queries. Furthermore, in our algorithm, the size of each cluster 
is restricted by the maximum size threshold smax and the minimum size threshold smin. 
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3   Problem Description 

In this paper we define a P2P network as a connected and weighted graph, denoted by 
G = (E, V, W). Here V denotes the set of nodes in a P2P network, and any vertex 
v V∈ represents an actual node in a P2P network. If the corresponding nodes of 
vertex u and v have logical connection in P2P overlay network, then there is an 
edge ( , )u v E∈ between them. The edge weight w(u,v) is the similarity of vertex u 

and v’s corresponding nodes’ queries.  
In a P2P network represented by the graph G, a node cluster is a set of nodes corre-

sponding to a subset of V. Each node cluster is made up of a super node and several 
ordinary nodes. In order to control the clustering process, a similarity threshold S is 
defined. The problem of node clustering based on similarity of nodes’ queries in a 
P2P network is to find a covering of vertices with the minimum value of k, which can 
be denoted by the following: 

{ } ),...,1,(,...,,, 321321 φ≠=≤≤⊆ ikik VVVVVVkiVVVVVV ∪∪∪∪ . (1)

In Vi, the edge weight of vertex s, whose corresponding node in P2P network is a 
super node, and any other vertices of Vi is not smaller than S. That is, a super node and 
any ordinary node in the same cluster have similar queries. 

4   Node Clustering Algorithm 

In order to increase the fault tolerance, there can be configured several super nodes in 
a node cluster, whose quantity is decided by applications. In each cluster, there is an 
active super node that works and serves this cluster. The other super nodes in this 
cluster are called backup super nodes. Each active super node knows addresses of all 
active super nodes in the P2P network and addresses of all ordinary nodes in the same 
cluster, and each ordinary node stores addresses of all super nodes in the same cluster. 

4.1   Maintaining, Merging and Splitting of Node Clusters 

When a new node q arrives, firstly it is inserted into the P2P overlay network using 
P2P’s join protocol. Then it will discover a cluster it should join. The process of dis-
covering is: q firstly asks its neighbors whether they are super nodes by an application 
multicast protocol. If there are super nodes in q’s neighbors, q will know all super 
nodes’ addresses from its neighbor which is a super node. But if all of q’s neighbors 
are not super nodes, q will get all super nodes’ addresses from a neighbor’s super 
node. Then q will compute the similarity of its queries and any super node’s queries 
one by one until it finds such super nodes, which satisfy: the similarity of whose que-
ries and q’s queries is not smaller than S. If there are several super nodes which sat-
isfy this condition, then a super node t is selected, the similarity of whose queries and 
q’s queries is the largest. q will join the cluster charged by t. If there is only a super 
node which satisfies this condition, q will join the cluster charged by this super node. 
But if no super node which satisfies this condition, q will creates a new cluster with 
itself as the super node. Then the address of the new super node will be notified to all 
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super nodes in the P2P network using an application multicast protocol. When one 
super node fails, one backup super node in the same cluster can take its place and 
serve this cluster. 

  Each node u will periodically compute the similarity between its queries and each 
super node’s queries by the method of multicasting. Once u finds a super node v, 
whose queries is more similar with u’s queries than u’s current super node, u will 
firstly notify its super node its departure, and then become an ordinary peer of the 
cluster charged by v. If no such super node is found and the similarity between u’s 
queries and u’s super node’s queries is smaller than S, u will firstly notify its super 
node its departure, then create a new cluster with itself as the super node, and the 
address of the new super node u will be notified to all super nodes in the P2P network 
using an application multicast protocol. 

Similarity threshold S will control the number of clusters. One extreme case is that 
S is so small that few clusters are formed, and the super nodes become bottlenecks; 
the other extreme case is that S is so large that a large number of clusters are gener-
ated, and the communication traffic for maintaining these clusters will be significant. 
Proper value of S will be decided by applications. 

In order to avoid one situation that each node becomes a cluster with itself as the 
super node, the minimum size threshold smin is set. When there is a cluster c whose 
size is smaller than smin, c will be merged with another cluster l, and after merging, the 
size of the new cluster lies between smin and smax. The new cluster’s super node is c or 
l’s original super node, and the other nodes of c and l’s cluster become ordinary nodes 
of this new cluster.  

In order to avoid the other situation that only one cluster is formed, the maximum 
size threshold smax is set. When there is a cluster u whose size is larger than smax, this 
cluster will be splitted into two clusters. u’s super node is as the super node of one 
new cluster; and one of u’s backup super nodes is as the super node of the other new 
cluster. This new super node’s address will be notified to all super nodes using an 
application multicast protocol. Any other node of u becomes an ordinary node of one 
new cluster.  

4.2   Performance Analysis 

When any one of the following conditions occurs, the communication traffic is  
generated.  

1. When a new super node is generated, the address of this new super node will be 
notified to all super nodes; 

2. When a super node leaves, all super nodes will be notified to delete its address. 

So in order to decrease the communication traffic of maintaining node clusters, we 
can select the node who keeps alive longer to be a super node of a cluster.  

Next we will analyze the communication complexity and time complexity of main-
taining clusters. The communication complexity is measured by the number of gener-
ated messages. Supposed there are m clusters with n nodes, and no messages are lost.  

Theorem 1. The time complexity of maintaining clusters is ))(log(mO . 
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Proof: When a new node q joins, it will firstly acquire the addresses of all super 
nodes. The process is: q firstly asks its neighbors whether they are super nodes by 
using an application multicast protocol. If there are super nodes in q’s neighbors, q 
will get all super nodes’ addresses from its neighbor which is a super node. But if all 
of q’s neighbors are not super nodes, q will get the addresses of all super nodes from a 
neighbor’s super node. These steps will take ))(log(mO time. Then q will compute the 

similarity of its queries and any super node’s queries one by one until it finds such 
super nodes, which satisfy: the similarity of whose queries and q’s queries is not less 
than S. If no such super node is found, q will create a new cluster with itself as the 
super node, and q’s address will be notified to all super nodes using an application 
multicast protocol. This process will take ))(log(mO time. So the time complexity of 

maintaining clusters when a new node joins is ))(log(mO . Each node u will periodi-

cally compute the similarity between its queries and each super node’s queries by the 
method of multicasting. Once u finds a super node v, whose queries is more similar 
with u’s queries than u’s current super node, u will firstly notify its super node its 
departure, and then become an ordinary peer of the cluster charged by v. The process 
will take ))(log(mO time. If no such super node is found and the similarity between 

u’s queries and u’s super node’s queries is less than S, u will firstly notify its super 
node its departure, and create a new cluster with itself as the super node, then u’s 
address will be notified to all super nodes using an application multicast protocol, 
which will take ))(log(mO time. So the time complexity of maintaining clusters when 

any node’s query behavior changes is ))(log(mO .  

Theorem 2. The communication complexity of maintaining clusters is )(mO . 

Proof: When a new node joins, it will discover a cluster it should join. The discover-
ing process described above will generate )(mO messages. If no such cluster is found, 

it will create a cluster with itself as the super node, and then this new super node’s 
address will be notified to all super nodes using an application multicast protocol, 
which will generate )(mO messages. So the communication complexity of maintaining 

clusters when a new node joins is )(mO . Each node u will periodically compute the 

similarity between its queries and each super node’s queries by the method of multi-
casting. Once u finds a super node v, whose queries is more similar with u’s queries 
than u’s current super node, u will firstly notify its super node its departure, and then 
become an ordinary peer of the cluster charged by v. This process will gener-
ate )(mO messages. If no such super node is found and the similarity between u’s 

queries and u’s super node’s queries is less than S, u will firstly notify its super node 
its departure, then create a new cluster with itself as the super node. The address of u 
will then be notified to all super nodes using an application multicast protocol, which 
will generate )(mO messages. So the communication complexity of maintaining clus-

ters when any node’s query behavior changes is )(mO . 

From the theorem 1 and 2, we can see that our proposed node clustering algorithm has 
low time complexity and communication complexity. 
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5   Simulation Results 

We implement a simulator on top of FreePastry[15]. In FreePastry, the base of node 
ID is 16, the size of leaf set is 24, and the length of node ID is 160. In our simulations, 
CPU is AMD Opteron TM 2.2GHz, the RAM is 3GB, and the operating system is 
Linux2.4.21. The adopted application multicast protocol is Scribe[16]. In order to 
measure the clustering quality, we use the metric called clustering accuracy, which is 
defined as the ratio of the number of nodes which are put in proper clusters and the 
total number of nodes. In the first group simulations, no node joins or fails when the 
clustering algorithm is running. All nodes start concurrently, and each node generates 
5,000 queries. Every query is made up of one or several keywords, which are selected 
randomly from a given keyword set. We measure the clustering accuracy of our pro-
posed node clustering algorithm when all queries have been processed. Figure 1 
draws the relation between the clustering accuracy and the total number of nodes. 
From this figure, we can see that with the increase of the number of nodes, the clus-
tering accuracy decreases gradually. However, the clustering accuracy is not less than 
90%. So the clustering algorithm has a high clustering accuracy. 

 

Fig. 1. Clustering accuracy as a function of the number of nodes 

In the second group simulation, supposed new nodes join when the clustering algo-
rithm is running. For this simulation, we consider pre-clustered nodes, to which new 
nodes join. The total number of nodes, including pre-clustered nodes and joining nodes, 
is 1024. Each joining node only knows its neighbors and joins a proper cluster through 
the mechanism described above. We measure the clustering accuracy when the percent-
age of joining nodes varies. Figure 2 shows the relation between the clustering accuracy 
and the percentage of joining nodes. We can observe that the influence of the percentage 
of joining nodes on the clustering accuracy is little. So our proposed node clustering 
algorithm has a high clustering accuracy even in the face of joining nodes. 
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Fig. 2. Clustering accuracy as a function of the percentage of joining nodes 

6   Conclusions 

In this paper we propose a novel node clustering algorithm in P2P networks. This 
algorithm is fully distributed, and it needs no global information. The main idea of 
this clustering algorithm is: nodes with similar queries will be clustered together. 
When a new node joins, a node fails or any node’s query behavior has changed, node 
clusters will be reorganized. Theoretical analysis shows the time complexity and 
communication complexity of this algorithm is low. Simulation results show that the 
clustering accuracy of this algorithm is high.  
 
Acknowledgments. This paper is supported by 211 Project for Central University of 
Finance and Economics(the 3rd phrase), Project of Ministry of Education Humanities 
and Social Sciences Foundation of China(Project Number: 09YJC630240) and Project 
of National Social Science Foundation of China(Project Number: 09CTQ015). 

References 

1. Androutsellis, T.S., Spinellis, D.: A Survey of Peer-to-Peer Content Distribution Tech-
nologies. ACM Computing Surveys 36(4), 335–337 (2004) 

2. Yang, B., Garcia, M.H.: Designing a super-peer network. In: 19th International Conference 
on Data Engineering, pp. 49–74. IEEE Press, Bangalore (2003) 

3. McDonald, A., Znati, T.: A mobility based framework for adaptive clustering in wireless 
ad-hoc networks. IEEE Journal On Selected Area of Communications 17(8), 1466–1487 
(1999) 



560 M. Hai and S. Guo 

 

4. Das, B., Bharghavan, V.: Routing in ad-hoc networks using minimum connected dominat-
ing sets. In: IEEE International Conference on Communication, pp. 376–380. IEEE Press, 
Montreal (1997) 

5. Bettstetter, C., Krausser, R.: Scenario-based stability analysis of the distributed mobility-
adaptive clustering (DMAC) algorithm. In: 2nd ACM International Symposium on Mobile 
ad hoc Networking, pp. 232–241. ACM Press, Long Beach (2001) 

6. Chatterjee, M., Das, S., Turgut, D.: WCA: A weighted clustering algorithm for mobile ad 
hoc networks. Cluster Computing 5(2), 193–204 (2002) 

7. Bandyopadhyay, S., Coyle, J.E.: An energy efficient hierarchical clustering algorithm for 
wireless sensor networks. In: 22nd Annual Joint Conference of the IEEE Computer and 
Communications Societies, pp. 1713–1723. IEEE Press, San Francisco (2003) 

8. Younis, O., Fahmy, S.: Distributed Clustering in Ad-hoc Sensor Networks: A Hybrid En-
ergy-Efficient Approach. In: 23nd Annual Joint Conference of the IEEE Computer and 
Communications Societies, pp. 23–35. IEEE Press, Hong Kong (2004) 

9. Dimokas, N., Katsaros, D., Manolopoulos, Y.: Energy-efficient distributed clustering in 
wireless sensor networks. Journal of Parallel and Distributed Computing 70(4), 371–383 
(2010) 

10. Amis, A., Prakash, R., Vuong, T., Huynh, D.: Max-min d-cluster formation in wireless ad 
hoc networks. In: 19th Annual Joint Conference of the IEEE Computer and Communica-
tions Societies, pp. 32–41. IEEE Press, Tel Aviv (2000) 

11. Van, D.S.: A cluster algorithm for graphs. Technical Report, National Research Institute 
for Mathematics and Computer Science in the Netherlands (2000) 

12. Ramaswamy, L., Iyengar, A., Liu, L., Douglis, F.: Connectivity based node clustering in 
decentralized peer-to-peer networks. In: 3rd International Conference on Peer-to-Peer 
Computing, pp. 66–74. IEEE Press, Linkoping (2003) 

13. Zheng, W., Zhang, S., Ouyang, Y., Makedon, F., Ford, J.: Node clustering based on link 
delay in p2p networks. In: ACM Symposium on Applied Computing, pp. 744–749. ACM 
Press, Santa Fe (2005) 

14. Lacks, D., Chatterjee, M., Kocak, T.: Design and Evaluation of a Distributed Clustering 
Algorithm for Mobile ad hoc Networks. The Computer Journal 52(6), 656–670 (2009) 

15. FreePastry, http://freepastry.org 
16. Castro, M., Druschel, P., Kermarrec, A.M., Rowstron, A.: Scribe: A large-scale and decen-

tralized application-level multicast infrastructure. IEEE Journal on Selected Areas in 
Communications 20(8), 1489–1499 (2002) 



L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 561–567, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Exploratory Factor Analysis Approach for 
Understanding Consumer Behavior toward Using 

Chongqing City Card 

Juanjuan Chen1 and Chengliang Wang2 

1 College of Computer & Information Science, Chongqing Normal University, 
Shapingba 401331, China  

2 College of Computer Science & Engineering，Chongqing University,  
Shapingba 400044, China 

{cameroncjj,wangcl55}@gmail.com  

Abstract. This paper examines the attitude and consumer behavior toward us-
ing Chongqing City Card by surveying 202 respondents with a self-
administered questionnaire. With exploratory factor analysis, there are seven 
major factors found out, which are defined as general dimension, marketing di-
mension, use cost dimension, technology dimension, utility dimension, conven-
ience dimension and E-commerce dimension. Then some suggestions for better 
operation of Chongqing City Card are provided according to these findings. 
Limitation and future researches are given also.  

Keywords: City Card, Exploratory Factor Analysis, Empirical Study, Customer 
Behavior. 

1   Introduction 

Golden Card Project, which was officially initiated in 1993, has popularized Inte-
grated Circuit Card (ICC) in China. ICC, also known as a type of smart card or chip 
card, is any pocket-sized card with embedded integrated circuits. Based on this tech-
nology, City Card was developed for applications in various industries like public 
transportation, subway, taxi, health care and charges of public services such as water, 
gas and electricity. The multi-application City Card facilitates citizens in micro-
payment areas and improves service level, showing great vitality in city informalizai-
ton process. After a slow start, the smart-card industry has grown steadily over the 
last 15 years as new applications have been developed using this technology and sub-
sequently rolled out to new countries. Figure 1 shows the way in which the geo-
graphic balance of the market has changed; whereas the technology originated in 
Europe, the main feature of the first few years of the 21st century has been the growth 
of Asian, and particularly Chinese-speaking markets [1]. 

Globally, big cities like Singapore, Hongkong and Beijing are devoting efforts to 
build up the City Card network and integrate resources to digitalize their cities. 
Started in 2005, Chongqing City Card project is developing very fast and the number 
of card holder succeeds 3 millions. However, number of inactive card is also growing 
quickly, accounting for more than 20% of all issued cards.  
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Fig. 1. Smart Card Market by Region 1998 and 2005 (Source: EuroSmart) 

It is very necessary to understand customer behaviors and perceptions toward using 
Chongqing City Card. This paper empirically researched hundreds of Chongqing 
citizens and tries to analyze by statistical methods according to the survey results. In 
order to accurately understand customer behavior, especially in Chongqing area, the 
research relied on an inductive approach. The survey examines the attitude and per-
ceptions of consuming behavior of City Card. The intention is to gain more under-
standing of how consumers select the micro-payment cards.  

Factor analysis was selected to create measurement scales. In order to develop 
these scales, Explaratory factor analysis (EFA) with varimax rotation was employed. 
EFA is used to uncover the underlying structure of a relatively large set of variables, 
it is a widely utilized and broadly applied statistical technique in the social sciences. 
The priori assumption is that any indicator may be associated with any factor. This is 
the most common form of factor analysis. There is no prior theory and one uses factor 
loadings to intuit the factor structure of the data. 

In published studies, EFA was used for a variety of applications, including devel-
oping an instrument for the evaluation of school principals [2], determining what 
types of services should be offered to customers [3], etc. Basically, the factor model is 
motivated by the following argument: suppose variables can be grouped by their cor-
relations, then it is conceivable that each group of variables represents a single under-
lying construct or factor, that it is responsible for the observed correlations [4]. Factor 
analysis can be considered as attempts to approximate the covariance matrix ∑. The 
factor model is given in formula (1). 
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(1)

The observable random vector X, with p components, has mean μ  and covariance 

matrix ∑. The factor model postulates that X is linearly dependent upon a few unob-
servable random variables F1, F2……, Fm, called common factors, and p additional 

sources of variation pεεε ,,, 21 , called errors. The coefficient jil  is called the 

loading of the ith variable on the jth factor. 
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2   Questionnaire Design 

According to present researches and literature overview, many scholars studied digital 
cards from different perspectives. Many involved literatures remain optimistic to 
smart card technology after trial experiments and empirical study in United States and 
Hong Kong [5-6]. In the light of the presumed advantages by using city card, con-
sumer and merchant acceptance were identified as key to attaining wide scale use and 
eventual success [7]. According to Truman et al. [8], consumers’ card use involved 
three distinct procedures—obtainment, transaction and replenishment, Zhang studies 
impact factors on consumers toward using online payment platform, convenience 
factor, charge acceptability factor, and cost saving factor were discovered [9]. How-
ever, many researches focus only on the technical platform construction and network 
design; there are very few empirical studies about the customer behavior toward using 
City Card. So this paper tries to analyze by statistical methods and present some use-
ful suggestions for the city card operators.        

There are many measures reflecting customer behavior and perception toward us-
ing smart card and other forms of micro-payment cards. We design the measuring 
construct and try to analyze the internal relationships among different indicators; the 
construct is listed below.  

X1: Before using City Card, I need to deeply aware of its brand name 
X2: The payment platform of City Card should maintain excellent operation.  
X3: The website presence of City Card and its image will affect my purchase decision. 
X4: As for operator, the types of enterprise, i.e. private-owned or state-owned, will 

affect my purchase decision. 
X5: Software and hardware for City Card payment system should be advanced. 
X6: Private platform for instant communication is necessary. 
X7: Internal management network should be well supplied by advanced information 

technology. 
X8: City Card system should be equipped with advanced security technology. 
X9: The larger scale of marketing campaign conducted by operator, the better 

chance to purchase City Card. 
X10: It is very necessary to advertise City Card in mass media like TV or newspaper. 
X11: Online advertisements should be placed. 
X12: Comprehensive customer services, such as discount and bonus reward, are 

highly valued. 
X13: The number of recharge points affects my purchase decision. 
X14: Various recharging types, such as online bank recharging, should be provided. 
X15: The number of consuming points available for City Card affects my purchase 

decision. 
X16: The ability of money stored in City Card be converted to other forms of e-cash 

is highly valued. 
X17: It is high concerned whether money stored in City Card could be consumed 

online. 
X18: It is important whether City Card could be used in any public transportation 

vehicles, such as light way and subway. 
X19: Whether it is convenient in public services payment areas, such as medical 

registration and water toll payment, affect my purchase decision. 
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X20: The opening cost to activate City Card concerns me. 
X21: The less registration information is required, the better chance to purchase City 

Card. 
X22: Whether the use of City Card could reduce the time cost affect my purchase 

decision. 
All question items are measured by the most commonly used 5-point Likert scale, 

in which points can be labeled, 1 means “disagree strongly”, 2 means “disagree 
somewhat”, 3 means “neutral” , 4 means “agree somewhat” and 5 means “agree 
strongly”.    

In order to accurately examine customer behavior, especially those potential cus-
tomers, the questionnaire survey was mainly conducted in Shapingba District of 
Chongqing, which has higher population density and better educational background. 
The first stage involved interviews with practitioners working for City Card centre 
and some consumers to gain more detailed understanding. Before surveying, the 
wording of questions was validated by expert’s opinions and customers.  

We sent out 202 pieces of the questionnaire and 182, which accounts for 90.1%, 
were replied. Despite 19 invalid pieces, the effective questionnaires make up for 
89.56% of all, and male respondents account for 46% and female 54%. 

3   Data Analysis 

Reliability test reflects the consistency of a set of measurements of a measuring in-
strument, i.e. whether the measurement data acquired in survey reflects the real situa-
tion of subject investigated. Cronbach Alpha is a statistic measure that is used for 
reliability test, the formula is given in formula (2). 
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Here p is the number of variables, 2
Xσ  is the variance of the observed total test 

scores, and 2

iYσ  is the variance of component i for the current sample. Normal, Alpha 

can take on any value less than or equal 1, but a reliability of 0.7 or higher is required. 
In our study about City Card, the reliability statics Cronbach’s Alpha is 0.789, which 
means our study is quite reliable. 

Validity refers to whether a study is able to scientifically answer the questions it is 
intended to answer. Factor analysis is applied here to verify the data from survey, and 
the greater the communality value the more related of factors to measurement item, 
which means factors are valid to measure those questions.  

Normally, communality value which is greater than 0.4 represents factors can well 
explain indicators. In our study most communalities are greater than 0.4, hence these 
indicators are statistically significant in the factor analysis of Chongqing City Card. 
To assess the construct validity, here the Kaiser-Meyer-Olkin measure of sampling 
adequacy and Bartlett’s test of sphericity are used, the KMO measure is defined in 
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formula (3), in which ijr  is the correlation coefficient of variable i and variable j, and 

ijs  is the partial correlation coefficient.  
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KMO value above 0.7 indicates test items are suitable for factor analysis. According 
to figure 2, the KMO value equals 0.761 and the chi-square value in Bartlett’s test is 
1067, the degree of freedom is 7, p value is less than 0.000, which indicate that the 
measuring indicators are suitable for exploratory factor analysis. 

 
Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 0.761 

Approx. Chi-Square 1067.14 
df 231 

Bartlett's Test of 
Sphericity 

Sig. 0.000 

Fig. 2. Test results of  KMO and Bartlett 

The objective was to obtain fewer dimensions that reflected the relationships among 
inter-related variables. The eigenvalue greater than one rule was applied in identifying 
the number of factors. The variables that had large loadings on the same factors were 
grouped. Factor loadings value of 0.50 and above is considered good and significant. 
Initially there were 22 scaled variables that were measured. After factor analysis, 6 of 
these variables with loadings of less than 0.50 were deleted, and 7 factors were created. 
The cumulative percent of variance explained was over 50% (table 1). 

The first factor has significant loading values to indicator X1(.737), X7(.791), 
X8(.825), X12(.618), X14(.544). According to Table 1, indicator X1 measures brand 
influence toward using City Card; indicator X7 and X8 measure information technol-
ogy toward using City Card; indicator X12 measures comprehensive customer service 
and indicator X14 measures convenience of recharging toward using City Card. As 
this factor mostly represents the customer perception of operator’s overall strength, so 
is named as General Dimension (F1).  

The second factor has significant loadings on X9(.671), X10(.537) and X11(.573), 
which mainly describe the effect of marketing strategy and various tactics conducted 
by operator will have on customer’s purchase decision, so is named as Marketing 
Dimension (F2). 

The third factor has very significant loading on X20(.922), which involves with 
opening cost to activate a card, so is named as Use Cost Dimension (F3). 

The fourth factor has significant loading on X5(.930), which involves software and 
hardware technology and security technology, so is named as Technology Dimension 
(F4).  
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Table 1. Rotated Factor Matrix (a) 

Indicators F1 F2 F3 F4 F5 F6 F7 Communalities 
X8 0.826       0.795 
X7 0.791       0.762 
X1 0.737       0.706 
X12 0.618       0.567 
X14 0.544       0.539 
X9  0.617      0.608 
X11  0.573      0.535 
X10  0.537      0.489 
X20   0.922     0.781 
X5    0.930    0.999 
X18     0.776   0.340 
X19     0.550   0.499 
X13      0.679  0.525 
X15      0.642  0.530 
X13       0.710 0.996 
X15       0.508 0.439 
percent of 
cumulative 
variance 

16.98 23.97 29.72 
 
35.1 

 
40.3 

 
45.48 

 
50.55 

 

         

 
The fifth factor has significant loading on X18(.776) and X19(.550), which relate 

with various applications and functions in micro-payment areas, so is named as Utility 
Dimension (F5). 

The sixth factor has significant loading on X13(.679) and X15(.642), which relate 
with number of consuming points and recharging points, so is named as Convenience 
Dimension (F6). 

The seventh factor has significant loading on X16(.710) and X17(.508), the first in-
dicator measures how money stored in City Card could be spent online will effect 
customer’s purchase decision; the second indicator measures City Card in related with 
other forms of e-cash. So this could be named as E-commerce Dimension (F7). 

4   Discussion and Conclusion 

This study found out that there are mainly seven types of factors may have great im-
pact on customer’s decision of using City Card, i.e. general dimension, marketing 
dimension, use cost dimension, technology dimension, utility dimension, convenience 
dimension and E-commerce dimension. When the operator considers its overall de-
veloping strategy, these factors and variables should be carefully examined to ensure 
the final success of City Card project.  

We can find out that customers in Chongqing are very sensitive to the opening cost 
to activate a card, so operator should reduce any unnecessary opening cost at the 
brand awareness stage, moreover issue totally free cards to some potential customers. 
Respondents also strongly expressed their preference on well branded City Card, so it 
is essential to build positive brand image by large scale advertising on Internet, radio, 
TV and local newspapers. Information technology and system security are highly 
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concerned by most customers, and so the operator should build up internal manage-
ment platform and external communication platform well supported by advanced 
information technology, improving safety of customers’ benefits. Nevertheless, as 
various unique function IC cards are popular everywhere in our daily life, City Card 
network should be extensive enough and equipped with all kinds of basic functions to 
replace those IC cards. Customers in our study showed great interests on multiple 
utilities and conveniences of City Card, for online and offline usage.  

In conclusion, this study has contributions for the operator of City Card to better 
understand customer behavior toward using City Card. Several significant factors are 
found out with the exploratory factor analysis, and they need special address by the 
operator. However, this study scale is limited in Chongqing, therefore a broader per-
spective should be employed for future researches. 
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