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Preface

With the ever-growing power of generating, transmitting, and collecting huge
amounts of data, information overload is now an imminent problem to mankind.
The overwhelming demand for information processing is not just about a better
understanding of data, but also a better usage of data in a timely fashion. Data
mining, or knowledge discovery from databases, is proposed to gain insight into
aspects of data and to help people make informed, sensible, and better decisions.
At present, growing attention has been paid to the study, development, and
application of data mining. As a result there is an urgent need for sophisticated
techniques and tools that can handle new fields of data mining, e.g., spatial data
mining, biomedical data mining, and mining on high-speed and time-variant
data streams. The knowledge of data mining should also be expanded to new
applications.

The 6th International Conference on Advanced Data Mining and Applica-
tions (ADMA 2010) aimed to bring together the experts on data mining through-
out the world. It provided a leading international forum for the dissemination of
original research results in advanced data mining techniques, applications, algo-
rithms, software and systems, and different applied disciplines. The conference
attracted 361 online submissions from 34 different countries and areas. All full
papers were peer reviewed by at least three members of the Program Commit-
tee composed of international experts in data mining fields. A total number of
118 papers were accepted for the conference. Amongst them, 63 papers were
selected as regular papers and 55 papers were selected as short papers. The Pro-
gram Committee worked very hard to select these papers through a rigorous
review process and extensive discussion, and finally composed a diverse and ex-
citing program for ADMA 2010. The ADMA 2010 program was highlighted by
three keynote speeches from outstanding researchers in advanced data mining
and application areas: Kotagiri Ramamohanarao, Chengqi Zhang, and Vladimir
Brusic.

September 2010 Longbing Cao
Yong Feng
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Incremental Learning by Heterogeneous Bagging
Ensemble

Qiang Li Zhao, Yan Huang Jiang, and Ming Xu

School of Computer Science, National University of Defense Technology,
Changsha 410073, China
vhjiang@nudt.edu.cn

Abstract. Classifier ensemble is a main direction of incremental learning re-
searches, and many ensemble-based incremental learning methods have been
presented. Among them, Learn++, which is derived from the famous ensemble
algorithm, AdaBoost, is special. Learn++ can work with any type of classifiers,
either they are specially designed for incremental learning or not, this makes
Learn++ potentially supports heterogeneous base classifiers. Based on massive
experiments we analyze the advantages and disadvantages of Learn++. Then a
new ensemble incremental learning method, Bagging++, is presented, which is
based on another famous ensemble method: Bagging. The experimental results
show that Bagging ensemble is a promising method for incremental learning and
heterogeneous Bagging++ has the better generalization and learning speed than
other compared methods such as Learn++ and NCL.

Keywords: Incremental Learning, Ensemble learning, Learn++, Bagging.

1 Introduction

An incremental learning algorithm gives a system the ability to learn from new dataset
as it becomes available based on the previously acquired knowledge [1]. In incremental
learning, the knowledge obtained before will not be discarded. An incremental learning
algorithm has to meet the following criteria [2]:

(DIt should be able to learn additional information from new data.

(2)It should not require access to the original data, used to train the existing classifier.

(3)It should preserve previously acquired knowledge (that is, it should not suffer
from catastrophic forgetting).

(4)It should be able to accommodate new classes that may be introduced with new
data.

According to the number of base classifiers in the target result, the incremental
learning algorithms can be divided into two categories: incremental learning of single
classifier, and ensemble based incremental learning.

Single-classifier based Incremental learning generates only one base classifier to-
tally, and the structure of the classifier updates each time when new data comes. So this
kind of algorithm requires its base training algorithm having incremental learning
capabilities. Many incremental learning algorithms belong to this category, such as
incremental decision tree [3], incremental SVM [4], ARTMAP (Adaptive Resonance

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 1112, 2010.
© Springer-Verlag Berlin Heidelberg 2010



2 Q.L. Zhao, Y.H. Jiang, and M. Xu

Theory modules Map [5]), EFuNNs (Evolving Fuzzy Neural Networks [6]) etc. In
these algorithms, some parameters are needed to control when and how to modify the
inner architecture of the classifier. And inappropriate parameters are possible to
over-fit the training data, resulting in poor generalization performance.

Ensemble [7] based incremental learning generates one or more classifiers, and the
prediction is the combination of the predicted results of all the classifiers generated.
Among the algorithms of this category, some of them must work with the specific base
training algorithms, such as ENNs (Evolved Neural Networks [8]), SONG
(Self-Organizing Neural Grove [9]) and NCL (Negative Correlation Learning for
Neural Networks [10]). Some of them has little requirement for base training algo-
rithms and achieves better generality. The typical approach is Learn++ [2].

This paper will discuss the following questions: whether Bagging [11] is a good
choice for ensemble based incremental learning? Whether heterogeneous base classi-
fiers can improve the generalization for incremental learning? To answer the problems,
an incremental learning algorithms, Bagging++, is proposed in this paper. Bagging++
uses Bagging to construct base classifiers for new dataset. The experimental results
show that: 1) Bagging++ achieves better predictive accuracy than learn++ and other
compared algorithms, for both homogeneous and heterogeneous versions; 2) the
learning process of Bagging++ is much faster than learn++; 3) Heterogeneous base
classifiers improve the diversity of the ensembles, which improve the generalization of
incremental learning finally.

The structure of this paper is as follows: Section 2 gives an introduction to the re-
lated researches. Section 3 proposes two algorithms: Bagging++; Section 4 presents the
setup of the comparative experiments. Section 5 discusses the empirical results. Section
6 ends this paper with some conclusions and future works.

2 Related Works

This paper aims at ensemble based incremental learning. Typical approaches in this
category include ENN, SONG, NCL and its optimizations, Learn++. The following
give an introduction to these approaches.

Seipone and Bullinaria developed an incremental learning approach ENN, which uses
an evolutionary algorithm to develop parameters for training neural networks such as the
learning rates, initial weight distributions, and error tolerance. After each generation, bad
neural networks are discarded, and new ones with different architectures are added into
the next generation. The evolutionary process aims to develop the parameters to produce
networks with better incremental abilities. One advantage of ENN is that it is possible to
tune any of the parameters of the neural network using the evolutionary algorithm,
thereby solving the difficult problem of manually determining parameters. ENN can
adapt to dynamic environments by appropriately changing architecture and learning rules
of neural networks. The weakness of ENN is that the evolutionary algorithm cannot
satisfy all the criteria necessary for incremental learning under certain conditions.

SONG is an ensemble-based incremental learning approach that uses ensembles of
self-generating neural networks (ESGNN) algorithm to generate base classifiers of
self-generating neural trees (SGNTs). SGNT algorithm is defined as the problem of how
to construct a tree structure from the given data, which consist of multiple attributes
under the condition that the final leaves correspond to the given data. Each SGNT can be
learned incrementally. An ESGNN is constructed by presenting different orders of the



Incremental Learning by Heterogeneous Bagging Ensemble 3

training set to each of the SGNTSs. After the construction of the ensemble, applying a
pruning method to compose a SONG is possible. SONG presents the advantages of
using an ensemble with the benefit of using a base classifier that is suitable for incre-
mental learning. Except for different input sequences of datasets, SONG does not en-
courage diversity in the ensemble.

GNCL (Growing NCL) use NCL (Negative Correlation Learning) to generate base
classifiers, where NCL is a method to produce diverse neural networks in an ensemble,
by inserting a penalty term into the error function of each individual neural network in the
ensemble. GNCL performs incremental learning using NCL is to create an ensemble that
has initially only one neural network. The neural network is trained with the first avail-
able dataset. To each new incoming dataset, a new neural network is inserted in the en-
semble. Only the new neural network is trained with the new data set. The other neural
networks that were previously inserted in the ensemble do not receive any new training
on the new dataset, but their outputs to the new data are calculated in order to interact
with the new MLP (Multi-Layer Perceptron), which is trained using NCL. GNCL trains
only one neural network with each new dataset, its learning is fast. However, only one
neural network to each of the datasets could be a short number to attain a good accuracy.

Another notable approach to incremental learning is Learn++ which is inspired on
AdaBoost [12]. In AdaBoost, the distribution of probability is built in a way to give
higher priority to instances misclassified only by the last previously created classifier.
While in Learn++, the distribution is created considering the misclassification by the
composite hypothesis, formed by all the classifiers created so far to that incoming
dataset. The advantage of Learn++ is that it creates multiple classifiers when a new
dataset is available, which may be a good choice for generalization performance. Al-
though Learn++ creates each of the classifiers to the new dataset using a probability of
distribution that is related to all the previous classifiers created to the new dataset, the
construction of classifiers to the new dataset does not have interaction with the classi-
fiers created to previous datasets.

Except Learn++, all other approaches mentioned above adopt a special training al-
gorithm for the base classifier individually. The classifiers trained by different training
algorithms are all suitable for Learn++, which makes it more flexible than the other
ensemble based approaches.

3 Bagging-Based Incremental Learning

In this section we first analyze the advantages and disadvantages of Learn++, then based on
the analysis a Bagging-based incremental learning method, Bagging++, will be presented.

3.1 Advantages and Disadvantages of Learn++

Though the original Learn++ proposed by Polikar et al. uses MLP as the base classi-
fiers, it does not limit the types of the base classifiers, any models such as neural
network, decision tree, support vector machine, can work with Learn++. This charac-
teristic makes Learn++ having following additional advantages:

(1)Base classifiers of an ensemble can be heterogeneous. Researches showed that an
ensemble composed by heterogeneous base classifiers gets higher diversity than a
homogeneous ensemble of the same size, which is an efficient way to improve the
predictive performance and stability of ensembles.
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(2)There are no requirements of incremental abilities for base classifiers. This
characteristic makes Learn++ having good flexibility and scalability.

By experiments, several disadvantages of Learn++ are also found:

(1)Learning on new datasets is time-consuming: Learn++ uses weighted sampling to
create the training set of the next base classifier. As the courses continue, the training
set become more and more difficult, and more and more time is required in training. For
some applications, Learn++ may never meet the stop criteria, and can not terminate in a
normal way.

(2)Low predictive accuracy: AdaBoost is much suitable for weak training algo-
rithms. For strong training algorithm, it is possible to over-fit training data. The reason
is that AdaBoost pay much attention to the difficult instances, and gives high weight for
the classifiers which predict these instances correctly. Yet these classifiers may have
low predictive abilities for other instances, and give a negative effect for the whole
target ensemble.

(3)More and more time is required for prediction: Each time a new data set comes,
one or more base classifiers will be added into the target ensemble. The growing en-
semble requires more and more time to predict new instances.

From the analyses above, we propose an approach for incremental learning: Bag-
ging++. Bagging++ uses Bagging, a well-known ensemble method, to generate an
ensemble for each incremental step.

3.2 Bagging++

Bagging is presented a well-known ensemble method, in which many new training sets
of base classifiers are created from the original training set by bootstrap re-sampling. In
Bagging, there is no accuracy requirement for each base classifier, so the training time
of each base classifier is relatively small. And all base classifiers are equally weighted,
so the negative effect of any bad classifier is also limited and the generalization ability
of Bagging ensemble is strong and stable. For Bagging, majority voting is used to
combine the predicted results of all base classifiers.

In Bagging++, Bagging is adopted to generate an incremental ensemble for each
new dataset. Algorithm 1 shows the description of Bagging++.

In Algorithm 1, 3 is a training algorithm. Any training algorithms (such as BPNN,
decision tree, SVM, naive Bayesian) are accepted in step (2.b). If step (2.b) uses the

Algorithm 1. Bagging++
Inputs:

D, : new dataset

S, : size of incremental ensemble
E, : target ensemble

Outputs:

E,; : new target ensemble

(1) Initialize incremental ensemble: E=NULL;
(2) Use Bagging to generate an incremental ensemble of a given size
(2.a) Get a training set: D,= Bootstrap(Djy. );

(2.b) Learn a base classifier: h=training (3 , Dy);
20 E=EU{h};
(2.d) if IEI<S,, goto (2.a);

(3) Obtain new target ensemble: E; = Et UE;

(4) Return E,.
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same training algorithm to train the classifier at each time, we call the algorithm ho-
mogeneous Bagging++. If the base classifiers in the resulted incremental ensemble are
learned by different training algorithms, the algorithm is heterogeneous Bagging++.

4 Experimental Setup

We compare six incremental methods: GNCL, Learn++, Bagging++, heterogeneous
Learn++, heterogeneous Bagging++ and single BPNN, which is taken as the basis of
the experiment. In this part we will answer two questions presented in section 3:

a) Is Bagging ensemble feasible to incremental learning?

b) Can heterogeneous ensemble improve the performance of incremental

learning?

There are many methods to create heterogeneous ensembles, but we only want to
find if they are better than homogeneous ones, so in the experiment we adopt a quite
simple method described in Algorithm 2.

Algorithm 2. Build a base classifier for a heterogeneous ensemble
Input: Training set 7.
Output: A base classifier.

With For the given 7, create a BPNN, a C4.5, a SVM and a Naive Bayes individually with their default
parameters;

(1)  Get the predictive accuracy of each classifier for 7. Each classifier predicts on T;

(2)  Return the classifier with the highest accuracy, abandon others.

4.1 Datasets

Thirty classification datasets from UCI [13] machine learning repository are used to
perform the experiments. Table 1 presents a summary of all datasets. It shows the
number of instances, the number of input attributes, the number of class labels, the
number and size of the training sets used in incremental learning.

Table 1. Data sets used for classification

Dataset number  Attributes/ #of  Size of Dataset number Attributes/  #of  Size of
of Class Inc. Training of Class Inc. Training
Instances _labels Set Instances _labels Set

adult 30162 14/2 9 3016 kr-vs-kp 3196 36/2 9 319

mushroom 5644 22/2 9 564 letter- 20000 16/26 9 2000
recognition

austra 690 14/2 3 207 optdigits 3823 64/10 6 200

balance-scale 625 4/3 3 187 page 5473 10/5 9 547

breastcancer- 683 92 3 204 pima 768 8/2 3 230

wisconsin

bupa 345 6/2 3 103 poker-hand 25010 10/10 9 2501

cancer 699 9/2 3 209 segmentation 2100 19/7 9 210

car 1728 6/4 7 222 sick- 2000 18/2 9 200
euthyroid

cleveland 303 13/5 3 90 spambase 4601 5712 9 460

cme 1473 9/3 6 220 splice 3190 60/3 9 319

dermatology 358 34/6 3 107 tic-tac-toe 958 92 4 215

german- 1000 24/2 4 225 transfusion 748 42 3 224

numeric

glass 214 9/6 3 64 vehicle 846 18/4 3 210
(statlog)

imports-85 159 2517 3 47 waveform 5000 21/3 9 500

(autos)

ionosphere 351 34/2 3 105 yeast 1484 8/10 6 222
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4.2 Experimental Methods

In most experiments of incremental learning, researchers seldom consider the time and
memory metrics such as training time, size of ensembles. But these metrics are often
has important effect for real world applications, for example, in the context real-time
applications, the generic algorithm based methods such as ENN and SNCL [14] may
not been chosen by the users.

All our tests are performed on 30 datasets, for each dataset a random part is taken out
as the test set at first, then the rest instances are equally divided into several incremental
training sets. During incremental learning, the training sets are inputted in turn into all
the compared methods simultaneously until all the training sets are processed. For each
dataset, these courses are repeated for 30 times to eliminate the effect of randomness,
all the results listed in the next section are the average results of all 30 times.

We compare all algorithms from the following facets:

Accuracy: After presented an incremental training set is presented, each compared
method will create a new classifier (or new ensemble), which will be tested on the test set.

Generalization improvement: It is the improvement of accuracy of from the first to
the last incremental steps. A positive improvement implies good incremental ability of
the corresponding methods.

Training time: Average of learning time used in each incremental step.

Predicting time: Average of predicting time on the test set after each incremental step.
This metric is important for ensemble incremental learning, because when ensemble
becomes very large the responding time may not been accepted by the users.

For each incremental training set, Learn++ and Bagging++ create 20 base classifiers.
For Learn++ a set of weights are assigned to all base classifiers of the ensemble, while
for Bagging++ all base classifier are equally weighted.

In our experiments, the heterogeneous ensembles consist of four types of base
classifiers, which are BPNN, C4.5, SVM and Naive Bayes. All the BPNN (including
NCL) classifiers have one hidden layer with number of nodes equaling to the number of
the input attributes. And we adopt the fast training algorithm RPROP [15] during
training of all BPNNSs, for which the stopping criterions are: 1) MSE is less than 0.015;
2) The number of epochs reaches 3000. All the decision trees are built by C4.5 system
with the pruning confidence level of 0.25. All the support vector machines are con-
structed by Libsvm [16], we use radial kernel with y being 0.001, and complexity pa-
rameter ¢ setting to 0.001.

Our test platform is configured with AMD 4000+, 2G RAM. All above experiments
are implemented in C++ programming language and tested on Linux operating system.

4.3 Experimental Results and Analysis

This section presents and analyzes the comparison results of six incremental methods:
BPNN, GNCL, homogeneous Learn++, homogeneous Bagging++, heterogeneous and
heterogeneous Learn++ (HLearn++), and heterogeneous Bagging (HBagging++).
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4.4 Accuracy

Table 2 shows the average accuracy of each approach after the first and last incremental
steps in the alphabetic order of datasets. Learn++ (or HLearn++) may not work on some
datasets, so in the corresponding cell the results are marked as (-). For fairness purpose,
on each dataset all compared methods are ranked according to their prediction accuracy
after the last incremental step. And at the last row, the averages of predicted accuracies
and the corresponding ranks are also shown. We can find that the single BPNN almost
always has the poorest performance, because it suffers much catastrophic forgetting
each time when new incremental data arrives. For all of the datasets, homogeneous
Bagging++ obtains first rank on 8 datasets, GNCL achieves 3 best results and homo-
geneous Learn++ only wins on 2 datasets, while heterogeneous Bagging++ and
heterogeneous Learn++ receive 12 and 5 best results respectively. According to the
average ranks, we can order all the compared methods from best to worst as follows:
heterogeneous Bagging++, homogeneous Bagging++, heterogeneous Learn++, GNCL,
homogeneous Learn++ and single BPNN. Then it is possible to make the following
conclusion about the accuracy of all compared methods:

Table 2. Accuracy results of single BPNN, GNCL, Learn++, Bagging and the heterogeneous
version of the last two algorithms

Dataset Single BPNN  GNCL Learn++ Bagging++ Learn++ Bagging++
(Homo.) (Homo.) (Hetero.) (Hetero.)

adult 79.88-83.62 80.05-77.57 77.11-83.44 82.55-84.09 77.38-83.46 82.57-84.15
mushroom 98.35-99.43 98.87-92.48 93.90-99.94 99.21-99.60 96.48-99.94 99.12-99.58
austra 78.31-81.06 81.26-72.95 74.40-81.98 83.19-83.67 74.01-82.22 85.12-85.89
balance-scale 82.81-85.52 90.68-66.77 75.05-82.34 88.80-90.26 73.23-82.86 88.80-90.47
breast-cancer- 95.59-95.82 96.62-97.56 87.84-93.33 97.23-97.51 84.55-96.01 97.51-97.84
wisconsin

bupa 62.50-64.81 62.59-68.24 56.30-65.74 66.02-72.04 61.30-66.39 67.69-72.22
cancer 96.25-96.62 95.83-96.57 82.55-92.78 96.85-97.18 86.71-95.46 97.13-97.55
car 82.53-85.10 85.96-69.41 79.20-85.57 84.44-86.71 81.51-86.92 85.02-86.86
cleveland 54.34-58.08 55.76-57.27 48.28-56.97 57.17-59.39 49.90-55.86 58.79-58.69
cme 41.00-47.39 44.95-47.15 42.57-48.65 47.54-51.42 41.98-48.67 46.58-51.13
dermatology 86.58-90.99 93.42-86.58 68.83-88.20 93.24-95.50 83.06-91.80 96.22-96.58
german-numeric 66.40-71.23 71.10-75.13 65.20-72.63 74.23-75.73 65.53-72.53 74.20-75.60
glass 50.61-58.48 61.52-61.52 53.33-59.39 64.09-63.94 55.15-62.88 62.27-63.79
imports-85(autos) 42.59-45.74 53.15-56.48 46.48-61.11 51.30-59.81 48.89-55.74 58.89-62.59
ionosphere 80.00-83.70 88.89-90.83 70.93-70.74 86.94-89.35 73.52-79.91 89.63-91.57
kr-vs-kp 90.36-93.82 94.39-95.12 84.59-83.41 93.04-94.39 83.32-86.12 93.10-94.37
letter-recognition 37.12-45.32 40.19-44.77 ) 45.49-48.92 63.80-70.85 64.64-68.93
optdigits 75.86-85.08 83.67-88.58 75.46-91.00 84.05-89.00 71.19-88.35 84.60-89.67
page 90.05-89.82 89.77-89.67 90.51-90.96 89.77-89.63 90.53-93.40 90.93-91.08
pima 71.32-73.46 72.01-74.02 67.22-71.11 73.33-75.73 65.38-72.69 73.12-76.20
poker-hand 45.61-48.18 47.33-49.44 47.02-48.62 48.03-49.40 46.91-48.70 48.20-49.59
segmentation 76.76-85.78 85.21-87.48 73.35-88.29 84.30-86.97 73.21-89.95 84.84-88.03
sick-euthyroid 90.17-92.92 92.70-93.68 74.53-86.88 92.23-93.52 78.08-90.12 92.47-93.40
spambase 90.12-92.76 91.60-93.22 86.62-92.72 92.15-93.30 86.14-92.68 92.34-93.16
splice 87.29-94.26 93.06-60.47 75.26-89.05 92.92-95.28 81.92-90.47 93.02-95.26
Tic-tac-toe 69.01-72.58 83.10-73.20 71.67-80.65 76.02-76.26 71.50-82.28 75.92-71.62
transfusion 73.95-77.68 77.46-78.64 67.15-74.65 78.77-80.22 68.90-72.19 78.77-79.65
vehicle(statlog) 66.39-71.65 73.49-76.27 62.02-69.78 72.24-74.75 63.98-69.85 72.42-75.37
waveform 83.33-85.75 84.70-86.99 81.81-86.45 85.52-87.02 81.39-86.55 85.67-87.06
yeast 48.42-55.75 53.03-58.71 47.50-56.23 55.96-59.21 48.55-56.49 55.48-59.19
Accuracy average 77.08 75.56 75.09 79.99 78.38 81.10

Rank average 4.67 3.87 4.50 2.33 3.80 1.83
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The generalization of Bagging++ ensemble is better than that of Learn++ in in-
cremental learning. Learn++ gives more weights to the hard instances in each
round, then it focus only on these instances while ignoring others (these instances
are most of the training set), at last the base classifiers that can correctly predict
these instances are given too much weights, so the prediction performance of other
instances are affected. This problem is actually a kind of over-fitting. Learn++ is
originally designed for working with weak learners, so with strong learner it may
suffers more over-fitting.

Bagging is quite easy, so it may have a bright future in real applications of in-
cremental learning.

Heterogeneous Learn++ and Bagging++ are better than their homogeneous ver-
sion. Heterogeneous ensemble has advantages in the diversity of the base classi-
fiers, and this can explain why it is better in accuracy.

GNCL is better than homogeneous Learn++, and a little worse than heterogeneous
Learn++. GNCL is much faster than both of them in during training process, so it is
more practical in real applications. But GNCL can only work with the neural
networks, so it is less flexible than Bagging++ and Learn++.

Homogeneous Learn++ can’t finish the work on dataset letter-recognition. Con-
sidering that we have modified the original Learn++ algorithm to alleviate this
problem, this is again shows the restriction of Learn++.

4.5 Generalization Improvement

The generalization improvement is calculated as the average accuracy of the test
dataset in the last incremental step minus the average accuracy of the test set in the first
incremental step. In this way, a high value indicates a high improvement. A high im-
provement means that a good incremental ability is attained, while a decrease in the
generalization is a sign of poor incremental learning ability. Table 3 presents the gen-
eralization improvement of each method for all datasets, and in the last row the average
improvements are also shown.

1.

Homogeneous Learn++ and heterogeneous Learn++ obtain the best improve-
ment on most of the datasets, which shows that Learn++ has a good incremental
ability.

The average improvement of GNCL is negative, indicating a poor incremental
ability. The problem of GNCL is that it only inserts one neural network into the
ensemble for each incremental step, and the small ensemble may suffer too much
performance degradation in the next incremental steps.

The improvement of homogeneous Bagging++ (and heterogeneous Bagging++) is
not as high as Learn++. Considering table 2, the accuracy of Bagging++ in the first
incremental step is almost always better than Learn++, so maybe this is the actual
reason why its improvement is not so high.

4.6 Training Time

The training time is the total time that a method spends on training classifiers (or en-
semble) for all incremental steps. From the results, we can get following conclusions:
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Table 3. Generalization Improvement

Dataset BPNN GNCL Learn++ Bagging HLearn++ HBagging
adult 3.74 -2.48 6.33 1.53 6.09 1.58
(mushroom 1.09 -6.39 6.04 0.38 3.46 0.46
austra 2.75 -8.31 7.58 0.48 8.21 0.77
balance-scale 271 -23.91 7.29 1.46 9.64 1.67
breastcancer-wisconsin ~ 0.23 0.94 5.49 0.28 11.46 0.33
bupa 2.31 5.65 9.44 6.02 5.09 4.54
cancer 0.37 0.74 10.23 0.32 8.75 0.42
car 2.57 -16.55 6.38 2.26 5.40 1.84
cleveland 3.74 1.52 8.69 2.22 5.96 -0.10
cme 6.38 2.20 6.08 3.88 6.69 4.55
dermatology 4.41 -6.85 19.37 225 8.74 0.36
german-numeric 4.83 4.03 7.43 1.50 7.00 1.40
glass 7.88 0.00 6.06 -0.15 7.73 1.52
imports-85(autos) 3.15 3.33 14.63 8.52 6.85 3.70
ionosphere 3.70 1.94 -0.19 2.41 6.39 1.94
kr-vs-kp 3.46 0.73 -1.19 1.35 2.80 1.27
letter-recognition 8.20 4.58 -) 3.44 7.05 4.28
optdigits 9.22 491 15.55 4.95 17.16 5.08
page 0.24 0.10 0.45 0.14 2.87 0.15
pima 2.14 2.01 3.89 2.39 7.31 3.08
poker-hand 2.57 2.11 1.59 1.38 1.78 1.40
segmentation 9.02 2.27 14.94 2.67 16.75 3.19
sick-euthyroid 2.75 0.98 12.35 1.28 12.03 0.93
spambase 2.65 1.63 6.10 1.15 6.54 0.82
splice 6.97 -32.59 13.79 2.36 8.55 2.24
tic-tac-toe 3.57 -9.90 8.98 0.24 10.78 1.70
transfusion 3.73 1.18 7.50 1.45 3.29 0.88
Vehicle(statlog) 5.26 2.78 7.76 2.52 5.86 2.95
waveform 242 2.29 4.64 1.50 5.16 1.39
yeast 7.32 5.68 8.73 3.25 7.94 3.71
average 3.96 -1.85 7.53 2.10 7.44 1.93
negative mprovement 1 9 2 2 0 1
Table 4. Training Time
Dataset BPNN GNCL Learn++ Bagging HLearn++ HBagging
adult 40.67 323.00 4902.42 783.28 5915.11 1381.31
mushroom 0.68 74.98 17.35 9.17 36.74 32.79
austra 0.07 1.11 2.18 0.98 3.75 1.83
balance-scale 0.01 1.05 0.51 0.25 0.85 0.65
breast-cancer-wisconsin 0.01 0.01 3.35 0.16 1.75 0.29
bupa 0.19 0.51 3.88 3.90 3.96 4.05
cancer 0.01 0.01 3.39 0.16 1.53 0.29
car 0.05 5.88 1.38 0.88 2.45 2.09
cleveland 0.02 0.07 0.50 0.37 0.66 0.50
cme 0.51 8.19 29.25 12.82 30.15 13.77
dermatology 0.09 0.17 3.94 1.50 7.88 3.92
german-numeric 0.28 0.68 3.95 4.20 4.19 4.84
glass 0.03 0.10 1.01 0.75 0.91 0.73
imports-85(autos) 0.04 0.09 1.65 0.69 2.60 1.82
ionosphere 0.20 0.28 521 2.77 4.75 2.80
kr-vs-kp 0.84 2.21 26.40 16.07 30.17 20.97
letter-recognition 4.94 7.88 0.00 92.29 454.76 246.30
optdigits 1.03 1.44 8.14 7.87 10.64 11.46
page 0.12 0.32 103.03 242 104.32 4.54
pima 0.75 221 8.87 14.84 9.23 14.97
poker-hand 153.03 243.58 3630.60 2954.97 3981.91 3317.24
segmentation 0.25 0.44 6.22 4.45 7.96 6.10
sick-euthyroid 0.19 0.34 21.83 3.30 21.62 3.95
spambase 1.03 242 174.39 19.48 137.99 28.08
splice 5.01 10.38 928.76 84.33 749.36 189.88
tic-tac-toe 0.05 3.52 1.07 1.07 1.63 1.82
transfusion 0.68 1.40 24.86 13.25 25.16 13.40
vehicle(statlog) 0.28 0.86 4.47 5.30 5.05 5.81
waveform 2.60 7.70 92.62 53.46 99.39 59.05
yeast 1.60 5.96 93.85 31.37 97.66 31.82
average 7.18 23.56 336.84 137.55 391.80 180.24




10

Q.L. Zhao, Y.H. Jiang, and M. Xu

Training time of heterogeneous Learn++ and Bagging++ are always longer than
their homogeneous versions for all datasets. This is because our algorithm needs to
create four different types of classifiers to add a new base classifier into the
ensemble.

The average training time of Learn++ is beyond two times that of Bagging++.
Learn++ is derived from the idea of AdaBoost, it also have has generalization
criteria for each base classifiers of the ensemble, if a base classifier can not meet
the criteria, it will be is abandoned and a new base classifier has to be created
again. But for Bagging, there is no requirement for the base classifier, so the
training time of Bagging is usually proportional to the size of the target ensemble.
Training time of heterogeneous Bagging++ is still much less than that of homo-
geneous Learn++, so the former one is more practical.

GNCL is fast in training, because it only creates one NCL for each incremental
step. But to create a NCL, it needs the predicted results of other base classifiers, so
the average training time of a single NCL is beyond three times that of a normal
BPNN.

4.7 Ingredients Components of Heterogeneous Ensemble

For heterogeneous Learn++ and Bagging++, the distributions of each type of base
classifiers are shown in table 5. For each dataset, the size of the ensemble in the last
incremental step is presented, and the percents of each type of classifiers are shown
inside the parentheses (in the order of BPNN, C4.5, SVM and Naive Bayes). And the
average distributions are also shown in the last row of the table.

Table 5. Ingredients of Heterogeneous Ensemble

Dataset HLearn++ HBagging Dataset HLearn++ HBagging

adult 180(99.9/0.1/0/0) 180(100/0/0/0) kr-vs-kp 180(91.1/0.4/6.3/2.2) 180(99.4/0/0.2/0.4)

mushroom 180(88.8/1.2/2.3/1.7) 180(88.7/0/1.4/9.8) letter- 180(0/0/0/100) 180(0/0/0/100)
recognition

austra 60(87.6/0.3/4.4/1.7) 60(42.3/0/44.7/13) optdigits 120(18.6/0/0/81.4) 120(72.9/0/0/27.1)

balance-scale 60(95.3/0.2/1.9/2.7) 60(98.6/0/1.4/0) page 180(85/1.1/0/13.9) 180(30.6/0/0.2/69.3)

breast-cancer-  60(54.8/1.6/6.8/36.7) 60(45/0/12.3/42.7) pima 60(92.8/0.1/0/7.1) 60(88.2/0/0.1/11.8)

wisconsin

bupa 60(81.7/1.2/0.5/17.1) 60(92.7/0/0.1/7.2) poker-hand 180(100/0/0/0) 180(100/0/0/0)

cancer 60(55.3/2.1/3.9/38.8) 60(42.6/0/12.0/45.4) segmentation 180(62.1/0.1/0/37.8) 180(79.2/0/0/20.8)

car 140(85.1/0.1/8.7/6.1) 140(99.9/0/0.1/0) sick- 180(80.9/3.3/0.6/15.3) 180(94.5/1.2/0.6/3.8)
euthyroid

cleveland 60(65.7/0/0.1/34.2) 60(55.1/0/0.1/44.8) spambase 180(97.2/0.5/0/2.4) 180(100/0/0/0)

cme 120(99.5/0/0.1/0.4) 120(99.9/0/0/0.1) splice 180(80.7/0.6/3.7/15) 180(60.3/0/0/39.7)

dermatology 60(23.9/0.9/1/74.2) 60(17.1/0/0.1/82.8) tic-tac-toe 80(94.3/0.3/4.9/0.5) 80(98.2/0/1.8/0)

german- 80(94.8/0/0.7/4.6) 80(89.9/0/0.4/9.7) transfusion 60(86.6/2.6/0.3/10.6) 60(85.7/6/8.1/0.3)

numeric

glass 60(71.3/0/0/28.7) 60(83.8/0/0.1/16.1) vehicle 60(91.2/0/0/8.8) 60(100/0/0/0)
(statlog)

imports-85 60(40.6/0/0.1/59.3) 60(42.5/0/0/57.5) waveform 180(88.6/0/0.1/11.4) 180(99.6/0/0.3/0.1)

(autos)

ionosphere 60(53.0/3.2/1.4/42.5) 60(36.1/0/0.1/63.9) yeast 120(96.2/0/0/3.8) 120(96.9/0/0/3.1)

average

114(77.2/0.7/1.5/20.7)

114(77.4/0.2/1.6/20.9)

According to the average distribution, in both heterogeneous Learn++ and hetero-
geneous Bagging++ the distributions of each type of classifiers are very similar. This
may suggest that the distribution is only related to the characteristics of the training
algorithms of base classifiers and is independent of to the ensemble methods.
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5 Conclusions and Future Works

Based on massive experiments, in this paper we investigate the use of Bagging en-
semble and heterogeneous ensemble in incremental learning. The experimental results
show that:

(1)Bagging ensemble is fast and with strong generalization ability, which is a
promising method for incremental learning.

(2)Heterogeneous ensemble is an effective way to improve the generalization of
original ensemble methods.

There are still many works need to do in the future, which are:

(DIt has been proved that ensemble pruning can improve the generalization and the
efficiency of the ensembles at the same time in non-incremental learning. Next we will
test whether it has the similar effects in ensemble incremental learning.

(2)In our experiments, we assume the distributions of training data in each incre-
mental step are the same. Next we will redo our test under different data distribution
assumptions.

(3)The algorithm used to created heterogeneous ensemble in our experiments is
simple and rough. We will improve it in both efficiency and generalization in the future.

Acknowledgments. This work was supported by the National Science Foundation of
China under the grant No. 60905032.
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Abstract. Data intensive applications are widely existed, such as massive data
mining, search engine and high-throughput computing in bioinformatics, etc.
Data processing becomes a bottleneck as the scale keeps bombing. However,
the cost of processing the large scale dataset increases dramatically in tradi-
tional relational database, because traditional technology inclines to adopt high
performance computer. The boost of cloud computing brings a new solution for
data processing due to the characteristics of easy scalability, robustness, large
scale storage and high performance. It provides a cost effective platform to im-
plement distributed parallel data processing algorithms. In this paper, we pro-
posed CPLDP (Cloud based Parallel Large Data Processing System), which is
an innovative MapReduce based parallel data processing system developed to
satisfy the urgent requirements of large data processing. In CPLDP system, we
proposed a new method called operation dependency analysis to model data
processing workflow and furthermore, reorder and combine some operations
when it is possible. Such optimization reduces intermediate file read and write.
The performance test proves that the optimization of processing workflow can
reduce the time and intermediate results.

Keywords: data processing, cloud computing, MapReduce, performance,
workflow.

1 Introduction

Cloud computing offers large scale data storage and computation services delivered
through huge data centers. It offers a scalable distributed file system and a program-
ming model for data intensive distributed application.

Adopting cloud computing into data processing, we present CPLDP (Cloud based
Parallel Large Dataset Processing System) in this paper. CPLDP is built on Apache
Hadoop [9]. Apache Hadoop is an open source project that implements Google File Sys-
tem and MapReduce framework. This is a chance for anyone who wants to build their
system on cloud platform. Our system is built on Hadoop distributed file system and
MapReduce framework. We firstly implement some basic data processing operations on
MapReduce framework. These operations are frequently used in data processing. Every

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 13£20,[2010.
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operation indicates a MapReduce job. Upon them, a workflow mechanism is devised to
orchestrate them. The reason why we design a workflow system is that we discover that
single MapReduce cannot be too complex because of the restriction of its program
model. Almost every meaningful result generated from the raw dataset needs a series of
operations. We provide a user-friendly GUI to help create workflow of operations
through the GUI, user can create data processing workflow that satisfies their complicate
requirements. The more MapReduce jobs in a workflow, the more read and write of in-
termediate results, hence the more execution time it needs. To reduce the intermediate
data read and write, an optimization module is designed to optimize workflow before
executing them. The optimizing methods include reordering operations and combining
some of them. Factors that affect optimization and algorithms that carry out the optimiza-
tion will be introduced in section 4.
This paper makes the following contributions:

e  We propose a new schema of processing large dataset in cloud. In this schema,
data processing job is constructed by orchestrating basic operations. This schema
is extendable and satisfies most data processing needs.

e  We propose operation dependency analysis and operation combination to opti-
mize MapReduce job workflow. With the optimization, the execution time of
workflow is reduced significantly.

2 Related Work

Sawzall [11] is a scripting language building atop of GFS and MapReduce framework
by Google. It allows user to program the filter and select an aggregator to form their
data processing job. The first difference between Sawzall and our system is that our
system provides a user friendly interface to let user design their data processing work-
flow visually, and Sawzall let user “program” their data processing program. Sec-
ondly, Sawzall provides a process called “chain” to orchestrate Sawzall jobs. But it
doesn’t optimize the workflow before running it. Pig Latin [12] is designed by Ya-
hoo! Research atop of HDFS and MapReduce. The data processing workflow is called
Pig Latin logical plan in it. It compiles the logical plan into a series of MapReduce
primitives, as we compile our workflow into a series of MapReduce jobs. In Pig
Latin, it doesn’t optimize its MapReduce primitives flow as we do. Dryad [14] is a
distributed platform that is developed at Microsoft to provide large-scale, parallel,
fault-tolerance execution of processing jobs. And DryadLINQ [15] is the language
used to design data processing jobs in it. Unlike MapReduce restricting process into
map/reduce schema, DryadLINQ allows arbitrary data processing job that can be ex-
pressed as directedJacyclicllgraphs[!(DAG). There is static optimization of DAG
before running it and dynamic optimization when running the DAG expressed data
processing workflow. It moves the operators which reduce the datasets to front when
it is possible, but it doesn’t combine operators to reduce the read and write of inter-
mediate files. Instead, it uses Dryad’s TCP pipe and in-memory FIFO channels in-
stead of persisting temporary data in files. This is effective when the intermediate file
is not that large. When intermediate file is becoming large, it cannot be stored in main
memory.
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3 CPLDP

Figure 1 shows the architecture of CPLDP. We build our system based on HDFS
(Hadoop Distributed File System) and MapReduce framework. Upon them, we im-
plement basic data processing operations.

é G_UI Optimization
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Binarization Feature Creation Sampling Redundancy Remove Aggregate
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| — Legend:
* | Instructions to chunkserver I —  Conwol messages
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Fig. 1. The architecture of CPLDP

These operations include:

Binarization: transforming continuous values to binary values (1 or 0)
Discretization: transforming continuous values to categorical values

Redundancy Remove: removing the duplicated entries and keeps one

Column Select: selecting columns which are specified

Row Select: selecting rows which are satisfied the condition specified

Feature Creation: creating a new attribute based on the expression specified
Variable Transformation: transforming an attribute according to the expression
specified.

Sampling: generating a subset of the dataset with specified size by random
sampling

Aggregate: performing an operation on a group of values to get a single result.

The operation includes COUNT, SUM, MAX, MIN, and AVERAGE.

4 Operation Dependency Analysis

We classify operations into two kinds: synchronous operations and asynchronous op-
erations. An operation is synchronous if it needs to check all the input records to
complete its operation. Conversely, the asynchronous operations can complete its
operation only depend on its own record. Redundancy remove is a synchronous
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operation because it needs to check all the records to confirm whether one record has
replicates. It means that during the execution of redundancy remove, between reading
and writing of dataset, there is a barrier that forbids writing after reading a subset of
dataset. Synchronous operations cannot exchange with other operations, or there will
be writing of dataset beyond the barrier. For example, there is a workflow: <binariza-
tion, redundancy remove>, if we exchange binarization and redundancy remove the
output of binarization is beyond the barrier of redundancy remove. Aggregate is a
synchronous operation, too. On the contrary, other operations in our system are asyn-
chronous.

So if two operations are commutative, they must be asynchronous. But it is not the
sufficient condition. <variable transformation, feature creation> is a workflow
without synchronous operations. The input of this workflow is records of employee
information: <ID, name, birthday, salary, address>.Variable transform change birth-
day to age. And feature creation creates a new attribute based on age and salary. In
this case, variable transform and feature creation cannot be exchanged because the
later operation depends on the output of the former.

To determine such dependency between operations, we use two vectors to describe
the actions of operation changing dataset: read vector and write vector. For variable
transform in figure 4, its read vector is 00100 because it read the birthday attribute. Its
write vector is 00100, too, since it changes the birthday attribute of dataset. We find
variable transform also reads other data of other attributes, but it doesn’t use them.
We set a bit to 1 only when the operation reads the attribute and uses it to execute the
operations. In the same way the read vector of feature creation is 00110, and the write
vector is 000001. We set the six bit of write vector to 1 because it creates a new at-
tribute and it is added in the rear.

Given two asynchronous operations (A and B) and their vectors (A.r, A.w, B.r and
B.w which represents A’s read vector, A’s write vector and B’s read vector and B’s
write vector respectively), we determine whether they are commutative by calculat-
ing the following equations:

Fl = Ar*B.w. (1)

F2=AwABr. 2)

B and A are commutative if fl and F2 are equal to zero. F2 equals to zero means B
doesn’t read the data that A writes, hence there is no dependency between them. F1
equals to zero means if A and B have been exchanged there is no dependency be-
tween them.

Algorithm 1. Reorder data processing operations

Procedure LIST REORDERWORKFLOW (LIST workflow)
for (each asynchronous operation o in workflow) do
ol = o’s former asynchronous operation;
if (ol==null) then
//this means o is at front of workflow.
continue;
end 1if
if(ol.r*o0.w=0 and ol.w"o.r=0and o.prio>ol.prio)then
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//0l and o are commutative and o’s priotiy is
//higher than ol’.
exchange o and ol;
goto 3;
end if
end for
return workflow;
end procedure

The two factors discussed above only provide the condition that two operations can
be exchanged or not. They don’t give the information that reflects two operations are
necessary to exchange. In fact, in our system, we only let the operation that scales
down the dataset execute as early as possible, because it scales down the input dataset
of the operation that exchanges with it. We use an attribute called priority to describe
how much an operation scales down dataset. The higher priority is, the more it scales
down the dataset. Sampling has the highest priority because it scales down the dataset
most. Column select and row select has the second highest and others have normal
priority. If variable transform and feature creation in figure 2 are commutative, we
exchange them only when the priority of variable transform is lower than the priority
of feature creation. And in fact, they have equal priority and we don’t exchange them
even though they are commutative.

With three factors discussed above, the workflow of data processing can be opti-
mized as follows: for every operation in the workflow, if its priority is higher than the
priority of the former one, and they are commutative, we exchange them. Then do the
same procedure on the new former operation until it could changes with its former
one. This process goes as algorithm 1. After reordering, the execution time of work-
flow is reduced about 3/4. We will discuss it in section 6 in detail.

5 Operation Combination

The reordering of workflow searches the opportunity to reduce the input dataset of
some operations. After reordering the operations, we find some linked operations can
be combined together to totally avoid the input of the later one. For example, in work-
flow <binarization, feature creation>, the input data is the same as data in section 4.
The binarization transforms salary to 1 if it is higher than a threshold, for example
4000, or else transforms it to 0. Feature creation generates a new attribute based on
salary and address. In cloud platform, binarization reads the input and then executes
and writes its output into distributed file system. Then feature creation reads the out-
put of binarization and executes its code and then writes its result to distributed file
system. The writing output to file system of binarization is not necessary because the
code of feature creation can execute immediately after the executing of code of bi-
narization. The combination of binarization and feature creation elides the writing
and reading of intermediate file. This will reduce a lot of execution time of the whole
workflow.

Algorithm 2 describes the procedure of combining operations in already reordered
data processing workflow.
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Algorithm 2. Combine operations in reordered workflow

procedure LIST COMBINE (LIST workflow)
int i = workflow.length-1;
while(i>=0) do
o = workflow.get (i) ;
ol=workflow.get (i-1);
if(ol!=null && ol and o are asynchronous) then

02 = combine (o, ol);
workflow.set (i-1, o02);
end if
i=i-1;

end while
end procedure

The combination of operations improves the performance significantly. We will dis-
cuss it in next section.

6 Experiment and Performance

We evaluate our data processing system by executing a workflow which is described
as <feature creation, variable transform, discretization, column select, row select,
sampling, redundancy remove, discretization, aggregate>. We execute this case with
different input file size, from 1000°000*25 records (about 4.5G) to 1000°000*125
records (about 22.9 G) by increasing 1000°000%25 records each time. The original
workflow, reordered workflow and combined workflow are executed with different
data input scale respectively. Through this process we discuss the factors that influent
workflow execution time.

Our test bed is a 12-node Hadoop cluster. One node serves as master (namenode
and jobtracker). And the other 11 nodes are slaves (datanode and tasktracker). Each
node is equipped with 16 processor (Dual core AMD Opteron(tm) Processor 870, 2
GHz), 32G main memory and 80G hard disk. The hard disk volume is relatively low,
that is why the input file size scales from 4.5G to 22.9G in our experiment.

As depicted in figure 2, the optimization process improves the performance signifi-
cantly. After reordered, the execution time of workflow is reduced about 5/6 except
the data is 4.5G. Through our experiment, we found that the sampling size of
sampling, constraint of row select and column select influence the execution time of
reordered workflow a lot. The original workflow is reordered to <sampling, column
select, row select, feature creation, variable transformation, discretization, redun-
dancy remove, discretization, aggregate>. Operations that scale down dataset execute
as early as possible. This means that the more these operations scale down the dataset,
the less time subsequent operations will take. But on the other hand, if these opera-
tions don’t scale down dataset with a considerate rate, the execution time after reor-
dering will not decrease significantly. In our experiment, the sampling size is 0.2,
which means after sampling, only 20% of the dataset remains.



CPLDP: An Efficient Large Dataset Processing System Built on Cloud Platform 19
5000
—&— orignal
4500 = 2 ¢
4000 ——reordered

3500 combined

3000
2500
2000
1500
1000

.‘1_._———-———-"""‘.
500

0

time cost/second

4.5G 9.1G 13.7G 18.3G 22.9G

Fig. 2. Experiment result

After combination, the execution time is reduced by about 4/5 compared with the
corresponding execution time of reordered workflow. The reordered workflow is
combined into two operations: <sampling, column select, row select, feature creation,
variable transformation, discretization, redundancy remove> and <discretization,
aggregate>. It seems contradictory with the combination algorithm described in algo-
rithm 3 because here we “combine” the synchronous operations (redundancy remove
and aggregate) with other asynchronous operations.

Our experiment proves that the optimization of MapReduce workflow is necessary
and efficient, especially when there are operations scaling down dataset such as sam-
pling, row select and column select in workflow.

7 Conclusion and Future Work

In this paper, we propose a large data processing system CPLDP. Before running data
processing workflow, we adopt operation dependency analysis to reorder operations
and combine some operations. Such optimization process is effective.

Through our experiment, we find that Hadoop cluster environment influences per-
formance in certain extends. Our future work will focus on the implementation of
MapReduce to find other possibilities of optimizing data processing workflow. On the
other hand, the MapReduce job configuration is a factor that affects the single job
performance. Hence automatically and intelligently configuring MapReduce jobs is
another research focus.
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Abstract. Multi-relational classification is an important data mining task, since
much real world data is organized in multiple relations. The major challenges come
from, firstly, the large high dimensional search spaces due to many attributes in
multiple relations and, secondly, the high computational cost in feature selection
and classifier construction due to the high complexity in the structure of multiple
relations. The existing approaches mainly use the inductive logic programming
(ILP) techniques to derive hypotheses or extract features for classification. How-
ever, those methods often are slow and sometimes cannot provide enough informa-
tion to build effective classifiers. In this paper, we develop a general approach for
accurate and fast multi-relational classification using feature generation and selec-
tion. Moreover, we propose a novel similarity-based feature selection method for
multi-relational classification. An extensive performance study on several bench-
mark data sets indicates that our approach is accurate, fast and highly scalable.

Keywords: Multi-relational classification, Feature generation, Feature selection.

1 Introduction

Much real-world data is organized in multiple relations in databases. Mining multi-
relational data repositories is an essential task in many applications such as business
intelligence. Multi-relational classification is arguably one of the fundamental prob-
lems in multi-relational data mining.

Multi-relational classification is challenging. First, there may be a large number of
attributes in a multi-relational database where classification is conducted. Since rela-
tions are often connected in one way or another, virtually, multi-relational classifica-
tion has to deal with a very high dimensional search space. Moreover, the structure of
a multi-relational database, i.e., the connections among multiple relations, can be very
complicated. High complexity in structure of multi-relational data often leads to high
cost in feature selection and classifier construction.

To tackle the challenges, the existing approaches, which will be briefly reviewed in
Section 2.2, mainly use the inductive logic programming (ILP) techniques to derive
hypotheses or extract features for classification. However, those methods are often
slow due to the high cost in searching the clause spaces or joining multiple tables.
Moreover, those methods often cannot fully utilize information stored in all types of
attributes and provide enough information to build effective classifiers using methods
such as SVM [1], which constructs models from feature space instead of rules.

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part I, LNCS 6441, pp. 2133, 2010.
© Springer-Verlag Berlin Heidelberg 2010
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There are many mature and effective classification methods for data in a single re-
lation, such as SVM and decision trees [2]. Those methods cannot be applied directly
for multi-relational classification since they cannot handle multiple relations and their
connections. Thus, a natural question is whether we can derive a general feature gen-
eration and selection method to build the feature space from multiple relations, so that
those existing classification methods for single relations can be easily extended to
multi-relational classification.

In this paper, we tackle the problem of multi-relational classification by developing
a general approach using feature generation and selection. We make the following
contributions. First, we develop a general framework for multi-relational classifica-
tion such that many existing classification methods on single relation, such as SVM
and decision trees, can be applied on multi-relational data. The central idea of the
framework is to generate and select features from multi-relational data. Second, we
propose a novel similarity-based feature selection method for multi-relational classifi-
cation by leveraging available features in a large search space effectively. Last, to
preserve as much information as possible, we devise a similarity-based feature com-
putation method for data transforming. An extensive performance study on several
data sets indicates that our approach is accurate, fast, and highly scalable.

The rest of the paper is organized as follows. In Section 2, we describe the problem
of multi-relational classification and review the related work. We present our general
framework in Section 3. We develop our feature generation and selection methods in
Section 4 and data transforming in Section 5. We report an extensive performance
study in Section 6 and conclude the paper in Section 7.

2 Problem Description and Related Work

In this section, we describe the multi-relational classification problem and briefly
review the existing approaches.

2.1 Problem Description

A multi-relational data set is a set of relations R={R;,...,R,} where every attribute is
either numerical or nominal. Among all relations in question, there is a target relation
which contains a class-label attribute. The tuples in the target relation are called the
target tuples. The other relations are called the background relations.

Example 1 (Problem Description). We take the finance database whose schema is
shown in Fig. 1. The data set contains 8 relations. LOAN is the target relation, and the
attribute Sratus as the class-label attribute. We are interested in building a classifier
using the data in the finance database to predict the status of new loans in the future.

Although a loan is recorded as a record in relation LOAN, it is highly related to some
information stored in the other relations in the database, such as the related transac-
tions through bank accounts. Instead of using only the information in relation LOAN,
a loan status classifier can be expected more accurate if it can also make good use of
the information in the other relations.
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LOAN DISTRICT
Loan-id ACCOUNT CARD 1 District-id
Card-id Dist-name

Date District-id
Amount Frequency
Duration Date

Disp-id Region
Type #People

Issue-date #L1-500

#Lt-2000
#Lt-10000
#Gt-10000

Payment
Status

DISPOSITION

Heity
Disp-id Ratio-urban

ORDER TRANSACTION Account-id Avg-salary
Client-id Unemploy95
Order-id Trans-id Type Unemploy96
J d
Den-enter
Bank-to Date CLIENT #Crime9s
Account-to Type - - 4Crime96
Amount Operation Client-id
Type Amount Birth-date
Balance Gender
Symbol District-id [«—

Fig. 1. An example of Financial Database from PKDD CUP 99

2.2 Related Work

Inductive logic programming (ILP for short) [3, 4, 5] becomes a natural approach in
multi-relational classification. In general, inductive logic programming takes logic
programming [6] as a uniform representation of positive and negative examples,
background knowledge and hypotheses, and computes hypotheses that follow all
positive and none of the negative examples.

For example, FOIL [7] constructs a set of conjunctive rules which distinguish posi-
tive examples against negative examples. The core of rule construction in FOIL is to
search for the best predicates iteratively and append those candidates to a rule.
PROGOL [8] constructs a most general clause for each example using an A*-like
search. Redundant clauses are removed. Mimicking the decision tree methods [2],
TILDE [9] adopts the heuristic search of C4.5 [10] and uses a conjunction of literals
in tree nodes to express background knowledge. The above ILP systems, however, are
well recognized costly on large data sets due to very large search spaces of possible
rules or clauses. To handle the efficiency issue of ILP systems, CrossMine [11] de-
velops a tuple ID propagation method to avoid physically joining relations.

Alternative to the inductive logic programming approaches, a possible idea is to
transform a multi-relational data set into a “flattened” universal relation. The proposi-
tionalization approaches use inductive logic programming to flatten multi-relational
data and generate features [12]. Particularly, the features in the universal relation are
generated by first-order clauses using inductive logic programming. LINUS [13] is a
pioneer propositionalization method, which transforms clauses into propositional
expressions as long as all body literals in the clauses are determined. Srinivasan and
King [14] addressed the problem of non-determined literals in clauses by constructing
boolean features from PROGOL clauses. Compared to the other ILP methods, the
propositionalization methods incur high computational cost and heavy information
loss in constructing binary features. RelAggs [15] tries to tackle the issues by consid-
ering aggregates in feature generation. However, efficiency remains an issue due to
the huge universal relation with exponential set of features constructed.

Although good progress has been made on multi-relational classification, a critical
problem remains open. Many mature classification methods on single relations such
as SVM, which constructs models from feature space instead of rules, cannot be ex-
tended to multi-relational data effectively. Although the propositionalization ap-
proaches transform multiple relations into a universal relation, the transformation cost
on large data set is very high which makes classifier construction very costly.
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3 Framework

To enable general classification methods such as SVM applicable on multi-relational
data in an effective way, we propose a feature-generation-and-selection framework.

It contains two important components. (1) Feature generation and selection. We
generate and select features from data in multiple relations according to the usefulness
of the feature in classification. The usefulness is evaluated by the similarity between
such feature and class label attribute. (2) Data transformation. We transform training
data into a set of training instances where each instance is represented using the fea-
tures selected. The training data can be fed into any classification method on single
relation to build a classifier. When predicting, the test data is transformed similarly.

Let us start with a simple approach using aggregate features. Given a set of rela-
tions R={R;,...,R,}, we can join all relations and generate the universal relation Ry.

Definition 1 (Aggregate feature). For a target tuple f, an attribute A and an aggregate
function aggr, the aggregate feature of ¢ is defined as ¢, Ager = 088 Ter (1) (8.A) -

Example 2 (Aggregate features). Consider the finance database in Fig. 1 and target
relation LOAN. A t.Account-id may appear in multiple orders and transactions. For
example, for tuples #; and 1, in relation LOAN, suppose each has three instances in the
universal table Ry. Consider attribute Type from TRANSACTION. Fig. 2 shows that we
can use aggregate functions such as COUNT to extract aggregate features.

Tuple in LOAN | TRANS Type COUNTryp COUNT UNIQUE .

t credit ) >

ty:
t withdraw N Py [

FREQUENT 15

tyzeredit

t cash Lazcredit

Fig. 2. Extracting aggregate features

While aggregate features are simple, there are some problems in using them in
multi-relational classification. First, aggregates such as COUNT or FREQUENT may
not be able to manifest the similarity among training examples in the same class as
well as the differences among training examples in different classes, especially on
nominal attributes. For example, two instance sets Ry(t;) and Ry(t;) with very differ-
ent distributions on a nominal attribute may have same aggregate feature values using
simple aggregates, as demonstrated in Fig. 2. To tackle this issue, authors in [16]
introduce target-dependent aggregators to model the distribution of nominal attrib-
utes, and use vector distance to construct new features. It brings informative features
but also redundant and useless ones without proper feature selection methods.

Second, a universal relation often has a large number of attributes, and thus a large
number of aggregate features. Those features form the search space of classification
problem. However, some attributes in a multi-relational data set may not be pertinent
to the classification task. For example, attribute Issue-date in the finance database in
Fig. 1 provides little help when determining whether a loan is paid on time. We need
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to develop an effective approach to select a small set of features effective for multi-
relational classification. Ideally, the features should not be redundant to each other.
We will address the above two issues in the next section.

4 Feature Generation and Selection

In this section, we first introduce distribution features in order to extract more detailed
information for nominal attributes. Then, we develop an efficient method for selecting
pertinent features from both aggregate and distribution features.

4.1 Distribution Features

We observe in Section 3 that simple aggregate attributes may not be able to provide
enough information on nominal attributes. Thus, we propose to extend aggregate
features to distribution features.

Definition 2 (Distribution feature). For a target tuple ¢ and a nominal attribute A not in
the target relation, the distribution feature of 7 on A, denoted by #.D,, is the distribution
of Ry(t) on A. It can be written as a feature vector t.D,={py,...,p.J, Where m=IAl and p;
is the occurrence frequency in Ry(t) of the i-th value in A.

Example 3 (Distribution features). Fig. 3 illustrates that distribution features of three
target tuples in relation LOAN are extracted on attribute Type. Clearly, the distribution
features provide more information than the aggregate features shown in Fig. 2.

TRANSACTION
Type

eredit

cash

eredit
withdraw

Fig. 3. Extracting distribution features

4.2 Similarity between Features

Many measures are studied in feature selection methods [17]. However, most of them
are designed for data mining on one relation. Those methods cannot evaluate features
when Ry(t) contains multiple instances with respect to a target tuple z.

To tackle the problem, we introduce a similarity-based feature selection method for
multi-relational classification. As the starting point, we adapt the method in [18] to
measure the similarity between two features. Later, we will develop a new feature
selection method for multi-relational classification based on similarity evaluation.
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Definition 3 (Similarity between target tuples). For target tuples #; and #,, an attribute
A, and an aggregate feature A the similarity between ¢; and 1, on A, is defined as

20 Ao (D

aggrs

0, it Ay — 124

aggr aggr

sim/\}W (t,,t,) = 1 ‘zl A

aggr 1, 'Auggr

o

, otherwise

Auv&'v

whered, . is the standard deviation of { A, (#;)} for all target tuples ¢,.

The similarity between two target tuples ¢; and ¢, on a distribution feature D, is de-
fined as

simy, (t,.1,)= Z‘i‘l 1.0, [ixt,.D,[i] (2)

where t;.D4[i] is the i-th element of the feature vector ¢;.D,.

Example 4 (Similarity between tuples). Consider the feature vectors on attribute Type in
Fig. 2. The similarity between ¢; and ¢, on aggregate features Typecount, TyPecount
unioues and Typegrpouenr are all 1. On the distribution feature Dy, in Fig. 3, the
similarity between ¢; and ¢, is simDTW =0.67 *0.67+0+0=0.45.

Definition 3 is important since it gives us a ground to compare how features, either
aggregate or distribution ones, manifest the similarity between target tuples. For a
feature Ay, we can calculate the similarity simy(1,t,) for each pair of target tuples (%,
t;). We define the similarity matrix of the feature using such similarity values.

Definition 4 (Similarity matrix). Let 7,,..., #y be the set of all target tuples and N be the
number of target tuples. For a feature A, the similarity matrix of Ais defined as

VA = [sim, (2t )i jen- 3)

Example 5 (Similarity matrix). Suppose in our running example, the target relation
LOAN contains only three target tuples whose distribution feature vectors on Type are

shown in Fig. 4. The similarity matrix of Dy, is [0.56 045 0.67].
045 0.56 0.67
067 067 1

Using the similarity matrices, we can measure the feature similarity. Particularly, we
are interested in similarity between a feature and the class distribution feature, which
is a kind of distribution feature where the vector contains one land O for others.

Definition 5 (Feature similarity). The similarity between a feature A;, no matter an
aggregate one or a distribution one, and the class distribution feature D, is defined as

voeyh 4)

sim(D,,A;) = W

It indicates that, in order to achieve a high similarity to a class distribution feature, a
feature on an attribute A needs to manifest all tuples in the same class in a small num-
ber of values in the domain of A. In other words, those specific values in the domain
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of A should have a high utility in discriminate a class from the other. Note that the
denominator |Vl penalizes features on which tuples in all classes have similar distri-
butions. Such features are thus not informative in classification.

Compared to information gain and some other measures of feature utility in classi-
fication, the similarity-based measure considers the distribution of tuples in different
classes on the feature, which can effectively support feature selection specific for
accurate classification.

4.3 Feature Selection

Based on the feature similarity, we propose a feature selection method (Algorithm 1)
for multi-relational classification. Our method iteratively selects features with high
utility in discriminating a class from the other. A feature Ay is selected if (1) the simi-
larity between Ay and the class distribution feature is over a threshold min_sim, and (2)
the similarity between A, and every pertinent feature selected already is smaller than a
threshold max_select, in order to avoid redundant features. To evaluate all candidate
features efficiently, we adopt a heuristic search and update the candidate feature set
and pertinent feature set dynamically. We also adopt the tuple ID propagation tech-
nique [11] to avoid joining relations physically. When considering a background
relation R;, for each tuple 7 in R;, the IDs of target tuples joinable with ¢ are propagated
along the join path and recorded in R; for further transferring. With these IDs, it is
unnecessary to physically join relations and form a universal relation when calculat-
ing similarity between features.

Algorithm 1. Feature Selection

Input: target relation R, and a set of background relations {R;, R,,... , R,},
class label attribute A,

Output: a set of pertinent features

pertinent feature set P empty, candidate feature set C empty
activate R,
for each relation R; that joins with R, directly
activate R;
repeat
select feature Ay in C of the maximum similarity
if sim(D,, A; ) <= min_sim, then break
remove Asfrom C
. ifexist A/ in P that sim(A; A;’ ) >= max_select, then continue
10. add Ainto P
11. for each target tuple ¢;
12. if cover(t;) <= min_cov, then increase the weight of #; in the weight matrix W
13. if Wis updated, then update the similarity of features in C
14. for each inactive R; that can be appended to a path from R, to R; which contains A
15.  activate R;
16. end
return P

OO W=
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Activating a Relation. In Lines 2, 4 and 15 in Algorithm 1, the operation of activating
a relation R; includes the following steps. 1) propagate target tuple IDs to R;, 2)
generate features including both aggregate and distribution ones from each attribute A
in R;, 3) for each extracted feature A, calculate sim(D,, Ay), and 4) add each Ay with its
sim(D,, Ay) into the candidate set C. Once a feature Ay of the maximum similarity is
selected, suppose R; is the relation contains A, and there is a join path from R, to R;
through [ relations {R; ],...,R,-I}. Then, for each inactive relation R; which can be

appended directly to any relation in {R, R;,....R;, R;}, R; is activate (Line 14 to 15).
Boosting Coverage of Examples. When a feature Ay is selected such that A is not in
the target relation, the feature may cover only a portion of target tuples. Although A,
has high utility in classification, it cannot classify target tuples that are not covered by
Ay. Therefore, we should pay more attention on the tuples that are not covered well by
the features selected already in the progressive feature selection procedure. A weight
matrix is to trace how well each target tuple is covered by features selected so far.
Let 1;,..., ty be the set of all target tuples. The weight matrix W is defined as

W = [weight(t,,t )]s j<n- (%)

The element W;; is set to 1 as default.
Using the weight matrix, we integrate the coverage information into the similarity
calculation between a feature Arand a class distribution feature D, as follows.

W-vPy.y™ (6)

sim(D_,A,) = ‘W.Vuf‘_ v

In each iteration, after a feature is selected, suppose there are x features selected so
far. For each target tuple ¢, suppose ¢ is covered by x; features selected. Then, we cal-
culate cover(t;) = x/x. If cover(t;) is lower than a threshold min_cov (min_cov<I), we
adjust the weight of ¢ in the weight matrix W by increasing row i and column i b
(b>1) times. Once W is updated, sim(D,, A;) for each Ay in the candidate feature set C
should be updated. The weight adjustment process is in Lines 11- 13 in Algorithm 1.

5 Data Transformation

A propositional classification method, which builds a classifier on a single relation,
takes a set of attribute-value pairs as input. For each aggregate feature A, selected,
1.A e, Tor each target tuple ¢ is the corresponding value. For each distribution feature
D,, t.D, is a vector (py,..., p,). Thus, the critical issue in data transformation is how to
transform £.D, into an appropriate value for each target tuple 7.

Transforming a vector into a value inevitably leads to information loss. We want to
reduce the cost in classification accuracy as much as possible. For example, we can
use distance-based method [16] to transform the distribution vector into a value. We
can compute the centroid O of all target tuples. Then, 7.D, for a target tuple ¢ can be
transformed to the Euclidian distance between t.D,4 to the centroid O.

Example 6 (Distance-based transformation). Suppose there are in total 8 target tuples
in a training set and 7Dy, for each tuple is shown in Fig. 4(a). In distance-based
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transformation, the centroid of distribution feature Dryy,, is (0.75, 0.25). Thus, t;. Dz,
is transformed to+( 0.75—1 % +(0.25-0 } =0.35 .

In distance-based transformation, all distribution feature vectors of the same distance
to the centroid are transformed to the same value. For example, in Fig. 4(a) #; and #;
have the same value on D, after transformation, though their distribution feature vec-
tors are very different.

To reduce information loss, we propose a new transformation strategy based on
similarity analysis among tuples.

| :0.75, withdraw:0. Dripe f
{eredit0.75, withdraw:0.25) v Vo,

Loan Dryeelt] oaN [Vt [1 1 05 1 1 1 0 05] Cosetol

t1 | [credit:100%) 1 035 I 1051 1 1 005

12 | [eradi:100%) 2 | 035 | (g5 05 0% 05 05 05 05 05 075+ * LA

43| [cradiS0%, withdraw:S0%) 3 | 035 11051 1 1 005

W@ | [credmii00%) E> w | o35 L os e I:> 0.5 . .
t5 | [credit:100%) 5 | 035 | ' 03 L1608 0.25 .

t6 | [eradm:100%) " 0.35

7 | [withdraw:100%) 7 11 | 1500 0 1 05 Clseto

18 | [cradit:S0%,withdraw:50%) @ .35 0% 0% 05 05 05 0% 05 0% t1 2 t3 t4 t5 th t7 8

(=) (L]

Fig. 4. Transformation with (a) distance-based method and (b) similarity-based method

Definition 6 (Similarity-based transformation). Let ¢,,..., ty be the set of target
tuples. We transform a distribution feature vector £.D, to vp,(1) such that

vy, (1) = %i simy, (4,1,). )

i=1

Example 7 (Similarity-based transformation). Consider the data in Fig. 4(b). The
similarity vector VDI is also shown in the Figure. The similarity transformation

transforms ;. Dryp, to (1+1+0.5+1+1+1+0+0.5)/8=0.75. The other distribution feature
vectors can be transformed similarly and the results are shown in Fig. 4(b).

In similarity-based transformation, t.D, is transformed to the average of the similari-
ties between 7.D, and the other distribution feature vectors on Dy. If vp,(2) is close to
1, ¢ has a value distribution on A similar to those of the other target tuples. In other
words, ¢ is an ordinary tuple according to A. If vp,(?) is close to 0, ¢ is different from
other target tuples in distribution on A.

The similarity-based transformation strategy works well under the hypothesis that
the target tuples in the same class have high similarity to each other and low similarity
to tuples in other classes on D,. This hypothesis is implemented by the evaluation
measure used in feature selection procedure where the selected features have high
similarity with class distribution feature Dc.

6 Experimental Results

To evaluate the performance of our general approach for multi-relational classification,
we first implement it to build a SVM classifier, denoted by MulSVM. We evaluate the
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effectiveness of the feature generation and selection approach and the feature computa-
tion method based on similarity analysis. Then we implement our general approach to
build classifiers using other propositional classification methods, and make compari-
sons with ILP approaches on both accuracy and efficiency.

We use the propositional classification algorithms in WEKA'. In the feature selec-
tion, min_sim is experimentally set to 50% of sim(D,, Aof) with the first selected Aof.
max_select is set to 0.8 and min_cov is set to 0.5 experimentally, which means if
cover(t;) for a target tuple t;is less than 0.5, the elements in row i and column i of W
should be increased by b times. The parameter b is set to/2 in our experiments.

We compare with a classical propositionalization approach RelAggs [15] and an
efficient ILP approach CrossMine [11]. We employ various approaches including 1)
SVM, 2) J48, a decision tree method, 3) PART, a rule-based method, and 4) Logit-
Boost (LB for short), a boosting method for RelAggs and our general approach. All
parameters involved are set as default in WEKA. All experiments are run on a
1.5GHz Pentium 4 PC with Windows XP. We adopt a 10-fold cross validation.

We use five real data sets’, including 1) Mutagenesis (Muta), a standard dataset in
relational learning, 2) Financial Database (F-DB), a benchmark back finance database
whose schema is shown in Fig. 1, 3) East-West (E-W), a classical relational learning
problem in machine learning, 4) Alzheimer toxic (A-t), a relational dataset of disease,
and 5) Drug pyrimidines (Drug), a relational dataset of drugs.

6.1 Evaluating MulSVM

In this experiment, we evaluate the effectiveness of the feature generation and selec-
tion approach and the feature computation strategy in MulSVM. The following ap-
proaches are implemented to make comparison. 1) The naive solution (Naive), using
all and only aggregate features, without feature selection, 2) The only-aggregate solu-
tion (OnlyAggr), using the same feature selection strategy as MulSVM, without dis-
tribution feature generated, 3) The distanced-based solution (Distance), using the
same feature selection strategy as MulSVM, but using distance-based transformation
method on distribution features.

The accuracy and running time of these approaches are given in Table 1. On most
data sets, MulSVM has the highest accuracy. It is much faster than the Naive method.
It performs better than the Naive solution in most cases, because it introduces distri-
bution features for nominal features. Compared to OnlyAggr and Distance, MulSVM
with the similarity-based feature computation method performs better than aggrega-
tion only and distance-based methods, expect on date sets Alzheimer and Drug. On
those two data sets, most of the methods have the same accuracy because no distribu-
tion features are selected.

This experiment indicates that the feature generation method and the similarity-
based feature computation strategy in MulSVM improve the accuracy and
efficiency.

! http://www.cs.waikato.ac.nz/ml/weka/
% http://www.cs.waikato.ac.nz/ml/proper/datasets.html
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Table 1. Accuracy/running time analysis (in percentage/second, best results in bold)

Muta F-DB E-W A-t Drug
Naive 862 14 87 69 80 0.1 89.6 11.2 98.1 7.8
OnlyAggr 878 0.9 868 4.1 75 <01 912 557 984 54
Distance  87.2 1 86.8 4.1 80 <01 912 61 984 4.6
MulSVM  87.8 1 873 44 80 <01 912 614 984 5.5

6.2 Evaluating the General Approach

We implement the general approach proposed in this paper with some other proposi-
tional classification algorithms, denoted by MulJ48, MulPART and MulLB. We com-
pare the performance of these approaches with the corresponding RelAggs-methods
and CrossMine. The accuracy and running time are shown in Table 2.

We observe the following results. First, the accuracy of Mul-methods is better than
RelAggs-methods on most data sets, especially on Alzheimer and Drug datasets. It is
because Mul-methods use distribution features and the similarity-based feature com-
putation strategy, which provide more useful information than RelAggs-methods. On
data sets Alzheimer and Drug pyrimidines, Mul-methods have a much higher accu-
racy than all the other algorithms, with improvement up to 19% and 15%.

Second, only CrossMine is competitive with Mul-methods in efficiency. The Mul-
methods prove to be fast even compared to CrossMine on Mutagenesis, Financial and
East-West data sets. On Alzheimer data set, Mul-methods are slower than CrossMine
because of frequent similarity update due to low tuple coverage. The running time of
Mul-methods is only 1%-10% of that of the Relaggs-methods. Both Mul-methods and
CrossMine adopt the tuple ID propagation to avoid joining relations physically. This
experiment proves the effectiveness of our approach for multi-relational classification.

Table 2. Accuracy/running time analysis (in percentage/second, best results in bold and second
with underline)

Muta F-DB E-W A-t Drug
MulSVM 878 1 873 44 80 <01 912 614 984 55
RelAggs_SVM 79.8 73 826 125 80 9 857 463 934 322
MulJ48 888 08 87 43 75 <01 976 584 985 53
RelAggs_J48 856 74 882 124 80 9 929 462 934 324
MulPART 862 09 848 45 80 <01 988 585 984 53
RelAggs PART 872 7.1 89 127 80 9 939 465 945 334
LB 899 08 898 45 85 <01 963 593 942 56
RelAggs_LB 8.1 73 8 125 8 9.1 806 465 822 324
CrossMine 819 13 873 97 80 0.1 94 0.4 88.2 3.1

In order to evaluate the efficiency and scalability further, we also construct a syn-
thetic database. We generate a relational schema with r relations, including a target
one. For each relation, there are a attributes. For the target relation, a nominal attrib-
ute is used as the class label attribute. The primary-keys are randomly generated, with
the restriction that there is at most one for each relation. For each primary-key there
are f corresponding foreign-keys randomly located in the other relations. n tuples are
generated for each relation.
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First we design a series of databases with the same schema except for the number
of tuples. We generate 5 relations for each database, 5 attributes for each relation and
2 foreign-keys for each primary-key (Syn_DB_R5A5F2). We compare the running
time of MulSVM (MulSVM represents all Mul-methods because SVM performs
slowly on large data set), CrossMine, and RelAggs-methods (RelAggs_J48 represents
all RelAggs-methods except RelAggs_SVM). The results are shown in Fig. 5(a).

We design another series of databases with the same schema except for number of
relations. We generate 10, 20, 50, 100 and 200 relations, respectively, 5 attributes for
each relation and 2 foreign-keys for each primary-key. We fix the number of tuples in
each relation to 500 (Syn_DB_ASF2T500). Results on running are shown in Fig. 5(b).

= MulSVM
#— CrossMine & MulSVM
8000 4 RelAggs-SVM o ::;sm;‘n;m
v Relaggs-J48 S : Remﬂgﬂﬂ
7000 <— RelAggs-PART] 89
/ < RelAggs-PART,
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Fig. 5. Running time comparison (a) as number of tuples grows on Syn_DB_RS5SASF2, and (b)
as number of relations grows on Syn_DB_ASF2T500

When the number of tuples increases, MulSVM is comparative to CrossMine in ef-
ficiency, which is much faster than the RelAggs-methods. The running time of
RelAggs_SVM grows dramatically compared to the other RelAggs-methods in Fig. 5
because SVM is inefficient on large data sets with excessive features that RelAggs-
methods generated. However, MulSVM performs efficiently even on large data sets.
On the other hand, as the number of relations increases in Fig. 5(b), MulSVM is also
as efficient as CrossMine, which is one of the most efficient ILP algorithms in multi-
relational classification. In conclusion, we demonstrate in this experiment that Mul-
methods are preferable to classical ILP approaches on both efficiency and accuracy.

7 Conclusions

In this paper, we develop a general approach for multi-relational classification using
feature generation and selection. We propose a similarity-based feature selection
method for multi-relational classification, and a similarity-based data transformation
method to construct feature values. An extensive empirical study verifies that our
approach is accurate, fast and scalable. As future work, it is interesting to explore
extending our approach for other multi-relational data mining tasks.
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Abstract. Support Vector Machines (SVM) are believed to be as powerful as
Artificial Neural Networks (ANN) in modeling complex problems while avoid-
ing some of the drawbacks of the latter such as local minime or reliance on ar-
chitecture. However, a question that remains to be answered is whether SVM
users may expect improvements in the interpretability of their models, namely
by using rule extraction methods already available to ANN users. This study
successfully applies the Orthogonal Search-based Rule Extraction algorithm
(OSRE) to Support Vector Machines. The study evidences the portability of
rules extracted using OSRE, showing that, in the case of SVM, extracted rules
are as accurate and consistent as those from equivalent ANN models. Impor-
tantly, the study also shows that the OSRE method benefits from SVM specific
characteristics, being able to extract less rules from SVM than from equivalent
ANN models.

Keywords: Data Mining, Support Vector Machines, Artificial Neural Net-
works, Orthogonal Search-based Algorithm, OSRE, Pedagogical, Decomposi-
tional, Rule Extraction.

1 Introduction

Support Vector Machines (SVM) proved to be accurate analytical tools, quite able to
predict complex relations in various application fields. Similarly to Artificial Neural
Networks (ANN), such accuracy stems from their ability to represent any given func-
tion [1] [2] [3] or to define complex decision boundaries. Despite their predictive abil-
ity, ANN and SVM have well-known drawbacks such as their black-box approach to
modeling and the ensuing lack of transparency. What can be learnt from their systemic
underlying knowledge representation is little more than a set of weights, activation
functions and optimal parameters, discovered during the Neural Network training, or
the kernel function and the optimized parameters of the Support Vector Machine. Hid-
den inside such complexity is an eventually meaningful relationship between inputs
and predicted values.

Given the obvious need to understand the underlying learning mechanisms of
ANN, in recent years authors have proposed varied techniques to overcome this miss-
ing transparency. However, there is still a demand for a unified rule extraction method
that encompasses ANN and SVM, ensuring a compromise between accuracy and
fidelity to the original models, together with consistency and comprehensibility, while
being highly portable between different algorithms.

L. Cao, J. Zhong, and Y. Feng (Eds.): ADMA 2010, Part II, LNCS 6441, pp. 342010.
© Springer-Verlag Berlin Heidelberg 2010
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The paper demonstrates a quite successful application of the Orthogonal Search-
based Rule Extraction algorithm (OSRE) [4] to Support Vector Machines modeling.
Results obtained with Artificial Neural Networks and the same rule extraction meth-
ods are used as benchmarks, showing that the use of OSRE with SVM is capable of
maintaining the accuracy of the original classifiers while extracting, in both cases, a
consistent set of rules.

2 Rule Extraction

Figure 1 displays chronologically the most relevant algorithms hitherto proposed to
extract rules from ANN or other modeling tools. In Figure 1 algorithms are further
organized according to the translucency of the rule extraction algorithm [5].

The translucency criterion considers the techniques perception of the learning
method, thus creating three broad families of rule extraction approaches: the decom-
positional approach, the pedagogical approach and the eclectic approach.
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Fig. 1. Rule Extraction Methods organized by broad families and by year

The decompositional approach extracts rules at the level of the individual units by
analyzing the activation values, weights and biases of the Neural Networks and the
kernel function, vectors and optimization parameters of the Support Vector Machines
[5]. Its disadvantage lies in its dependency on the learning mechanism coupled with
the inability to accurately derive the logic of the underlying decision surface [4] [5].

The pedagogical approach used considers the trained ANN or SVM as a black box
and using the classifier algorithm as an oracle through which it tests its predicted
responses [5]. While changing the input values, rules are extracted which express the
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relationship between inputs and outputs of the Neural Network or Support Vector
Machine. The main issue with most pedagogical approaches is that they are exponen-
tial in their complexity [4]. The number of rules grows at a rate of k", with n being the
number of input variables with k possible values. Nevertheless, they are highly port-
able due to their ability to operate with all types of classifiers.

Finally, the eclectic approach incorporates elements of both decompositional and
pedagogical rule extraction techniques. The algorithms of the eclectic type use the
internal architecture of the trained ANN or SVM to complement a symbolic learning
algorithm [4] [5].

3 The Use of OSRE with ANN

The Orthogonal Search-based Rule Extraction algorithm (OSRE) from Etchells and
Lisboa [4] is a successful pedagogical methodology often applied in biomedicine (see
[6] [7] [8] [9] and others). OSRE possesses the attractive characteristic of reducing
the problem from exponential to linear in terms of the number of inputs [4] and is
based on a formalism proposed by Tsukimoto [11]. OSRE extends the algorithm
proposed by Ruleneg [10] to ordinal and continuous variables using