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Abstract. The chapter presents the design, implementation and testing of the mon-
itoring solution created for integration with a workflow execution platform. The
monitoring solution is a key for modeling and performance analysis of Grid sys-
tems considered as a networking and collaborative systems. The monitoring solution
constantly checks the system evolution in order to facilitate performance tuning and
improvement. The novelty of the work presented in this chapter is the improvement
of distributed application obtained using the real-time information to compute esti-
mates of runtime which are used to improve scheduling. Monitoring is accomplished
at application level, by monitoring each job from each workflow and at system level,
by aggregating state information from each processing node. The scheduling perfor-
mance in distributed systems can be improved through better runtime estimation and
the error detection can automatically detect several types of errors.

1 Introduction

Achieving performance in the environment of the Grid is difficult because of the
heterogeneity implied by such a Large Scale Distributed System (LSDS) and be-
cause the Grid itself is not a stable platform. One of the promises of the Grid is
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reliable operation at a small cost, compared with high-end conventional computer
systems, because the reliability could come from software, rather than expensive
hardware [1]. Because of its geographical dispersion, Grids are not prone to many
kinds of failures that would make other systems unusable, such as power or network
failures). The Grid management software can send automatically resubmit jobs to
other machines when a failure is detected, but failure detection, which is based on
profiling and end-to-end monitoring, turns these features into requirements in order
to make the Grid promise or reliability possible.

In a dynamic, heterogeneous environment such as the Grid, monitoring is the
first step towards building a reliable system form an unreliable one. An end-to-
end monitoring system that takes into account the various possible uses in the
Grid environment of the monitored data is a solution for application like satellite
images processing. The main focus using monitoring is have a mechanism for per-
formance analysis based on behavior models, in order to handle both current com-
plexity of systems design and collaborative interactions. Validation of the analysis
using simulation tools or real testbed infrastructures proves the correctness of pro-
posed solution.

The chapter is structured as follows. Section 2 presents the related work and in-
troduces the gProcess architecture. In section 3 the goals of the proposed monitoring
solution are presented. Monitoring system architecture is described in section 4 and
the components description is presented in section 5. Section 6 presents the applica-
tion runtime estimation, process based on monitoring information and very impor-
tant in workflow execution. Testing and results for the proposed solution is analyzed
in section 7. In section 8 we conclude on the presented solution and experimental
results.

2 Related Work

The proposed monitoring solution is built on top of a workflow-based satellite image
processing engine which is being built in the context of the SEEGRID research
project. This engine, named gProcess, decomposes image processing workflows into
operators which are then run on clusters [2][3].

The initial architecture of gProcess was design based on client-server application
paradigm (see in Figure 1)[12]. A client sends a image processing request specifying
a workflow and the appropriate inputs to the gProcess web services (1) through
a locally installed client application. The web services separate the workflow in
operators; jobs are created and then send by the scheduler to be executed on a gLite
worker nodes from a gLite cluster (2). The output follows the reverse path, until it
reaches the user [13][14].

Two workflow types are already available for use in gProcess, the Enhanced Veg-
etaion Index (EVI) [15] and the Difference Drought Index (NDDI) [16].

A workflow instance adds the corresponding input files so that the processing can
be started. The workflow works with multi-spectral satellite images. Basic transfor-
mations operate on a single spectral band and define operators in a workflow. They
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Fig. 1 The initial gProcess architecture; it was changed while implementing the monitoring
solution

can compute arithmetic transformations on two images, like the Subtraction (Sub)
and Addition (Add) operators, or on one image and a floating point number, like the
Multiplication with constant (MultFloat) and Division operators. Some arithmetic
transformations require only an image, without a second parameter, like the Com-
plement (Compl) operator. Basic transformations can compute geometric transfor-
mations, like rotation, scale and translation, or visualization transformations, such
as edge detection or spot detection. These transformations map to operators in gPro-
cess terms, which means they are similar to jobs.

Monitoring Agents using a Large Integrated Services Architecture (MonALISA)
[5] is a distributed monitoring system built using a dynamic distributed architecture
based on autonomous agents that interact an collaborate in order to perform informa-
tion gathering and processing. The advantage of such architecture is its scalability.
This tool has a good integration with existing monitoring tools and utilities and al-
lows collection of various types of parameters about computational nodes, networks
as well as custom application parameters. Based on Java, JINI and web services,
MonALISA is used non-stop in more than 350 sites; it’s perfectly suited for around
the clock operation because it can easily adapt to dynamic changes in the environ-
ment. The real-time data visualization feature of MonALISA is an important feature
which has proven valuable during the course of this project. A MonALISA repos-
itory, which includes a powerful data visualization and analysis engine is used for
retrospective data analysis. The repository is built using enterprise java technology
running on a Tomcat web server, around a scalable and fast database engine (Pos-
greSQL). As far as programming language integration, MonALISA allows sensor
creation using Java, C, C++, Perl and Python.
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3 Goals of the Monitoring Solution

The goals of the proposed monitoring framework are: offer sufficient error man-
agement (used for fault recovery), help scheduling improvement (through relevant
statistics), do thorough resource utilization accounting and be easily extensible and
reusable in another application.

A goal of the monitoring solution is to allow easy visualization of current (real-
time) and historical data. Accessibility of these visualization tools is important in
the context of the Grid: the more accessible the better. The perfect solution would
mean remote access to text based and graphical representations of the data gathered.

It is a primary goal of the monitoring solution to discover, log and announce any
condition that might affect the proper functioning of the system. The system should
also attempt automatic recovery after an error condition occurs (for example: set a
number of retries for a job that was not successful the first time). The monitoring
solution should make it easier for the scheduler part of the system to adapt to such
conditions.

Another important contribution of the monitoring framework in workflow ap-
plication concerns scheduling performance. Statistics gathered by the monitoring
subsystem can be successfully used to improve the quality of the scheduling [6] [7]
[8]. Furthermore, “the quality of the estimated [run] times is essential for the qual-
ity of the schedule” [9]. Because it offers real time information on the job runtime
in Grid environments, the monitoring system plays an important role in estimating
execution time. These estimates need not be very accurate to see an improvement in
schedule performance [10].

The monitoring data should be aggregated in such a way as to make it easier
for the workflow or application developers to identify bottlenecks and, once iden-
tified, to alleviate the problems. In the heterogeneous and rapidly changing context
of the Grid, extensibility and reuse are of utmost importance. The solution should
be portable to as many operating systems as possible and not be dependent of addi-
tional technologies.

4 Monitoring System Architecture

This paragraph describes the improved gProcess architecture, that integrates the
monitoring solutions component with the gProcess components.

The proposed, improved gProcess Architecture, consists of Client Application,
Web services, Scheduler, Job Management Unit, customized MonALISA Reposi-
tory, Monitoring Database Server, Automated Error Detection System and Statistics
Computing Unit. The client application is the application that requests the execu-
tion of a satellite image processing workflow. It can be located anywhere, but must
have network access to the GreenView web services, where it sends the request and
from where it gets the results back [13]. The gProcess web services are web ser-
vices built using Java, and deployed in GlassFish Enterprise Application Server
and contain scheduling and job management components which decompose the
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workflow into tasks, schedule the tasks for running on the gLite cluster, checking
that all dependencies are met and get the final output.

The MonALISA repository and database server collect the monitoring informa-
tion generated by the running jobs and store it for later visualization and accounting.
Monitoring information generated by the running jobs is collected and stored using
a MonALISA repository and database server, for accounting, visualization and post-
processing.

The relationship between all these components is shown in the following system
information flow diagram (see Figure 2). A client sends a image processing request
to the gProcess web services (1). These services separate the workflow in operators;
jobs are created and then send by the scheduler to be executed on a gLite worker
node from a gLite cluster (2). The worker nodes that execute the jobs (operators)
send monitoring data to a MonALISA Repository for visualization over the Internet
and also to a database server for extraction of statistical information (3). The auto-
mated error detection system and the statistics computing unit query the database
and update it to discover the errors and to reflect the updated statistics values (4).
The statistics are used by the scheduler to improve the scheduling process (5).

5 Components Description

The system components that required modification and adaptation to the new mon-
itoring solution are: Job Management Unit, Scheduler, Operator and Workflow
Engine. New components that were added are: Monitoring Sensors, Monitoring En-
gine, MonALISA Repository, Monitoring Database Server, Automated Error De-
tection System, Estimates Computing Unit, Scheduling Costs Wrapper Classes and
Notification Service. In this section a description of each of these components, pre-
sented (colored) in figure 3, will be offered.

5.1 Monitoring Sensors

Monitoring Sensors are the components that accomplish the actual extraction of
system and application parameters. Although MonALISA offers access to numerous
and diverse parameters, these are only system parameters, that do not characterize
evolution of the running job, but that of the system. Correlating the job and system
behavior remains is a difficult task without job parameters.

The proposed implementation contains custom sensors for systems parameters
(these are used if MonALISA does not supply a particular system sensor, or if
the sensor implementation is not compatible with the operating system used). A
more important feature of the monitoring solution is the possibility for the operator
creator to implement their own sensors, that may transmit job related information.
Correlated with the system sensors information, this allows better results in remote
profiling and system tuning using the proposed monitoring solution.
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Fig. 2 The improved architecture of gProcess, showing the implemented components of the
monitoring system and their integration with the original components. The diagram shows
the information flow through the system.
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Fig. 3 Monitoring System Components, represented as a stack. The components imple-
mented for the proposed monitoring solution are colored and the external libraries and frame-
works used are grayed out.

A small framework that allows for an easy to use, extensible sensors system has
been created and is running in the context of the operators that are in fact jobs in
a gLite cluster. Because gProcess is developed in Java, the easiest way to interact
with it is by writing all code in Java, which was the approach we took. Each op-
erator sent to be executed is wrapped by a special MonitoringOperator object that
adds monitoring capabilities and forwards all actual processing done to its wrapped
object. Practically, by adding this Monitoring Operator class and, with a small mod-
ification in the Operator loading code, monitoring capabilities have been added to a
pre-existing application. The goal of this approach was to be minimally invasive in
the pre-existing code and keep an elegant design nevertheless.

Because one of the goals of the monitoring solution was extensibility, the actual
sensors used are separate Java classes. These are dynamically loaded through Java
Reflection API and offer a very powerful extensibility feature to the system. It is
to be noted that the current implementation does not even require that these classes
implement a certain interface, only that the actual function that does the sensor data
retrieval taken no parameters and returns a double (unlike an interface, the function
name is not important). Each sensors class, being loaded on demand at runtime can
be sent to the worker nodes only when an operator uses it. This creates the possibility
of in place upgrades, without need of restart and thus without imposing downtime
to the system. In services where the Service Agreement requires a certain uptime,
this is especially important.

From the application (job) sensors implemented, the most interesting is the life
cycle step sensor, which allows knowing remotely the evolution of the running op-
erator, if it supports this. Such information may be useful in estimating the runtime
of that operator, in error checking and debugging (when an operator is stuck in a
certain life cycle stage) or in system tuning (the n-th stage of operator Add takes up
too many resources which shows developers where to optimize that operator).

The life cycle step of Jobs is a custom job (application) sensor type. In the graphic
presented in Figure 4, on the left, we see the evolution of an Add operator (life
cycle steps 1 to 4) and on the left, a simple operator (a RGB filter) who uses only
steps 1 and 3. The values, scale and type of application sensors depend only on the
application developer. In the background, the main window of the MonALISA Web
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Fig. 4 Monitored life cycle steps

Client is shown; in the right we see the sensor selection list which allows access to
the graphs for every sensor offered by the system.

5.2 Monitoring Engine

The Monitoring Engine handles the configuration of monitoring sensors and their
arrival at available data repositories. Because each operator might require different
sensors, each operator executed comes with a configuration file that indicates the
classes and function names of the sensors used. This configuration file can be easily
changed, for example to allow the same operator to use different sensors according
to which workflow it belongs or to allow the system to enter a debug mode where
the monitoring level is increased. These configuration files are in XML format for
easy processing by machines and humans and allow setting the interval between
consecutive sensor readings.

In the following example, a configuration file for monitoring sensors of operators
Sub and Add are displayed; the active sensors are located in a Java class called
SystemData (which contains most of the system parameters).The sensor frequency
is set to 5 seconds, meaning each 5 seconds, sensors are read and the data obtained
is sent to repositories. The sensor name is a string that identifies the values read
in the database, it might be different for different operators using the same sensor
and can be used as desired by the application administrator. The fragment shows a
possible configuration for the Add operator. This configuration is used by gProcess
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for workflow execution. The sensors used are listed in the operator node. The other
operator XML node (with the value of the name attribute “Operator”) is used in
case the configuration file is sent (possibly by mistake) as configuration for another
operator. These values are used as a failsafe (not having them means no monitoring
data is sent).

<monitoringData frequency="5">
<operator name="Add" class="SystemData">

<sensor name="user_cpu_load"
method="getCpu"/>

<sensor name="system_cpu_load"
method="getSysCpu"/>

<sensor name="used_swap"
method="getSwapUsed"/>

<sensor name="free_memory"
method="getFreeMemory"/>

<sensor name="free_memory_percent"
method="getFr[...]"/>

</operator>
</monitoringData>

The Monitoring Engine sends the sensors data to the repositories. To do this, another
problem must be solved, and that is assigning correct operator identity. Matching a
job with its appropriate sensor data is done based using an operator configuration
file which contains unique identifiers for an operator in the workflow (Add-1), the
workflow type (“EVI”), the workflow instance to which it belongs (for example
“EVI-24”), like in the following:

<operator name="Add"
workflowTypeId="EVI"
workflowId="EVI-24"
operatorWorkflowId="Add-1">

The workflow for EVI is sent by user to gProcess execution platform. The input data
for the workflow operators is accessed by gProcess in Grid using GridFTP protocol.

5.3 ApMon Usage

The Monitoring Engine uses ApMon, a Java library that works in conjunction with
a MonALISA farm. ApMon helps to send the parameter values to the MonALISA
farm which is installed on the gLite gateway. Because the farm is installed on the
cluster gateway, it can access (using the pbsnodes command) system statistics for
each node, including CPU and RAM usage. Several default sensors can be used to
monitor systems, using ApMon.
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5.4 The Choice of Data Repositories

The repositories included with the system are a database running on a MySQL
Server and a MonALISA Repository. Although MonALISA is the de-facto stan-
dard for large scale monitoring systems, we opted for a hybrid approach because of
the difficulty of using MonALISA to compute the statistics we desired. MonALISA
is used, in our solution, for visualization of system parameters in general. Because
application parameters are in general characteristic to the particular operator that
is running, relevant visualization is more complicated to do using the fixed 3-level
nesting level offered by MonALISA.

A main argument for not relying only on MonALISA is redundancy. Data is
kept in the MonALISA and MySQL databases increasing the data safety. Further
arguments for choosing this hybrid approach is that by doing this we obtain inde-
pendence on the MonALISA Version. To use MonALISA to calculate the required
statistics would have meant to directly access the MonALISA database (a clear
warning about the dangers of doing this is given by the developers) or to access
them through the supplied web services, which could potentially lock the moni-
toring framework into using a certain MonALISA version. Furthermore, choosing
another solution for data visualization is feasible with the current architecture.

Because one of the goals of the system was easy visualization and flexibility,
we used a customized MonALISA repository to create our own graphs of the mon-
itoring data gathered. A repository is also useful for controlling the data gathered
(relying on data stored in a third-party server, which you cannot control, is not wise).
The repository helps to achieve the goal of data visualization. The solution of using
MonALISA for this task meant that time is not wasted by writing code that already
exists and as an added advantage is the minimal number of bugs introduced (Mon-
ALISA code is used 24/7 in many large scale systems and its reliability is proven).

The customization of the default MonALISA repository was done in three dif-
ferent aspects: customizations affecting the interface, security customizations and
graphs creation. The most important change was the creation of new graphs. Each
graph has a title, a legend showing what signification has each data series and, ac-
cording to the graph type, some graphs offer a calendar control for the time interval
that should be plotted, a selection list o choose the farm that provides the data that is
plotted and a possibility to select only certain series to be represented in the actual
graph. Few graphs also offer links to related graphs (see Figure 5).

The graphs are structured in three categories, according to their purpose, as
shown in the following screenshot of the MonALISA customized menu. Some
graphs are used to monitor the sensors form all nodes; these graphs allow visual
representation of CPU History, Memory Usage History and combined view of both
of the above. The second category of graphs shows the values of the runtime es-
timates for the available workflows. These show both the real time values (as pie-
chart) for these estimates and the history (as x-y charts). The third graphs category
is the one that allows visualization of server sensors only; these graphs are use-
ful in server profiling and performance tuning. From the MonALISA perspective,
the created graphs are classified as: pie charts (real-time runtime estimates for EVI
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Fig. 5 MonALISA Repository customized menu

workflow), history (CPU, memory usage), real-time (server CPU usage in real-time)
and combined (CPU and memory combined).

A important part of the graph creation effort was spent on making the current
implementation to be flexible enough to support the further development of the
gProcess platform. Here, we find that the servers used (scheduler and web services
servers) are discovered dynamically. When adding a new server to the system, there
is no need to modify this graph; just start the server monitoring and the data will
appear in the servers CPU history graph.

5.5 Monitoring Database Server

The second type of data repository used in the solution is a MySQL database server;
the server is used to compute statistics later used for scheduling improvement, to
identify errors and to more easily search through the monitoring data (without the
three level limitation of MonALISA).

Because the statistics use the computation of operator runtime, the database con-
tains a table for logging the start and stop time for all operators, as well as their
identification information. When all operators from a workflow instance are fin-
ished, the statistics for the workflow instance can be calculated. The single per -
workflow statistic is the perceptual runtime estimates for operators in a workflow,
described in the next chapter. This estimate is computer using a trigger and stored
procedures.
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5.6 Automated Error Detection System

Currently, the system detected errors are timeout and job duplicate errors. To mark
timeout jobs, the operators whose end time is not set in the corresponding database
table after a set amount of time are moved to a special table. The simplest fault toler-
ance method that can be built upon such error detection mechanism, is the job retry
method (the scheduler can attempt to reschedule them). This creates a simple error
detection system and allows fault recovery system at the same time. Other types of
errors can be added to the same table but specific methods of identification should
be devised for each of them. A version of such method is already implemented by
gLite but it does not always work, because job errors are not detected by gLite. This
is a major advantage for the error detection system, but it further work is needed
to identify possible job-related errors and add the detection mechanism to the other
error detection database functions.

5.7 Notification Service

The Notification Service is a program, created to be run periodically (maybe as a
cron job in Linux environment) which send notifications to the administrator con-
cerning the errors that have been discovered. Now, it supports ending email (plain
text and html with images) and is implemented as Java classes.

5.8 Estimates Computing Unit

The Estimates Computing Unit updates the runtime estimates to the latest values
after a workflow is finished. This is accomplished through a trigger that checks, on
insert, in the table that logs the start and end times of operators, that a workflow
has been successfully finished. It uses the previous statistics and the current values
obtained from the newly executed workflow to obtain new estimates (statistics) for
the next execution of that particular type of workflow. These estimates values are
the sent to the MonALISA Repository for storage and visualization.

5.9 Scheduler Costs Wrapper

The Scheduler Costs Wrapper classes allow the scheduler to access the runtime
statistics computer by the Statistics Computing Unit and saved in the Monitoring
Database Server. These Java classes ease the job of the scheduler by aggregating and
simplifying access to the runtime estimates. These are kept in a type safe (generic)
hash map and are extracted atomically from the database. The atomicity needs to be
maintained in order for the percentages for all operators extracted to have the sum
of 100. For the scheduler, this is not an absolute requirement, but worse schedules
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might still appear in rare cases, which might lead to longer total execution times.
This wrapper over the statistics database might also be used as a base class for other
scheduler cost computing classes if the scheduling algorithm uses other kind of costs
than those provided.

5.10 Goal Related Issues

The generality of the solution was a main concern. The solution was tested inside
and outside(in large distributed systems) of the Grid environment, where it per-
formed according to specifications. It is expected that reuse and extensibility are
more than enough to assure fast development times for applications that choose the
proposed monitoring solution.

6 Runtime Estimation

Previous solutions to assigning a cost to each Grid job involved estimating the actual
runtime of a job. However, this is a difficult problem to solve, even if that job has
been run already, in the past. These difficulties arise from job parameters being
different (an image of a much larger size as input would lead to a larger runtime) or
because of the dynamic nature of the Grid environment.

6.1 Using Statistical Data to Estimate Runtime for Jobs

Some batch queuing systems require the user to provide job runtime estimates, in-
stead of trying to statistically compute them. Research has show that these estimates
are wildly incorrect, with up to 60% of jobs using less than 20% of the estimated
time [11]. Many factors contribute to this discrepancy between estimated time and
real job execution time. One such factor might be that many jobs crash immediately
as execution starts; the inherent difficulty of estimating runtime and the varying load
of the systems used can be another.

A contribution of this chapter is proposing new, relative estimates of the runtime
of related jobs, in the context of workflows. The proposed solution offers a operator
cost computing component which associates a certain cost to each operator used in
a certain position in a workflow. The cost assigned to each operator is an estimate
of the runtime of the operator divided by the runtime of the workflow and scaled to
100. This information is computed statistically using data from all instances of that
particular operator in that particular type of workflow, that were run in the system.

In general, the cost associated with the execution of an operator in the N + 1 ex-
ecution of a certain workflow w f should be estimated using a particularization of
the following formula: Cost ′w f

op (N + 1) = f (Costw f
op (1),Costw f

op (2), . . . ,Costw f
op (N)),

where: Costw f
op (k) is the measured cost of the execution of operator named op in
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the k-th execution of workflow w f in the system. It is not estimated, but computed,
because the running time of the operator and its workflow is known. Cost ′w f

op (N +1)
is an estimate of the cost of the next operator, used in the scheduling of the op
operator in the w f workflow. For example, a cost is associated with the first Subtract
operator in the EVI workflow type: CostEVI

Sub−1 = 1.25 [13].
The initial cost of each operator in a workflow can be set by the programmer, but

default values are assigned automatically if this is not done. Default values assign
the same cost to each operator in the workflow. Although this might not be a good
approximation, the statistical engine will update these parameters to more realistic
values as soon as the workflow is run a few times.

Notice that the operator cost is in relation only to the runtime of other operators
from the same workflow (dependent on the same inputs) and not to those in other
workflow. This is an improvement over other estimation methods, because the re-
lationship between runtime of operators in different workflow types is uncertain.
Also, this cost is updated with each new workflow execution, which means the cost
is adjusted when changes caused by the dynamic nature of the Grid occur (for ex-
ample, other type of machines are installed, and they execute some operators faster
and other slower; this might happen when the IO bandwidth is decreased, but the
FLOPS are increased on the new hardware).

Because the number of executions of a workflow can potentially be very large,
using data from all the past executions to calculate an estimate can thus cause per-
formance problems. This is why we preferred to use a simpler formula, one that
does not need the cost of every execution of that operator. We have chosen to use
only the previous estimate and the last actual execution cost to computer the next
estimate of the cost: Cost ′w f

op (N + 1) = f (Cost ′w f
op (N),Costw f

op (N)).
Because the updated cost is not needed instantly, it is also feasible to use the

complete formula and just choose a particular function f . However, the computing
cost is not justified, for reasons discussed below.

Table 1 Relative runtime (out of 10) for the first 5 executions of the EVI workflow

Workflow ID EVI-135 EVI-136 EVI-137 EVI-138 EVI-139
Input Images Romania Japan Italy France South America
Images Size 2480*3508 5800*7200 3933*4717 5200*4000 5940*8520

MultFloat-5 1.03 1.06 0.84 1.02 1.06
MultFloat-8 1.03 1.03 0.90 1.02 1.06
Sub-3 1.61 1.41 1.81 1.58 1.58
AddFloat-11 1.26 1.03 0.90 1.02 0.95
Add-9 1.49 1.70 1.94 1.64 1.60
MultFloat-14 1.03 1.03 0.84 1.07 1.08
Add-12 1.49 1.06 0.84 0.96 1.06
Div-15 1.03 1.06 0.84 0.96 1.06
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Considering the simplification above, the problem remains to choose the function
f so as to balance the following requirements:

• Quick adaptation to workflow pattern change.
• Good resistance to few statistically aberrant results
• Proven to respect the fundamental characteristic that ∑opCost(op) = k (The sum

of the estimated cost of all operators in a single workflow w f , estimated at any
moment, should be equal to k, where k is a fixed constant).

The sum of the costs associated to the actual runtime of the operators for a workflow
is considered to be k. This is consistent to a cost that represents a percentage of the
workflow runtime, if run on a single machine. We propose two potentially good
formulas for runtime estimates, considering the previously mentioned restrictions.

The FPE Formula. The first formula considered has a fixed percentile adjustment
rate:

Cost ′w f
op (N + 1) = Cost ′w f

op (N)∗ (1− p)+Costw f
op (N)∗ p.

Proof of Correctness of FPE Formula. For simplification, we will consider
op′1 . . .op′n to be the estimated costs for the t execution of a workflow w f . We pre-
sume that these operator costs respect the formula ∑op′ Cost(op′) = k. We consider
that op1 . . .opn are the actual costs for these operators and we want to prove that
op′′1 . . .op′′n (the estimated costs for the t + 1 execution of the same workflow), re-
spect the same formula, ∑op′′ Cost(op′′) = k. The actual costs, because of the way
they are computed, respect the formula ∑iCost(opi)= k. Using these terms, the FPE
formula can be expressed as follows: Cost(op′′i ) = Cost(op′i)∗(1− p)+Cost(opi)∗
p. By adding the previous relation, for each operator in the considered workflow,
we get:

∑
op′′

Cost(op′′) = ∑
op′

Cost(op′)∗ (1− p)+∑
op

Cost(op)∗ p

By replacing the sums with their values (presented before), ∑op′′ Cost(op′′) = k ∗
(1− p)+ k ∗ p = k.

The DPE Formula. The second formula considered has a decreasing percentile
adjustment rate:

Cost ′w f
op (N + 1) = Cost ′w f

op (N)∗
(

1− p
N

)
+Costw f

op (N)∗ p
N

.

Proof of Correctness of DPE formula. The proof is similar with the proof for FPE,
but in this case p is variable and equal with p′ = p/N. By replacing in the previous
proof p with p′ we get the desired proof.
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6.2 Implementation of Runtime Estimates

The estimates are updated using a trigger on the database’s table that stores the start-
ing and ending time of operators. When the operator is the last one of its workflow,
the percentages of time spent running each operator from that workflow are com-
puted and these values are used to update the runtime estimates. After being updated,
the statistics values are sent to the MonALISA Repository for visualization.

7 Testing and Results

The testing of the proposed solution was done on a gLite production cluster from
University POLITEHNICA of Bucharest set-up for SEEGRID Project. The clus-
ter is a high performance cluster built around two cores: one with 32 dual-Xeon
computers with 2GB RAM and one with 48 P4 HT computers at 3GHz, connected
with a Gigabit network. Besides these components there are also storage servers
and auxiliary applications, as well as the pre-production cluster (24 P4 computers at
3GHz).

Fig. 6 The FPE estimates get close to their stable values after only a small number of execu-
tions of the EVI workflow

7.1 General Improvements

After the monitoring solution was installed in the cluster, the first improvement no-
ticed by the development team was that monitoring information about running jobs
was available with several (1-10) minutes earlier from the monitoring system than
from the gLite middleware. This might lead to an improvement of job performance
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if, for example, the scheduler policy for resubmitting jobs that fail took into account
the error identified by the monitoring system and not those provided by gLite. The
monitoring solution proved useful for the developers in identifying a bug that al-
lowed the jobs to remain on the worker nodes indefinitely after completion. Also, it
helped to show that the worker nodes were not fully stressed during operator execu-
tion, so further optimization of the image processing implementation is useful.

Because the monitoring system is not available at the time, a certain class of
monitoring data is not available. For example, monitoring during the decompress-
ing part of the script that contains the job that will be run, before the loading of the
Java operator that does the processing is not implemented. Thus, detecting missing
Java environment is not possible; a workaround might be found by using other Mon-
ALISA bindings, such as those for Python, but this would only mean changing one
dependency problem with another. A disadvantage of the runtime estimation sys-
tem is that it presumes identical machines in the cluster where a certain workflow is
run; the system adjusts well when replacing all processing nodes, but does not work
properly on heterogeneous clusters.

7.2 Reliability

The implementation used features such as: threads for isolation of the monitoring
code, UPD to mitigate timeout errors, MonALISA for scalability and redundancy.
The tests shows no sign of decreased reliability and, as expressed above, the moni-
toring system helped identify irreversible and unknown error types.

7.3 Runtime Estimates Testing

Tests were conducted using instances of the EVI operator showed that the estimates
tend to stabilize after a few workflows are executed. This is true for tests are run in
one job per worker node situation. Some clusters are configured to accept multiple
jobs at the same time, which might lead to bad estimates.

Tests performed on the SEEGRID cluster at night (low load) showed almost con-
stant estimates. Daytime tests (heavy load) lead to variations in run times of over
1000% which mean the data from executions that take place under uncontrolled
load should not be used to improve the estimates (we disabled the updating of the
estimates when the system load is larger than a set limit). The input images for test-
ing the runtime estimates consisted of satellite images of medium size, mentioned
in Table 1 and 2. This tables presents the estimation cost for the first five executions
of the EVI workflow.

The FPE estimates, presented in Figure 6 get close to their stable values after only
a small number of executions of the EVI workflow. This show that we have a short
overhead for estimation step and the costs for workflows could be used successfully
in a scheduling system.
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Fig. 7 The evolution of the two proposed estimated of the operator runtime relative to the
workflow, in the case of a single execution. DPE has the smallest variation, possibly leading
to better scheduling performance than FPE.

Because the test data showed no change in workflow profile, both estimates were
quick to adapt to the workflow profile. The DPE (p = 0.1) was much slower than
FPE, which can be attributed to a low value of p (the influence of the new runtime
value is small). A greater value for p would have helped in this case. The DPE tests
with p = 0.3 confirmed this, but the better adjustment rate proves to be a disadvan-
tage if the first few operators are not representative (typical) of the others, so this
makes high values of p usable only if the first executions of newly introduced work-
flows are run in a controlled environment. Lower p values have the advantage that
workflow types can be introduced at any time.

The Fixed Percentile Estimate (FPE) formula has the advantage of a rapid adap-
tation to changes in the execution profile of a workflow. The disadvantage is that it
will not reach a stable level, but will keep alternating, according to the variation of
actual execution results (see Figure 7).

The Decreasing Percentile Estimate (DPE) formula leads to better stability con-
sidering a stable workflow execution profile (after a number of execution, a new,
aberrant execution time will cause less change to the estimate) but this has the dis-
advantage that if workflow profile do change (an operator execution time changes
drastically compared to other operators in the same workflow) adaptation to the new
cost will be very slow. Because such changes appear rarely after a workflow is cre-
ated and it is easy to create another workflow with another name instead of using
the same one, the disadvantage becomes less important (see Figure 8).
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Fig. 8 The evolution of the two proposed estimated of the operator runtime relative to the
workflow, in the case of a workflow execution profile change. FPE is the quickest to adapt,
possibly leading to better scheduling performance than DPE.

Table 2 The FPE Evolution with p = 0.1 for the first five executions of the EVI workflow

Initial EVI135 EVI136 EVI137 EVI138 EVI139

MultFloat-5 1.25 1.23 1.21 1.17 1.16 1.15
MultFloat-8 1.25 1.23 1.21 1.18 1.16 1.15
Sub-3 1.25 1.29 1.30 1.35 1.37 1.39
AddFloat-11 1.25 1.25 1.23 1.20 1.18 1.16
Add-9 1.25 1.27 1.32 1.38 1.40 1.42
MultFloat-14 1.25 1.23 1.21 1.17 1.16 1.15
Add-12 1.25 1.27 1.31 1.38 1.41 1.43
Div-15 1.25 1.23 1.21 1.17 1.15 1.14

8 Conclusion

A modern trait in Grid monitoring systems is the increasing number of uses for the
collected data. One domain in which this data can have a significant improvement on
the performance of Grid application is using the real-time information to compute
estimates of runtime which are used to improve scheduling. The proposed estimates
proved were successfully used for the workflows tested.

Another such domain is automated error detection systems, which can improve
the robustness of Grid by enabling fault recovery mechanisms to be used. Both
these aspects can benefit from the particularization of the monitoring system for a
workflow-based application: the scheduling performance can be improved through
better runtime estimation and the error detection can automatically detect several
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types of errors. Of a fundamental importance in building such components for a
distributed application is using a real-time monitoring framework such as MonAL-
ISA, used for scalability.

The importance and value of this project rest not only in drawing the conclusions
mentioned above, but also in more concrete facts. The solution is used in the SEE-
GRID-SCI project and will be a part of the satellite image processing engine that is
being built.
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