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Preface

This volume composes the proceedings of the Second International Conference on 
Computational Collective Intelligence––Technologies and Applications (ICCCI 2010), 
which was hosted by National Kaohsiung University of Applied Sciences and Wroclaw 
University of Technology, and was held in Kaohsiung City on November 10-12, 2010. 
ICCCI 2010 was technically co-sponsored by Shenzhen Graduate School of Harbin 
Institute of Technology, the Tainan Chapter of the IEEE Signal Processing Society, the 
Taiwan Association for Web Intelligence Consortium and the Taiwanese Association 
for Consumer Electronics. It aimed to bring together researchers, engineers and poli-
cymakers to discuss the related techniques, to exchange research ideas, and to make 
friends. ICCCI 2010 focused on the following themes: 

• Agent Theory and Application 
• Cognitive Modeling of Agent Systems 
• Computational Collective Intelligence 
• Computer Vision 
• Computational Intelligence 
• Hybrid Systems 
• Intelligent Image Processing 
• Information Hiding 
• Machine Learning 
• Social Networks 
• Web Intelligence and Interaction 

Around 500 papers were submitted to ICCCI 2010 and each paper was reviewed by at 
least two referees. The referees were from universities and industrial organizations. 155 
papers were accepted for the final technical program. Four plenary talks were kindly 
offered by: Gary G. Yen (Oklahoma State University, USA), on “Population Control in 
Evolutionary Multi-objective Optimization Algorithm,” Chin-Chen Chang (Feng Chia 
University, Taiwan), on “Applying De-clustering Concept to Information Hiding,” 
Qinyu Zhang (Harbin Institute of Technology, China), on “Cognitive Radio Networks 
and Its Applications,” and Lakhmi C. Jain (University of South Australia, Australia), 
on “Intelligent System Design in Security.”  

We would like to thank the authors for their tremendous contributions. We would 
also express our sincere appreciation to the reviewers, Program Committee members 
and the Local Committee members for making this conference successful. Finally,  



VI Preface 

we would like to express special thanks for the financial support from the  
National Kaohsiung University of Applied Sciences, Kaohsiung City Government,  
National Science Council and Education Ministry, Taiwan, in making ICCCI 2010 
possible. 

Novermber 2010 Ngoc Thanh Nguyen
Jeng-Shyang Pan
Shyi-Ming Chen

Ryszard Kowalczyk
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Feature Analysis and Classification of Lymph Nodes 

Chuan-Yu Chang1, Shu-Han Chang1, and Shao-Jer Chen2 

1 Department of Computer Science and Information Engineering,  
National Yunlin University of Science & Technology. Douliou, Yunlin, Taiwan 

{chuanyu,g9717703}@yuntech.edu.tw 
2 Department of Medical Imaging, Buddhist Tzu Chi General Hospital, 

Dalin, Chia-Yi, Taiwan 
shaojer.chen@msa.hinet.net 

Abstract. Pathological changes in lymph nodes (LN) can be diagnosed using 
biopsy, which is a time consuming process. Compared to biopsy, sonography is 
a better material for detecting pathology in the LN. However, there is lack of 
consistency between different ultrasound systems, which tend to produce 
images with different properties. To overcome this problem, a method was 
proposed in this paper to identify and select universal imaging features to 
standardize the classification of LN for different ultrasound imaging systems. 
This will help in the diagnosis of various pathological conditions. The support 
vector machine (SVM), which combines correlation and performance analysis 
for the selection of proper imaging features, was adopted for this classification 
system. Experimental results demonstrated that each selected feature set could 
be used to classify respective pathological conditions in the LN for images 
acquired from different ultrasound imaging machines. 

Keywords: Lymph nodes, Ultrasound image, Feature selection, Classification, 
Support Vector Machine, Correlation analysis. 

1   Introduction 

Lymph nodes (LN) exist in the body as small, discrete nodal masses formed by the 
collection of lymphocytic cells and tissue as a component of the immunological 
system. Various conditions, ranging from self-limited throat infections to life-
threatening cancers, may cause inflammatory and reactive changes in the LN. 
Pathological examples of such changes include lymphoid hyperplasia, lymphoma, and 
metastasis. Clinical manifestations of these pathological changes are important in 
prompting clinicians to a diagnosis of malignancy. Biopsy allows clinicians to 
diagnose and examine the LN, a process that can take several days before results can 
be obtained. As such, during this time clinicians may also simultaneously acquire an 
ultrasound image to aid diagnosis. However, ultrasound images are limited by poor 
resolution and varied echo patterns, which may often confuse and deter diagnosis. 
Another prominent issue with sonography is the lack of consistency between images 
obtained from different imaging systems. This limitation could be overcome with the 
universal implementation of a standardized computer-aided diagnostic system. In this 
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paper, a method was proposed by which the significant morphological features of 
certain pathologies were identified using different imaging technologies and 
standardized to their respective pathological conditions. 

There are six pathological conditions identified by an experienced radiologist and 
confirmed using biopsy, where the green rectangles highlight the regions of interest 
(ROIs). Apart from the normal state (NL), pathological changes can be categorized 
into the following disease states, namely, tuberculosis (TB), squamous cell carcinoma 
(SCC), metastatic changes (Meta), lymphadenitis, and hyperplasia [1]. It is difficult 
for radiologist to identify the correct pathological condition from the images. 

The feature extraction process requires significant computation time. The process 
of feature extraction might also be inefficient when a large number of features have to 
be extracted. A significant/specific feature set can help reduce the extraction time for 
other features and also improve the accuracy of classification. Feature selection 
essentially involves the sifting of significant/specific features from all extracted 
features. Various feature selection methods have been proposed such as the sequential 
forward floating selection (SFFS) algorithm [2] and the ReliefF algorithm [3]. In 
addition, the F-score is a statistical criterion that was introduced to rank or score 
features [4]. However, the SFFS, F-score and ReliefF algorithms do not take into 
consideration the data from different sources. 

In this study, significant features were selected based on the correlation between 
features obtained from different imaging systems as well as the F-score. The 
correlation analysis is basically a statistical analysis [5], which evaluates the statistical 
relationship between two or more random variables or observed data values. The 
correlation ratio was a value ranging from [0, 1] [6], and a calculation of different 
imaging systems data values was used to select the coefficient of the correlation ratio. 
In this paper, a correlation analysis was applied to evaluate the correlation of features 
from images obtained from different imaging systems. The use of a good classifier 
increased the accuracy of classification. The support vector machine (SVM) [7] was 
been employed to test and verify the selected feature sets. The SVM can be used for 
the purposes of classification and regression, which enables the construction of a 
hyper plane in N-dimensional spaces.  

The paper is organized as follows: In Section 2, the process of feature extraction in 
the ROIs of LN ultrasound images is described. Section 3 provides a description of 
the methods used to select features from images acquired using different ultrasound 
imaging systems. The structure of a multi-class SVM is explained in section 4. 
Section 5 discusses the experimental results obtained using the proposed method 
while Section 6 summarizes the findings of this paper. 

2   Feature Extraction 

136 features were extracted from each ROI, for which the pathological conditions 
were identified by a radiologist and confirmed using biopsy. In this paper, the gray 
level range of an image was [0, L], and I(x,y) denotes the gray level of the position 
(x,y) in the image. The features are described as follows: 

(1) Spatial Gray Level Co-occurrence Texture Matrix: The spatial gray level co-
occurrence textural matrix (SGLCM) is a statistical distribution in the spatial 
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domain [8]. Statistical results were recorded in this two dimensional array, 
which has a size of (L+1) × (L+1). In this paper, the distance was chosen so as 
one pixel to eliminate the effect of attenuation in the ultrasound image, and four 
different angles  (0°, 45°, 90°, 135°) were selected to preserve spatial details. 
Fifty-two features were obtained using the SGLCM, namely: (F1-F4) 
correlation, (F5-F8) difference of entropy, (F9-F12) difference of variance, 
(F13-F16) sum of average, (F17-F20) sum of entropy, (F21-F24) sum of 
squares, (F25-F28) sum of variance, (F29-F32) contrast, (F33-F36) energy, 
(F37-F40) entropy, (F41-F44) local homogeneity, (F45-F48) cluster shade and 
(F49-F52) cluster prominence.  

(2) Statistical Feature Matrix: The statistical feature matrix (SFM) can be used to 
describe the characteristic distance between image pixels [9]. We set the 
distances Δx and Δy to be equal to one. The (F53) dissimilarity in the ROI was 
calculated using the SFM.  

(3) Gray Level Run-Length Texture Matrix: Similar to the SGLCM, the gray level 
run-length textural matrix (GLRLM) is also constructed using a certain distance 
and angles [10]. Twenty features were extracted from the GLRLM using 
different angles (0°, 45°, 90°, 135°), namely: (F54-F57) short run emphasis, 
(F58-F61) long run emphasis, (F62-F65) gray level uniformity, (F66-F69) run 
length uniformity, and (F70-F73) run percentage.  

(4) Laws’ Texture Energy Matrix: Laws’ texture energy matrix measures the 
amount of variation occurring within a fixed window size[11]. Statistical results 
can be obtained by convolving the five Laws’ 5×5 mask with the images. Ten 
features were calculated from Laws’ texture energy matrix, namely: the (F74) 
LE mean, (F75) EL mean, (F76) SL mean, (F77) EE mean, (F78) LS mean, 
(F79) LE variance, (F80) EL variance, (F81) SL variance, (F82) EE variance, 
and (F83) LS variance.  

(5) Neighboring Gray Level Dependence Texture Matrix: Neighboring Gray Level 
Dependence Textural Matrix (NGLDTM) is a two-dimensional matrix 
constructed using the gray level relationship between every pixel and its 
neighbors in an image [1]. The following features were obtained using the 
NGLDTM: (F84) small number emphasis, (F85) large number emphasis, (F86) 
number non-uniformity, (F87) second moment and (F88) entropy.  

(6) Wavelet feature Neighboring: The image was decomposed for the double lower 
(LL) frequency sub-bands using low-pass filters in the horizontal direction. The 
coefficients of the low-pass filter were set using Antonini et al.’s method [12]. 
Wavelet features were calculated using the standard deviation and Laws’ 
features of the LL sub-band. They are (F89) the mean, (F90) standard deviation, 
and (F91-F100) Laws’ features of the LL sub-band. 

(7) Fourier Features Based on Local Fourier Coefficients: The Fourier transform 
was used to obtain the local Fourier coefficients image map [13]. Each 
coefficient consists of two parameters: the intensity and the phase angle. (F101-
F108) represent the means of eight magnitudes, (F109-F116) represent the 
means of eight phase angles, (F117-F124) are the standard deviations of the 
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eight magnitudes and (F125-F132) are the standard deviations of the eight 
phase angles. 

(8) Histogram: The (F133) histogram feature was calculated to obtain an image 
with its pixels occupying the entire range of possible gray levels. The histogram 
is a basis for numerous spatial domain processing techniques and provides 
useful image statistics.  

(9) The Discrete Cosine Transform: The Discrete Cosine Transform (DCT) was 
used in the frequency domain to calculate the frequency variation of an image. 
The Direct Current (DC) component refers to the image energy found at the 
center of the low frequency range. The value extracted from the DC component 
of the DCT gives (F134) the intensity at position (0,0) in the DCT image map.  

(10) The Inverse Probability Block Difference: This feature (F135) was used to 
evaluate the difference between the number of pixels in a block and the ratio of 
the sum of the pixel intensities in the block to the maximum intensity in the 
block [9].  

(11) Normalized Multi-scale Intensity Difference: The Normalized Multi-scale 
Intensity Difference (NMSID) feature (F136) characterizes a pair of pixels 
using four directions, namely the horizontal, vertical, diagonal and the 
asymmetric-diagonal. The average of the values from the four directions is then 
used to determine the nature of surface roughness [9].  

3   Feature Selection 

The 136 extracted features can be directly used to classify LN diseases. However, the 
direct approach would be time-consuming and does not guarantee a high level of 
accuracy. In addition, the extraction of irrelevant features further complicates the 
classification process. In this study, a correlation analysis was combined with the F-
score to only select certain significant features among images acquired from different 
imaging systems. This initially involved feature correlation analysis, which was used 
to evaluate the correlation between features acquired from different imaging systems. 
Subsequently, the F-score method was applied to evaluate the significance of these 
features. Following this, the desired feature set was selected from different evaluation 
combinations. 

3.1   Correlation Image Feature Analysis for Different Imaging Systems 

In this subsection, a feature evaluation method is proposed. The features extracted 
from one system are considered to be good if they are similar to those extracted from 
another imaging system. The correlation method was adopted to evaluate the same 
type of extracted features acquired from different imaging systems. In this subsection, 
the problem of finding and evaluating the available feature has been addressed. The 
feature essentially symbolizes a correlation standard between different imaging 
systems. Each feature was evaluated using correlation analysis. Firstly, the data set 
with the jth feature for the ith pathological condition was defined as Fj

iX , and its 
subset was defined to contain the kth ultrasound imaging system data. The objective 
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here was to evaluate the correlation iη  of the jth feature, between the data sets of two 
ultrasound imaging systems, for the ith pathological condition: 
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where the symbol |·| represents the number of elements present in the input data set, 
E(·) is the average value of the elements in the input data set, and x  is the value of the 
element from a single data set. The value of iη  lies between [0, 1]. If ,1

Fj

iX  and ,2
Fj

iX  
are completely correlated, iη  has a value of one; if ,1

Fj

iX  and ,2
Fj

iX  are totally 
independent, then iη  is zero. If the data sets of the two systems exhibit a purely linear 
relationship, the result will be equal to the square of the Pearson product-moment 
correlation coefficient. In other cases, the correlation ratio will be greater in 
magnitude, and can be used for judging the properties of non-linear relationships. 
Based on the above equation, feature correlation between different ultrasound 
imaging systems was evaluated, for a specific pathological condition. 

3.2   Discriminate Feature Analysis of Different Imaging Systems 

Fisher’s criterion was used to evaluate the discrimination of every feature extracted 
from different imaging systems. Fisher’s criterion for feature discrimination is 
defined as follows: 
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where Fj

kY  represents the data set describing the kth ultrasound imaging system with 
the jth feature, ,

Fj

i kY  is a subset of Fj

kY , containing the data for the ith pathological 
condition, and σ(·) is the standard error of the input data set. By evaluating the above 
equation, it was possible to discriminate the jth feature of the kth ultrasound imaging 
system, for the ith pathological condition. A high value of D indicates a strong 
discrimination ability and vice versa. 

3.3   A Combination of Correlation and Discrimination Analysis for Proper 
Feature Selection 

In this subsection, the correlation and discrimination analysis results obtained in 
Section 3.2 and Section 3.3, respectively, have been combined to select features for 
each pathological condition. The equation is defined by: 
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where Qi(·) represents the specificity and certainty analysis of the jth feature Fj with 
respect to the ith pathological condition. A high evaluation value indicates an 
optimally selected feature. Lastly, the set of features required to describe the ith 
pathological condition were selected using the following equations. 
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where Ri denotes the feature set required for the ith pathological condition, t is the tth 
iteration, Fw is the wth feature, and TQ is a real number greater than or equal to zero. 
The value of TQ is user-defined, and it represents the degree of specificity and 
certainty of the required feature for the ith pathological condition; A higher value 
enables more features to be selected into the set of eligible features, and vice versa. 

4   Multi-class Support Vector Machine (SVM) 

In this paper, the multi-class SVM was implemented using the LIBSVM [14], and the 
radial basis function (RBF) was selected as the kernel function. The SVM has 
primarily been designed for the purposes of binary classification. It can be extended 
to solve multi-class problems [15]. The proposed multi-class SVM consists of several 
two-class SVMs. Fig. 1 shows the structure of the proposed multi-class SVM. It is 
used to test and verify the results of feature selection to classify the diseases of the LN 
in different imaging systems. Fifteen SVMs were trained with the data from each 
class. Each classification result contributed to the tally of a particular class. Results 
were verified by making a comparison between the voting result and class of the test 
data. The multi-class SVM can categorize the ROIs representing the pathological 
condition of the LN into C1) LN Metastasis (Meta), C2) LN Hyperplasia, C3) normal 
LN C4) Lymphadenitis, C5) Tuberculosis (TB) of the LN, and C6) Squamous cell 
carcinoma (SCC). The three-fold cross-validation method was used to evaluate the 
multi-class SVM of the RBF kernel parameters [14]. 

5   Experimental Results 

Ultrasound images of LNs were obtained using different commercial sonographic 
imaging systems. These included the GE LOGIQ 700 ultrasound system (system1) 
and the ATL HDI 3000 ultrasound machine (system2). LN ultrasound images were 
taken from 358 patients during 2005 and 2009. The images were obtained using a B-
mode linear array with an operating frequency in the 5 to 10 MHz range. Parameters 
affecting image acquisition, such as the time-gain compensation and focal zones, were 
kept constant. System1 had seven focal zones within a depth range of 2 cm and 
system2 had 3 focal zones within a depth range of 2 cm. The other system1 
parameters were set as follows: the dynamic range was set to 78 dB; the gain was set 
to 34; the edge enhancement was set as E2; the gray map was set as MC; and the  
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Fig. 1. The multi-class SVM structure 

frame average settings were set as A2 [16]. The remaining parameters were set as 
follows: the dynamic range was set to 55dB, the 2D gray maps were assigned a value 
of eight, the persistent rate was set in the high state, and the 2D frame rate was 
assigned a medium setting [17]. A total of 2674 ROIs were obtained from LN 
ultrasound images, of which 335 ROIs indicated C1) LN Metastasis; 691 ROIs 
indicated a C2) LN Hyperplasia; 478 ROIs were found to be C3) normal; 555 ROIs 
pointed towards C4) Lymphadenitis; 250 ROIs showed C5) TB of the LN; and 365 
ROIs indicated a C6) SCC section of the LN, as shown in Table 1. The table 
summarizes the number of patients involved in the study, and training and testing data 
statistics for each class and imaging system. 

To test a common discriminative feature subset for each class between systems 1 
and 2, the feature vectors obtained from the two systems were set as the training and 
testing data sets of the SVMs. The accuracy of the proposed method is shown in 
Table2, where the number of features was fixed by setting TQ to zero. Table 2 shows 
that each class and category of every system can be correctly classified by selecting  
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Table 1. Number of patients involved in the study and data statistics for different imaging 
systems 

Class System Patients ROI Training samples Testing samples
1 1 17 164 82 82 
1 2 18 171 86 85 
2 1 41 303 152 151 
2 2 56 388 194 194 
3 
3 
4 
4 
5 
5 
6 
6 

1 
2 
1 
2 
1 
2 
1 
2 

44 
59 
32 
32 
16 
11 
20 
18 

126 
352 
242 
313 
160 
90 

188 
177 

63 
176 
121 
156 
80 
45 
94 
89 

63 
176 
121 
157 
80 
45 
94 
88 

 
the best features of the proposed method. The proposed method was compared with 
other feature selection method, such as SFFS and was shown to have superior 
performance in Tables 3. Tables 2 and 3 clearly demonstrate that the accuracy of the 
proposed method was higher than the SFFS method. 

Table 2. Results of feature selection and feature classification using the proposed method in 
different imaging systems (TQ=0) 

Class Feature Set System 1 Accuracy System 2 Accuracy Average Accuracy 
1 F1 97.6% 98.8% 95.2% 
2 F9 99.0% 90.1% 92.5% 
3 
4 
5 
6 

F88 
F15 
F62 
F39 

93.2% 
100% 
100% 
96.6% 

90.5% 
98.3% 
100% 
97.9% 

92.1% 
97.1% 
100% 
97.8% 

Table 3. Results of feature selection and classification for features selected by the SFFS 
method 

Class Feature Set System 1 Accuracy System 2 Accuracy Average Accuracy 
1 F77 92.9% 96.3% 86.2% 
2 F37 99% 94% 93.6% 
3 F32 88.1% 90.5% 84.1% 
4 F52 99.4% 86.8% 92.1% 
5 F134 100% 100% 100% 
6 F101 98.9% 95.7% 97.3% 

 
Tables 2, 4 and 5 show the accuracy for different TQ values. The TQ values in Table 

2, 4, and 5 were set to 0, 1, and 2, respectively, among which the highest accuracy 
was obtained when TQ is equal to 1. 
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Table 4. Results of feature selection and classification for features selected by the proposed 
method in different imaging systems (TQ=1) 

Class Feature Set System 1 Accuracy System 2 Accuracy Average Accuracy 
1 F1 100% 98.8% 98.8% 
2 F9,F37,F124 98.5% 95.4% 97.7% 
3 
4 
5 
6 

F88,F65 
F15 
F62 
F39 

96.6% 
100% 
100% 
100% 

96.8% 
98.3% 
100% 
97.9% 

94.1% 
98.2% 
99.2% 
97.8% 

Table 5. Results of feature selection and classification for features selected by the proposed 
method in different imaging systems (TQ=2) 

Class Feature Set System 1 Accuracy (AC) System 2 AC Average AC 
1 F1,F131,F127 97.6% 97.6% 96.8% 
2 F9,F37,F124,F118,F63,F64 100% 93.4% 95.9% 
3 
4 
5 
6 

F88,F65,F63 
F15,F16 

F62 
F39,F38 

97.2% 
98.7% 
100% 
98.9% 

95.2% 
98.3% 
100% 
97.9% 

95.4% 
99.3% 
100% 
97.8% 

6   Conclusion 

A universal feature set for each pathological condition helps in the establishment of a 
standardized method of computer aided diagnosis, which can be applied to images 
acquired from different imaging systems. A feature selection method was proposed in 
this paper to select significant features for each pathological condition, which were 
extracted from images acquired using different imaging systems. The multi-class 
SVM was used to test these selected image features. Experimental results 
demonstrated that the proposed feature selection method, which combined correlation 
evaluation and the F-score algorithm, was effective in selecting universal features 
from different imaging systems. The accuracy of each imaging system was higher 
than 90%. This demonstrates that the proposed method is able to detect pathological 
changes in the LN images of different imaging systems. 
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Abstract. This paper presents a modified spectral matting to obtain automatic 
and accurate image matting. Spectral matting is the state-of-the-art image 
matting and also a milestone in theoretic matting research. However, using 
spectral matting without user guides, the accuracy is usually low. The proposed 
modified spectral matting effectively raises the accuracy. In the proposed 
modified spectral matting, the palette-based component classification is 
proposed to obtain the reliable foreground and background components. In 
contrast to the spectral matting, based on these reliable foreground and 
background components, the accuracy of obtained alpha matte is greatly 
increased. Experimental results show that the proposed method has better 
performance than the spectral matting. Therefore, the proposed image matting 
is very suitable for image and video editing. 

Keywords: spectral matting, image matting, alpha matte. 

1   Introduction 

Image matting plays an important role in image and video editing. Image matting is 
the process of extracting a foreground object from an image along with an opacity 
estimate for each pixel covered by the object. Therefore, image matting belongs to 
image segmentation, but it is not a binary segmentation. 

Image matting was first mathematically established by Porter and Duff [1]. Image 
matting takes the problem of estimating the partial opacity of each pixel in a given 
image. The given image is assumed to be a composite of a foreground image and a 
background image using the compositing equation, where the color of the given 
image is assumed to be a convex combination of corresponding foreground and 
background colors with the associated opacity value (alpha value). For each pixel in 
color images, compositing equation gives us 3 equations (RGB channels) in 7 
unknowns. Consequently, image matting is a highly under-constrained problem. In 
order to solve the highly under-constrained problem, the existing methods of image 
matting always require the user to provide additional constraints in the form of a 
trimap or s a set of scribbles (brush strokes). 
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Although image matting has been studied for more than two decades, image 
matting has received increasing attention in the last decade and many methods have 
been proposed for image matting [2], especially in the last five years, such as robust 
matting [3], easy matting [4], closed-form matting [5], and flash matting [6]. 
Generally, image matting can be roughly classified into three types [2, 3]: sampling-
based methods, propagation-based methods, and matting with extra information. 

Sampling-based methods assume that an unknown pixel can be estimated as the 
foreground and background colors based on examining nearby pixels that have been 
specified by the user as foreground or background. Next, these color samples are used 
to directly estimate the alpha value. Propagation-based methods assume that 
foreground and background colors are locally smooth. Next, the foreground and 
background colors are systematically eliminated from the optimization process to 
obtain the alpha matte. Matting with extra information is designed to provide 
additional information or constraints to matting algorithms in order to obtain better 
results on natural images. 

In contrast to matting with extra information, sampling-based methods and 
propagation-based methods are suitable for video matting. However, almost 
sampling-based methods and propagation-based methods are the supervised matting 
(non-automatic matting). Therefore, video matting based on these supervised methods 
is a time-consuming and troublesome process for the user. Unsupervised (automatic) 
image matting is thus an important and interesting issue. It is a big challenging task 
for unsupervised image matting to solve the alpha matte from the highly under-
constrained problem without any user input. 

The unsupervised image matting (spectral matting) was first proposed by Levin et 
al. [7], and spectral matting is the only unsupervised method in the current proposed 
image matting algorithms. Spectral matting extends the ideas of spectral segmentation 
[8, 9]. In spectral matting, a set of fundamental fuzzy matting components are 
automatically extracted from an input image based on analyzing the smallest 
eigenvectors of a suitably defined Laplacian matrix (matting Laplacian [5]). The 
smallest eigenvectors of the matting Laplacian span the individual matting 
components of the image, thus recovering the matting components of the image is 
equivalent to finding a linear transformation of the eigenvectors. These matting 
components are then combined to form the complete alpha matte. However, using 
spectral matting without user guides, the accuracy is usually low. Therefore, it is a 
challenging task for unsupervised image matting to obtain an accurate alpha matte. 

In this paper, the modified spectral matting is proposed to obtain automatic and 
accurate alpha matte. The proposed method extends the idea of spectral matting. In 
the modified spectral matting, the palette-based component classification is proposed 
to find the components of foreground, background and unknown regions. Next, the 
corresponding matting components of foreground components, background 
components, and components of unknown region are obtained via a linear 
transformation of the smallest eigenvectors of the matting Laplacian matrix. Finally, 
only matting components of foreground and unknown regions are combined to form 
the complete alpha matte based on minimizing the matte cost. Therefore, the accuracy 
of obtained alpha matte is greatly increased. Experimental results show that the 
proposed method can obtain the high-quality alpha matte for natural images without 
any user input. 
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The rest of this paper is organized as follows. The proposed modified spectral 
matting is presented in Section 2. Image composition with consistency of color 
temperature is described in Section 3. Section 4 presents experimental results and 
their evaluations. Finally, the conclusion is given in Section 5. 

2   Modified Spectral Matting 

Image matting typically assume that each pixel iI  in an input image is a linear 

combination of a foreground color iF  and a background color iB , as defined in Eq. 

(1), where iα  is the pixel’s foreground opacity. Eq. (1) is also called as the 

compositing equation. 

iiiii BFI )1( αα −+=                                              (1) 

In spectral matting, the compositing equation is generalized by assuming that each 

pixel is a convex combination of K image layers KFF ~1 , as defined in Eq. (2) [7], 

where k
iα  must satisfy the conditions in Eq. (3). The K vectors kα  are the matting 

components of the image, which specify the fractional contribution of each layer to 
the final color observed at each pixel. 
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Suppose that the input image consists of K distinct components KCC ~1  such that 

jiCC ji ≠= for    φI . Compute the eigenvectors of NN ×  Laplacian matrix L 

(matting Laplacian [5]) as ],...,[ 1 MeeE = , so E is a MN ×  matrix (N is the total 

number of pixels). The distinct components are obtained using spectral segmentation 
with the k-means algorithm [10] based on the eigenvectors of matting Laplacian. 

Matting Laplacian is defined as a sum of matrices ∑= q qAL , each of which 

contains the affinities among pixels inside a local window qw : 
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(4) 

where ijδ  is the Kronecker delta, qμ  is the 13×  mean color vector in the window qw  

around pixel q, ∑q
is a 33×  covariance matrix in the same window, qw  is the 

number of pixels in the window, and 33×I  is the 33×  identity matrix. 
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Fig. 1 is the result of distinct component detection using spectral segmentation 
with the k-means algorithm, where Fig. 1(a) is the input image, Fig. 1(b) is the 
clustering result, and Fig. 1(c) is the result of distinct components. 

    
(a) (b) 

 
(c) 

Fig. 1. Distinct component detection. (a) Input image; (b) clustering result; (c) distinct 
components. 

In order to greatly increase the accuracy of alpha matte, the palette-based 
component classification is proposed to obtain the reliable foreground and 
background components. The palette-based component classification is described as 
follows. First, the boundary pixels (with a width of one pixel) of the input image are 
extracted to analysis components of RGB. If the R component is the maximum, then 
suppose the background is the red palette. Green and blue palettes are with the same 
assumption. Next, the RGB color space of distinct component is transformed to the 
HSV color space with Eq. (5), where ),,max( BGRMax = , ),,min( BGRMin = , and 
HSV color space is shown in Fig. 2. 

⎪
⎩

⎪
⎨

⎧

=−−+
=−−+
=−−

=
MaxBMinMaxGR

MaxGMinMaxRB
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Fig. 2. HSV color space 

Calculate the average hue H
~

 of each distinct component. The candidate 
components of foreground and background are obtained using Eq. (6) and Eq. (7), 
respectively, where 6πθ =  is set from experience. 
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These candidate components of foreground and background are checked again using 
the average value of the palette to obtain the final components of foreground and 
background. If the average value of the palette of the candidate component of the 
foreground is smaller than the average value of the palette of the input image, then it 
is the final component of the foreground. If the average value of the palette of the 
candidate component of the background is bigger than the average value of the palette 
of the input image, then it is the final component of the background. Using the 
proposed palette-based component classification, the distinct components are 
classified as the components of foreground, background and unknown regions. Fig. 3 
is the result of component classification using the proposed palette-based component 
classification, where the components of the foreground and background are framed in 
red and blue, respectively, and the other are the components of unknown regions. 

The corresponding matting components of foreground components, background 
components, and components of unknown region are obtained via a linear 

transformation of the smallest eigenvectors ],...,[
~ ~

1 MeeE =  of the matting Laplacian 

matrix. Initialize kα  by applying a k-means algorithm on the smallest eigenvectors, 
and project the indicator vectors of the resulting components KCC ~1  on the span of 

the eigenvectors E
~

 using Eq. (8), where Cm  denotes the indicator vector of the 
component C as defined in Eq. (9). 
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Fig. 3. Component classification 
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Compute matting components by minimizing an energy function defined as Eq. (10) 

subject to ∑ =
k

k
i 1α . This goal is to find a set of K linear combination vectors ky . 

The above energy function is minimized optimally using Newton’s method, where γ  

is chosen to be 9.0  for a robust measure. Fig. 4 is the matting components of the 
resulting components. 

kkk
i

ki

k
i yE

~
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Fig. 4. Matting components of the resulting components 

Finally, only matting components of the foreground and unknown region are 
combined to form the complete alpha matte based on minimizing the matte cost, as 
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defined in Eq. (11). In order to do this more efficiently, the correlations between these 
matting components via L are pre-computed and store them in a KK ×  matrix Φ , as 
defined in Eq. (12). Then, the matting cost is computed by Eq. (13), where b is a K -
dimensional binary vector indicating the selected matting components. Fig. 5 is the 
result of unsupervised image matting, where Fig. 5(a) is the alpha matte and Fig. 5(b) 
is foreground extraction with a constant-color background. 

ααα LJ T=)(  (11) 

lk Llk
T

αα=Φ ),(  (12) 

bbJ TΦ=)(α  (13) 

  

    (a)                                                               (b) 

Fig. 5. Result of unsupervised image matting. (a) Alpha matte; (b) extracted foreground with a 
constant-color background. 

It is worth mentioning that the matting component of the foreground region is 
included in the matte cost and that the matting component of the background region is 
removed from the matting cost, which greatly increases the accuracy of obtained 
alpha matte. 

3   Experimental Results 

The experimental results show that the proposed method performs well. The 
algorithms were implemented in Matlab R2008b. The number K of clusters using k-
means algorithm is set as 10. The number M of the smallest eigenvectors in finding 
distinct components is set as 20. The number M

~
 of the smallest eigenvectors in 

finding matting components is set as 50. 
In order to analyze the performance of alpha matte detection using spectral matting 

and the proposed method, the best five alpha mattes were obtained, with the best 
framed in red in the figures below. The ground truth of the alpha matte was obtained 
by manually selecting the matting components of the foreground. 

Three tested images were used to evaluate the performance of the spectral matting 
and proposed image matting. Figs. 6-8 are a face image, a wolf image, and a fox 
image, respectively. Figs. 6(b)-8(b) are the clustering results, Figs. 6(c)-8(c) are the 
alpha matte detection using the spectral matting, and Figs. 6(d)-8(d) are the alpha 
matte detection using the proposed method. 
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(a)                                     (b) 

 

(c) 

 

(d) 

Fig. 6. Image matting of a face image. (a) Original image; (b) clustering result; (c) alpha matte 
detection using the spectral matting; (d) alpha matte detection using the proposed method. 

      

(a)                           (b) 

Fig. 7. Image matting of a wolf image. (a) Original image; (b) clustering result; (c) alpha matte 
detection using the spectral matting; (d) alpha matte detection using the proposed method. 
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(c) 

 

(d) 

Fig. 7. (continued) 

       

(a) (b) 

 

(c) 

 

(d) 

Fig. 8. Image matting of a fox image. (a) Original image; (b) clustering result; (c) alpha matte 
detection using the spectral matting; (d) alpha matte detection using the proposed method. 
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4   Conclusion 

The modified spectral matting was proposed to obtain automatic and accurate image 
matting. In the proposed method, the palette-based component classification is 
proposed to obtain the reliable foreground and background components. Using the 
proposed palette-based component classification, the distinct components are further 
classified as the components of foreground, background and unknown regions. Next, 
the corresponding matting components of foreground components, background 
components, and components of unknown region are obtained via a linear 
transformation of the smallest eigenvectors of the matting Laplacian matrix. Finally, 
only matting components of foreground and unknown regions are combined to form 
the complete alpha matte based on minimizing the matte cost. Therefore, the accuracy 
of the alpha matte is greatly increased. Experimental results show that the proposed 
method can obtain the high-quality alpha matte for natural images without any user 
input, and the proposed method has better performance than the spectral matting. 
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Abstract. With the widespread use of computers and Internet, users

have more chances to use multimedia data and digital contents. As a

result, illegal reproduction of digital information started to pose a real

problem. Digital watermarking has been regarded as an effective solu-

tion to protect various kinds of digital contents against illegal use. In this

paper, a watermarking technique which applies the discrete cosine trans-

formation and particle swarm optimization is presented. Experimental

results demonstrate that the proposed technique is able to withstand a

variety of attacks.

Keywords: watermarking; discrete cosine transformation; particle swarm

optimization.

1 Introduction

The rapid expansion of the Internet and digital technologies in the past years
have sharply increased the ease of the production and distribution of digital me-
dia. The phenomenon has lead to a matched ease in the illegal and unauthorized
manipulation of multimedia products. Protecting the ownership of digital prod-
ucts while allowing a full utilization of the Internet resources becomes an urgent
issue. One technical solution to make law enforcement and copyright protection
for digital products possible and practical is digital watermarking. Digital wa-
termarking is the process of embedding digital information called watermark
into multimedia element, where the watermark remains detectable as long as
the quality of the content itself is not rendered useless. The most important
properties of watermarking include imperceptibility, robustness, and security.

A basic watermarking algorithm, an image for example, consists of a cover
image, a watermark structure, an embedding algorithm, and an extraction or de-
tection algorithm. There are numerous digital watermarking algorithms in the
literature [5,7,10]. In general, there are two ways to embed the watermark based
on the domain in which the watermark is inserted: spatial-domain and frequency-
domain methods. Embedding the watermark into the spatial-domain component
of the original image is the straightforward method. It has the advantages of low
complexity and easy implementation. However, the spatial domain watermarking

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part III, LNAI 6423, pp. 21–28, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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algorithms are generally fragile to image processing operations or other attacks.
On the other hand, the representative frequency-domain techniques embed the
watermark by modulating the magnitude of coefficients in a transform domain,
such as discrete cosine transform (DCT), discrete Fourier transform (DFT), and
discrete wavelet transform (DWT) [2,3]. Although frequency-domain methods
can yield more information embedding and more robustness against many com-
mon attacks, the computational cost is higher than spatial-domain watermarking
methods.

In the literature, several watermarking techniques based on particle swarm
optimization have been proposed. Wang et al. [11] presented a blind watermark
extracting scheme using the DWT and PSO algorithm. The watermark is embed-
ded to the discrete multiwavelet transform coefficients larger than some threshold
values, and watermark extraction is efficiently performed via particle swarm op-
timization algorithm. Aslantas et al. [1] proposed a fragile watermarking scheme
based on DCT using PSO algorithm. In their method, embedding watermarks in
frequency domain can usually be achieved by modifying the least significant bits
of the transformation coefficients. After embedding process is completed, a num-
ber of rounding errors appear due to different domain transformation and PSO
is used to correct these rounding errors. Lee et al. [9] presented a hybrid water-
marking technique, in which the parameters of perceptual lossless ratio (PLR)
for two complementary watermark modulations are first derived. Furthermore,
a hybrid algorithm based on genetic algorithm (GA) and PSO is simultaneously
performed to find the optimal values of PLR instead of heuristics. Zhu and
Liu [13] proposed a watermarking scheme based on adaptive quantization index
modulation and singular value decomposition in the hybrid DWT and DCT.
The secret watermark bits are embedded on the singular values vector of blocks
within low frequency sub-band in host image hybrid DWT-DCT domain. To
embed watermark imperceptibly and robustly, they model the adaptive quan-
tization steps by utilizing human visual system (HVS) characteristics and PSO
algorithm. In this paper, we present a DCT-based watermarking technique and
the PSO is also considered to improve the visual quality of the watermarked
image and the robustness of the watermark. Experimental results show that the
proposed approach has good performance against several attacks.

The rest of this paper is organized as follows. Section 2 reviews the basic con-
cepts of DCT and PSO. Next, the proposed watermarking scheme is introduced
in Section 3. Simulations of our technique with respect to attacks are conducted
in Section 4. Finally, conclusions are given in Section 5.

2 Background Review

2.1 Discrete Cosine Transform

Discrete Cosine Transform is used to convert the time domain signal into the fre-
quency domain. It is the basis for many image and video compression algorithms,
especially the baseline JPEG and MPEG standards for compression of still and
video images respectively. In all frequency domain watermarking schemes, there
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is a conflict between robustness and transparency. If the watermark is inserted in
the low-frequency components, the scheme tends to be robust to image process-
ing attacks. On the contrary, if the watermark is inserted in the high-frequency
components, it is easier to achieve high visual quality of the watermarked im-
age. Therefore, applying the DCT to the image watermarking in the literature,
an image is split up into pseudo frequency bands, and then the watermark is
inserted into the middle band frequencies.

The two-dimensional DCT and inverse DCT of a block of N × N samples of
a two-dimensional signal f(x, y) are formulated as

C(u, v) =
1√
2N

α(u)α(v)
N−1∑
x=0

N−1∑
y=0

f(x, y)

×cos

[
(2x + 1)uπ

2N

]
cos

[
(2y + 1)vπ

2N

]
, (1)

f(x, y) =
1√
2N

N−1∑
u=0

N−1∑
v=0

α(u)α(v)C(u, v)

×cos

[
(2x + 1)uπ

2N

]
cos

[
(2y + 1)vπ

2N

]
(2)

which u, v = 0, 1, . . . , N − 1, and α(k) are defined as

α(k) =

{√
1
2 , for u = 0,

1, otherwise.
(3)

2.2 Particle Swarm Optimization

Particle swarm optimization (PSO) [4,8] algorithm is a new branch of evolu-
tionary computation, which include stochastic search algorithms inspired by the
mechanics of natural selection and genetics to emulate evolutionary behaviors
in biological systems. The PSO is a population-based algorithm introduced by
Kennedy and Eberhart, which is based on the simulation of simplified social
models such as bird flocking, fish schooling and the swarming theory.

In general, the PSO contains a fixed-size population particles over the search
space. Each particle represents a candidate solution to the considered optimiza-
tion problem. The i-th particle has three attributes: (1) the current position in an
N -dimensional search space Xi = (xi,1, xi,2, . . . , xi,N ), (2) the current velocity
Vi = (vi,1, vi,2, . . . , vi,N ), and (3) each particle has its own best previous position
Pi = (pi,1, pi,2, . . . , pi,N ). In additional to individual information for each parti-
cle, the sharing information among conspecifics also plays a key role in searching
solution. This can be achieved by employing the publicized knowledge Pg (the
global best particle), which represents the best position found so far among all
the particles in the swarm at generation t.

Initially, a population of particles is randomly created and then optimum is
searched by increasing generations. In each generation, a particle profits from
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the discoveries and previous experience of other particles during the exploration.
Therefore, a new population is created based on a preceding one and the particles
are updated by the following equations:

vi,j(t + 1) = wvi,j(t) + c1r1(pi,j − xi,j(t))
+c2r2(pg,j − xi,j(t)), j = 1, 2, . . . , N, (4)

xi,j(t + 1) = xi,j(t) + vi,j(t + 1), j = 1, 2, . . . , N, (5)

where w is called the inertia factor, for which value is typically setup to vary
linearly from 1 to 0 during the iterated processing. Acceleration coefficients c1

and c2 are used to control how far a particle will move in a single iteration.
Typically, these are both set to a value of 2.0 [6]. Two independent random
numbers r1 and r2 are uniformly distributed in the range of [0, 1]. Velocity values
must be within a range defined by two parameters vmin and vmax.

3 The Proposed Watermarking Scheme

3.1 The Watermark Embedding Procedure

The proposed watermark embedding is formulated as follows.

Step 1. The cover image was first partitioned into blocks with 8 × 8 pixels.
Step 2. Apply DCT technique to each block and then obtain DCT domain fre-

quency bands.
Step 3. Apply z-score transformation to the watermark.
Step 4. Apply the PSO algorithm to determine the proper scaling factors in

order to optimize watermark embedding process.
Step 5. Apply inverse DCT technique to produce the watermarked image.

Determining the proper values of multiple scaling factors is a difficult problem.
Therefore, an efficient and powerful algorithm is required for this purpose. Here
we use the PSO algorithm to automatically determine these values without mak-
ing any assumption.

– Solution representation: In the PSO algorithm, a solution representation is
needed to describe the population of interest. In our approach, the possible
values of scaling factors are encoded as a particle. The multiple scaling factors
should be in the form of diagonal matrix whose elements are only nonzero
on the diagonal.

– Initial population: Usually, a collection of potential solutions are initialized in
the beginning of the PSO process. Here, we randomly generate the particles
in the initial population.

– Fitness function: Within the PSO-based methods, a fitness function is the
survival arbiter for particles. The fitness function used in the proposed ap-
proach is defined as

f = PSNR +
K∑

i=1

λi · Qi, (6)



Improved DCT-Based Watermarking through PSO 25

where PSNR (Peak Signal-to-Noise Ratio) is defined in the following formula.

PSNR = 10 · log10
2552

MSE
, (7)

MSE =
1

WH

W∑
i

H∑
j

(xij − x′
ij)

2. (8)

Here, λi is the weighting factor for the Q value, the notations W and H rep-
resent the width and height of an image, xij is the pixel value of coordinate
(i, j) in an original image, and x′

ij is the pixel value after the watermark
embedding procedure. The symbol Q in the fitness function indicates a uni-
versal objective image quality index [12], and the definition is

Q =
4σxyxy

(σ2
x + σ2

y)[(x)2 + (y)2]
(9)

where

x =
1
N

N∑
i=1

xi, y =
1
N

N∑
i=1

yi,

σ2
x =

1
N − 1

N∑
i=1

(xi − x)2,

σ2
y =

1
N − 1

N∑
i=1

(yi − y)2,

σxy =
1

N − 1

N∑
i=1

(xi − x)(yi − y).

Here xi and yi represent the original and processed image signal.

3.2 The Watermark Extracting Procedure

The watermark extraction sequence consists of the following steps:

Step 1. The watermarked image was first partitioned into blocks with 8 × 8
pixels.

Step 2. Apply DCT to the spatial domain pixels of each block to obtain DCT
domain frequency bands.

Step 3. Extract the z-score value from each DCT transformed block.
Step 4. Apply inverse z-score transformation to produce the extracted water-

mark.

4 Experimental Results

In this section, some experiments are carried out to evaluate the performance
of the proposed scheme. The image Bridge with size 256 × 256 and a 32 × 32
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(a) (b) (c)

Fig. 1. (a) The cover image, (b) watermark, and (c) watermarked image (PSNR =

48.82)
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Fig. 2. Q values under different attacks

gray image Cameraman that are illustrated in Figure 1(a) and (b) were used as
cover image and watermark in the experiments. Five common image processing
attacks are applied to the proposed approach: Gaussian noise (GN), histogram
equalization (HE), JPEG compression (QF = 75), median filtering (MF), and
cropping (CR) on the border.

To evaluate the image quality of the watermarked and original images, the
PSNR (Peak Signal-to-Noise Ratio) which is defined in Eq.(7) is used. From the
Figure 1(c), we can find that the proposed approach can achieve high perceptual
quality of the watermarked images.

Furthermore, the robustness is another requirement of the watermarking tech-
nique. The universal objective image quality index which is defined as Eq.(9) is
used to measure the image quality of the extracted watermark. The value of Q
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(a) (b) (c) (d) (e)

Fig. 3. Extracted watermarks under different signal processing attacks. (a) Gaussian

noise, (b) histogram equalization, (c) JPEG compression, (d) median filtering, and (e)

cropping.

is in the interval [−1, 1]. The value 1 means that the two images are exactly the
same, and −1 means totally unrelated. This quality index models any distortion
as a combination of three different factors: loss of correlation, luminance distor-
tion, and contrast distortion [12]. The quality measurement results are listed in
Figure 2 and the corresponding extracted watermarks are also shown in Figure 3.
From the results, we found that in the cases of experiments, the extracted wa-
termarks are visually recognizable and thus indicates that the proposed method
is robust against such types of signal manipulation.

5 Conclusion

In this paper, a transformation-based image watermarking technique considering
the DCT and the PSO algorithm is presented. Instead of directly embedding the
watermark to the cover image, our approach is that applying z-score transforma-
tion to the watermark, and then insert the obtained z-score into the transform
coefficients of the cover image. In order to efficiently find the proper values of
scaling factors to control the strength of the embedded watermark, we used the
PSO to achieve this goal. Experimental results show that both the significant im-
provement in imperceptibility and the robustness under attacks. Further work
of considering the human visual system characteristics into our approach and
other image quality metrics are in progress.

Acknowledgments. This paper is supported by National Science Council, Tai-
wan, under grant NSC 98-2221-E-390-027.
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Abstract. We propose a new adaptive B-spline VFC Snake model for object 
contour extraction. Bing Li et al. proposed vector field convolution (VFC) 
snake which has the advantages of superior noise robustness, reducing 
computational cost, and large capture range. However, it suffers from slow 
convergence speed due to large number of control points, as well as from 
difficulties in determining the weight factors associated to the internal energies 
constraining the smoothness of the curve. There is also no relevant criterion to 
determine the number of control points in VFC snake method.  Our alternative 
approach expresses the curve as a non-uniform B-spline, in which fewer 
parameters are required and most importantly, internal energy calculation is 
eliminated because the smoothness is implicitly built into the model. A novel 
formulation of control points’ movement estimation was established based on 
the least square fitting of non-uniform B-spline curve and VFC external force 
for the snake evolution process. A novel strategy of adding control points 
quickly matches the snake to desired complex shapes. Experimental results 
demonstrate the capability of adaptive shape description with high convergence 
speed of the proposed model. 

Keywords: Computer vision, active contour, contour extraction, B-spline, B-
snake. 

1   Introduction 

Snakes, or active contours, have been widely used for many active research areas in 
image analysis, computer vision, and medical imaging. Snake methods usually suffer 
from limited capture range, noise sensitivity and poor convergence speed due to large 
number of coefficients to be optimized. Many techniques have been proposed as an 
alternative method for original Snakes.  An external force for snakes, called vector 
force convolution (VFC) [1] was introduced to overcome two key difficulties of 
snakes, capture range and the ability to capture concavities by diffusing the gradient 
vectors of an edge map generated from the image. Other techniques proposed 
alternative methods for presenting a curve: B-spline [3, 4], auto-regressive model [5], 
HMM models [6], and Wavelets [7], etc. The curve expressed as a parametric B-
spline has the properties of built-in smoothness and fewer parameters. Furthermore, 



30 H.-N. Nguyen and A.-C. Lee 

the B-spline snake approach also naturally permits the local control of the curve by 
adjusting individual control points. 

In this paper, we present an adaptive B-spline VFC snake model with a novel 
formulation of control points’ movement estimation of a non-uniform B-Spine curve 
instead of dynamic programming approach. We also introduce a new strategy of 
adding control points to adaptively capture the complex object shape from the small 
number of control points in the initialized step. These novel properties are 
demonstrated by experimental results in section 4. 

2   B-spline VFC Snake 

2.1   Non-uniform B-spline VFC Snake 

A traditional snake [8] is represented by a parametric curve =)(sV [ )(sx )(sy ], 

]1,0[∈s ; that deforms through the image to minimize the energy functional. 
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where α and β  are weighting parameters representing the degree of the smoothness 

and tautness of the contour, respectively. ( )V s′  and ( )V s′′ are the first derivative and 

second derivative with respect to s . extE denotes the external energy. 

At the minima of above equation, the contour must satisfy the Euler–Lagrange 
equation: 

0))(()( =∇−′′′′−′′ sVEVsV extβα  

The solution of above equation is obtained when the steady state solution of the 
following gradient descent equation occurs: 
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The first term int ( ( ))F V s = VsV ′′′′−′′ βα )(  is internal force and the second term 

( ( )) ( ( ))ext extF V s E V s= −∇  is external force to attract the snake towards the 

desired FOI (feature of interest). 
In the VFC snake method, Bing Li et al. proposed to change the standard external 

force by the VFC field, calculated by convolving the edge map generated from the 
image with the vector field kernel, as 
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Patrich Brigger et al. [9] proposed a B-spline snake, expressed as a B-spline curve 
)(xS , in which the smoothness is implicitly built into the model. A variable knot 

spacing between knot points is introduced to eliminate the need for internal energy. In 
other words, they control the elasticity of the spline implicitly by varying the spacing 
between the spline knots. The B-spline snake then deforms to minimize a cost 
function, which is the summation of external forces over the path of the curve 
sampled at M consecutive points:  

∑
−

=

=
1

0

))(())((
M

i
ext iSFkcξ  

where )(kc  are B-spline coefficients (or control points) and ))(( iSFext  is external 

force applied on the point )(iS . The variable knot spacing h  is an integer, defined 

as: 

N

M
h =  

where N is the number of control points.   
Adopting from VFC and B-spline snake methods, we propose a new non-uniform 

B-spline VFC snake, expressed as a non-uniform B-spline )(uC , that deforms to 

minimize a cost function, defined as the summation of VFC external forces over the 
path of the snake sampled at M consecutive points 
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where P  is the set of control points, ))(( ivfc uCF  is VFC force applied on the 

sampled point )( iuC . The smoothness of proposed snake is constrained by the 

variable knot spacing h . Increasing the number of control points will reduce the knot 
spacing, hence reducing the smoothing effect on the curve [9]. We will typically 
select M , h  sufficiently large so that the curve points are connected, and modify 
M when adding control point to prevent the decrease of snake smoothness. 

2.2   Non-uniform B-spline  

For a given set of 1+n  control points, { iP  = [ ix  iy ], ni ,..,1,0= }, the non-uniform 

B-spline curve: [ ]1,0  → Ω  (2D image domain) of degree p  is defined as [10] 
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where )(, uN pi  is the thi  B-spline basis function of degree p  (order 1+= pk ) 

recursively defined by 

)(, uN pi  =  
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where iu , 1,...,1,0 ++= pni  are real numbers referred to as knots. The knot 

vector of the non-uniform B-spline curve )(uC  is defined as [10] 

U  =  { 0u , 1u ,…, 0=pu , 1+pu ,…., nu  11 =+nu ,…., 1++ pnu } 

2.3   Estimating the Control Points’ Movement  

To deform the proposed snake to the object boundaries, the cost function has to be 
minimized. The following equation shows the deformation of snake under the 
influence of VFC field: 

vfc
t FuCC λ+= )(ˆ  

where λ  is a step-size constant, )(uCt  is the deformable curve at iteration t  and 

vfcF  is a set of VFC external forces applied on the M  consecutive points sampled 

from the curve. Assume that Ĉ  has 1+= mM  discrete points: Q ={ ),( iii yxQ | i  

= 0,1,…, m }. Let it  be the parameter of point iQ , the chord-length method is used 

to parameterize the data points. We can fit the set of control points 1+tP to the 

discrete data set Ĉ  using least square error method [10] as: 
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So we can estimate the movement of control polygon as 

vfc
TTtt FNNNPPP 11 )( −+ =−=Δ λ  (3)

3   Complete Object Contour Extraction Algorithm 

In order to extract the desired object contour, an iterative procedure is adopted. This 
algorithm guarantees the convergence at least to a local minimum of cost function 

)(PV .  

(1) Calculate the edge image of original image by using Canny edge detector. 
(2) Calculate the VFC field of the edge image as the external force of B-spline VFC 
snake. 

(3) Initialize the set of control points 0P , M , h  build the B-spline curve 0C from 
0P . 

(4) Compute PΔ from equation (3); compute the change of cost function as: 
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(5)  If )(
1 tPV
M

Δ ≥   1T  ( 1T  is a predefined threshold), then: 

• Set PPP tt Δ+=+1  

• Build 1+tC from 1+tP  
• Go to step (4) 

If )(
1 tPV
M

Δ <   go to step (6) 

(6)  Check the following condition for all B-spline segments ni ,...,1,0= : 

 

where ))(( ivfc uCF : magnitude of VFC force applied on the point )( iuC , iN is the 

number of forces in the thi  segment. 2T  is a predefined threshold. 

If the above condition is satisfied then  

• Add control point for this segment at iu~ , where the normal component of 

VFC force is the maximum of thi  segment. 

• Build new tC from new tP  
• Go to step (4) 
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If no condition is satisfied, then stop the algorithm, last tP is regarded as the final 
result. 

There is no exact rule to set the thresholds. They depend on the image resolution, 
convergence speed, and the acceptable error. According to our experience, for image 
of size 64x64 and λ = 0.5 T1 and T2 are set to 0.1 and 0.5, respectively. It is the best 
tradeoff between computational time and matching accuracy.  

 

            (a)                                  (b)               

             (c)                                  (d)              

              (e)                                   (f) 
 

Fig. 2. Results of brain ventricle extraction 
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4   Results 

The proposed snake model was simulated in MATLAB 7 environment using an Intel 
Core 2 Duo, 3.0 GHz processor with 2 GB of memory, and under Microsoft Windows 
XP operating system. 

The B-spline VFC Snake model was tested on MR medical image of size 256x256 
for human brain ventricle contour extraction and a maple leaf to demonstrate the 
capability of adaptive shape description and object contour extraction. All the images 
were initialized with 6 control points. The proposed extraction algorithm adaptively 
increases the number of control points to match the desired contour exactly in the 
extracting process. The overall processing times without any code optimization for 
Fig. 2 and Fig. 3 are 0.54, 0.31 second, respectively. The RMSE of Fig.2 and Fig.3 
are 1.1 and 0.4 pixel. 

 

Fig. 3. Extracting maple leaf contour 

5   Conclusions 

We presented a new adaptive B-spline VFC Snake for object contour extraction. 
Movement of control points is determined based on the least square error approach 
and Vector Field Convolution forces.ïVFC external forces does not only pull the  
B-spline curve toward the contour but also play the role as an effective measure for 
adding controls algorithm. Furthermore, the proposed algorithm can adaptively add 
multiple control points at each iterative step during the deformation procedure to 
increase the convergence speed. The proposed strategy for curve evolution and the 
low computational cost, improve the overall performance effectively.  Future work 
focuses on the use of non-uniform rational B-spline to facilitate the local control of 
the snake shape without increasing the number of control points. 
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Abstract. Color constancy (CC) is the ability to perceive or retrieve constant 
image colors despite changes in illumination. CC has long been a research sub-
ject in color and machine vision. This paper presents a computational algorithm 
that offers an optimized solution for CC. The proposed CC algorithm exploits 
the strategy of RGB channel gain variation and the suppressing mechanism of 
grayscale pixel maximization (GPM). For most natural scenes under a single il-
luminant, the CC offset gain location can be revealed with a distinct GPM peak. 
The optimization scheme provides 2D and 3D graphical illustrations for user-
friendly visualization and analysis. Operating mechanism and experimental re-
sults of this algorithm are clearly illustrated. 

Keywords: color constancy, white balance, computer vision, grayscale pixel 
maximization. 

1   Introduction 

The human visual system has the capability of seeing roughly constant colors from 
object under different illuminations, while video cameras and image sensors do not. 
This inherent ability of color adaptation by adjusting the spectral response and 
discounting the illuminant changes is known as color constancy (CC) [1, 2]. Color 
constancy is linked to chromatic adaptation in which our visual system adjusts its 
sensitivity according to the context of the illuminated scene. The mechanism tends to 
discount the effect of the illuminant. However, human color constancy is possible 
only under a limited range of illuminants [3]. For example, human CC fails in scenes 
under unnatural illumination such as a sodium-vapor light at night. Although human 
color constancy has been studied extensively, its mechanisms are still not yet well-
understood [4].  

Machine vision has no such inherent capability of chromatic adaptation. Sensor 
captured images can vary substantially or have an undesirable color cast due to 
changes of illuminant. As a result, color constancy plays an important role in color 
and machine vision. Many computer vision tasks, such as object recognition, tracking, 
and surveillance, require CC. The goal is to acquire an illuminant invariant image by 
estimating and correcting the external illuminant. The methods to correct the color 
inconstancy are also called color correction, color balancing, or white balancing (WB). 
For example, WB is a key function to remove undesirable color cast in digital 
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cameras. Such a WB process needs image analysis, cast evaluation, and RGB 
channel-gain adjustment.  

There are different theories and experiments that have tried to interpret the human 
color constancy [1-5]. Likewise, many algorithms and techniques for solving the 
machine CC problem have been proposed [6-11]. Machine CC is often considered as 
a complex, under-constrained, and ill-posed problem, because the object intrinsic 
color and illuminant color can not be uniquely separated. The spectral sensitivities of 
the RGB detector channels add additional complexity to these already nonlinear 
relations. Thus, an accurate computational CC algorithm is considered difficult 
because of the nonlinear complexities involved. 

Most color constancy approaches rely on some assumptions [8]. Existing CC 
algorithms can be roughly classified into two categories, namely, the global 
algorithms and the local algorithms. The global algorithm imposes constraints on the 
scene and/or the illuminant, and uses all pixels in an image for illuminant estimation. 
A good example is the widely used gray-world (GW) assumption [11, 8], which is 
also the basis of some other algorithms [12]. The GW algorithm assumes the average 
color or reflectance within a scene is achromatic. Subsequent equalization adjustment 
of the image RGB channel gains obtains color constancy. The GW approach is 
convenient to use, and comparatively accurate if the external color cast is not high, 
but it fails when dominant intrinsic colors exist in the scene.  

On the other hand, the local algorithm uses statistical data and/or those pixels 
which satisfy some specified conditions [8, 9]. Most machine CC approaches do not 
always achieve good performance, and they cannot handle situations with more than 
one illumination present in the scene [10]. Theoretically, given a natural scene and a 
single illuminant, there should be only one optimized solution for CC. It is desirable 
to find a CC algorithm that is robust enough to reveal the likely illuminant in a scene 
and complete the subsequent CC process. Thus, a good CC algorithm, in the first 
place, should have the robustness and precision of becoming a CC measure. Without 
such a CC measure, the target of CC solutions becomes an illusive one and 
comparisons among them are less than meaningful. 

This paper presents a cast evaluation method and CC measure which has the 
characteristics of a numerical analysis and optimization scheme. The proposed 
algorithm exploits the scanning strategy of RGB channel gain adjustment and the 
suppressing mechanism of grayscale pixel maximization (GPM). The human color 
vision is trichromatic similar to that of the RGB model. Human vision perceives color 
in a 3D fashion, owing to the presence of three types of color receptors. This 
algorithm computes, compares, and summarizes the status of all the pixels in terms of 
a saturation threshold in HSV color space. Using the GPM algorithm, the amount of 
RGB channel-gain adjustment required to achieve CC is graphically indicated. 

The GPM method uses a 3D graphical scheme established on a 2D RGB channel-
gain variation platform. The method provides 2D and 3D graphical illustrations for 
user-friendly visualization and analysis. The accumulated numbers of screened 
grayscale pixels as a function of channel gain variation are graphically displayed. The 
gain location of the external color cast appears as a prominent spike in the 2D gain 
variation platform. As a CC measure, the proposed method can evaluate natural 
images for the precise gain location of the external color cast. The measured amount 
of color cast in image can be so small that our naked eye is difficult to tell the 
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difference after adjustment. In this paper, the operating mechanism of this algorithm 
is described in Section 2. Section 3 shows the experimental results and discussion. 
Section 4 is the conclusion. 

2   Proposed Algorithm 

Human color vision is trichromatic and a set of 3D tristimulus value can specify a 
color signal. The RGB color model corresponds most closely to the nature of the 
human vision. The three photoreceptors in human eye are tuned approximately to red, 
green, and blue light (λ = 564, 533, 437nm). The detected RGB components as a 
function of illuminant wavelength can be expressed as the following  

λλλλ dSOIBGR BGR )()()(,, ,,

700

400∫∝  (1)

where λ is wavelength, I(λ) is the illuminant spectral density. O(λ) is the object 
spectral density. SR,G,B(λ) is the spectral sensitivity of the RGB detector channel.  

After an image is captured by a RGB sensor, all the above parameters are factored 
in and difficult to decorrelate. The above sensor equations are extremely nonlinear. 
They do not have a significant role in the CC analysis. Human vision system 
adaptively adjusts the cone sensitivity of each channel to achieve chromatic 
adaptation. Similarly, for an RGB image, the color correction of an overall color cast 
is done by adjusting the RGB filters or channel gains. This model is similar to the von 
Kries hypothesis or coefficient law, first proposed in 1878, that the chromatic 
adaptation is an independent gain regulation of the three cone signals L, M, S, through 
three different gain coefficients [13, 11].  

These indicate that, at least in human vision, the CC is far from a complicated 
mathematical issue. For a single illuminant, machine CC can be achieved none other 
than by adjusting the RGB channel gains of the image. Thus, a robust cast evaluation 
method needs to incorporate the scheme of the RGB gain variation. For visualization 
purpose, the gain variation is preferred in a scanning fashion. This is the first feature 
of the proposed CC algorithm. Equations 2 and 3 describe the relations of channel 
gain adjustment between two RGB images Io and I1, where α,β, and γare the RGB 
channel gain scaling coefficients, respectively.  

( ) [ ] [ ] [ ]( )1111 ,, BGRI =  (2)

( ) [ ] [ ] [ ]( )111 ,, BGRIo ⋅⋅⋅= γβα  (3)

Using RGB adjustment, a large variation in image lightness may create distortions of 
image colors. It is desirable to have normalized RGB gain adjustments so that the 
lightness levels of images Io and I1 remain unchanged. Equations 2 and 3 can be 
rewritten as Equations 4 to 6, where r, g, b, and Krgb are the gain adjustment ratios 
and the normalization factors, respectively. In the actual operation of gain adjustment, 
for example, the value of ‘b’ can remain as one or constant, only one 2D gain 
variation platform is required. Notice that no expression of matrix transform, as used 
in linear algebra or color space transform, is required in Equ. 4 to 7.  
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[ ] [ ]1RKrR rgbo ⋅⋅=
 

(4)

[ ] [ ]1GKgG rgbo ⋅⋅=
 

(5)

[ ] [ ]1BKbB rgbo ⋅⋅=
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(7)

To make this algorithm an optimization scheme, a numerical analysis designed to 
create meaningful local maxima or minima is required.  Natural scenes usually have, 
more or less, some grayscale or near grayscale pixels in them. These pixels do not have 
to be whitish pixels or pixels having high lightness values. Inside a RGB color cube, 
these pixels are located near the diagonal grayscale line. In terms of HSV color model, 
these pixels have small saturation values. It can be easily observed that a CC image 
tends to have more such grayish pixels than an image that has a color cast [6, 8, 10].  

The second feature of this algorithm is to utilize the maximization effect of 
grayscale pixels in natural images when a canonical illuminant is applied. By the 
same token, the number of grayscale pixels is reduced drastically as a color cast is 
applied to an image. An external color cast shifts the image color and suppresses the 
number of grayscale pixels. RGB gain adjustment exerts a similar effect on these 
pixels. A CC process is essentially adjusting the RGB channel gain to compensate for 
the external cast. The key is to utilize this effect in a systematic fashion. Utilizing 
these features and the RGB channel-gain scanning, a basic structure of an effective 
cast evaluation method is thus created.  

Addition features of this algorithm include RGB-HSV color space transformation 
and graphical schemes to illustrate and analyze the gain-response relation. The offset 
gain required for CC can be easily visualized using the GPM diagrams. The 
distribution of grayscale pixels on a 2D RG gain platform reveals the location of 
likely illuminant. For a color image of size (M, N), the proposed algorithm can be 
mathematically expressed in the following. 
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where f(r,g) is the normalized 3D distribution of grayscale pixels (%), as a function of 
gain adjustment ratios ‘r’ (red) and ‘g’ (green). The ‘b’ (blue) components remain 
constant. The saturation values ‘S’ are calculated from RGB-HSV color space 
transform, where the RGB values are firstly obtained after the normalized r-g gain 
adjustment. The S values are then screened using a preset threshold value ‘STH’.  

Highly-saturated or vivid color pixels in an image usually are not desirable for CC 
algorithms based on the GW assumption. However, these pixels tend to have 
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negligible contribution to the GPM. This algorithm has no difficulty in dealing with 
such a situation, as long as some grayscale pixels exist in the scene. Another feature 
of this proposed algorithm is the capability of revealing multiple illuminants in 
different regions of an image. This is because the superposition principle works in this 
algorithm. Evaluations showing multiple GPM peaks require further gain-adjusted 
analysis.    

3   Experimental Results and Discussion 

To demonstrate the performance of the GPM operation and CC measure, two natural 
images and their experimental results are reported. One image had a slight color cast, 
while the other had an obvious color cast. Firstly, as shown in Fig. 1, the publicly 
available color image ‘Barbara’ was used. Fig. 2 shows the white pixels in the image 
which are below a HSV saturation threshold of 0.05. The presence of these grayscale 
pixels in Fig. 2 indicates this image is at or near CC. The 3D contour plot of 
calculated grayscale pixels (%) vs. r-g gain variation is shown in Fig. 3. The 
MATLAB software was used. The r-g gain ratios were in the 0.5-1.5 range, or -/+ 
50%. The saturation threshold STH (0.05) is a variable that determines the sensitivity 
of the grayscale screening. A smaller STH makes the peak lower but the spike sharper. 
Fig. 3 shows a single dominant GPM spike. The CC offset gain location is very likely 
at this point. As shown in Fig.3, the numbers of grayscale pixels in the remaining r-g 
gain platform were drastically suppressed.  

For better viewing of the CC gain location, Fig. 4 shows the 2D contour plot or top 
view of Fig. 3. The peak is slightly below the central or unit gain point. The CC gain 
location is still not clearly indicated in Fig. 4. For even better viewing and analysis, 
two cross-sectional r- and g-gain response profiles at the GPM peak are used, as 
shown in Fig. 5 and 6. The circles were calculated data and cubic spline interpolations 
were used to complete the curves. The central vertical lines in Fig.5 and 6 correspond 
to the unit gain points.  

The horizontal shift from unit gain point measures the r- and g-gain adjustments 
required for CC. In this case, they are about (-0.08, -0.01), or (-8%, -1%). A slight 
reddish cast is thus quantitatively measured in this image. In other words, to achieve 
CC, the r- and g-gains in Fig. 1 are to reduce by 8% and 1%, respectively. Secondary 
or multiple peaks may occur in the GPM plot. These situations can be further 
analyzed by correlating the gain locations with their corresponding image pixels. For 
example in Fig. 4, a nearby secondary peak occurs at about (-0.22,-0.03). The pixels 
of this secondary peak are mainly located at the rug area between the table’s leg and 
Barbara’s arm. It may be caused by a different illuminant, or other factors.  

The obtained image after the (-8%, -1%) r-g gain adjustment is shown in Fig. 7. 
For a small channel gain adjustment, such as 2-3%, the changes in image may not be 
noticeable. In this case, Fig. 7 looks better white balanced and a very slight reddish 
cast is removed. Fig. 8 confirms that there are more white pixels in Fig. 7, which are 
below the saturation threshold SST=0.05, compared to that of Fig. 2. Again, applying 
the GPM analysis on Fig. 7, the contour plot and evaluation profiles will show that the 
CC gain location is now at the unit gain. The important aspect of this result is that the 
computational CC measure and the specific adjustment are achieved using numerical 
analysis and optimization, not by trial and error, nor algorithms of vague generality.  
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    Fig. 1. Color Image ‘Barbara’                     Fig. 2. White pixels are below STH. 
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      Fig. 3. Contour plot of GPM                 Fig. 4. 2D Contour plot of GPM (Barbara) 
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          Fig. 5. The R-gain response diagram         Fig. 6. The G-gain response diagram at GPM 
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 Fig. 7. White balanced image                    Fig. 8. White pixels are below STH 

The second set of experimental results is shown in Fig. 9 to Fig. 18. The color 
image ‘peppers’ (Fig. 9) was used for evaluation. The image contains vivid colors and 
looks having a reddish color cast. Its pixel distribution in 2D YCbCr space is shown 
in Fig. 10. The elliptical circle plotted in Fig. 10 was delineated by the mean values of 
Cb and Cr components and their respective standard deviations. The neutral point of 
the CbCr plot is located outside the elliptical circle. This indicates that the image is 
likely having a color cast. Similar CC criteria have been reported [7, 9]. Due to the 
vivid colors, the area of pixel distribution still covers the neutral point, but very few 
of them are grayscale pixels. The image’s 3D GPM contour plot shows a very sharp 
spike, as shown in Fig. 11. Fig. 12 shows the 2D top view of Fig. 11. Having only one 
sharp GPM spike, the image’s CC gain location is clearly indicated. The two r-g gain 
response profiles at the GPM are shown in Fig. 13 and 14. The measured r-g gain 
adjustment required for CC is about (-0.30, -0.16). In other words, in order to achieve 
CC, the red/green channel gains of this image should be reduced by 30% and 16 %, 
respectively.  

The obtained CC image is shown in Fig. 15 for comparison. The pixel distribution 
in the CbCr plot is shown in Fig. 16. Notice that the neutral point of the CbCr plot is 
still located outside of the elliptical circle, due to the image’s intrinsic color cast. The 
GW algorithm does not work for this image. Fig. 17 and 18 display the 3D and 2D 
contour plots of the CC image. As predicted by the GPM algorithm, the CC gain 
location of the new image is now aligned with the unit gain point, as shown in Fig. 
18. An accurate CC measure for up to 30% channel gain adjustment is thus 
demonstrated. It is observed that the base area of the spike in Fig. 18 becomes larger, 
as compared to that of Fig. 12. This change reflects the amount of distortion due to 
the application of von Kries coefficient law. For channel gain adjustment such as less 
than 30-40%, the chromatic adaptation and CC gain prediction using the GPM 
method generally works well. For images having a stronger color cast and needing a 
channel gain adjustment larger than such as 50%, the prediction of CC gain location 
using the GPM method becomes less accurate or erratic. The color distortion also 
increases and may become obvious. The von Kries coefficient law becomes 
insufficient for CC operation.   
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Fig. 9. Original color image ‘peppers’           Fig. 10. Image pixel distribution in YCbCr space 
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Fig. 11. 3D Contour plot of GPM (‘peppers’)          Fig. 12. 2D Contour plot of GPM 
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   Fig. 13. The R-gain response at GPM               Fig. 14. The G-gain response at GPM 

More than 120 natural images have been evaluated using this algorithm. Many 
images were selected because they contained vivid colors. Such images usually do not 
satisfy the gray world assumption and thus more difficult for CC algorithms to work  
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Fig. 15. White balanced image ‘peppers’        Fig. 16. Image pixel distribution in YCbCr space 
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Fig. 17. 3D Contour plot of GPM                   Fig. 18. 2D Contour plot of GPM.(CC) 

well. The requirement for the proposed CC measure to work is the presence of some 
grayscale pixels in the scene. For most images, a dominant GPM peak usually exists 
in the diagram. Some images may have multiple peaks in the GPM diagram. 
Depending on the circumstance, further gain-vs-pixel analysis may be required to find 
out the true CC gain location. In some uncommon cases, the CC gain location may 
appear as a smaller GPM peak. False peaks or heightened response areas are usually 
created by large areas of lightly colored pixels, such as light skin color or the like. 
Secondary peaks may also be created by a different and separate illuminant in the 
scene. This is a subject beyond simply using the von Kries coefficient law on the 
whole image. 

For most natural scenes, a certain amount of grayscale pixels is always present. 
The grayscale pixels in the scene need not be whitish pixels or patches for the 
algorithm to work. The pixel screening is carried out in the HSV color space.  Pixels 
are screened based on a saturation threshold value. This algorithm has no difficulty in 
dealing with images having vivid or dominant intrinsic colors, as long as some 
grayscale pixels exist in the scene. Vivid color pixels have high saturation component 
in HSV space. They would least affect the GPM operation, because they are less 
likely to become grayscale pixels during the channel gain variation. An effective and 
accurate CC measure based on an acquired image is thus demonstrated. 
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4   Conclusion 

An algorithm for illuminant estimation and color constancy (CC) is presented. The 
proposed CC measure exploits the scanning strategy of RGB channel gain adjustment 
and the suppressing mechanism of grayscale pixel maximization (GPM). It turns the 
CC algorithm to become a numerical optimization scheme where local maxima are 
used to find the CC gain solution. The algorithm provides 2D and 3D graphical illus-
trations for user-friendly visualization and analysis. It is demonstrated as an effective 
computational measure of color constancy. For most natural scenes having a single 
illuminant, especially those not having a very large color cast, the CC gain location 
can be accurately revealed and predicted. Operating mechanism and experimental 
results of this algorithm have been demonstrated. 
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Abstract. A GOP-flexible multiview video coding (MVC) scheme based on 
Wyner-Ziv (WZ) coding with adaptive side information (SI) is proposed in this 
paper. In this scheme, each view is WZ encoded independently at the encoder 
side, while the views are jointly decoded at the decoder side. Therefore, the 
communications of different cameras can be avoided at the encoder side. In WZ 
coding, SPIHT and LDPC are applied to improve compression efficiency. 
Meanwhile, a flexible MVC structure which can satisfy different bit rate 
requirements and an adaptive SI selection mechanism which better utilizes 
temporal and interview correlations to obtain more accurate SI are proposed. 
The experimental results show better rate-distortion performance of the 
proposed scheme than other tested schemes.  

Keywords: Wyner-Ziv coding, multiview video coding, side information. 

1   Introduction 

With the rapid development of 3D technology, video displaying technology has 
developed from 2D to 3D and multiview video has attracted considerable attention 
[1]. Multiview video consists of video sequences captured by an array of cameras, 
which can be from different angles and locations. Therefore, multiview video can 
make scenes more vivid and accurate. At present, some organizations have constituted 
practical multiview video systems, such as, the multicamera array system designed in 
Stanford University [2] and real-time multiview video system developed in MSRA 
[3]. Recently, some new techniques have been proposed by the standard organization, 
MPEG 3DAV group [4] [5]. However, the data of multiview video is too large to be 
stored and transported conveniently, so it is very necessary to compress the multiview 
video efficiently. 

With the development of video coding [6] [7] [8], in multiview video, there are not 
only temporal correlations within each view sequence but also interview correlations 
among different view sequences. Such correlations can be utilized in MVC. So far, 
various MVC technologies have been developed. For instance, a matrix of pictures 
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with N view sequences and each with K temporal successive pictures is defined [9], 
which utilized histogram matching to compensate for interview intensity variations. A 
sprite generation algorithm for improving coding efficiency is proposed in [10].  In 
such MVC technologies, both the temporal correlations and interview correlations are 
exploited at the encoder side. Although the coding efficiency is improved to some 
extent, there still are some limitations in practical application. For example, the 
cameras of different views must communicate freely to make the interview 
correlations accessible. However, the transmission between two cameras is usually 
unavailable in practice and the computing complexity is also a burden for the camera 
arrays. Consequently, the existing MVC systems are hard to be applied in practice.  

Distributed source coding (DSC) can solve such a problem. DSC is separately 
encoded and jointly decoded. Slepian-Wolf theory shows that even if correlated 
sources are encoded independently, coding efficiency can be as good as dependent 
encoding [11]. Later, Wyner and Ziv proposed lossy source coding with SI [12]. 
Recently, distributed video coding (DVC) is proposed utilizing temporal correlations 
at the decoder. Lately, MVC which is based on WZ coding with fixed frame structure 
and flexible prediction side information is proposed in [13]. In this paper, we will 
propose flexible frame structure and simpler adaptive selection mode to get more 
accurate SI. 

In this paper, a new flexible MVC based on DVC with adaptive SI is proposed. 
The frame structure is flexible to satisfy different bit rate requirements. Our previous 
technologies of DVC [14] are used in this paper. Each frame of multiview video is 
encoded either as traditional Intra-frame (I frame) or as Wyner-Ziv frame (WZ 
frame). The DVC exploited in this paper exploits SPIHT and LDPC to improve 
coding efficiency. Experimental results indicate that the adaptive selection mode can 
achieve high prediction accuracy due to the better employment of temporal 
correlations and interview correlations. 

This paper is organized as follows. Section 2 describes the proposed flexible MVC 
scheme based on WZ coding with adaptive SI. Experimental results are reported in 
Section 3, followed by the conclusion drawn in Section 4. 

2   GOP-Flexible MVC Based on WZ Coding with Adaptive SI 

2.1   GOP-Flexible Structure of the Proposed MVC Scheme  

Structure of the proposed flexible MVC scheme is shown in Fig. 1. Structure of the 
proposed flexible MVC scheme is shown in Fig. 1. In the Fig. 1, I denotes the frame 
encoded by H.264 intra frame encoder and W is the frame encoded by WZ encoder. 
In the proposed scheme, one I  frame and 1m −  W  frames are in one group. Length 
of group is m , which is a flexible integer and greater than two. We can adjust the 
group length according to the bit rate requirement and the trait of the sequences. For 
example, if we need low bit rate and the quality of the decoded video can be accepted, 
the m  can bigger; if the motion of the sequences is fast or the distance of cameras is 
big, and we need high quality decoded video, the m  should small. At the encoder 
side, the frames are be encoded independently while the W frames are jointly decoded 
with the help of side information which can be generated from the decoded I frames 
using adaptive selection mode.  
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Fig. 1. The structure of proposed MVC 

In the proposed MVC scheme, communication between different cameras can be 
avoided and the selection of decoded view is more flexible, which may satisfy the 
practical applications. 
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Fig. 2. WZ video coding scheme 

In this proposed scheme, WZ video coding which exploits DWT, SPIHT and 
LDPC is the key part. Fig. 2 illustrates the WZ video coding system. Intra frames are 
encoded by H.264 intra frame encoder and then decoded by H.264 intra frame 
decoder. For WZ frames, after being processed by DWT and SPIHT, significant 
information SP , sign information SS , refinement information SR  and tree 
information SD can be obtained. The tree information SD  is encoded by arithmetic 
coding and sent to the decoder. While SP , SS  and SR  are encoded by LDPC and 
only the parity bits are transmitted to the decoder. At the decoder, the adaptive 
selection mode is implemented to gain the more accurate side information Y . With 
the help of decompressed SD and side information Y , we can obtain ySP , ySS  
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and ySR . Then, the main information SP , SS and SR  are obtained with the help of 

ySP , ySS , ySR  and received parity bits. Next, SP , SS , SR  and tY  are used to 

recover the reconstruction frame '
tW . At last, the restoration 'W is obtained after 

IDWT processing. 
In Fig. 2, the intra frames which include all the intra frames around the current WZ 

frame are exploited to gain side information Y by the proposed adaptive selection 
mode described in next part.  

2.2   Adaptive Selection Scheme of SI 

In DVC, the more relation exists between side information Y and current frame, the 
more efficiency of the coding is. So the side information Y  is much important for 
improving the coding efficiency. Temporal and interview correlations can be 
exploited to generate side information Y  in the MVC based on WZ coding.  
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Fig. 3. The structure of frames 

Here, for simplicity we select three frames of each group, one I  frame and two W  

frames. The above Fig. 3 shows the structure of frames. The current frame is t
nW , 

which denotes the frame at the n -th view and at the t -th time. The I  frames around 

current frame t
nW  contain temporal frames 1t

nI − , 2t
nI +  and view frames 1

t
nI − , 2

t
nI + . In 

the adaptive selection mode of side information Y , all the I  frames around the current 
W  frame- t

nW  are used to generate the SI of current W  frame. All the I  frames which 

are exploited in the adaptive selection mode are decoded frames by Intra frame 
decoder. The structure of proposed adaptive selection mode is showed in Fig. 4(a) in 
detail. From the Fig. 4(a), we can observe that motion compensation (MC) 
interpolation and disparity compensation (DC) interpolation are implemented at the 
decoder. In this proposed mode, firstly, temporal side information '

tY  and disparity side 

information '
nY  are generated by MC interpolation and DC interpolation respectively; 

temporal correlation tC and interview correlation nC  of current block are generated at 

the same time. Fig. 4(b) shows the generation mode of temporal correlation tC  and 

interview correlation nC . The temporal correlation tC is computed as: 
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Where mb  is the block size, 2t
nb + and 1t

nb −  are denoted in Fig. 4(b). Interview 

correlation nC  can be obtained in the same way. The bigger the temporal correlation 

tC or interview correlation nC , the more relation between the temporal frames or 

view frames. Then the temporal side information '
tY , temporal correlation tC , 

disparity side information '
nY  and interview correlation nC  are transmitted to selection 

mode. The selection mode determines the generation mode of the every block of side 
information Y , which is gained by MC interpolation or DC interpolation. If temporal 
correlation tC  is larger than interview correlation nC , this means the relation of 

temporal is greater than interview. Current block of side information Y  is achieved 
by MC interpolation; otherwise the DC interpolation is performed to get current block 
of side information Y . 
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Fig. 4. Adaptive selection mode of side information 
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3   Experimental Results 

A multiview sequence named Rena ( 640 480× ) is used to test the proposed scheme. 
We choose five views: rena_p00039, rena_p00040, rena_p00041, rena_p00042, 
rena_p00043, and 100 frames of every view are as test frames. The length of group is 
three and the structure is IWWIWW . Visualized side information frames are showed 
firstly. 

  

(a) MC interpolation                                  (b) DC interpolation 

 

(c) Adaptive selection mode 

Fig. 5. Side information frame 

Visualized results are showed in Fig. 5: (a) shows side information frame generated 
from temporal prediction-MC interpolation mode; (b) shows side information frame 
generated from interview prediction-DC interpolation mode; (c) shows side 
information frame generated from adaptive selection mode. We can obviously see that 
MC interpolation mode can achieve good performance in static areas, but this mode is 
not good in high motion areas. DC interpolation mode can not get good performance 
in static areas. The proposed adaptive selection mode can achieve good performance 
not only in high motion areas but also in static areas.  
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Objective evaluation of the side information is showed in Fig. 6 and Table 1. Fig. 6 
shows the performance of every frame of side information. It is obvious that the 
proposed adaptive selection mode is better than MC interpolation and DC 
interpolation. From Table 1, we can see the proposed adaptive selection mode 
outperforms the MC interpolation mode 3.69 dB and outperforms the DC 
interpolation mode 1.93 dB. Better side information can efficiently improve the 
coding efficiency of MVC. 

The rate-distortion (RD) performance curve of Rena is shown in Fig. 7. We 
compare three MVC methods according to the prediction mode of side information 
Y . The curve of “MC Interpolation” indicates the coding performance whose side 
information is achieved by temporal prediction-MC interpolation; the curve of “DC 
Interpolation” indicates the coding performance whose side information is achieved 
by interview prediction-DC interpolation; the curve of “Adaptive Selection Mode” 
indicates the coding performance whose side information is achieved by the adaptive 
selection mode which is proposed in this paper; the curve of “Reference Current 
Frame” indicates that the side information is obtained by comparing with the current 
frame. From Fig. 7, we can obviously observe the coding efficiency of MVC based on 
adaptive selection mode is better than the MC interpolation and DC interpolation 
especially at low bit rate. 
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Fig. 6. Performance of side information 

Table 1. Comparison of side information  

MODE 
MC 

interpolation 
DC 

interpolation 
Adaptive 

mode 
Average 

PSNR(dB) 
31.62 33.38 35.31 
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Fig. 7. R-D curves of Rena 

4   Conclusion 

In this paper, a flexible MVC scheme based on WZ coding with novel adaptive side 
information is proposed. We can adjust the frame structure according to the bit rate 
requirement and the character of views. In this scheme, every view is encoded 
independently, temporal and interview correlations are exploited at the decoder side. 
Therefore, the communication of cameras is avoided, while the correlations can be 
also exploited well at the decoder. Side information is very important for WZ coding. 
This paper proposed a novel adaptive selection mode which determines current block 
is obtained by MC interpolation or DC interpolation. With the adaptive selection 
mode, we can get more accurate side information and better coding efficiency of 
multiview video. 
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Abstract. As an efficient tool for image compression, wavelet has been widely 
used in all kinds of image processing areas. Based on the different encoding 
effects, wavelet compression algorithms can be probably classified into two 
categories. They are the embedded wavelet coding algorithms and the non-
embedded wavelet coding algorithms. For the convenience of producing the 
anytime cut coding stream and the progressing reconstruction results, the 
embedded wavelet coding algorithms have been paid more attention in practice. 
Such as the embedded wavelet coding algorithms, EZW and SPIHT are the 
outstanding representatives. The only drawback for this wavelet based 
embedded coding algorithms is the choice of the different wavelet transform 
base. We propose a novel embedded coding algorithm based on the 
reconstructed DCT coefficient to avoid the difficulties brought by the choice of 
wavelet transform base in this paper. The new algorithm’s efficiency can be 
seen from the experimental results.  

Keywords: image compression, embedded wavelet coding algorithm, DCT. 

1   Introduction 

Fast development of communication has brought a great push to the compression 
coding algorithms research in this area. Many different kinds of compression 
algorithms have been proposed based on wavelet. And the wavelet transform has been 
introduced in all kinds of compression standards, such as the JPEG2000 standard [1]. 
Most algorithms based on wavelet have made great use of multiresolution analysis 
property introduced by the wavelet transform. The traditional tree structure which is 
formed by wavelet transform has also been used in all embedded wavelet coding 
algorithms. The EZW [2] and SPIHT [3] algorithms are the most famous application 
among these typical algorithms. 
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Although the wavelet based compression coding algorithms have achieved lots of 
excellent results [4], the complexity brought by selecting the proper wavelet filter and 
the following boundary extension problems are still there. So, successfully avoiding 
these difficult problems is a long-term subject to face to. In fact, as an efficient 
compression tool for image, the DCT transform has more efficient energy 
concentration property and easier implementation. For these properties, it has already 
been used in all kinds image processing areas, for example the watermarking 
orientation [5]. The only short coming for this transform is the lack of multiresolution 
analysis and the following tree structure decomposition. And these are also the root 
for not to apply the embedded coding process on the DCT as the wavelet. Actually, 
the energy distribution for the DCT image also has some regularity. If we can make 
full use of them, the embedded coding stream also can be generated. A novel 
embedded compression coding algorithm based on DCT decomposition image is 
proposed in this paper. After applying the DCT on original image, we redistribute the 
transform coefficients to make them have some property like multiresolution analysis. 
According to the reconstructed transform image, we introduce a new definition of 
directional tree and form a novel embedded coding algorithm based on it. 
Experimental results based on this new proposed algorithm show its efficiency. 

2   Basic Knowledge 

2.1   Zerotree and Spatial Orientation Tree 

Among all the embedded coding algorithms, zero trees and spatial orientation trees 
are the two usually used structures. For the proposed new algorithm uses the similar 
spatial orientation trees in the SPIHT algorithm, we give the detailed definition of it 
as follows. 

After wavelet decomposition, image coefficients arranged by a special way with 
multiresolution property and the following frequency subband distribution structure. 
Coefficients lie in the same location in different subband have some natural relation in 
their values. The following figure 1 gives a clear explanation of the spatial orientation 
tree. Here, we take the three-level wavelet decomposition image for example. 

 

 

Fig. 1. Spatial Orientation Tree  
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As we can see from figure 1, every coefficient lies in the decomposition image has 
four direct offspring besides the ones in the lowest and the highest frequency 
subbands. The offspring lies in the adjacent same direction higher frequency subband 
as the father nod. The coefficients lie in the lowest frequency subband has different 
offspring rule from others, the coefficients are grouped by 2 2×  block and the three 
coefficients but the one in the left corner each has four direct offspring. And the 
relationship of father and son is shown as in the above figure 1. The embedded 
wavelet coding algorithms based on this kind of orientation trees make use of this 
relationship between father and son and record the whole tree information by the root 
nod. We will not give the detailed description of the algorithm. The author can get 
some idea from the reference [3].  

2.2   DCT and the Redistribution Method 

As one the most efficient compression tool, the Discrete Cosine Transform has better 
energy concentration than wavelet transform, and has been widely used in various 
compression standards. The most usually used DCT is the 8 8×  block transform 
shown in the following formula. 
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              (1) 

We take the 512 512× Lena image for example to see the transform result of DCT. 
The reduced formula is shown below and the result of transform of the whole image is 
shown in the following figure 2. Here, C and B represent the transformed and the 
original 8 8× block respectively. 

                        C TBT ′=                                                              (2) 

 

Fig. 2. DCT transform result of 512 512× Lena image 

As we can see from figure 2, most of the transform energy is concentrated in the 
top left corner. So, the whole transform image is shown as 64 64× energy 
concentration points. If we want to make use of the wavelet multiresolution analysis, 
the coefficients redistribution operation must be applied on the transform image 
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which is achieved through DCT. The concrete step is described as the following 
formula. Though similar idea has already been introduced before, there is no further 
research after the redistribution application. 
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                         (3) 

Where, D and B represent the reshaped image and the original transform-domain 

image respectively. The coordinate ( ),i j and ( ),m n represent the block location in the 

whole 64 64× transform-domain blocks and the location of each coefficient in 
the 8 8× transform-domain block. After the reshape step, the original transformed 
image can be redistributed into a new one with 64 subimages with each size 
of 64 64× . Every subimage among them looks like a reduced image of the original 
one. And the energy of them is arranged like the wavelet transform image. It means 
that the reshaped image also has the law looks like the multiresolution analysis. We 
call this new law pseudo-multiresolution analysis. In fact, based on such a pseudo-
multiresolution the traditional embedded wavelet coding algorithm can be applied on. 
The traditional embedded wavelet coding algorithms make use of the traditional tree 
structure. Though the redistributed image has the similar energy distribution to the 
traditional one, the difference in structure will not bring good result just like the case 
based on the true tree structure coefficients. A new embedded tree structural is 
introduced in our algorithm to solve the problem. 

3   Our Proposed Algorithm 

After redistribution of the transform coefficients, the whole image looks like a 
combination of the subimages of the original one. The size of each subimage 
is 64 64× and the one with maximum energy lies in the top left corner just like the 
lowest frequency decomposition block in wavelet decomposition. So, the pixels 
which lie in the same location belongs to different subimages have different father-
son relationship from the traditional wavelet decomposition. The adjacent same 
location pixel distance is measured by the side length of the subimages. It means 

that 64 is used as the horizontal and vertical measure unit and 264 is for the 
diagonal direction. The basic idea of SPIHT algorithm is used to form the new 
embedded coding algorithm. The concrete step of this new method is described as 
following. 

Firstly, we divide the 64 subimage composed redistributed image into three levels 
just like the three-level wavelet decomposition image. In the highest frequency part, 
each direction contains sixteen subimages with each size is 64 64× . For the lowest 
frequency part, each direction contains one subimage with the same size.  

Secondly, the new wavelet tree is organized following the new rule in which the 
same orientation tree is the set of pixels lie in the same space of each subimage. It 
means that each pixel in the lower frequency subband has four son pixels in the higher 
frequency subband just as the wavelet tree structure.  
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Finally, based on the new tree structure, we make use of the principle of classical 
wavelet embedded coding algorithm SPIHT to realize the coding process. The whole 
image can be record by the root of each new tree and its location in the whole image. 
The concrete steps of such a coding process are described as following. 

1) ( ),T i j is defined as the set of all descendants of pixel ( ),i j  and the pixel 

( ),i j itself. It refers to space orientation tree. 

2) ( ),D i j is defined as the set of all descendants of pixel ( ),i j without the 

pixel ( ),i j . 

3) ( ),i jO is defined as the set of direct son of pixel ( ),i j . 

4) ( ),L i j is defined as the set of descendants of pixel ( ),i j except for those 

direct sons. 

It means that these sets satisfy the relationship below. 

( ) ( ) ( ), , ,T i j c i j D i j= +                                                   (4) 

( ) ( ) ( ), , ,D i j O i j L i j= +                                                    (5) 

( ) ( ) ( ) ( ), , , ,L i j D k l k l O i j= ∈∑                                     (6) 

In the ordering process, verification of the important and unimportant pixels will be 
finished by the multiple times space orientation tree split. Following encoding process 
is the same as the classical embedded coding algorithms SPIHT. Though the 
redistributed image has the similar energy distribution to the wavelet image, the 
energy distribution character is different from it. So, when we choose the proper 
threshold to finish the coding process, the special value different from the original 
coding process should be used. The initial threshold value used here is 

( )( )
0 2

log max , 1T c i j= +⎢ ⎥⎣ ⎦ and it is the same value with the original algorithm. 

Different threshold values are used in the following coding steps. The interval used to 
define the important and unimportant coefficients has been changed from 

[ ], 2
i i

T T to[ ], 3
i i

T T . This proposed algorithm can be called DCT-SPIHT algorithm.  

4   Experiment Results 

The 512 512×  Lena gray image is used in our experiment here. Table 1 shows the 
comparison results of the classical comparison algorithm and DCT-SPIHT algorithm 
under different coding bit rates. All the results based on wavelet are achieved under 
the three-level decomposition.  

As we can see from table 1, our propose method DCT-SPIHT performs well in the 
comparison. Comparison under the same condition between classical algorithms and 
proposed DCT-SPIHT algorithm is shown in the following figure 3. The first two is 
the SPIHT algorithm and ours. The results are achieved under the bit rates 0.25bpp. 
The following two images are the classical DCT compression algorithm and ours. 
And the results are achieved under bit rates 1.25bpp. 
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Table 1. Comparison results between different compression algorithms 

Coding 
algorithms 

PSNR/dB 

 0.25bpp 0.5bpp 1.0bpp 
EZW 

SPIHT 
DCT-SPIHT 

33.17 
34.11 
33.09 

36.28 
37.21 
36.20 

39.55 
40.44 
39.08 

     

(a) PSNR=34.11             (b) PSNR=33.09 

    

(c)  PNSR=32.08           (d) PSNR=39.38 

Fig. 3. Compression between the classical algorithm and ours 

As we can see from the above experimental results, though there is some distance 
between our proposed DCT-SPIHT algorithm and the classical wavelet based 
embedded coding algorithms, the performance is much better than the classical DCT 
transform based compression algorithm.  

5   Conclusion 

A new image compression algorithm based on the classical DCT and SPIHT 
algorithm is proposed in this paper and the novel algorithm is called DCT-SPIHT 
algorithm. It makes full use of the energy concentration property and the high 
efficiency of the embedded compression algorithm SPIHT. Good results are shown in 
the experiments. To find more energy distribution of such a reshaped DCT image and 
so to find more efficient coding algorithm cording to it is our future work. 
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Abstract. In this paper, we develop an intelligent application based neural 
networks and image processing to recognize license plate for car management. 
Through the license recognition, the car number composed of English alphabets 
and digitals is readable for computers. Recognition of license is processed in two 
stages including feature extraction and recognition. The feature extraction 
contains the image locating, segmentation of the region of interest (ROI). Then 
the extracted ROIs are fed to a trained neural network for recognition. The neural 
network is a three-layer feed-forward neural network. Test images are produced 
from real parking lots. There are 500 images of car plates with tile, zooming and 
various lighting conditions, for verification. The experiment results show that the 
ratio of successful locating of license plate is around 96.8%, and the ratio of 
successful segmentation is 91.1%. The overall successful recognition ratio is 
87.5%. Therefore, the experimental result shows that the proposed method works 
effectively, and simultaneously to improve the accuracy for the recognition. This 
system improves the performance of automatic license plate recognition for 
future ITS applications. 

Keywords: Neural Network, Plate Recognition, Wavelet Transform, Spatial/ 
Frequency analysis. 

1   Introduction 

Intelligent Transportation System (ITS) attracted lots of interest from industrials and 
academics worldwide in the past decade. The ITS investment in globe keeps growing 
fast. For examples, according to the report from CCID, ITS development in China 
becomes the focus of urban transportation improvement. The investment over ITS 
construction was totaled at CNY19.5 billion in 2008, rising by 39.3% of 2006. In 
United State, since 1992, Department of Transportation (DOT) has invested $1.5 
billion to develop an ITS on limited access highways and local roadways across 
America. Most of this investment was to construct broadband infrastructure. In 2009, 
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there are at least 22 states in U. S. sought American Recovery and Reinvestment Act 
funds to invest in intelligent transportation system technologies including traffic 
cameras, express toll lanes, and improved traffic signals or accident alert systems. In 
fields of information and communication technology (ICT), data processing and 
communication are two pillars to develop feasible applications to improve the 
functionality and quality of the transportation systems. In other words, ITS is expected 
to offer more automotive services for drivers, riders and walkers on roads. The first and 
most significant issue of ITS is to identify vehicles in movement. Thus the technique of 
car license recognition has been key to successful ITS applications. How to identify the 
car license in a fast, reliable and accurate way has been acknowledged as a critical issue 
to be explored [1-7]. In this paper, we develop a license plate recognition system with 
some image processing technologies to automatically detect if there is any car to be 
recognized in the screen and rapidly filter out suspicious license plates in these images 
to recognize characters on the license plate. 

The rest of this paper is organized as follows. In Section 2, the previous work related 
to car identification is reviewed to illustrate the state of art. The proposed Vehicle 
License Plate Recognition System (VLPRS) is presented to describe the architecture 
and operations for the license recognition in Section 3. The performance of the 
developed system is evaluated and analyzed in Section 4. Finally, we conclude this 
work in Section 5. 

2   Related Works 

There were various approaches proposed to identify moving vehicles. In Taiwan, 
Electronic Toll Collection (ETC) was installed in highways for toll services for years. 
The identification of vehicles is realized by an infrared communication between the 
transceivers installed on vehicles and on the toll stations. Although this approach is 
reliable and fast enough for moving vehicles, the pre-installation of transceivers is an 
obstacle of deployment. Radio-Frequency technology is another approach to identify 
vehicles in recent years due to its low cost of deployment. However, worse reliability of 
identification degrades the feasibility of the RFID-based approach. Image-based 
approach is another attractive solution due to the well-deployed cameras on roads and 
streets. However, how to interpret the image content and to identify the ownership of 
vehicles is the key issue to be investigated.  

Feature extraction is the first step to identify the license plates of vehicle images. In 
the past, there were some researches focusing on this topic. Mello et. al. proposed a 
system based on color alternation for acquisition images and fuzzy logic for 
segmentation of digit images on license plates. Although the reliability and accuracy of 
that proposal are recognized, the exception conditions in real environments such as 
lighting dynamic and image tilt are not explored. Lee [2] presented an approach based 
on neural networks to recognize image patterns and content mining. His neural network 
simulator is efficient for image data. However, the applications on license identification 
are rare to evaluate the performance of the simulator. Yu et. al. [5] proposed a vertical 
edge matching algorithm to detect the edge of characters on license plates. Morphology 
[6] is also another effective scheme to remove the noise introduced during image 
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captures. Chun et. al.[7] proved that a requirement of vehicle identification system on 
real-time operation is essential to ITS applications. Lin et. al.[8] overcame the problem 
of low-resolution printed digit for character recognition. In this paper, we present a 
VLPRS implementation based on neural networks and dual-domain signal filtering. 
The developed system features its ability to learn, train and recognize the license plates 
in various conditions of tilt, zooming, and dim-lighting. Thus the robustness is better 
than ever. 

3   A Vehicle License Plate Recognition System Based on 
Spatial/Frequency Domain Filtering and Neural Networks 

The architecture of the license plate recognition system is shown in Fig. 1, including 
preprocesses like license plate locating, license plate image character segmentation, 
and character recognition. In the stage of license plate locating, after inputting of 
license plate image, we use Wavelet edge detector and apply the morphology technique 
to quickly locate candidate areas that might be license plates. Projection and plate 
number format judgment are used to analyze if the located area is a license plate. If it is 
a license plate, we extract characters from the license plate. In the stage of plate number 
recognition, we apply the neural learning method to recognize characters on license 
plates. Here we introduce each stage of entire system below. 

 

Fig. 1. Architecture of Vehicle License Plate Recognition System 

In this paper, we present a rapid recognition of license plate, to find suspicious 
location of license plate and filter out with license plate formats. The function of 
wavelet transform is to effectively segment the signals by frequencies. In this paper we 
use the wavelet transform to process the edge detection of the license plate system. If 
one image had been processed by the wavelet transform, it would be divided into two 
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parts: the high-frequency one and the low frequency one. The high frequency part of an 
image includes most of the edges of objects that the grayscale changes intensively. Ku 
presented an approach in Wavelet operators for multi-scale edge and corner detection 
[4], the approach based on 4-tap Daubechies wavelet transform coefficients and 
operands combines 2-dimension Discrete Periodic Wavelet Transform to derive the 
operand mask of wavelet edge detection. The computation is relatively complicated. 
The original image and the edge detected by wavelet are shown in Fig. 2-3; they allow 
a wider range of the threshold. If the threshold goes down to 50, the wavelet edge 
detection gets better result in both the edge of the license plate and the complex street 
view in background, and it also has a better immunity of noise than the Sobel edge 
detection. 

  

Fig. 2. Original Image Fig. 3. Edges detected by Wavelet 

After the wavelet edge detection, we use the morphology in image process to 
analyze the shape and the structure of the image to strengthen the structure to locate the 
license plate. Figure 7-10 show the object we find in contrast with the original image 
after the morphology process. Closing and opening from morphology can rapidly erase 
noise and places that do not match the aspect ratio of a license plate. After the 
morphology process we precede the 8-connected component algorithm. In order to 
accurately cut out the candidate places for the plates, we set the aspect ratio and the area 
ratio of object pixels as conditions to filter out things not familiar with a license plate. 
The figure below shows locations that we get after the license-plate-like condition 
filtering. Though one of them is not exactly a license plate, but there are still many 
features to be examined, we put these two objects to the follow-up license plate 
character procedure. 

  

Fig. 4. Detected edge fed to morphological 
processing 

Fig. 5. Result after morphological processing 
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The second part of the license plate recognition system is character extraction, its 
main purpose is to extract characters from a license plate object and find the top, right, 
bottom and left border of each character. Binary threshold is to determine the best 
threshold. Fig. 6 and 7 below show that the result of the Threshold Selection Method 
from Gray-Level [9] suffers from the effect of shadow, and fails to divide the characters 
from background. Before we proceed the character segmentation on the license plate, 
we must convert the license plate image into objects with single alphabets and digits. 
The conversion is manipulated by vertical projection of the segmented images. By 
projection, we detect the positions of characters and the borders of plate. Examples of 
vertical projections are shown in Fig. 8. Then we use the vertical projection on the 
horizontal axis in the histogram. We use the vertical-projected aspect ratio as the basis 
of character and noise prediction. We determine the position of the characters on the 
license plate by projection. 

             
                Fig. 6. Original Image                   Fig. 7. Binarized image by Otsu[9] 

   

   

(a) (b) (c) 

Fig. 8. Histograms of Vertical projects for various license images 

The segmented ROI image blocks are fed to a feed-forward neural network to 
identify. In the developed neural network, there are two stages, training and testing, for 
the presented system. In a training stage, a supervised strategy is used to train the 
network by adapting the connection weights between neurons till the convergence. As 
depicted in Fig.1, there are three layers to compose the neural network. The input 
pattern is given as follows  
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where k, n are the pattern number and pattern length, respectively. Beside the output of 
the neural network are given as  
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where m is the number of alphabets and digits to recognize. The elements of Tk, m 
indicate the recognition results generated by the neural network. When Tk, m is set to 1, 
the k-th input pattern is recognized as the m-th alphabets or digits. The initial weight 
matrix are depicted as  

)(/ nknknk XnormXX ××× =  (3)

mk
T

nkmn TXW ××× ⋅=  (4)

During the training stage, the weight matrix is updated according to Eq. 5-8 

mnnkmk WXY ××× ⋅=  (5)

mkmkmk YTdY ××× −=  (6)

mk
T

nkmn dYXdW ××× ⋅=  (7)

mnmnmn dWWW ××× +=  (8)

where Y, dY and dW are the actual output, the output error and the adjustments of the 
connection weights. And the actual output of the neural network is shown in Eq. (9) 

( ) *WXfY mk =×  (9)

where the activation function of this neural network are indicated as follows,:  

( )
)exp(1

)exp(1

x

x
xf

σ
σ
−+
−−=  (10)

Clearly, the activation function depicted in Eq. 10 produces a bipolar output Y, ranging 
between [-1, 1]. In a stabilized network, the neuron outputs converge to either 1 or -1. If 
Yi converges to 1, the i-th alphabet is identified, otherwise the i-th alphabet is denied. 
Thus, after the training stage, the trained neural network is used to recognize the license 
plate through the manipulation of the extracted features. This process is denoted as 
testing stage. In the following section, we will use 500 vehicle images from real 
environments to verify the performance of the developed system.  

4   Experiment Results 

There are four test cases for various conditions such as tilt, zooming, dim-lighting and 
integrated recognition. In a real application, tilt images are encountered unavoidably. 
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This image tilt usually is caused by relative positions of camera and vehicles. The 
width-to-height ratio (WHR) of license plate image is the index to measure the tilt. The 
images of with no tilt have the WHR around 2.9. The tested image with the WHR of 3.9 
is as shown in Fig. 9. The segmentation result is shown in Fig. 10. The second test is to 
verify the recognition in the conditions of zoomed images. The original images as 
shown in the first row, Fig. 11. These two images with significant difference are 
captured in various distances. The second row in Fig. 11 shows the extracted context of 
license plates. Clearly, the developed system is able to successfully extract the ROI of 
alphabets and digits.  

 
 

Fig. 9. Tilted image Fig. 10. Segmentation results 

The third test is to verify the performance of the developed system in a dim-lighting 
condition. In Fig. 12 (a), the captured original image is shown. The detected edges are 
depicted in Fig. 12 (b). The extracted ROI of plate image is shown in Fig. 12 (c). 

  

  

(a) (b) 

Fig. 11. Zoomed images and the extractions 

  

 
 

 

(a) (b) (c) 

Fig. 12. Performance evaluation in the dim-lighting condition 
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The accuracy and reliability are two performance indexes to be verified in this test. 
There are totally 500 vehicle medium-resolution images in the testing of the license 
plate recognition system. The identification procedure is divided into two parts 
including the internal testing and the external testing. In internal testing, we use 250 
same images to train the neural network and to test the training performance. In an 
external test, the extra 250 vehicle images are fed to the system to verify the 
identification accuracy. These images are taken from various environments including 
day, night, distances between the camera and the car. In this paper we take characters in 
the 250 license plates as the learning sample of neural network. The recognition rate of 
the internal testing is 100%. And we use another 250 images which are taken in a worse 
situation for the external testing. 

5   Conclusion 

In this paper, we apply wavelet edge detection to extract the edges in the image during 
the preprocess stage. Wavelet edge detection owns the characteristic of high 
noise-immunity, and it allows a wider range in threshold we set. Then we apply 
morphology, to record the top, right, bottom and left border of each object. With 
projection, we can detect the position of plates and record the height and the top and 
bottom border of characters in the process of character segmentation. Afterwards, we 
check the number of characters and determine whether the aspect ratio of characters 
meets the format of plate numbers. Finally we normalize the character images and 
apply SimNet to recognize characters. 
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Abstract. In Lin’s method [1], images are divided into non-overlapping

three-pixel blocks. Each pixel block contains two pairs composed of two

neighboring pixels. Absolute differences between pairs are calculated.

And meanwhile, the absolute difference having the highest occurrence

rate is obtained. 1-bit watermark is embedded into a pixel pair whose

absolute difference is equal to this obtained value. Since each pixel block

contains two differences, Lin’s method achieves embedding rate of at

most 2
3

bpp (bit per pixel) for a single embedding process. With the aim

of further increasing embedding rate, we modify the embedding process

in Lin’s method to keep the third pixel of a pixel block unaltered in the

proposed method. Then, this unchanged pixel is used again to reform

into a new pixel block with its two neighboring pixels. As a result, the

embedding rate can reach to 1 bpp for a single embedding process. . . .

1 Introduction

For some critical applications such as the fields of the law enforcement, medical
and military image system, it is crucial to restore the original image without
any distortions. The watermarking techniques satisfying these requirements are
referred to as the reversible watermarking. The reversible watermarking is de-
signed so that it can be removed to completely restore the original image.

The concept of reversible watermark firstly appeared in the patent owned
by Eastman Kodak [2]. Several researchers had developed reversible watermark-
ing [1, 3–10]. Tian [8] expanded the differences between two neighboring pixel
values to embed a bit into each pixel pair without causing overflows/underflows
after expansion. Alatter [9] used the difference expansion of quads to embed a
large amount of data into the grayscale images. His algorithm allowed three bits
to be embedded into every quad. Yang et al. [10] proposed a simple lossless data

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part III, LNAI 6423, pp. 71–80, 2010.
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hiding method based on the coefficient-bias algorithm by embedding bits in both
spatial domain and frequency domain.

In Lin’s method [1], images are divided into non-overlapping three-pixel blocks.
Each pixel block contains two pairs composed of two neighboring pixels. Absolute
differences between pairs are calculated. And meanwhile, the absolute difference
having the highest occurrence rate is obtained. 1-bit watermark is embedded
into a pixel pair whose absolute difference is equal to this obtained value. Since
each pixel block contains two differences, Lin’s method achieves embedding rate
of at most 2

3 bpp (bit per pixel) for a single embedding process. With the aim
of further increasing embedding rate, the embedding process in Lin’s method
is changed to keep the third pixel of a pixel block unaltered in the proposed
method. Then, this unchanged pixel is used again to form into a new pixel block
with its two neighboring pixels. As a result, the embedding rate can reach to 1
bpp for a single embedding process.

The remains of the paper are organized as follows. In Section 2, the proposed
method is introduced. Watermark embedding and data extracting and image
restoration are presented in Section 2.1 and 2.3, respectively. The performance
analysis is discussed in Section 2.2. The experimental results are shown in Sec-
tion 3 and finally we conclude the paper in Section 4.

2 The Proposed Method

Let p = (p1, p2, p3) denote a pixel block containing three neighboring pixels. Each
p contains two absolute differences d1, d2, i.e., d1 = |p1 − p2|, d2 = |p2 − p3|. For
a W × H-size image, it is partitioned into non-overlapping three-pixel blocks in
Lin’s method, thus the number of differences occupy only 2

3 of image size. In the
proposed method, with the aim of further increasing the number of differences,
p3 for any three-pixel block p will be kept unchanged in the embedding process,
in such case, p3 can be used again and be reformed into a new three-pixel block
with its two right neighboring pixels. Since p3 is used twice, the number of
differences approaches to image size.

Let g(d) denote the number of differences whose absolute values equal d, where
0 ≤ d ≤ 253. Md and md are respectively used to represent the absolute values of
differences having the largest and the small occurrence, i.e., g(Md) ≥ g(M

′
) and

g(md) ≤ g(m
′
) for 0 ≤ M

′
, m

′ ≤ 253. In Lin’s method, 1-bit watermark is em-
bedded into difference whose absolute value is equal to Md. For a pixel block p, if
d1 = Md and d2 = Md, then this p is capable of carrying two-bit watermark in-
formation. In the proposed method, in order to increase the number of differences
used for embedding, we modify Lin’s method to keep p3 unaltered. For p, there
exists five relations (i.e., p1 > p2 > p3, p1 < p2 < p3, p1 = p2 = p3, p1 < p2 > p3

and p1 > p2 < p3) among p1, p2 and p3. Take p1 > p2 > p3 for example,
since d1 = Md and d2 = Md, after watermark embedding, p

′
1 = p1 + w1 + w2,

p
′
2 = p2 + w2 and p

′
3 = p3. Note that no change to relation among p

′
1, p

′
2

and p
′
3 occurs before and after watermark embedding, i.e., p

′
1 > p

′
2 > p

′
3.

d
′
1 and d

′
2 are respectively used to denote the watermarked differences of d1



Reversible Watermarking Based on Invariant Relation of Three Pixels 73

and d2. After watermark embedding, d
′
1 = p

′
1 − p

′
2 = p1 − p2 + w1 = d1 + w1,

d
′
2 = p

′
2 − p

′
3 = p2 − p3 + w2 = d2 + w2. Hence, in the extraction process,

by comparing d
′
1 (or d

′
2) with Md and md, 2-bit watermark can be correctly

extracted. Detailed modification is illustrated in Procedure 1.

2.1 Watermark Embedding

In the watermark embedding process, 1-bit watermark is embedded into differ-
ences whose absolute value equals Md. Since each p have two absolute differences
d1 and d2. d1 is divided into three intervals (i.e., d1 = Md, md ≥ d1 > Md and
d1 < Md or d1 > md) according to its value. Similarly, d2 is also divided into
three intervals (i.e., d2 = Md, md ≥ d2 > Md and d2 < Md or d2 > md). d1

and d2 are combined to generate nine combinations. Nine combinations respec-
tively correspond to nine different embedding strategy detailedly shown in the
following embedding procedure.

if d1 == Md

{
if d2 == Md

call embed 2 bits;
else

{
if Md < d2 ≤ md

call embed 1 bit and increase difference;
else

call embed 1 bit and leave unchanged;
}

}
elseif Md < d1 ≤ md

{
if d2 == Md

call increase difference and embed 1 bit;
else
{

if Md < d2 < md

call increase 2 difference;
else

increase difference and leave unchanged;
}

}
else
{

if d2 == Md

call leave unchanged and embed 1 bit;
else
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{
if Md < d2 < md

call leave unchanged and increase difference;
else

Do nothing;
}

}
When md < d1 or d1 < Md and md < d2 or d2 < Md, we do nothing. Each of
the remaining eight strategy will call a function to realize the embedding process.
Eight functions are respectively illustrated in Procedure 1 to Procedure 8. With
the help of Table 1 to Table 8, p can be correctly retrieved in the extraction
process by comparing d

′
1 (or d

′
2) with Md and md.

Procedure 1. Embedding two bits

p1 > p2 > p3 p
′
1 = p1 + w1 + w2, p

′
2 = p2 + w2

p1 < p2 < p3 p
′
1 = p1 − w1 − w2, p

′
2 = p2 − w2

p1 = p2 = p3 if w1 == 1 and w2 == 1

p
′
2 = p2 + 1

elseif w1 == 0 and w2 == 1

p
′
1 = p1 − 1, p

′
2 = p2 − 1

else

p
′
1 = p1 − w1, p

′
2 = p2 − w2

p1 < p2 > p3 if w1 == 1 and w2 == 1

p
′
2 = p2 + 1

elseif w1 == 0 and w2 == 1

p
′
1 = p1 + 1, p

′
2 = p2 + 1

else

p
′
1 = p1 − w1, p

′
2 = p2 + w2

p1 > p2 < p3 if w1 == 1 and w2 == 1

p
′
2 = p2 − 1

elseif w1 == 0 and w2 == 1

p
′
1 = p1 − 1, p

′
2 = p2 − 1

else

p
′
1 = p1 + w1, p

′
2 = p2 − w2
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Table 1. Changes to Procedure 1 after watermark embedding

p1 > p2 > p3 p
′
1 > p

′
2 > p

′
3

d
′
1 ∈ {Md, Md + 1} d

′
2 ∈ {Md, Md + 1}

p1 < p2 < p3 p
′
1 > p

′
2 > p

′
3

p1 = p2 = p3 p1 �= p
′
2 �= p

′
3

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3

Procedure 2. Embed 1 bit and increase difference

p1 > p2 > p3 p
′
1 = p1 + w1 + 1, p

′
2 = p2 + 1

p1 < p2 < p3 p
′
1 = p1 − w1 − 1, p

′
2 = p2 − 1

p1 < p2 > p3 if w1 == 1

p
′
2 = p2 + 1

else

p
′
1 = p1 + 1, p

′
2 = p2 + 1

p1 > p2 < p3 if w1 == 1

p
′
2 = p2 − 1

else

p
′
1 = p1 − 1, p

′
2 = p2 − 1

Table 2. Changes to Procedure 2 after watermark embedding

p1 > p2 > p3 p
′
1 ≥ p

′
2 > p

′
3

d
′
1 ∈ {Md, Md + 1} Md + 1 < d

′
2 < md + 1

p1 < p2 < p3 p
′
1 ≤ p

′
2 > p

′
3

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3

Procedure 3. Embed 1 bit and leave unchanged

p1 > p2 p
′
1 = p1 + w1

p1 ≤ p2 p
′
1 = p1 − w1

Table 3. Changes to Procedure 3 after watermark embedding

p1 > p2 p
′
1 > p

′
2

d
′
1 ∈ {Md, Md + 1} d

′
2 < Md or d

′
2 > md

p1 < p2 p
′
1 < p

′
2
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Procedure 4. Increase difference and embed 1 bit

p1 > p2 > p3 p
′
1 = p1 + 1 + w2, p

′
2 = p2 + w2

p1 < p2 < p3 p
′
1 = p1 − 1 − w2, p

′
2 = p2 − w2

p1 < p2 > p3
if w2 == 1

p
′
2 = p2 + 1

else

p
′
1 = p1 − 1

p1 > p2 < p3
if w2 == 1

p
′
2 = p2 − 1

else

p
′
1 = p1 + 1,

Table 4. Changes to Procedure 4 after watermark embedding

p1 > p2 > p3 p
′
1 > p

′
2 > p

′
3

Md + 1 < d
′
1 < md + 1 d

′
2 ∈ {Md, Md + 1}p1 < p2 < p3 p

′
1 > p

′
2 > p

′
3

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3

Procedure 5. Increase 2 differences

p1 > p2 > p3 p
′
1 = p1 + 2, p

′
2 = p2 + 1

p1 < p2 < p3 p
′
1 = p1 − 2, p

′
2 = p2 − 1

p1 < p2 > p3 p
′
2 = p2 + 1

p1 > p2 < p3 p
′
2 = p2 − 1

Table 5. Changes to Procedure 5 after watermark embedding

p1 > p2 > p3 p
′
1 > p

′
2 > p

′
3

Md + 1 < d
′
1 < md + 1 Md + 1 < d

′
2 < md + 1

p1 < p2 < p3 p
′
1 > p

′
2 > p

′
3

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3

Procedure 6. increase difference and leave unchanged

p1 > p2 p
′
1 = p1 + 1

p1 ≤ p2 p
′
1 = p1 − 1
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Table 6. Changes to Procedure 6 after watermark embedding

p1 > p2 p
′
1 > p

′
2

Md + 1 < d
′
1 < md + 1 d

′
2 < Md or d

′
2 > md

p1 < p2 p
′
1 < p

′
2

Procedure 7. Leave unchanged and embed 1 bit

p2 > p3 p
′
1 = p1 + w2, p

′
2 = p2 + w2

p2 ≤ p3 p
′
1 = p1 − w2, p

′
2 = p2 − w2

Table 7. Changes to Procedure 7 after watermark embedding

p2 > p3 p
′
2 > p

′
3

d
′
1 < Md or d

′
1 > md d

′
2 ∈ {Md, Md + 1}

p2 < p3 p
′
2 < p

′
3

Procedure 8. Leave unchanged and increase difference

p2 > p3 p
′
1 = p1 + 1, p

′
2 = p2 + 1

p2 < p3 p
′
1 = p1 − 1, p

′
2 = p2 − 1

Table 8. Changes to Procedure 8 after watermark embedding

p2 > p3 p
′
2 > p

′
3

d
′
1 < Md or d

′
1 > md Md + 1 < d

′
2 < md + 1

p2 < p3 p
′
2 < p

′
3

I is converted into a one-dimension pixel list respectively according to the arrow
directions shown in Fig. 1(a) and Fig. 1(b). Each list has two different ways
(respectively marked by black and blue) to partition all pixels into overlapped
three pixel blocks. For each way, we find the number of absolute differences
having the maximum occurrence. Hence, two lists will generate four absolute
differences with the maximum occurrence, respectively use Md1, Md2, Md3 and
Md4 to denote them. Find the maximum value from Mdi, 1 ≤ i ≤ 4, and i ∈ Z

and use Md to denote this value. I is converted into a one-dimension pixel list
ID1 according to the selected order.

Three consecutive pixels p1, p2 and p3 of ID1 is grouped into a pixel block
(p1, p2, p3), where 0 ≤ p1 ≤ 255, 0 ≤ p2 ≤ 255 and 0 ≤ p3 ≤ 255. For each
p, calculate its two differences d1 and d2, and then select the corresponding
procedure from Procedure 1 to Procedure 8 according to the combination of d1

and d2, finally obtain p
′
1, p

′
2 and p

′
3 based on the relation among p1,p2 and p3.

A location map LM is generated and denoted by a bit sequence of size W ×
H . For a pixel block p, if 0 ≤ p

′
1 ≤ 255, 0 ≤ p

′
2 ≤ 255 and 0 ≤ p

′
3 ≤ 255

after performing embedding procedure, this p is marked by ‘1’ in the map LM .
otherwise by ‘0’. The location map is compressed losslessly by an arithmetic
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(a) Partition way in horizontal direction

(b) Partition way in vertical direction

Fig. 1. Partition way for a 4 × 4 images block

encoder and the resulting bitstream is denoted by L. LS is the bit length of L.
Embedding procedure is performed if p is marked by ‘1’ in LM . Otherwise, p is
kept unchanged.

After the first LS pixels have been processed, their LSBs are replaced by L,
and then the LS LSBs to be replaced are appended to P . Finally, the rest of P
and the LS appended bits are embedded into the remaining unprocessed blocks.
After all the blocks are processed, a new watermarked image IW is obtained.

2.2 Performance Analysis

The embedding distortion caused by the embedding procedure is illustrated in
this subsection. Following that is the definition of data-hiding capacity.

Modifications to Pixels. Take p with d1 = Md and d2 = Md for example.
Since d1 = Md and d2 = Md, then two-bit watermark information is embedded
into p. If p1 > p2 > p3, after watermark embedding, p

′
1 = p1 + w1 + w2, p

′
2 =

p2 + w2 and p
′
3 = p3. For pixel p1, the difference dp1 between p

′
1 and p1 equals

p
′
1 − p1 = w1 + w2. Similarly, dp2 = p

′
2 − p2 = w2, dp3 = 0. However, in

Lin’s method, for p1 > p2 > p3, dp1 = w1, dp2 = 0 and dp3 = w2. Through
the comparison of the proposed method and Lin’s method, the modification to
p1 caused by watermark embedding is increased. To conclude from the above
example, we increase the number of differences at the cost of enhancing the
embedding distortions.
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Hiding Capacity. The maximum hiding capacity D is given by:

D = g(Md) − LS (1)

From Eq. (1), a part of the available capacity is consumed by L.

2.3 Data Extraction and Image Restoration

The watermarked image IW is converted into a one-dimensional pixel list in the
same way as was done in embedding.

For IW , LSBs of the first LS watermarked pixels are collected into a bitstream
B. B are decompressed by an arithmetic decoder to retrieve the location map. By
identifying the EOS symbol in B, the bits from the start until EOS are decom-
pressed by an arithmetic decoder to retrieve the location map. Data extraction
and pixel restoration is carried out in inverse order as in embedding. Md and md

are transmitted to the receiving side. With help of Md and md, the watermark
sequence can be correctly extracted. For each pair p

′
= (p

′
1, p

′
2, p

′
3), if p

′
’s loca-

tion is associated with ‘0’ in the location map, then it is ignored. Otherwise, p
can be retrieved in virtue of Table 1 to Table 8.

3 Experimental Results

The proposed method is implemented and tested on various standard test im-
ages using MATLAB. The performance for four most frequently used 512× 512
grayscale standard test image is presented in Table 9, where we use number of
bits and PSNR values for measurement for capacity and distortion.

We modify Lin’s method by keeping p3 of any pixel block p. As a result, the
proposed method increases the number of differences whose absolute value equals
Md at the cost of enhancing the modifications to p1 and p2. Take Procedure 1
for example, for the situation of p1 > p2 > p3, when w1 = 1 and w2 = 1,
d

′
1 = 2, d

′
1 = 1. Therefore, decreasing the modifications to p1 is the key to

increasing the payload while reducing the distortions. We will be devoted to
research in increasing the performance of the proposed method in the future
work.

Table 9. Performance of the proposed method

Image Embedding capacity (bits)PSNR value (dB)

Baboon 19265 46.7062

Boat 50407 47.1568

Lena 54069 47.6528

Barbara 37454 46.7380
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4 Conclusions

In Lin’s method, images are divided into non-overlapping three-pixel blocks.
Each pixel block contains two pairs composed of two neighboring pixels. Absolute
differences between pairs are calculated. And meanwhile, the absolute difference
having the highest occurrence rate is obtained. 1-bit watermark is embedded
into a pixel pair whose absolute difference is equal to this obtained value. Since
each pixel block contains two differences, Lin’s method achieves embedding rate
of at most 2

3 bpp (bit per pixel) for a single embedding process. With the aim
of further increasing embedding rate, we modify the embedding process in Lin’s
method to keep the third pixel of a pixel block unaltered in the proposed method.
Then, this unchanged pixel is used again to reform into a new pixel block with
its two neighboring pixels. As a result, the embedding rate can reach to 1 bpp
for a single embedding process.
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Abstract. The purpose of this thesis is to develop a recognition system of 
handwriting letter. This system uses web camera as the input device, and 
discriminates the alphanumeric shape after detecting out the trajectory of 
handwriting. This research presents a new method of fingertip identification. In 
the method, the fingertip is found out by the characteristic that the position of 
fingertip is usually on the external frame of hand block, and the position of 
fingertip can be determined according to the established conditions in this 
thesis. The identification system of this article divides into two stages. The first 
stage is the fingertip trajectory record. In this stage, after video frames input the 
system, the image processing of each frame and the identification of hand 
position are proceeded, and then the position of fingertip is determined so that 
we can track and record the trajectory of fingertip. The second stage is the 
recognition of alphanumeric shape. In this stage, we do the front disposal of 
trajectory and then extract features of the trajectory for the recognition of 
alphanumeric shape. The outcome of the experiment shows that the system can 
track on the fingertip smoothly, and it also has high success rate on the 
identification of alphanumeric shape. 

Keywords: fingertip, tracking, trajectory, alphanumeric shape, recognition. 

1   Introduction 

The handwriting recognition technology based on gesture can be divided into two 
major kinds. One kind is to take down the information of hand based on apparatus 
such as the glove [1], another kind is based on image [2]. The research of glove-based 
methods must use the data glove to make the detailed information of the hand, for 
instance the crooked degree and the interval of finger. The advantage of glove-based 
methods is that it can obtain the comparatively accurate data, and it is free from 
interruption by external environment. But its disadvantage involves: Glove has 
restriction of the scope of activity, the cost is comparatively high, and the glove life-
span is relatively short. In the hand tracking technique that performed based on 
images, it retrieves information about hands through the picture shooting performed 
by one or multiple sets of cameras. There are two kinds of ways to recognize the 
information about hands. One is based on models [3]. In this method, a picture of the 
hand is obtained by a camera; then, the hand position is figured out via computer and 
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matched with the target sample. However, such a method needs more tremendous 
operand. The other one is based on hand contour [4][5]. In this method, the image of a 
hand is retrieved by a camera. After the hand position is identified, the necessary 
information calculation is performed via hand fringe, ex. palm position or fingertip 
tracking. This method has lesser operand, more suitable for real-time applications. 

After the fingertip trajectory is acquired, the word recognition will be performed, 
to recognize what kind of word trajectory the written trajectory is. There are three 
most common ways to perform the recognition: Hidden Markov Model [6][7], 
Dynamic Time Warping[8], and Neural Network. Hidden Markov Model is called 
“HMM” in abbreviation, which is developed from statistics and is often used in 
Acoustic Model Recognition. The feature of Dynamic Time Warping is that it can 
change the lengths of the matched data, often used in researches on Speech 
Recognition originally, similar to Hidden Markov Model. Neural Network performs 
various kinds of recognition by means of imitating biological neuron systems, which 
has extensive applications. 

In order to achieve the purpose of recognizing fingertip handwritten words, the 
screening of skin color areas is performed through the techniques of color system 
conversion and morphological image processing in the paper first. Next, the hand and 
the fingertips are extracted, and the handwritten trajectory is tracked. Then, the 
recognition of the recorded trajectory is performed. Finally, actual images of 
handwriting are used for the implementation of the experiments in every procedure 
and stage. Therefore, this paper is divided into five sections. Chapter 1 is the 
Introduction, mainly describing the research motivation and the procedures for  
the system of fingertip handwriting recognition. Section 2 introduces the methods for 
the screening of skin color areas and the determination and tracking of fingertip 
positions. Section 3 describes the methods for fingertip trajectory pre-processing and 
handwritten word recognition. The experiment results are discussed in Section 4. The 
final conclusions are described in Section 5. 

2   The Determination of Skin Color Areas and the Tracking of 
Fingertip Trajectory 

In order to reduce the influence of illuminant intensity on colors, the HSV color space 
[9] is adopted in this study to sift out skin color areas. In this study, all the pixel 
points conforming to the skin color conditions in the images are found out, and these 
pixel points are binaryzated to be grey scale value 255, while other pixel points not 
conforming to the skin color conditions were grey scale value 0. For example, Fig. 
1(b) shows the results of Fig. 1(a) after skin color testing.  

After the skin color areas are acquired and the noise is removed, the fingertip 
trajectory tracking is performed. In the process, the determination of the hand areas is 
undertaken, to calculate the fingertip positions. Then, the coordinates of fingertip 
positions are recorded one by one to complete the steps for trajectory tracking, 
namely that the process for fingertip trajectory tracking is divided into the procedures 
such as the determination of the hand areas, the determination of the fingertip 
positions, and the record of fingertip trajectory coordinates, which are discussed 
respectively in Section 2.1, 2.2 and 2.3. 
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          (a) Original Image   (b) Results of skin color screening  

Fig. 1. HSV skin color screening  

2.1   The Determination of the Hand Areas  

Under a general operating environment, the skin color picture retrieved by a camera is 
not limited to the hands. Usually, the facial part will be included in the picture as 
well; or, the hands are not within the picture. Therefore, we should ponder on how to 
mark the hand areas correctly, so as to correctly find out where the fingertips are. 
Such a procedure is achieved mainly through the two steps—the marking of the skin 
color areas and the removal of facial areas. 

(1) Marking of the skin color areas 
In this section, the connected component labeling [11] is mainly utilized in this 
step. The connected pixels belonging to the same object in an image are found out, 
so as to mark every independent object in an image. In the binarized image whose 
skin color areas have been marked completely, the facial parts may be also 
included in the picture at the same time, in addition to the hands. Besides, the 
square measure of the hands is usually smaller than that of the face. Thus, after the 
top two areas conforming to the threshold value (1200 pixels) have been selected 
and framed, the removal of the facial part should be undertaken. Shown as Fig. 2, 
the red rectangle frame shows the results of the determination of the top two skin 
color areas in an image. 

 

Fig. 2. Skin color areas marking 

(2) Removal of facial areas 
Generally speaking, the skin texture of palm is different from the back of hand and 
the face. Usually, it is whiter and pinker than the face. Also, such a kind of skin 



84 M.-F. Wu et al. 

color accounts for larger proportion in the hand area than the facial area does. 
Therefore, in this paper, the hand is determined based on the proportion of this 
skin color [12]. For calculating the proportion of this skin color, a threshold value 
should be set necessarily. Then, the statistics of the pixels of white and pink colors 
in the candidate skin color areas are made, and the proportion of the total pixels of 
the pixels and skin color areas conforming to this threshold value is calculated. 
Such a proportion is called “the proportion of red skin color”. If both the 
proportions of red skin color in the two areas are greater than certain value, the 
one with the greater proportion is the hand. If there is only one area greater than 
the threshold of the proportion of red skin color, this area is the hand. If neither of 
the two conforms to the threshold, the picture is determined to have no hand areas. 
For example, Fig. 3(b) shows the results of hand area determination processed 
based on Fig. 3(a). The white area in the figure is the hand, while the gray one is 
the removed facial area. 

         

 (a) Original Image              (b)Results of hand screening 

Fig. 3. Hand screening based on the proportion of red skin color 

2.2   Determination of the Fingertip Position 

In order to speed up the processing time, this study proposes three-stage methods for 
completing the determination of fingertip positions: (1) First, calculate the outer 
frame of the hand area; (2) Then, search for the coordinates of the sharp points on the 
fringe from the outer frame; (3) Finally, determine the fingertip position from the 
coordinates of the sharp points on the fringe. The three stages are explained 
respectively as follows: 

(1) Calculate the outer frame of the hand area 
The way to calculate the outer frame of the hand area is: The statistics of the 
coordinate position of every point is processed, regarding the pixels of the hand 
area from up to down and left to right, to figure out the maximum and minimum 
of the coordinate X and Y; then, based on this value, the rectangle outer frame is 
marked, namely the outer frame of the hand image. 

(2) Calculate the sharp points on the fringe  
After the outer frame of the hand position is figured out, then, the possible 
fingertip position is calculated. Because the finger will be on the outer frame of 
the hand position, therefore, in this study, the fingertip position is searched, from 
the four edges of the outer frame and the fringe of the hand position. As for the 
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way to search, the four edges of the outer frame of the hand position are divided 
into four parts first, to search clockwise orderly, based on the four corners as the 
starting points. When any pixel of the hand fringe is encountered on the outer 
frame, this point is set to be the fingertip midpoint. Then, based on the fingertip 
midpoint as the starting point, the origin is set to be 0, after the neighboring 
coordinate is found; also, this coordinate is set to be the center for next search. 
After the first search is completed according to this way, the recursion is 
performed for 30 times to the front and to the back respectively, so as to search the 
front point and the back point of the fingertip. After the search for the four edges 
of the outer frame is completed, all the sharp points on the outer frame of the 
image on the hand fringe, as well as the coordinates located at the 30th point in  
the front and back directions of the sharp point, can be acquired. The results are 
shown as Fig. 4. In the figure, the yellow triangle is drawn, based on the 
connection lines between the sharp point and the front and back points at a 
distance of 30 pixels. 
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    Fig. 4. Searching result of hand cusp              Fig. 5. Angular calculation of hand cusp 

(3) Determine the fingertip position 
After the sharp point positions on the four edges of the image’s outer frame are 
acquired, then, the screening for fingertip locations is processed among these four 
sharp points, in order to select the real fingertip position. Shown as Fig. 5, in this 

step, the two vectors fmFF  and bmFF  are figured out first, based on the sharp 

point Fm and the front and back points Ff and Fb. Then, the included angle is 
figured out, based on the two vectors; then, the included angle between the sharp 
point coordinate and the coordinates of the 30th pixel on the front and back points 
can be acquired. 

On the hand image, because the fingertips on the sharp points on the four edges 
of the outer frame form the smallest included angle, therefore, the fingertip will be 
acquired by means of contrasting the sharp point with the smallest included angle 
on the four edges. However, there is an exception: When no fingers are extended 
from the hand, it means that it is not in a writing situation and the fingertips do not 
show up. Thus, the maximum of the included angle between the fingertips should 
be stipulated. When this angle is exceeded, it means that this included angle is not 
the fingertip position. From the actual experience in this study, the maximum of 
the included angle of the fingertip is 45°. 
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2.3   Record of Fingertip Trajectory 

After the fingertip coordinate is determined, the record of fingertip trajectory can be 
processed. As for the way of recording in this paper, the fingertip recognition is 
processed on every picture. The record will be taken down, whenever there is any 
fingertip showing up. The record will not be taken down, if no conditions of the 
fingertip are conformed. Shown as the white coordinate points in Fig. 6(a), when the 
record is completed, the trajectory pattern will be a sequence of coordinates. The 
connection of the coordinate points in Fig. 6(a) will be Fig. 6(b). Such a sequence of 
coordinates can be used for fingertip trajectory recognition. 

       

            (a) Points of the handwritten trajectory              (b) Connection of the points 

Fig. 6. Handwritten trajectory 

3   Word Trajectory Recognition 

After the fingertip trajectory tracking is completed, we can go on to process the stage 
of word trajectory recognition. The complete procedure of this stage can be divided 
into two parts. The first comprises real-time fingertip trajectory tracking and word 
trajectory recognition. In this part, the trajectory pre-processing is undertaken first. 
The steps for retrieving the characteristic values of the trajectory and for comparing 
the word trajectory are undertaken. After the matching is made, the results can be 
output. The other part comprises the establishment of the trajectory sample database. 
In this part, the trajectory samples are collected first to undergo the preprocessing, for 
retrieving the characteristic values, and then the establishment of a matching database 
is undertaken. The systems able to be determined by the sample categories in the 
database can be used for recognizing word categories. In this paper, the words are 
mainly based on the ones that can be written in a single stroke. 

3.1   Trajectory Processing  

In the process of word handwriting, unnecessary encumbrances will occur on the 
trajectory due to many factors. For example, the noise misjudged during the trajectory 
recording, the length of the word stroke, the different writing habits, etc. All of these 
will make the trajectory more complicated, increasing difficulty in recognition. 
Therefore, the smoothing processing and the screening for trajectory samples [14] 
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should be performed first, under the situation in which the trajectory will not affect 
the characteristics, which was explained in detail as follows: 

(1) Screening for trajectory sample points  
The trajectory screening is divided into two parts. In the first part, the noise caused 
by the erroneous judgment of trajectory is removed. The distance between the 
noise and the front and back trajectory points is usually larger than that between 
correct trajectory points, which can be judged according to the size of the distance 
between every point in the trajectory. In the second part, the excessively-near 
distance is eliminated, and the quantity of trajectory points is adjusted. The way to 
eliminate is to orderly check the distance of the neighboring points in the 
trajectory. If the distance is excessively-near, the point will be eliminated. The 
check will be processed, until the necessary quantity of trajectory points is 
achieved. 

(2) Trajectory smoothing  
As for the smoothing method in this study, every trajectory point in the trajectory 
sequence is calculated orderly. The area formed by every trajectory point and its 
front and back trajectory points is viewed as a triangle, to calculate the barycenter. 
Based on this triangle barycenter as the new trajectory point, the new trajectory 
undergoing the smoothing can be acquired, after the calculation of the trajectory 
sequence is processed orderly. Shown as Fig. 7, the red line shows the trajectory 
of the original curve, and the yellow line shows the result of smoothing. 

    

Fig. 7. Result of trajectory smoothing 

3.2   Characteristic Value of the Trajectory 

In this study, the matching is undertaken, based on the two kinds of characteristics in 
the word trajectory. The first one is eight-directional code for the trajectory points, 
and the second one is the head-tail position of the trajectory, respectively explained in 
detail as follows: 

(1) Eight-directional code 
In this paper, the 360° will be divided into 8 portions. The ± 25.5° from 0° is 
defined to be No.1. The 8 numbers are defined counterclockwise. Then, the angles 
between every point in the trajectory sequence are matched, and the codes are 
processed according to the partition it belongs to. 
 



88 M.-F. Wu et al. 

(2) Head-tail position of the trajectory 
In this study, the way to recognize similar word trajectory is processed mainly 
according to the 16-lattices within the range of the word trajectory. Each lattice is 
given a number. Also, the number regarding the position of the starting point and 
the final point of the word trajectory is calculated further, and then the head-tail 
position of the trajectory can be acquired. 

3.3   Word Trajectory Matching   

In this study, the method for comparing word trajectory comprises two parts. The first 
part is based on Markov Models[6][7], to construct the state transition probability 
through every change in word trajectory, for performing the calculation aimed at the 
input word trajectory based on this state transition probability. Then, the trajectory 
matching aimed at the probability and the sum is performed. In the second part, the 
matching database is constructed based on the characteristics of the starting point and 
the final point of the word trajectory. Then, the matching aimed at the input word 
trajectory in this database is performed, while the values are given. Then, the 
matching values of the two parts are added. The highest value is the matching result. 

Because the matching database is divided into the two parts mentioned above, the 
undertaking of the matching method is also divided into two parts. First, the 
recognition of trajectory direction is performed. The sequence of the input eight-
directional code of the trajectory as well as the transition data is matched in terms of 
probability, and then multiplied by a parameter. After all the models of word font are 
matched completely, the matching data of this part can be acquired. In the second 
part, the matching of the starting point and the final point in the trajectory is 
performed. The positions of the input starting points and the final points of the word 
trajectory are matched with the database. The numeral values are given, according to 
the conformation degree. Then, the matching data of this part can be acquired. Next, 
the sums of the corresponding matching data of the two parts are calculated. The 
higher numeral values are the matching results. 

4   Experiment Results 

In real situations, a human face along with the hands tend to be included in the 
picture, and the range of human facial skin color may be more obvious than that of the 
hands. Thus, the hand tacking will be interfered severely. Therefore, before the hand 
tracking is processed, the human facial part should be removed. In order to verify the 
way to remove facial areas proposed by this study, the human face together with the 
hands are actually included in the picture simultaneously in the experiment in this 
section, to perform hand detection and tracking. Fig. 8 shows the picture of the results 
of hand tracking. The framed areas in the figure show the detected hand positions. 
The color pictures on the upper row show the results of the actual hand tracking. The 
black-and-white pictures on the lower row show the results of facial area removal, in 
which the white areas represent the hand areas, while the gray scale areas represent 
the removed facial areas. 
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Fig. 8. Results of hand tracking 

After the hand area has been detected and tracked, then, this study performs the 
tracking based on the fingertip tracking method proposed in Section 2.2. The results 
are shown as Fig. 9. In the figure, the yellow circles represent the fingertip positions. 
Because the tracking method proposed in this study will not be affected by the 
fingertip angle, the results show that recognition and tracking can be performed 
successfully aimed at the fingertips in different people and different angles. 

 

 

Fig. 9. Picture of fingertip tracking 

After the fingertip has been tracked, the word writing is undertaken immediately, 
while its trajectory is recorded. The trajectory recorded is a series of coordinates. If 
the coordinates are listed directly, it will be harder to observe the results via naked 
eyes directly. Therefore, in this paper, the sequence of coordinates is transformed into 
a picture, and the result is shown as Fig. 10, in which the white light-spots are namely 
the trajectory points of fingertip writing. 
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Fig. 10. Picture of trajectory recording 

5   Conclusions 

In this study, based on image processing, the word recognition technique of 
handwriting input is developed, which has achieved the purpose of recognizing 
handwritten numerals and English alphabets via the input image through a  
web camera. In the process, the handwritten input images orderly undergo pre-
processing, hand area recognition, fingertip tracking and trajectory recording. Also, 
after the recorded word trajectory have undergone the screening for sample points, the 
processing of trajectory smoothing, and the retrieval of characteristic values, the 
matching is performed, so as to obtain the results of word recognition. 

According to the experiment results in the last section, more than 93% of success 
rate can be achieved in the stages of hand determination, fingertip recognition and 
tracking, which has verified that the method proposed in this study can perform 
tracking aimed at the positions of hands and fingertips smoothly. As for the aspect of 
word recognition, although the conditions for word recognition vary, the total average 
of the success rate can achieve 92.84%, which has verified the accuracy and 
feasibility of the word recognition method in this study. 
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Abstract. In this paper, we propose a novel algorithm based on Gabor wavelets 
and support vector machine (SVM) for recognition of tire tread patterns. Input 
tire images are first preprocessed by morphological opening to enhance the 
features (or textures) on tire surface. The grooves in tire surface are salient 
important features for a tire matching system. We detect the tire tread patterns 
of being grooved or wavy and use this feature to train various SVM classifiers. 
The features of tire tread patterns are then represented by Gabor wavelets, and 
feature extraction is further carried out by principal component analysis (PCA). 
Finally, the matching processes are achieved by the classifiers of SVM, 
Euclidean distance and cosine distance. Result shows that the recognition rate 
of 60% for tire images can be obtained by the SVM classifier when 15 tire tread 
patterns are used.  

Keywords: Tire tread patterns, Gabor wavelets, Principal component analysis 
(PCA), Support vector machine (SVM), Pattern recognition. 

1   Introduction 

Tire tread patterns are broadly used in the investigation of traffic accidents for 
recognizing the responsibility of car drivers. They are quite useful especially for a hit-
and-run accident by identifying a given tread pattern to match existing tires to further 
reduce the scope of investigation. The tread patterns and tire marks at the scene of 
accident are commonly used in analysis of the behavior of car drivers, collision 
locations, vehicle direction, and post-collision trajectories. The above information is 
of importance in forensic evidence for law enforcement agencies [1]. However, most 
pattern matching processes are manually operated, which are labor-intensive and 
require visual identifications of extensive database of tire tread patterns. In this work, 
we propose to automate the matching process of tire tread patterns by creating 
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effective features representation, extraction and classification, and then to locate 
candidate matches from the database of existing tread pattern images. 

The first step for classifying a given tire tread pattern to existing models is to 
perfectly reconstruct the imprints of tires. Two popular methods that are based on 3D 
photogrammetry [2,3] and 2D image processing [4,7] are commonly used. Thali et al. 
[2] used a CAD-supported photogrammetry for 3D reconstruction of the face of the 
injury run over by a vehicle tire. They serially photographed the objects (injury and 
surface of tires). These photo sequences were then evaluated with the RolleiMetric 
multi-image evaluation system. Their system measured the spatial location of points in 
the photo sequences, and created 3D data models of the objects. The results show the 
perfect 3D match between the tire tread and the facial injury, revealing how greatly 3D 
methods surpass the classic 2D image processing method. Another similar study [3] is 
to use high resolution 3D optical surface scanner to capture footwear impressions and 
tire tracks in snow, which is also very satisfactory in different meteorological 
conditions. The only disadvantage for 3D methods is very computationally expensive. 

To identify tire tread patterns by 2D image processing methods, feature 
representations for tire textures are commonly achieved by image transformations 
such as 2D fast Fourier transform (FFT) [4] and Gabor wavelets [5]. The curse of 
dimensionalities is the problem that arises from many more features than training 
images, which is our case. High dimensional data of tire images are difficult to tackle 
with; therefore, PCA [6] is usually adopted for dimension reduction by projecting the 
image data into the most expressive feature axes that are also called principal 
components. This process is known as feature extraction. The matching process of 
features are then accomplished by some popular statistical methods such as Fuzzy C-
mean, K-nearest neighbor (KNN), neural network, SVM, Euclidean distance, or 
cosine distance that is used to measure the cross correlation of two variables. 

Colbry et al. [4] developed a tire matching system to automate the process of tire 
pattern recognition that uses 2D FFT coefficients to represent the most informative 
features of tire imprints. To reduce the complexities of high dimensional image data, 
both PCA and PSA (power spectrum analysis) are used in the processes of features 
extraction. A KNN classifier is then used to find the best matches in the database for 
test samples of tire. However, the evaluations on tire matching rates in their work are 
absent. Jung et al. [7] proposed a hierarchical fuzzy pattern matching classifier for 
recognizing tire tread patterns. They constructed a binary decision tree by using fuzzy 
C-means (FCM) algorithm in their design. The results show the superiority of their 
proposed method. 

In this paper, we propose a tire matching system that is based on Gabor wavelets 
and SVM classifier. The Gabor wavelets are first used to represent the features of tire 
tread patterns with different scales and orientations. Several SVM classifiers are then 
trained according to the type of tire patterns to be grooved or wavy. The matching 
processes are carried out by the classifiers of SVM, Euclidean distance (ED) and 
cosine distance (CD). Results show that the tire recognition rate of 60% is obtained by 
the SVM classifier when 15 tire patterns are tested.  

The remainder of the paper is organized as follows: Section 2 gives a detailed 
description of the proposed method for recognizing tire tread patterns of vehicles. 
Section 3 describes the preparation of training and testing database for tire images. 
The experimental results are discussed in Section 4, and Section 5 contains the 
concluding remarks of this work. 
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2   The Proposed Method for Tire Pattern Recognition 

The flowchart of the proposed method for tire patterns recognition is shown in Fig.1. 
The tire matching system consists of the following major components including (1) 
image preprocessing, (2) detection of groove number, (3) transformation of Gabor 
wavelets, (4) dimensionality reduction of features, and (5) feature matching. First, the 
image preprocessing is to enhance the features of tire tread patterns to be more salient. 
Second, we detected the tire patterns of being grooved or wavy and then used this 
feature to train various SVM classifiers. Third, the features (or textures) of tire images 
are represented by the Gabor wavelets with 5 scales and 8 orientations. Finally, PCA 
is used to reduce the high dimensionalities of Gabor features that are further classified 
by the methods of SVM, ED, and CD, respectively.  

 
Fig. 1. The flowchart of the proposed method for recognizing tire tread patterns 

2.1   Image Preprocessing 

Since the orientation of tire patterns significantly affects the performance of a tire 
matching system; therefore, we manually corrected the tire patterns to be frontal and 
upright. Subsequently, the tire images are processed by morphological opening to 
eliminate some fine holes in the image. As shown in Fig. 2(a), the original image used 
is of size 1200×800 pixels. The features of tire patterns becomes more salient after 
image preprocessing (see Fig. 2(b)) due to the elimination of small holes.   

 

Fig. 2. (a) Original tire image, (b) Result after image preprocessing procedures 
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2.2   Detection of Groove Number 

The detection of the groove number of tires was performed on the binary images. As 
shown in Fig. 2(b), the rib patterns that are oriented primarily in the rolling direction 
of tire are the grooves with white pixels. In this work, we projected all the pixels of 
tire image onto the horizontal axis (i.e., x-axis) and then accumulated the black pixels 
point by point along this axis. Suppose the binarized tire image is of size with n rows 
and m columns. The probability of occurrence of black pixels p[x] can be given as 
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where f(x,y) represents the gray level of pixel at location (x, y) on tire image. If 
f(x,y)=0, it represents a black pixel; otherwise, it is white. Therefore, the number of 
grooves on tire surface can be determined by the constraints of both p[x]≤t1 and Δx≥t2, 
where t1 is a threshold set to 0.1, and t2 is the total number of continuous points with 
p[x]≤t1 along the horizontal axis, which is set to 10. The result of 3 grooves in tire 
image (see Fig. 2(b)) detected by the proposed method is shown in Fig. 3.   

 

Fig. 3. Three grooves in Fig. 2(b) detected by the method of horizontal projection 

2.3   Principle of Gabor Wavelets 

Gabor wavelets (or called filters, kernels) can capture the most salient visual 
properties such as spatial locality, orientation selectivity, and spatial frequency 
characteristics. Prior to capturing the features of tire tread patterns by Gabor wavelets, 
the input tire images are resized from 1200×800 pixels to 45×30 pixels by a bilinear 
interpolation method for greatly reducing computational complexities. 

Mathematically, a 2D isotropic Gabor wavelet is the product of a 2D Gaussian and a 
complex exponential function. The general expression can be expressed as 

( )
2 2

, , 2
( , ) exp exp cos sin

x y j
g x y x yθ γ σ

π θ θ
σ λ

⎛ ⎞+ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠

 (2)
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The parameter θ represents the orientation, λ is the wavelength, and σ indicates the 
scale at orthogonal direction. However, with this set of parameters the Gabor wavelet 
does not scale uniformly as the parameter σ changes. It is better to use a parameter 
γ=λ/σ to replace λ so that a change in σ corresponds to a true scale change in the 
Gabor wavelets. Moreover, it is convenient to use a 90o counterclockwise rotation to 
Eq. (2), such that θ expresses the normal direction to the Gabor wavelet edges. The 
Gabor wavelets can be rewritten as 

( )
2 2

, , 2
( , ) exp exp sin cos

x y j
g x y x yθ γ σ

π θ θ
σ γσ

⎛ ⎞ ⎛ ⎞+= − −⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠

 (3)

In this work, a set of parameters of the Gabor wavelets is used as γ=0.785, θ={0°, 90°, 
72°, 45°, 36°, -72°, -45°, -36°}, and σ={1, 2, 3, 4, 5} shown in Fig. 4. Thus, 40 Gabor 
responses for each tire image can be obtained. Each Gabor filter is then concatenated 
into a pattern vector with 54,000 (=360×150) elements for a tire image of size 45×30 
pixels. The responses of Gabor wavelets for 3-groove and wavy patterns of tire images 
are shown in Fig. 5 and Fig. 6, respectively. 

 

Fig. 4. (a) Schematic diagram of orientations for Gabor wavelets, (b) The response of Gabor 
wavelets for different orientations at scale σ=5 

 

Fig. 5. (a) Tire image with 3-groove pattern, (b) Gabor response of image (a) 

2.4   Principal Component Analysis 

The method of PCA [6] is a popular dimensionality reduction technique with the 
purpose to find a set of orthonormal vectors in the data space, which maximize the 
data’s variance and map the data onto a lower dimensional subspace spanned by these 
vectors. 
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Fig. 6. (a) Tire image with wavy pattern, (b) Gabor response of image (a) 

Consider a dataset with M images, ( 1,...,  )N
ix i M∈ℜ = , belonging to CT classes, 

and N is the total number of pixels in an image. The global mean image of the training 

set is set to μ, and suppose [ ]1 ,..., N M
MA x xμ μ ×= − − ∈ℜ . The total scatter matrix, 

N N
TS ×∈ℜ , is defined as 

( )( )
1

M T T
T i ii

S x x AAμ μ
=

= − − =∑  (4)

Direct solving the eigenproblem of ST is computationally expensive due to its high 
dimensionalities. Instead of direct finding the eigenvector WPCA of ST, we solved the 

eigenvalue problem, PCA PCARV V= Λ , to obtain the eigenvectors, M P
PCAV ×∈ℜ , and 

the eigenvalues, [ ]1,..., P P
Pdiag λ λ ×Λ = ∈ℜ , with decreasing order 1 ... 0Pλ λ≥ ≥ > , 

where iλ  is the nonzero eigenvalue of the matrix  ( )T M MR A A M N×= ∈ℜ . 

Consequently, the PCA subspace WPCA can be formed by multiplying the matrix A 

with the eigenvectors VPCA, that is, N P
PCA PCAW AV ×= ∈ℜ . Therefore, the feature 

vector y of an image x can be obtained by projecting x onto the subspace spanned by 
WPCA, that is 

( )T P
PCAy W x μ= − ∈ℜ  (5)

2.5   Support Vector Machine 

In principle, one SVM classifier searches for an optimal hyperplane that maximizes 
the margins of their decision boundaries to ensure that their worst-case generalization 
errors are minimized, which is known as structural risk minimization (SRM). 

To perform the classification between two classes, a nonlinear SVM classifier is 
commonly used by mapping the input data (xi, yi) into a higher dimensional feature 

space using a nonlinear operator ( )xΦ , where d
ix ∈ℜ and { }1, 1iy ∈ + − . Therefore, 

the optimal hyperplane can be estimated as a decision surface. That is, 

( ) sgn ( , )i i i
i

f x y K x x bα⎛ ⎞= +⎜ ⎟
⎝ ⎠
∑  (6)
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where sgn(•) represents the sign function, and ( ,  ) ( ) ( )T
i iK x x x x= Φ Φ  is the 

predefined kernel function that satisfies Mercer’s condition [8]. In our work, radial 
basis function (RBF) is used, and it is defined as follows 

( )2
( , ) exp ,  0i iK x x x xγ γ= − − >  (7)

where γ=0.25. The coefficients iα  and b in Eq. (6) can be determined by the following 
quadratic programming (QP) problem 
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The parameter C is a penalty that represents the tradeoff between minimizing the 
training set error and maximizing the margin, where C=8 is determined empirically. 
Since SVM is a binary classifier, it should be extended for a CT-class problem in hand 
gesture recognition. We used the so called one against one approach, which is a 
pairwise method and needs to train ( 1) / 2T TC C −  SVM classifiers. 

3   Database of Tire Images  

Since the image datasets of tire tread patterns are hard to collect, the training of SVM 
classifiers becomes more difficult due to the deficiency of tire samples. To overcome 
such dilemmas, vertical and horizontal mirror images are created for each training 
sample. Thus, the total training samples are greatly increased to three times of original 
training set. The typical vertical and horizontal mirror images of the original tire 
image (see Fig. 7(a)) are shown in Fig. 7(b) and Fig. 7(c), respectively. 

15 tire tread patterns with 7 different manufactures in our dataset, as shown in Fig. 
8, are collected. For each tire pattern, the training samples are increased from 2 to 6 by 
creating vertical and horizontal mirror images. To evaluate the performance of the 
proposed tire matching system, 2 testing samples per class are used. Table 1 lists the 
tire tread patterns in our dataset and their corresponding class number in Fig. 8.     

 

Fig. 7. (a) Original tire image, (b) Vertical mirror image, (c) Horizontal mirror image 
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Fig. 8. 15 different tire tread patterns with related manufactures in our dataset 

Table 1. Tire patterns and their corresponding class number in training and testing sets 

Tire tread patterns 
(15 total classes) 

Training set 
(6 samples per class) 

Testing set 
(2 samples per class) 

wavy pattern 2 classes (No. 10 and 15) 
2-groove pattern 3 classes (No. 4, 7 and 8) 
3-groove pattern 4 classes (No. 1, 3, 6 and 9) 
≥ 4 grooves pattern 6 classes (No. 2, 5, 11, 12, 13, and 14) 

Total samples 15 classes × 6 sample/class = 90 
samples  

15 classes × 2 sample/class = 30 
samples 

4   Results and Discussion 

The experimental results for 15 tire tread patterns with 30 total testing samples by the 
classification methods of Euclidean distance (ED), cosine distance (CD), and support 
vector machine (SVM) are listed in Table 2, where the data format xx(yy) means that 
the number of matching images is xx from the total testing samples yy. The total 
recognition rates of pattern vectors of tire images for ED, CD, and SVM are 40%, 
56.7%, and 60%, respectively. Clearly, the recognition performance of SVM is higher 
than those of ED and CD methods. 
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As indicated in Table 2, the recognition rates of the class with ≥4 grooves for all 
classifiers are obviously lower than those of other classes. This result may arise from 
the closer texture patterns between the tire images in this class such that they are 
difficult to be recognized by all classifiers. Another possible reason may cause by the 
capturing quality of tire images by CCD sensors due to noise to blur or deteriorate 
acquired images. 

The recognition rates for the classes of 2-groove and ≥4-groove tire patterns are 
50% and 42%, respectively, for the SVM classifiers. This result may be improved by 
increasing the training samples of tire images. In contrast to those two classes, the 
recognition rates of SVM are 75% for wavy patterns, and 87.5% for 3-groove patterns. 
This result illustrates the superiority of support vector machine for recognizing tire 
tread patterns compared to the other two measures of Euclidean distance and cosine 
distance.  

Table 2. Recognition performance of 15 tire patterns for the proposed tire matching system 

Tire tread patterns Euclidean distance 
(ED) 

Cosine distance 
(CD) 

Support vector 
Machine (SVM) 

wavy pattern 2(4) 2(4) 3(4) 
2-groove pattern 2(6) 3(6) 3(6) 
3-groove pattern 6(8) 6(8) 7(8) 
≥4 grooves pattern 2(12) 6(12) 5(12) 

Correct matching number 12(30) 17(30) 18(30) 
Total recognition rates 12/30*100%= 40% 17/30*100%= 56.7% 18/30*100%= 60% 

5   Conclusion and Future Work 

Three methods of ED, CD, and SVM are used to classify the pattern vectors of Gabor 
wavelets of tire images in our tire matching system. The recognition performance of 
SVM is higher than those of the other two methods, indicating the superiority of 
classification capability for SVM. Since the training samples of tire tread patterns are 
quite limited, the work of collecting more samples is still continuing. To improve the 
recognition performance, the grooves on tire surface can be further categorized into 
fine grooves and coarse grooves to increase the discriminative power of tire patterns. 
More methods for feature representation and extraction of tire pattern are continuously 
explored to improve the recognition capability of our tire matching system.    
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Abstract. One of the directions of development of information systems in 
recent years is the evolution of data-based systems into the knowledge-based 
systems. As a part of this process there is ongoing work on a whole range of 
languages for accessing knowledge bases. They can be used in a variety of 
applications, however their main drawback is the lack of clearly defined algebra 
representing a theoretical basis for them. For instance, such a basis is the 
relational algebra for SQL. The paper presents a new language for accessing 
knowledge bases that is built on a solid, theoretical foundation – the algebra of 
ontological modules.  

Keywords: query language, knowledge base, ontology, modularization. 

1   Introduction 

The recent years in the information science brought more and more discussion 
about the knowledge and knowledge-based systems. Although there is no clear 
definition of what the knowledge is (in fact, there are many different definitions), 
we all agree that the knowledge, unlike the data, requires understanding and 
reasoning. The problem of  building knowledge-based systems is not a new one, but 
with the growth of the idea of Semantic Web it gained a new meaning. There 
appeared a very real need for providing the "engineering tools" that would allow for 
expressing certain facts and querying systems for conclusions arising from these 
facts. In practice, this need translates into a number of initiatives aimed at 
developing a new language to access the knowledge base [1], [2], [3]. 
Unfortunately, those languages, though useful in various applications, do not have a 
solid mathematical theoretical basis. In our opinion the development of a universal 
language for accessing knowledge bases must be based on assumptions similar to 
those adopted and practically proven in the case of SQL – beside the others, 
theoretical mathematical basis, language closure and availability of commands for 
creating, manipulating and controlling the knowledge. In [4] there the algebra of 
ontological modules (in other words s-modules) was presented that constitutes a 
theoretical basis for the KQL language presented in this paper. Section 2 briefly 
presents the basis of algebra of ontological modules, Section 3 describes the formal 
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model of s-modular knowledge base, in Section 4 we present assumptions and rules 
for creating terminological and assertional queries in KQL while in Section 5 we 
provide a set of examples presenting the usage of the language. 

2   The Algebra of s-modules 

Recent years have brought increased interest in modularization of knowledge bases. 
This stems primarily from the need to provide users with ability to create and 
process modular knowledge bases, but also ability to execute more advanced 
operations such as extracting a part of a module, connecting this fragment to a 
fragment of another module, etc. Another goal is using methods of automatic (and 
invisible to the user) decomposition of a knowledge base in order to increase 
performance of inference process. As a response for such requirements the  
s-modular knowledge bases have been proposed. The s-modular knowledge base is 
a set of ontological modules and a set of inter-modular Horn rules. An s-module is a 
structure that represents all models (in terms of first-order logic) of a fragment of 
knowledge, regardless of how the part is formulated (e.g. regardless of the 
description language). One of the most important, in the cognitive as well as 
practical point of view, assumptions that were adopted is the fact that the user is 
interested in conclusions derived from a given fragment of knowledge, and not in 
the form of sentences that were used to create the module. As a consequence of this 
assumption the term of an s-module has been defined strictly semantically focusing 
solely on its first-order logic interpretation. 

Definition 1 (s-module). A s-module M = (S,W) is a pair of a signature S (called a 
signature of the s-module) and a class W of interpretations. The two parts of M are 
denoted respectively as S(M) and W(M). Each interpretation from W is called a model 
of M. A signature S (the set of used names) S = C ) R ) I consists of concept names 
(C), role names (R), and individual names (I) () denotes disjoint union).                    ■ 
 
Due to the fact that with the notion of s-module defined in a such way we are losing 
the sentence structure (e.g. there is no typical division into a terminological part TBox 
and an assertional part ABox [5]), the formalism was called algebra of ontological 
modules [6] [7]. This, of course, does not mean that the sentences are not used to 
define s-modules. The definition of all basic s-modules (i.e. not created on the basis of 
other ones) clearly is derived from a defined set of statements. The statements are 
formulated using (possibly complex) concepts, roles and individuals with operators of 
a specific dialect of description logic L (using operators of L and names from the 

signature S, denoted respectively by LC(S), LR(S), LI(S)). In addition, algebra of 
ontology modules introduces a set of algebraic operations (similar to those defined in 
the Codd algebra [8]) that allow for creation of new s-modules from existing ones 
(note that, however, these new s-modules may not be expressible as a set of 
statements).  
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3   Formal Model of an s-modular Knowledge Base 

Below, there is presented a framework of a formal (expressed in a description logic) 
model of an s-modular knowledge base (further denoted as a metamodel).  It should 
be noted that the present metamodel provides expressiveness of language for defining 
s-modules that corresponds to expressiveness of OWL DL version 1.0 [11] and 
expressiveness of language for defining rules that corresponds to expressiveness of 
SWRL [12] with a limited set of predicates. The metamodel does not define ability of 
building s-modules with the use of s-module algebra. It was assumed that s-modules 
are created as independent objects, and how they are created is not reflected in the 
model. 

In the s-modular knowledge base there exist two types of objects: named 
(NamedObject) and unnamed. Each named object takes exactly one value for the 
hasName attribute (axioms 1 and 2 in Table 1 below). To the named objects belong: 
basic s-modules (NamedConglomeration), named concepts (NamedConcept), named 
roles (NamedRoleDef), individuals (Individual) and rules (Rule) (axioms 3, 4, 5, 6, 7). 
Moreover, concepts (Concept) and properties (PropertyDef) are defined within 
named s-module (NamedConglomeration) (axioms 8 and 9), while rules use 
(usesTermsFrom) terms defined within s-modules (axioms 10 and 11). 

Concepts has been divided into abstract ones (AbstractConcept) and concrete 
ones (ConcreteConcept) (those related to concrete domains) (they are not included in 
the presented framework due to space limitations). Within abstract concepts there 
have been defined named concepts (NamedConcept) and complex concepts 
(ComplexConcept).  

Next, the formal model defines properties, including (as an analogy to OWL) 
attributes (similarly to concrete concepts, they are not included in the presented 
framework due to space limitations) and roles (axioms 18 and 19.) The model defines 
functional roles (axiom 20), transitive roles (axiom 21) and complex roles (axiom 22).  

Complex concepts and roles are modeled with the use of operator and operand 
roles, that define respectively the operators used to create the given concept or role 
and components that can be subject of operator's action (axiom 23). 

Among the complex roles there are defined complex roles in which the order of 
operands is important (for instance, such a role is a chain of roles) (axiom 24). For 
such roles an additional operand denoted by the role operand1 must be defined 
(axiom 25). 

Moreover, the axioms 26 to 28 define the inheritance hierarchy of roles and 
concepts. This hierarchy is defined with the roles subsumer and subsumee.  

The last element of the model are instances of properties and concepts. For this 
reason there have been defined three concepts that represent instances of concepts 
(Individual), instances of roles (PairOfIndividuals) and instances of attributes 
(PairIndividualValue) (axioms 29 and 30). The concept PairOfIndividual consists 
of two individuals, while the PairIndvidualValue concept consists of a single 
individual and a single value (axioms 31 – 33).  
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Table 1. Metamodel framework 

NamedObject m $hasName.string (1) 
NamedObject m =1hasName.string (2) 

NamedConglomeration m NamedObject (3) 
NamedConcept m NamedObject (4) 
NamedRoleDef m NamedObject (5) 
Individual m NamedObject (6) 

Rule m NamedObject (7) 
$isDefinedIn.¨ m 

Concept + PropertyDef (8) 
¨ m 

∀isDefinedIn.NamedConglomeration (9) 
$usesTermsFrom.¨ m Rule (10) 

∀usesTermsFrom.NamedConglomeration m 
¨ (11) 

AbstractConcept m Concept (12) 
ConcreteConcept m Concept (13) 

NamedConcept m AbstractConcept (14) 
ComplexConcept m AbstractConcept (15) 

RoleDef m PropertyDef (18) 
AttributeDef m PropertyDef (19) 
FunctionalRole m RoleDef (20) 

TransitiveRole m RoleDef (21) 
ComplexRoleDef m RoleDef (22) 

ComplexConcept + ComplexRoleDef m 
$operator.¨  * $operand.¨  (23) 

ComplexRoleOrderDef m ComplexRoleDef 
(24) 

ComplexRoleOrderDef m =1operand1.RoleDef 
* =1operand.RoleDef (25) 

$subsumer.¨ m 
AbstractConcept + Role (26) 

¨ m ∀subsumer.AbstractConcept + Role (27
) 

subsumee ª subsumer- (28) 
PairOfIndividual m 

=2consistsOf.Individual (29) 
PairIndividualValue m 

=1consistsOf.Individual * =1value (30) 
Concept m ∀hasInstance.Individual (31) 

RoleDef m 
∀hasInstance.PairOfIndividuals (32) 

AttributeDef m 
∀hasInstance.PairOfIndividuals (33) 

4   Basic Assumptions for KQL  

Development of new knowledge representation and development of new kwnowledge 
access language were guided by the same objective: to create „engineering” tools that 
could be used for creation knowledge based systems. Therefore it has been proposed a 
set of requirements (characteristics) that should be meet by a uniform language for 
accessing an s-modular knowledge base. The essential characteristics are: (1) 
existence of statements for creating knowledge bases, manipulating them and 
controlling access to them, (2) closure (query statements should return the same 
structures they operate upon), (3) ability of query nesting, (4) uniformity of definition 
and modification language (results of queries can be used in queries operating on the 
knowledge base and creating knowledge base), (5) ability to pose terminological 
queries, (6) support for ontology modularization. 

These characteristics have been proposed in an analogy to characteristics of SQL. 
KQL, in analogy to SQL, provides statements for creating knowledge bases, 
manipulating them and controlling access to them. 

Statements for creating a knowledge base include creation of: knowledge bases 
(ontologies); s-modules as  conceptual parts of a knowledge base; and rules and 
mappings to external data sources. 

The main statement for manipulating an s-module is the SELECT statement of the 
following structure: 

 
SELECT concept_list, role_list, attributes_list  
 ADD axiom_list 
 FROM conglomeration_expression 
 WHERE concept_expression  
 HAVING concept_expression 
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With respect to the s-module algebra, the SELECT clause corresponds to the 
projection—the choice of terms for a newly created s-module, the ADD clause 
corresponds to the selection—the contraction of the set of allowed interpretations, the 
WHERE and HAVING clauses correspond to the projection with respect to individual 
names. The difference between the WHERE and HAVING clauses lies in the fact that the 
WHERE clause selects those individuals that belong to a specified concept of the 
original s-module (as defined in the FROM clause), while the HAVING clause selects 
those individuals that belong to a specified concept of the target s-module. The query 
is conceptually executed in the following steps: (1) Determining the basic s-module 
on the basis of the FROM clause. (2) Reducing the individual names on the basis of the 
WHERE clause. (3) Extending the alphabet with new concepts / roles / attributes / 
individuals that occur in the statements contained in the ADD clause (selection). (4) 
"Adding" (i.e. extending the ontology) to the s-module the statements from the ADD 
clause. (5) Projection of the alphabet only to the concepts / roles / attributes contained 
in the SELECT clause. (6) Reducing the individuals names basing on the HAVING clause.  

The least matured commands in the current version of the KQL are commands of 
knowledge access control. The language, however, is designed in a way allowing for 
its further development also in this, very important from a practical point of view, 
direction.  

KQL is a closed language. Utilizing the s-module algebra as a theoretical basis for 
the language allowed for developing a language that operates upon and returns s-
modules. Results of queries that operate on s-modules are also s-modules. A direct 
consequence of KQL closure is ability of query nesting. Every time an s-module is 
needed, one can use named s-modules defined in knowledge base or s-modules 
created on the fly by KQL expressions with the use of s-module algebra operators 
(such as INTERSECT, JOIN, UJOIN) or the SELECT clause. As a consequence of KQL 
closure and the ability of query nesting, the uniformity of modification and 
definition language has been achieved: one can use query nesting also in s-module 
creation statements (in KQL, an s-module is called “conglomeration”): 

 
CREATE CONGLOMERATION conglomeration_name 
… 
FROM conglomeration_expression 
 

In KQL it is assumed that terminological queries are issued against a 
metaontology or a meta s-module. A metaontology is nothing but a single s-modular 
knowledge base that stores information about s-modules and rules. A meta s-module 
is also a single s-modular knowledge base that stores information about exactly one s-
module. A metaontology and meta s-modules are built in accordance to the following 
assumptions: 
 

− Any s-module, rule, concept, role, attribute, and individual of an s-modular 
knowledge base is reified to individuals that are instances of relevant concepts of 
the model; 

− Description of world is infinite, because every concept and role are generating an 
infinite number of individuals: each concept and complex rule corresponds to a 
single individual, and every concept and rule may be defined in countless ways 
(e.g. A, A + A, A + A + ... + A). All named terms defined in a domain s-modular 
knowledge base are reified to individuals of names of terms of the domain 
knowledge base. 
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As a consequence of using the metaontology it is possible to issue terminological 
queries in a similar way how the assertional queries are issued; the only difference is 
that a query is directed to the metaontology rather than to the knowledge base itself. 
This follows from the fact that s-modules, concepts, roles, attributes, and individuals 
from a knowledge base are reified to individuals in the metaontology and the 
relationships between them are reified to the corresponding binary relationships 
between individuals.  

4   Examples of KQL Usage 

The examples below (1-3) have already been defined in terms of the s-module algebra 
in [7]. Here the same examples have been reformulated in KQL. Example 4 shows 
sample terminological queries. 
 
Example 1 (simple import). We consider two s-modules: M1 describes human 
resources, and M2 describes a structure of a hospital.  

 
CREATE CONGLOMERATION M1  
 ADD CONCEPT HTBusinessUnit 
 ADD CONCEPT Expert 
 ADD CONCEPT Employee 
 ADD ROLE isManagerIn 
 
CONSTRAIN M1 
 EXIST isManagerIn 
  HTBusinessUnit ISSUB Expert 
 Expert ISSUB Employee 

 
CREATE CONGLOMERATION M2 
 ADD CONCEPT Department 
 ADD ROLE leadsDepartment 
 ADD INDIVIDUAL johnSmith 
 ADD INDIVIDUAL neurosurgery 
 
CONSTRAIN M2 
 (johnSmith, neurosurgery) IS 
  leadsDepartment 
 neurosurgery IS Department 

 
In KQL each s-module is created in two steps. In the first step the s-module 

signature is created (CREATE CONGLOMERATION statement). In the second step the 
constraints (sets of statements that must be satisfied) are added (CONSTRAIN 
statement). In the example above, the first s-module defines an employee and an 
expert. We assume that each expert is an employee, and anyone who manages at least 
one business unit is an expert. The second s-module describes John Smith who leads 
the department of neurosurgery. We want to ask whether johnSmith is the expert. 

 
SELECT Expert 
 ADD leadsDepartment ISSUB isManagerIn  
 ADD Department ISSUB HTBusisnessUnit 
 FROM M1 INTERSECT M2 
 WHERE {johnSmith} 
 

To merge the information from the two s-modules in order to check whether 
johnSmith is an expert we first create an intersection of the s-modules (FROM 
statement), and then restrict the set of model by introducing additional “bridge” 
axioms (ADD statement). The result of the query is a new s-module whose signature 
consists of two terms: johnSmith and Expert. In our example johnSmith is an 
instance of Expert concept.  
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Example 2 (basic ontology alignment) 
In the above example we did not encountered any name confilicts. In general, such a 
conflict may easily occur. In this example we show how to align two s-modules in 
which the same set of terms has been used to express different mappings. Let us 
assume that there exists two s-modules that define three concepts: HSRoom, ASRoom i 
LSRoom that denote rooms of high, average and low standard, respectively. The first  
s-module Mo defines the standard of rooms rented for a single night, while the  
s-module Ml defines those rented for more than one night. Our objective is to create a 
new s-module M that would define a different room standard in accordance to the rent 
time. Moreover, while creating the new s-module it has been assumed that rooms with 
bathrooms are of high standard in case of renting them for a single night, and rooms 
with no bathroom are of low standard if rented for more than one night. 
 
CREATE CONGLOMERATION Mo 
     ADD CONCEPT HSRoom 
       ADD CONCEPT ASRoom 
       ADD CONCEPT LSRoom 

 
CREATE CONGLOMERATION Ml 
 ADD CONCEPT HSRoom 
 ADD CONCEPT ASRoom 
 ADD CONCEPT LSRoom 
 

CREATE CONGLOMERATION M 
FROM(  
 SELECT * 
  ADD RoomsWithBathroom ISSUB HSRoomON 
  ADD (NOT RoomsWithBathroom) ISSUB LSRoom 
  FROM( 
   SELECT HSRoomON, ASRoomON, LSRoomON 
    ADD HSRoomON EQ HSRoom 
    ADD ASRoomON EQ ASRoom 
    ADD LSRoomON EQ LSRoom 
    FROM (Mo INTERSECT Ml) 
   ) 
) 

To create M module firstly we gather information from both modules (intersection of 
M1 module and Mo module with renamed concepts). In that way we create a 
temporary, unnamed module that defines six different classes of rooms. Secondly we 
have to establish a translation between “one night” and “longer” concepts. We extend 
the temporary module by the criteria which were used for the assessment in both 
cases (the two sentences about rooms with bathrooms).  
 
Example 3 (different versions and what-if problems) 
This example illustrates use of union and negation in KQL. Let us consider an s-
module M: 
 
CREATE CONGLOMERATION M 
 ADD CONCEPT TrustedWitness
 ADD CONCEPT CrimeScene 
 ADD ROLE murdered 
 ADD ROLE accuses 
 ADD ROLE presentAt 
 ADD INDIVIDUAL victim 
 

 
CONSTRAIN CONGLOMERATION M 
 Top ISSUB <= 1 INV (murdered) 
  {victim} 
 EXIST INV(accuses) TrustedWitness 
 ISSUB EXIST INV(murdered) {victim} 
 TrustedWitness ISSUB EXIST 
   presentAt CrimeScene 

The M s-module describes a world that assumes the only one murderer who is 
accused by a trusted witness (who has been present at the crime scene). We consider 
two (mutually exclusive) versions of facts (e.g. collected by two investigating agents: 
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John Shady and Henry Brilliant). To achieve that we define two new s-modules (one 
for each agent).  
 
CREATE CONGLOMERATION M1 
FROM(  
 SELECT * 
 ADD johnShady IS 
  TrustedWitness 
 ADD (johnShady, tedInnocent) 
  IS accuses 

FROM M 
) 

 
CREATE CONGLOMERATION M2 
FROM(  
 SELECT * 
 ADD henryBrillant IS TrustedWitness 
 ADD (henryBrillant, markGuilty) IS 
  accuses 
 FROM M 
) 

Having such defined s-modules M1 i M2 we are able to analyze different scenarios. To 
perform such analyses we create a new s-module M0 = M1 UNION M2. 

1. We may assume that henryBrillant is not a trusted witness: 
 
SELECT Murderer 
 ADD NOT TrustedWitness(henryBrilliant) 
 ADD Murderer EQ EXIST murdered {victim} 
 FROM M1 UNION M2 
 

We ask for a murderer. Therefore we define Murderer as a person who murdered a 
victim. The resulting s-module will return exactly one individual (tedInnocent) as 
an instance of Murderer concept. 
2. We may assume that markGuilty is a murderer 

 
SELECT TrustedWitness, NotTrustedWitness 
 ADD (markGuilty, victim) IS murdered 
 ADD NotTrustedWitness EQ NOT TrustedWitness  
 FROM M1 UNION M2 
 

In this case we can conclude that henryBrillant is a trusted witness (but this does 
not mean that johnShady is not a trusted witness). The s-module created within the 
query defines NotTrustedWitness concept (the complement of TrustedWitness 
concept defined in s-modules M1 and M2). The s-module which is the result for this 
query will return a single instance of TrustedWitness concept and will return no 
instance of NotTrustedWitnesss concept. 
3. We may assume that johnShady was not present at the crime scene 

 
SELECT TrustedWitness, Murderer 
 ADD johnShady IS EXIST presentAt CrimeScene 
 ADD Murderer EQ EXIST murdered {victim} 
 FROM M1 UNION M2 

In this case we can conclude that johnShadyψis not a trusted witness and markGuiltyψis the 
murderer. To do this we define Murderer concept similarly to the second example. 

�

Example 4 (terminological queries) 
Let us define the following s-module in which we have defined Students, Teachers 
and WorkingPeople. 
 
CREATE CONGLOMERATION M 
 ADD CONCEPT Students 
 ADD CONCEPT Teachers 
 ADD CONCEPT WorkingPeople 
 

 
CONSTRAIN CONGLOMERATION M 
 ADD Teachers  ISSUB WorkingPeople 
 ADD Students ISSUB WorkingPeople 
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We ask whether the concept WorkingPeople subsumes the concept Teachers: 
 
SELECT CONCEPTS NamedConcept, ROLES subsumer 
FROM META (CONGLOMERATION M) 
WHERE { Teachers, WorkingPeople } 
 

In KQL the terminological query is, as stated above, issued against a meta s-module 
that is created with the META tag. As a result we receive an s-module with a single 
concept defined named NamedConcept and a single role subsumer. The individuals of 
names Teachers and WorkingPeople are instances of NamedConcept concept and are 
in subsumption relation: the pair (Teachers, WorkingPeople) is instance of subsumer 
role. Otherwise (e.g. if we would ask for concepts Students and Teachers), the 
resulting s-module will not contain any instance of subsumer role. In this example the 
concept Students and the concept Teachers are named concepts. In the case of 
unnamed concepts a new s-module should be created in which names are assigned to 
the complex concepts. For instance, let us ask whether the complex concept being the 
intersection of Students and Teachers is subsumed by the concept WorkingPeople. 

 
SELECT CONCEPTS NamedConcept, ROLES subsumer 
 FROM META ( 
   SELECT CONCEPTS WorkingPeople, StudentsAndTeachers 
   ADD (StudentsAndTeachers EQUALS Students AND Teachers)   
   FROM CONGLOMERATION M 
  ) 
 WHERE { Students, Teachers } 

 

In the query above there is created a new conglomerate where the complex concept 
being an intersection of concepts Students and Teachers was named 
StudentsAndTeachers. 

6   Summary 

The paper presents the concept of a s-modular knowledge base along with a language 
for accessing the knowledge stored in such a base. Existing languages for accessing 
the knowledge bases focus either on defining knowledge bases, or on the querying a 
knowledge base [2], [4], [5]. On the contrary, the KQL language does cover all 
aspects of accessing a knowledge base, i.e. it offers both ability of creating and 
populating knowledge bases, as well as ability of querying them. The same language 
constructs are used in commands of writing to and reading from a knowledge base. In 
addition, due to the incorporation of s-module algebra which is the theoretical basis 
for KQL, ability of modularizing knowledge bases is smoothly integrated into the 
language. Different languages provide different ways for handling terminological 
queries. For KQL it has been chosen a very flexible and conceptually coherent 
method of asking terminological queries through a metaontology. Detailed 
comparison of KQL language with other languages can be found in [13].  

A formal model for an s-modular knowledge base from the very beginning has 
been designed with a special attention for its use to handle terminological queries. 
This distinguishes it from other metamodels, such as Ontology Definition Metamodel 
published by OMG [14], created for the sake of generality and widest range of 
applications. KQL is also being actively and continuously developed, primarily for 



 Terminological and Assertional Queries in KQL Knowledge Access Language 111 

various practical extensions, such as operations on concrete domains. The language 
authors' goal is to provide knowledge engineers with a comfortable, but 
simultaneously based on solid theoretical foundations, set of tools to create and 
manipulate knowledge bases. 
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Abstract. In previous works we defined a model for grounding con-
ditional statements extended with modal operators of possibility and
belief. It was assumed that statements were told by an agent to describe
objects at current moment. Within this work we extend the model by
adding time variable. This extension allows agent to describe future and
past events at known time moments.

1 Introduction

One of the important aspects of agent based systems is communication. Agents
usually are supposed to communicate between themselves, but it is also often
required that they have abilities to effectively communicate with humans. One of
the most popular trends in agent communication is tightly connected with speech
act theory [6]. It specifies how agents can ask questions, make commitments,
negotiate and i.e. inform each other. Speech act theory mainly specifies protocols
and types of communicates but pays little attention to internal message meaning.
Within this work we concentrate on the usage of conditional statements. Such
statements can be embodied within inform predicate of speech act theory.
We assume agent lives in an environment, where she observes objects and

their properties. Objects can change properties within time. Agent’s task is to
describe the viewed environment. Description is constructed from a class of nat-
ural language statements. Those statements describe observed objects and cover:
simple statements, complex statements having conjunctions like ‘and’ and ‘or’
and in particular conditional statements of the form ‘If ..., then ...’.
The agent has only partial knowledge about the environment and is unable to

view or predict all its properties. Based on her knowledge agent can evaluate how
likely different properties are to occur. To effectively communicate its predictions
and evaluations agent can enrich its utterance with modal operators of belief and
possibility. If agent is not sure of something she can say that she believes in it
or finds it possible.
Our primary aim is to imitate human speech abilities when choosing proper

statement to describe a situation. It is of high importance that agent chooses
sentences that are not only logically true but also consistent with its mental
state and knowledge. Agent should pick the statements in a similar way human
does. None of the statements should mislead a human listener. For example if
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one says “If there are clouds, it will rain” he may suggest to the listener that:
he is not sure whether there are clouds and he is not sure if it will rain.
This work extends previous works on grounding modal communicates [13]

and in particular previous articles on grounding modal conditional statements
to describe current situation [18,19]. Within the scope of previous works we have
defined conditions on choosing a simple conditional statements to describe cur-
rently observed moment. Within this work we redefine these conditions to cover
conditional statements referring to fixed moments in future and past. We also
add time to agent’s model, so that agent has a memory of previous events and is
able to imagine future events. This model is required to pick the right sentence.
In paragraph 2 we specify what we mean by human behaviour imitation and
which of the aspects we consider. Paragraph 3 defines what types of conditional
statements are considered. In paragraph 4 we define criteria for telling condi-
tional statements. A lot of attention is paid to modal operators and time. In
paragraphs 5 and 6 a formal language is defined. Paragraphs 7 and 8 outline a
method of implementing speech abilities in an agent.

2 Properly Using a Statement

When telling a statement, being simply logically consistent, is not enough be-
cause a statement may be completely useless to the recipient or even mislead
him. In order to be informative and precise when telling a statement agent has
to consider many criteria. She has to evaluate if a hearer needs the information,
if she wants to pass this information or what she herself needs to know.
The difference between a true statement and a properly used statement has

been a debate for a long time. Grice [8] claims that what is said is simply not
the same as what is meant. Ajdukiewicz [3] differentiated statements classical
logical truth from a language custom. These are only two examples from many
that can be found in literature. The general conclusion is that a statement,
when spoken, means more than its pure logical meaning in the terms of classical
logic. This in turn implies that some statements can’t be used in some of the
situations, because they may mislead the listener. Let us take an statement from
[8]: “Some athletes smoke.” that suggests to a listener that not all athletes smoke.
If it wasn’t so, a speaker would say “All athletes smoke”. On the other hand,
logically the statement only says, that there are athletes that smoke.
We are focusing on conditional statements, where the distinction mentioned

above is very clear. This has resulted in many works showing out this problem
from different points of view [3,17,5,4,16]. Many alternative theories and logics
of conditionals have emerged (see [2,14,20] for examples). Trivially speaking, the
problem comes from the fact that we tend to use conditionals in many situations
with different meanings. So far little attention has been paid on choosing the right
conditions defining when a conditional statement can be said and embedding
them within an artificial entity such as agent.
Our aim is to formulate conditions that rule out improper usages of most typ-

ical and simple conditional statements. We also show that these conditions can
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be successfully implemented within an agent. We do not consider all criteria of
choosing the right and the final statement. Our aim is to filter out all statements
that would not be used by a human, if he knew what agent observes and knows..
We do not consider complicated dialogue context. In our opinion resulting fil-
tered set of ‘approved’ statements can be later used to choose the final agents
utterance based on her needs, knowledge of the listener and his needs.

3 Considered Conditional Statements

Conditional statements can be divided into categories in many ways. The most
general categorisation is into ‘indicative conditionals’ and ‘subjunctive’ or ‘coun-
terfactual conditionals’. See [1] for more detailed description. First group refers
to conditional statements describing situations that are possible to happen or one
is able to verify them. The second group includes statements that are impossible
or improbable to happen. Usually it contains ‘would’ word in the consequent.
Example1:

– “If it rains, the match will be cancelled.” - the speaker thinks that the rain
is possible - an indicative conditional.
– “If it were to rain, the match would be cancelled.” - the speaker thinks it
will not rain - a subjunctive conditional.

We shall be dealing only with typical indicative conditionals. We also rule out
so called ‘Thomason Conditionals’ like “If Sally is deceiving me, I do not believe
it.” [21].
We assume agent uses an indicative conditional statement to describe objects

properties in fixed time moments in past, present or future. The properties are
crisp (object can have or lack them).
Additionally agent’s utterance may be enriched by an operator of belief or

possibility. We assume the operator is always connected to the consequent, not
the antecedent. Exemplary statements we are considering are:

– If the apple red then I believe it is ripe.
– If you don’t study today, you will fail the exam next week.
– If she took that flight yesterday, she is now somewhere in town.
– If she took that flight yesterday, I will meet her tomorrow.

4 Using the Indicative Conditional

We are considering conditional statements used to describe possible situations
within fixed time points in past, present or future. Suppose a statement of the
form “If φ, then ψ” is told.
In [18] and [19] we have pointed out that such conditional statements, when

used to present, can be used only when a speaker does not know whether φ holds.

1 Example comes from [5].
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The speaker can’t also know that ψ holds. Such point of view is consistent with
most, if not all, of works that can be found in the literature [3,7,17]. If the speaker
knew any of them there would be no point to use an indicative conditional.
The another quite common remark is that there must be some dependency

between φ and ψ. There are many questions on how this dependency should be
modelled and so far surprisingly little has been done in this subject. We claim a
speaker informs, that he has reasoned about both situations (where φ holds or
not) and found out that ψ is guaranteed to hold only when φ holds. In fact the
speaker has reasoned about four possible situations, and found out that situation
where φ holds and ψ does not hold is impossible. Hence the speaker is ready to
infer ψ, if he finds out that φ holds. But as long as he does not know φ he is
unable to tell much more about ψ. This assumption is important, because it
rules out meaningless statements like: “If 2+2=4, then a square is a rectangle.”
or “If moon is a piece of cheese, then I will die on a day with an even date”2.

4.1 Belief and Possibility Operators

Within the scope of this work we analyse operators of belief and possibility which
should be understood according to Hintikka’s work [10]. We analyse usage of
these operators within the consequent of indicative conditional statement.
In previous work [19] we pointed out that modal operator applied to con-

sequent changes the understanding of relation between the antecedent and the
consequent. In a conditional statement without modal operator, the consequent
is required in case antecedent holds. When a modal operator of possibility or
belief is used the consequent should be only more probable in case antecedent
holds. We claim that in the considered use of statements the chance of consequent
must rise in case antecedent holds. Suppose a statement “If the apple is green,
then I believe it is not ripe” is said. One can conclude from such a statement
that green apples are usually not ripe. On the other hand one can conclude that
red (not green) apples are usually ripe. One wouldn’t say “If the apple is green,
then it is possible for it to be ripe.”3 without a specific conversational context
such as a question “Can green apples be ripe?”. Such conversational context is
not considered here.

4.2 Time Reference

Previous conclusions presented in this paragraph were applicable to conditional
statements about currently viewed time moment. The question is whether these
conditions hold in case of indicative conditionals referring to the past and future.
We claim all of these remarks stay valid regardless of time a conditional con-

siders. Suppose somebody says: “If Oswald didn’t kill Kennedy, somebody else
did”4. It means, that (1) he has doubts about Oswald being the killer, (2) he

2 Second example is from [3].
3 There are kinds of apples that can be green and ripe.
4 Example from [1].
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does not know who killed the president and (3) it is sure somebody else did it,
if it wasn’t Oswald. (1) means that we do not know if the antecedent is true,
(2) that we do not know if the consequent is true. (3) means that if we new it
wasn’t Oswald, we would be sure it was somebody else. Similar reasoning can be
made in case of statements referring to the future such as “If you don’t study,
you will fail the exam.”.
What poses problems in deciding if conditional statement can be said, is the

unclear time reference. When one says “If there is φ, then there will be ψ.”
does it mean that φ is now or will be in nearest future? Similarly will ψ be in
the nearest future, some time later, how long will it hold? The interpretation
varies according to the meaning of φ and ψ. In a statement “If you push that
button, the light will lit.” usually means that you can push the button, and
light will lit immediately after you push the button and stay lit for some time.
On the contrary a statement “If it rains, there will be mushrooms to pick” may
say that it rains now, will rain for some time and some time after there will be
mushrooms. Although often omitted, time reference always plays a crucial role
in the meaning of a conditional statement. Usually this reference is added back
by a listener when he interprets the statement. This problem has been analysed
for example by [15]. The situation is easier when a speaker does not strip the
exact time from the statement. In such case there is no need to reproduce the
time span of a statement validity. We assume agent tells what time she refers
to. The considered statements must contain time points of the events such as:
yesterday, tomorrow, next minute.

5 Formal Language

We define only modal conditional statements with time reference, because these
will be analysed further in this paper.
The alphabet of the language L consist of the following classes of symbols:

– O = {o1, o2, . . . , oM} to represent atomic individuals (objects),
– Q = {q1, q2, . . . , qK} for predicates (objects properties),
– Natural numbers IN to represent consecutive time moments,
– symbol ‘¬’ for negation, symbol ‘→’ for conditional statements, additional
bracket symbols ‘(’ and ‘)’,
– symbols Pos, Bel for modal operators of possibility, belief and knowledge.

The formulas are divided into two classes: atomic formulas (LA), and complex
formulas (LC).
Atomic formulas LA:
Let: k ∈ {1, 2, . . . ,K}, m ∈ {1, 2, . . . ,M} and t ∈ IN. Any statement of the form
qk(om, t) or ¬qk(om, t) is a proper statement of the language L.
Complex formulas LC :
Let φ, ψ ∈ LA. Any statement of one of the following forms: φ→ ψ, φ→ Bel(ψ),
φ→ Pos(ψ) is a proper statement of the language L.
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6 Intuitive Language Semantics

Below we specify intuitive semantics for language L. The semantics involve
different grammatical times. The relation between current time and times of
described features determines the usage of a particular grammatical time. We
denote the actual time moment as tnow, where now ∈ IN.

Formula [¬]qk(om, t) meaning:
– “om is [not] qk now.” when t = tnow.
– “om will [not] be qk at moment t.” when t > tnow.
– “om was [not] qk at moment t.” when t < tnow.

[¬] and [not] means respective negations are optional.

Formula [¬]qk(om, t1)→ [¬]ql(on, t2) meaning:
– “If om is [not] qk now, then on is [not] ql now.”
when t1 = t2 = tnow
– “If om is [not] qk now, then on will [not] be ql at moment t2.”
when t1 = tnow < t2
– “If om is [not] qk at moment t1, then on will [not] be ql at moment t2.”
when tnow < t1 � t2
– “If om is [not] qk at moment t1, then on was [not] ql at moment t2.”
when tnow � t1 ∧ t2 < tnow
– “If om was [not] qk at moment t1, then on is [not] ql now.”
when t1 < tnow = t2
– “If om was [not] qk at moment t1, then on was [not] ql at moment t2.”
when t1 < tnow ∧ t2 < tnow

Formula [¬]qk(om, t1) → Bel([¬]ql(on, t2)) means the same as formula
[¬]qk(om, t1)→ [¬]ql(on, t2) except that agent believes the consequent. Example:
– “If om is [not] qk now, then I believe on is [not] ql now.”
when t1 = t2 = tnow

Formula [¬]qk(om, t1) → Pos([¬]ql(on, t2)) means the same as formula
[¬]qk(om, t1) → [¬]ql(on, t2) except that agent finds the consequent possible.
Example:

– “If om is [not] qk now, then it is possible on will [not] be ql at moment t2.”
when t1 = tnow < t2

Examples:

– “The light will be lit at 5 pm”. Can be formally written as q1(o1, t1) where
q1 is the property of being ‘lit’, o1 refers to the described light and t1 means
‘5 pm’.
– “If the apple is red now, then it is ripe”. Formally: q1(o1, tnow)→ q2(o1, tnow)
where q1 means ‘red’, q2 ‘ripe’ and o1 is the described apple.
– “If the apple is green now, then I believe it is not ripe”. Formally written as
q1(o1, tnow)→ Bel(¬q2(o1, tnow)).
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7 Mental State Model

In order to decide when agent can tell a statement she has to posses internal
representation of its knowledge about the world. We assume such representation
consist of a set of possible flows of events within time. Each flow of events is
called possible world and represents one possibility on how the world might look
like according to an agent. This representation has to be generated autonomously
by an agent based on her environment observations and knowledge.

W = {(w(1), p(1)), (w(2), p(2)), ..., (w(S), p(S))} (1)

where w(s), s = 1, 2, ..., S is a possible world and p(s) is a chance of this world
being an actual, unknown to the agent, world. Mental model represents agent’s
knowledge on how the world may be at a given time moment. Every possible
world represents some possible flow of events in the nearest past and future. One
of possible worlds should the actual, real world flow. Agent is not omnipotent
and does not know which of the worlds is the real one. She can only evaluate
how probable the world is to be the real one.
It is assumed that

∑S
s=1 p

(s) = 1 and ps = P (w(s)) (s = 1, 2, ..., S) defines
a probability distribution over W . We assume that every world has positive
probability (∀s∈{1,2,...,S} ps > 0). It is not necessary for p(s) to be probability in
its strict definition. It should be some estimation of probability created by the
agent. The greater ps, the more probable ws is.
Each possible world is a function defining objects properties at past, current

and future time moments.

w(s) : Q× IN→ 2O, s = 1, 2, ..., S (2)

Function w(s)(qk, t) returns a set of objects that contain given property qk ∈ Q
at time moment t ∈ IN. Function describes one possible world predicted by an
agent based on her knowledge. Assume that tnow is current time moment. All
values of function w(s) for t > tnow are a result of agent’s prediction. If agent
has observed the object’s feature the value of function w(s) for t � tnow is agent
past (or current) observation. If agent has not seen the feature the value is
an evaluation on how the world could have been. The observations gathered by
agent so far stay constant among all possible worlds, while evaluations can change
between worlds. In working implementation the w(s) domain will be bounded by
time because it is impossible to predict everything in an infinite future.
Let o ∈ O be an object and t ∈ IN be a time moment. We say that:

If o ∈ w(s)(qk, t), then object o is assumed to exhibit property qk in world s at
time moment t.
If o �∈ w(s)(qk, t), then object o is assumed to not exhibit property qk in world s
at time moment t.
For example, if o ∈ w(s)(qk, t) for all possible worlds, agent predicts object

o will surely have property qk at moment t. If there are some worlds where
o ∈ w(s)(qk, t) and some where o �∈ w(s)(qk, t) then agent is not sure whether
object will have property qk at moment t. Let us now assume that, in all worlds,
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such that o ∈ w(s)(qk, t), it is also true that o ∈ w(s)(ql, t + 1). In such case
agent knows, that object having property qk at moment t, will have property ql
at next moment t+ 1.

8 Grounding Conditional Statements

In the following subsections we define an epistemic satisfaction relation |=E
that tells when a statement can be said. When this relation holds, we say, the
statement is properly grounded in agent’s mental state. In other words we say
the statement is properly connected to the world on the basis of agent’s internal
representation of that world [9,13]. The definitions in following subsections have
been remodelled from [18] to cover time variable.
Let us assume that: φ = qk(om, t1) is an arbitrary chosen property qk ∈ Q for

object om ∈ O at moment t1 and ψ = ql(on, t2) is an arbitrary chosen property
ql ∈ Q for object on ∈ O at moment t2. We shall analyse three basic types of
sentences: φ→ ψ, φ→ Bel(ψ) and φ→ Pos(ψ),
In order to decide if given conditional statement can be told agent has to

compare its meaning with her mental model of the environment. There are three
crucial sets that are required to check the conditional statement:

G+(φ) = {s : om ∈ w(s)(qk, t1)} (3)

G−(φ) = {s : om �∈ w(s)(qk, t1)} (4)

G+(ψ) = {s : on ∈ w(s)(ql, t2)} (5)

The first set in equation 3 contains all indices of worlds where antecedent holds
and the second in equation 4 contains indices of worlds where antecedent does
not hold. Third set in equation 5 holds all worlds where consequent holds.
All the probabilities of sets like P (G+(φ)) and conditional probabilities like

P (G+(ψ) |G+(φ)) can be easily calculated from known probability distribution
ps = P (w(s)) (s = 1, 2, ..., S).

8.1 Grounding Statements without Modal Operator

Definition 1. Epistemic relation |=E φ → ψ holds iff all following conditions
are met:
a. α < P (G+(φ)) < α
b. P (G+(ψ) |G+(φ)) = 1
c. P (G+(ψ) |G+(φ)) > β P (G+(ψ) |G−(φ))

where 0 < α < α < 1, β > 1 are fixed parameters.

Condition a limits conditional statements to indicative conditionals. It means
that agent does not know whether antecedent holds or not.
Condition b tells that consequent must hold in case where antecedent holds.
Condition c ensures that consequent must be more probable when antecedent

holds, compared to a situation where antecedent does not hold. The greater the
β parameter the more φ has to influence the chance of ψ. For example, when
β = 2, ψ has to happen at least twice as often in case of φ.
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8.2 Grounding Statements with Belief Operator

Definition 2. Epistemic relation |=E φ→ Bel(ψ) holds iff all following condi-
tions are met:
a. α < P (G+(φ)) < α
b. αBel � P (G+(ψ) |G+(φ)) < αBel
c. P (G+(ψ)|G+(φ)) > β P (G+(ψ) |G−(φ))

where 0 < α < α < 1, 0 < αBel < αBel < 1, β > 1 are fixed parameters.

Conditions a and c are the same as in case of φ→ ψ statement.
Condition b requires that ψ must be greatly probable in case of φ. Parameter

αBel should be close to 1 and α should be quite high to ensure the correct
understanding of the belief operator. The higher the α, the less willing agent is
to say that she believes in something.

8.3 Grounding Statements with Possibility Operator

Definition 3. Epistemic relation |=E φ→ Pos(ψ) holds iff all following condi-
tions are met:
a. α < P (G+(φ)) < α
b. αPos � P (G+(ψ) |G+(φ)) < αPos
c. P (G+(ψ)|G+(φ)) > β P (G+(ψ) |G−(φ))

where 0 < α < α < 1, 0 < αPos < αPos < 1, β > 1 are fixed parameters.

Conditions a and c are the same as in case of φ→ ψ statement.
Condition b is almost the same as in case of φ→ Bel(ψ). The only difference

is that parameters for possibility operator should be smaller than those for belief
operator. It is recommended to set αPos = αBel. In such case there is no situation
where agent can say that she at the same time moment only finds something
possible and believes in it (can happen when αPos > αBel). On the other hand,
there is no situation where agent can’t say that she believes something, because it
is too little possible and at the same time moment is unable to say that something
is possible, because she finds it too possible (can happen when αPos < αBel).

9 Summary

We have introduced a time variable to conditional statements with modal oper-
ators of belief and possibility. Such extension allows agent to describe past and
future time moments. We showed that conditional statement with time variable
can be successfully grounded in agent’s mental model.
The statements always have crisply defined references to points is time. The

proposed analysis has shown, that omitting time reference from a statement will
impose serious interpretation problems, because listener has to reproduce the
meaning of a statement based on its contents. On the other hand grounding such
statements within an agent will lead to many implementations of epistemic sat-
isfaction relation based on the character of described variables. We are planning
in the nearest future the extension of language to allow such statements for most
typical types of events such as achievements, continuous events and state changes.
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Abstract. Automated computing in open and dynamic computing environments 
requires automatic update and revision of the Knowledge Bases (KBs) to keep 
the KBs up to date with the dynamics in the environment and correct incorrect 
knowledge held in the KBs respectively. Furthermore, the truthfulness, 
applicability and validity of this knowledge depend on the context under which 
the knowledge is to be used. This then calls for the development of solutions to 
enable KBs to (i) be evolved over time enabling them to keep up to date with 
the evolving world or changes in the world’s conceptualisation, (ii) allow 
situational reasoning, and (iii) reasoning under uncertain, incomplete and 
inconsistent knowledge. The emerging fielding of probabilistic ontologies is 
impregnated with promises to resolve such issues. However, an investigation on 
how such knowledge representations can be objectively and rationally evolved 
is needed. This paper presents issues, methods and ideas towards rational 
probabilistic ontology evolution in open and dynamic computing environments. 

Keywords: Ontology evolution, Belief Change, Probabilistic ontology. 

1   Introduction 

In net centric and collaborative computing environments, ontologies have become 
ubiquitous. They are the means through which the information overload is evaded and 
autonomous computing is achieved. Manual evolution of ontologies is both difficult 
and impractical given the size of present day ontologies and subjectivity of the 
manual ontology evolution process [1]. This has prompted researchers to look for 
ways of objectively, rationally and automatically evolving ontologies (e.g. [1], [2], 
[3]). Addressing ontology evolution at knowledge change level, while ignoring 
Knowledge representation, does not suffice given the openness and the dynamic 
nature of the next generation computing environments, such as the semantic web and 
semantic grids. Uncertainty, inconsistency and complexity are typical characteristics 
of open and dynamic computing environments which cannot be avoided [1], [4], [5], 
[6], [7]. They need to be captured at knowledge representation level. Classical 
ontology modelling approaches do no cater for these characteristics. This calls for 
development of mechanisms that enable next generation computing environments to 
account for these characteristics in representing and reasoning upon the knowledge in 
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their KBs. Probabilistic approaches to knowledge representation are a promising 
candidate towards this goal.  

The rest of this paper is organised has follows. Section 2 presents a use case we 
used as the object of analysis to abstract the peculiarities of open and dynamic 
computing environments. Using the use case presented in Section 2 and a Literature 
Survey, Section 3 presents some key design constructs for an ontology representation 
and management framework for open and dynamic computing environments. Section 
4 discusses the current research trends towards handling uncertainty, incompleteness 
and inconsistencies in ontologies. In Section 5, we present a knowledge representation 
framework for open and dynamic computing environments. Thereafter we give a 
review of how belief change is handled in classical logic KBs (Section 6). The two 
main approaches to belief change are discussed and a theoretical evaluation of how 
they can be used in ontology change is given. Section 7 uses the results of Section 5 
to address iterated belief change (evolution) in probabilistic ontologies. Section 8 
concludes the paper and gives our future research directions towards rational ontology 
evolution in open and dynamic computing environments..  

2   Use Case Scenario 

Taking inspiration from the Next-Generation Grid vision envisaged in [8], [9], [10] 
and [11], we considered a next generation grid environment, such that based on a user 
request for a composite application, the grid infrastructure can automatically discover, 
select and bind to all the grid services that make up an application that satisfies the 
user's requirements and preferences and optimises the user's utility. Such a task 
requires the infrastructure to have the user knowledge, web/grid services knowledge 
and personalisation function knowledge [12]. Typically, from a semantic web point of 
view, such information should be captured in ontologies. The user knowledge will 
include user demographics, interests, context and preferences etc. The service 
knowledge will include service functionality, features, Quality of Service properties 
etc. Owing to the somehow chaotic nature of open computing environment this 
information is likely to come from unreliable sources resulting in uncertainties. Due 
to changes in the domain or changes in its conceptualisation, the knowledge is bound 
to change over time and the system needs to capture these changes for it to efficiently 
serve the user. Further to this, the computing environment is highly dynamic and the 
system needs to make decisions on which services to bind to, which personalisation 
function to use, etc as the computing environment changes. Given this, coupled with 
the uncertainties, inconsistencies, incompleteness and complexities that characterise 
such computing environments, the system needs a mechanism for handling uncertain 
and inconsistent knowledge in its decision making. Allowing situational reasoning is 
one approach which is used to reduce inconsistencies through focusing inferences 
only to relevant portions of the KB [13, 14]. 

3   Design Considerations 

An analysis of the use case presented in Section 2, and a survey of related research 
works, found the following challenges towards realising the goal of supporting 
knowledge-based decision making in open and dynamic computing environments. 
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Certainty of uncertain and inconsistent knowledge. Much of the information in 
open and dynamic computing environments is uncertain, incomplete, inconsistent, 
often incorrect or only partially correct raising credibility issues over inferences 
drawn from such information [13]. Using determinstic ontologies to represent such 
knowledge leaves a lot to be desired. Representation of uncertainty in such 
environments has the promises of discounting the effect of these knowledge 
imperfections and provides a proof theory over KBs holding such information.  
 
The dynamic nature and complexity of the computing environment. Knowledge 
representations in open and dynamic environments need mechanisms for 
incorporation of new knowledge in to the KBs. This is due to the following two 
reasons: (i) owing to the complexity of the environment and incredibility of the 
knowledge sources, the system beliefs about the world may simply be mistaken or 
incomplete, (ii) the system’s beliefs about the environment might have been correct at 
some time, but the knowledge may become inaccurate due to the changes in the 
world, rendering certain facts true and falsifying some [15]. Further to this, in 
dynamic environments, the truthfulness of the system’s beliefs might be situational, 
which will require situational knowledge representation and reasoning [6, 14, 16, 18].  
 
Impracticality of manual management of knowledge change. The complexity of 
the environment and the size of ontologies in open environments make manual 
ontology evolution impossible owing to the following reasons: (i) ontology change 
generally requires that the person effecting the changes to the KB be both a 
knowledge engineer and domain expert and very few people can be both, (ii) due to 
collaborative nature of the environment manual belief changes by different 
knowledge engineers is likely to result in different KBs. This is because knowledge 
engineers have different views on how a certain change should be implemented 
resulting from differences in background knowledge, personal preferences, subjective 
opinions etc [2], (iii) in highly dynamic environments, ontology changes are so 
frequent that by the time the engineer finish effecting a change the updated KB may 
already be lagging behind current state of knowledge in the domain. 

From the above analysis the following design criteria were deduced for knowledge 
representation and reasoning in open and dynamic computing environments: 
 

i. Knowledge Representation should be able to represent and reason about 
entities that are related to each other and their uncertainties, which might have 
resulted from uncertain and inconsistent data,  

ii. Support for a formal, rational and objective operators for iterated ontology 
change (ontology evolution), 

iii. Support for situational knowledge representation and reasoning, and 
iv. Support for automatic distributed knowledge learning and subsequent ontology 

revision and update by the learnt knowledge based on a rational and objective 
ontology change operator. 

This paper, however, focuses on the current research trends towards meeting the first 
three design requirements and gives our view towards realising these requirements. 
The forth requirement is left as part of our future work. 
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4   Uncertainty in Ontologies 

Probability has emerged as the natural candidate to represent uncertain phenomena. 
As a result, a lot of research efforts have been directed towards introduction of 
probabilities in knowledge representations [13]. An investigation of the state of the art 
revealed that there are three (3) ways of introducing probabilities into ontologies: 
 

Uncertainty modelled in Data only (e.g. Learned Ontology Model (LOM) [5]): In 
this case uncertainty is modelled in the data model called the LOM which is 
independent of the concrete ontology. The LOM does not have logical semantics, and 
hence it does not consider logical inconsistencies. Logically inconsistent axioms are 
kept in the model with uncertainty represented as annotation capturing the confidence 
about their correctness. Axioms with higher confidence and are coherent with other 
axioms in the LOM are returned into the concrete ontology with no uncertainty 
represented.  
 

Directly extending ontologies by a probabilistic model (e.g. Probabilistic 
Description Logics [6] and [16], Markov Logic [17]): This approach extends classical 
ontologies with probabilistic annotations to the knowledge represented in the 
ontologies without changing the structure of knowledge representations. 
 

Transformation of ontologies in to a structure that handles probabilities (e.g.  
PR-OWL [18] and OntoBayes [19]): This approach is motivated by the fact that 
ontologies represent classes, individuals, properties and relationships, whereas 
probability deals with random variables. So in order to incorporate probabilities in to 
the ontology, the ontology have to be transformed in to a form that allows 
probabilistic knowledge representation to be incorporated. 

Table 1 shows an evaluation of the above three approaches relative to the design 
criteria discussed in Section 3. Modelling uncertainty in data only, results in a 
classical ontology. This guarantees the use of knowledge change techniques that have 
been adapted from belief change analysis (AGM [20] and KM [21] theories) for 
ontology evolution. The advantage of using these techniques springs from the fact that 
these theories have been formalised and have matured over the years. However, 
iterated belief change is still a challenge in these techniques due to the fact that these 
techniques were designed for a single change operation and the outcome only 
captures the resulting KB with no resultant relative importance of the axioms in the 
KB, which results in loss of rationality for the next change to be effected. As a result 
objectivity in the change operation is lost after the first change operation.   

Research works on ontology evolution that adopt direct extension of classical 
ontologies with probabilistic models (PMs) focus on resolving inconsistencies in the 
resulting ontology by relaxing the axioms in the KB with probabilistic weights. 
Formalisation of belief change process is not discussed in these ontologies. However, 
their knowledge representation (KR) formalism suggests that probabilistic 
conditioning can be used as the ground theory for belief change.  

Transformation of ontologies into graphical structures results in Knowledge 
structures such as Object-Oriented Bayesian Network (OOBN) [22], Probabilistic 
Relational Models (PRMs) [23] and Multi Entity Bayesian Networks (MEBN) [13], 
that allow representation of uncertainty about the attributes of instances of different 
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types of objects. We call these knowledge representation structures Probabilistic 
Relational Ontologies (PROs). Although Scharrenbach and Bernstein [6] point out 
that transformation of ontologies into PROs causes an ontology evolution scheme to 
be complex, it can be argued that evolution of such ontologies can only be as complex 
as that of classical ontologies (assuming that the initial ontology is probabilistic). The 
argument is based on the fact that evolution of PROs takes advantage of the 
algorithms that have been tried and tested in the mature field of Graphical Probability 
and Decision models. In view of the forgoing discussion, we view PROs as the best 
knowledge representation structures for open and dynamic environments. Hence in 
Section 5 we are going to discuss a generalised PRO knowledge representation model 
before we discuss their evolution in the subsequent sections.  

Table 1. Evaluation of Approaches to probabilistic knowledge representation  

Design 
Requirement 

Uncertainty 
modelled in data 

only 

Directly extending 
ontologies by a PM 

Transformation of 
ontologies to another 

structure 

Representation 
of uncertain 
& inconsistent  
knowledge 

Only handles 
uncertainty in the 
data model and not 
in the ontology 

Handles uncertainty 
in the ontology, but 
cannot cater for 
structural 
uncertainty 

Handles uncertainty in the 
ontology, including 
structural uncertainty. 

Formalisation 
of belief 
change 

Belief change 
theories designed 
for Classical logic 
(e.g. AGM [20] 
theory) are used. 

No ontology change 
theory is discussed. 
Conditioning can be 
used. 

Bayesian theory on non-
structural knowledge. No 
approach has been 
proposed for structural 
knowledge. 

Rationality of 
Belief Change 

Rational N/A Rational  

Objectivity of 
belief change 

Objective only for a 
single change & not 
over iterated belief 
change.  

N/A Objective belief change 
through Bayesian theory 
on  non-structural 
knowledge 

Easy of 
evolution 

Belief change 
theory only for 
single belief change 
and not iterated 
belief change.  

Might be easy for 
non-structural 
knowledge if 
conditioning is 
adopted 

More complex at 
structural level but 
Bayesian theory handles 
iterated belief change of 
non-structural knowledge  

Situational  
KR  

Not explicit in the 
knowledge model 

Not  explicit in the 
knowledge model  

Not explicit in the 
knowledge model 

5   KR for Open and Dynamic Environments  

Taking inspiration from MEBN theory [13], a generalised PRO is defined as a set of 
Frames, known as MFrags, consisting of Directed Acyclic Graphs (DAGs) satisfying 
some consistency constraints. Each MFrag, F, is defined as follows: F =(C,I,R,G, D), 
where C is a finite set of context value assignments, I is a finite set of independent 
input random variables, R is a finite set of dependent random variables known as 
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Resident random variables, G is a DAG having elements from I as root (input) nodes 
and elements in R as child (Resident random variable) nodes, and a set D of local 
distributions one for each member of R . The local distribution specifies conditional 
probability distributions for the dependent random variables represented in 
Conditional Probability Tables (CPTs). Random variables are First Order Logic 
(FOL) statements which take entities that exist in the domain as arguments. A PRO is 
said to be inconsistent if it does not conform to the following consistency constraints: 
(i) there should be no cyclic influences in the DAGs and, (ii) there should be no 
multiple conflicting distributions for random variables in different MFrags [13]. The 
set of context value assignments give the contextual constraints under which a 
hypothesis represented by the DAG, G, holds. This makes MEBN a natural choice for 
knowledge representation in dynamic computing environments where context data 
influences the truthfulness and validity of knowledge axioms in the KB. The effect of 
context to the ontology can be either be: (i) on the statistical regularities in a given 
MFrag or (ii) on the structure of the DAG in the MFrag. In each of these cases the 
respective context data is represented differently. In the first case, the context data 
have to be represented as input nodes in the MFrag, where it can only affect local 
distribution of the resident random variables. In the second case, because the structure 
of the MFrag is changed the context has to be represented as context nodes. Figure 1 
shows Service Cost MFrag for services domain ontology. In Figure 1, it is assumed 
that network context and access device type are context variables that affect the 
structure of the Service Cost MFrag and hence are represented as context nodes. Time 
of the day is assumed not to have an effect on the structure of the DAG and hence it is 
represented as an Input Node. 

 

 

Fig. 1. Probabilistic Relational Ontology MFrag 

Taking inspiration from the semantics of description logics we separate a 
probabilistic ontology into two components the intensional and the extensional 
component. The intensional components express the general knowledge about the 
concepts and their relationships in a given domain. That is, it describes what input and 
dependent random variables should be in the DAGs and the dependences between the 
variables. The extensional component describes the state of affairs regarding the 



128 E. Jembere, S.S. Xulu, and M.O. Adigun 

instances of concepts and relationships in a domain. This distinction is very important 
for characterisation of ontology evolution as will be discussed in the Section 7. 

6   Rational Belief Change and Ontology Evolution  

Ontology evolution is defined as, “the process of modifying ontology in response to a 
change in the domain (first kind of change) or its conceptualisation (second kind of 
change)” [25]. This view to ontology evolution is borrowed from belief change 
theory. In belief change theory, belief change is necessitated by two factors: (i) the 
world may have changed, or (ii) the system’s beliefs about the world may be simply 
mistaken or incomplete. Changes necessitated by changes in the world are addressed 
by belief update while belief revision addresses changes necessitated by mistaken or 
incomplete knowledge about the world.  

Belief revision is used to effect belief changes in static domains. In such domains, 
belief changes are only necessitated by the fact that the system’s beliefs about the 
world are mistaken or incomplete since there will be no changes in the domain. AGM 
theory [20] is the flagship implementation of belief revision. AGM takes a coherence 
view to knowledge change, which advocates that credibility of an axiom depends on 
how coherent it is with other axiom in the KB. The premise behind the coherence 
view is, if a belief revision operation calls for some beliefs to be retracted (in order to 
keep the KB consistent after the belief change operation), the relative entrenchment of 
a belief depends on how coherent the belief is with other beliefs in the belief set.  

Belief update is used for belief change in dynamic worlds. The work by Katsuno 
and Mendelzon [21], known as the KM theory is the most popular theory for belief 
update. The KM theory uses the event model to capture knowledge changes in a 
dynamic world. The KM theory takes observation of a new axiom as evidence that 
there have been a change in the world. The assumption here is the existence of new 
axioms is the least of what could have possibly changed in the world. In order to 
capture what have transpired the KM theory models the most plausible transition of a 
given world, w, into a world, v,   that satisfies the observation of A.  A set of pre-
orders that are reflexive and transitive are defined over a set of worlds. A pre-order u 
≤w v implies that u is at least as plausible a relative change relative to w as v. 

In KM, unlike in AGM, once an inconsistency is introduced in the KB there is no 
way to eliminate it using the update operator because update assumes that the world 
has changed.  This implies that the update operator does not allow an observation to 
force revision of the system’s beliefs about the state of the world prior to the 
observation. In short the KM theory can be considered to be concerned with  states of 
a changing world at given time stamps and the transition between these states 
necessitated by an event model, where as the AGM is concerned with belief states and 
their possible revision necessitated by the epistemic entrenchment of axioms in the 
belief set. A lot of effort has gone into generalising the KM theory to cater of revision 
(e.g. [24] and [27]). While such approaches can cater for both belief revision and 
update, the resultant KB is simply a belief set with no updated epistemic states. The 
resultant belief state provides no guidance for changes in belief due to subsequent 
changes. This makes such approaches less promising candidates for automatic 
ontology evolution. Another key challenge to adoption of AGM and KM theories is 
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that in both theories interpretation and assignment of rankings cannot be done in 
natural way that will allow automation of iterated belief change. 

Generally, belief change is guided by the following six (6) principles [1], [2] (i) 
principle of primacy of new information, (ii) principle of irrelevance of syntax,  
(iii) principle of consistency maintenance, (iv) principle of adequacy of 
representation, (v) principle of fairness, (vi) principle of minimal change. Some of the 
principles need to be relaxed to be applicable to ontology evolution in open and 
dynamic environment. An analysis of our application environment revealed that the 
principle of primacy of new information and the principle of consistency maintenance 
will need to be relaxed. New information may need to be rejected or partially rejected 
due to the distributed nature, uncertainty and incompleteness of data, and unreliability 
of information sources in open and dynamic computing environments. In such a case, 
an ontology change operator needs to consider techniques from non-prioritised belief 
change [25]. Apart from considering such techniques, probabilistic ontologies handle 
non-prioritised belief change in a natural way through assignment of a degree of 
belief to all axioms, including new axioms before factoring them into the KB. The 
challenge with consistency maintenance principle is that inconsistency in probabilistic 
ontologies cannot be defined as it is defined in determinstic ontologies, because 
inconsistencies such as contradictory axioms do not exist in Probabilistic ontologies. 

7   Ontology Evolution in Dynamic Environments 

The current work on ontology evolution (e.g. [1], [2], [26], [28]) adapt the AGM 
theory for ontology evolution. To the best of our knowledge, no work has tried to use 
KM theory in ontology evolution. Apart from the non-availability of formal, rational 
and objective mechanisms for evolution of probabilistic ontologies, no work exist on 
automatic ontology update even for classical ontologies. This is mainly because 
classical ontologies separate ontology and epistemology. Ontologies capture what 
kinds of entities exist, where as epistemology is about how knowledge of what exists 
is acquired, and the justification of such knowledge. Due to the fact that in dynamic 
environments, knowledge changes as data accrues, epistemology cannot be separated 
from ontology. Probabilistic ontologies based on bayesian theory handles this 
combination of ontology and epistemology in a more natural way. Further to this, 
Bayesian theory provides a rational and objective solution to belief change for non 
structural knowledge. However, formalisation of structural evolution of probabilistic 
ontologies has not been addressed and cannot be supported in a natural way through 
Bayesian semantics. We believe that techniques from belief change theories can be 
adapted for this purpose. 

Our approach to ontology evolution takes advantage of our view of separating 
extensional and intensional knowledge discussed in Section 5. Evolution at 
extensional level will involve iterated belief change on individuals and instances, 
which will only affect the values in the CPTs. Evolution at intensional level will 
involve iterated change on the structural knowledge. This distinction is important 
because knowledge evolution at these two levels pragmatically have different 
requirements and nature. Knowledge at structural level is more persistent only 
changing after some time where as knowledge at extensional level changes rapidly 
responding to the changes in the environment. 
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Belief change at extensional level is handled by bayesian theory. Bayesian theory 
has capabilities of handling iterated belief revision through conditioning on evidence 
iteratively as newer evidence accrues (assuming the world is static). Mature 
parametric learning algorithms exist for this purpose. The key challenge that arises 
here is, how can belief update be catered for at extensional level in a rational way as 
the world changes. In belief change theory this is addressed by introducing a temporal 
component into the knowledge representation. Against this background we are 
envisaging taking advantage of the techniques emanating from the field of Dynamic 
Bayesian Networks (DBNs). 

In order to ensure rational belief change and consistency maintenance at 
extensional level, ontologies resulting from a change must conform to the consistency 
constraints defined in Section 5. Though quite a number of algorithms for structure 
learning in Bayesian networks exist, formalisation of how these algorithms can be 
used for iterated structural change in PROs ensuring conformance to belief change 
principles has not been explored. Structural ontology changes include (i) 
introduction/retraction of attribute values for random variables, (ii) expansion of KB 
with new variables, (iii) revision/update of structural dependencies between variables 
[13]. Ontology Change due to existence of new possible values for a random variable 
in the DAG can be treated as an ontology expansion problem not requiring anything 
to be removed from the KB to accept the change. The attribute value should just be 
added in all Conditional Probability Tables (CPTs) in all MFrags in the KB the 
random variable appears.  Expansion of a KB by a new random variable and revision/ 
update of structural dependencies between variables may result in an inconsistent 
ontology. To ensure consistency this will require that some already existing structural 
dependency be retracted from the ontology. This then calls for the development of 
objective and rational belief change principles for managing iterated change at 
intensional level balancing the propensities of consistency maintenance and minimal 
change. 

8   Conclusion and Future Work 

This paper presented techniques, ideas, and issues towards design of knowledge 
representation and evolution in open and dynamic computing environments. Classical 
ontologies fall short in representing and reasoning about knowledge in open and 
dynamic environments due their lack of a principled way for handling uncertain, 
inconsistent and incomplete knowledge, which are unavoidable in open and dynamic 
computing environment. Owing to the fact that the computing environment is 
dynamic, the knowledge about the environment is bound to change over time. Manual 
evolution of the knowledge representation in such environments is impractical due to 
the complexity and size of the ontologies, hence, the need for intuitive, objective and 
automatic ontology evolution algorithms for open and dynamic environments. 

We advocated for the adoption of probabilistic ontologies because of their ability to 
represent uncertain phenomena and resolving inconsistencies in knowledge 
representation through relaxation of conflicting axioms. Belief change theory and 
Bayesian techniques are adapted into the formalisation of probabilistic ontology 
evolution. This way, most of the techniques, ideas, intuitions and algorithms from 
belief change and Bayesian theory can be leveraged on in developing a rational 
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probabilistic ontology evolution solution. This paper did not provide a concrete 
solution to the problem at hand; our aim was to lay the theoretical foundation upon 
which deeper results can be based on, thus paving the way for the development of 
effective solutions to knowledge representation and evolution in open and dynamic 
computing environments. 

This work is being done in the context of Grid intelligence were the results are to be 
used in building intelligence in grid computing environments to support coordinated 
resource sharing and problem solving and on the grid to support knowledge-based 
applications that run on the grid. Context-awareness and personalisation are some of 
the knowledge intensive functions that need to be supported by our solution approach 
in grid environments. Owing to the distributed nature of these environments, support 
for automatic distributed knowledge discovery and subsequent ontology revision and 
update is needed. Future work should address how our proposed solution approach 
can be incorporated into grid environments. 
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Abstract. In this paper we investigate stabilities of concepts resulting

from extending partial ordering of a set of elements to partial ordering

of a larger set of elements. This approach can be applied for facilitat-

ing the process of decision making related to automated tests based on

knowledge states.
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1 Introduction

Operating with sufficient amount of information about a student’s level of knowl-
edge is very important with respect to creating an efficient and personalized
learning environment. Such information however is often obtained by examining
Web-based tests where most of the available technical solutions are not sup-
porting an optimization of the quantity and quality of formative assessments.
This can be resolved by employing methods from the theories of Formal Concept
Analysis, [12] and knowledge spaces, [9].

A knowledge state of a student is a set of problems that the student can
solve and a domain of knowledge is a collection of items (e.g., learning objects,
problems, questions, exercises, examples, etc.) in a given field of knowledge (e.g.,
mathematics, physics, chemistry, biology, etc.) [10]. A knowledge structure of a
subject is the set of all knowledge states in a subject. Knowledge structures
illustrate the implications between items in a set of problems.

A skill map provides the basis for mapping the performance of a learner (rep-
resented by her knowledge state) into the competence level of the skills that the
learner needs for mastering the content of the items contained in her knowledge
state, [1]. A skill map is a cognitive model specifying the skills required to han-
dle a particular set of items. The model requires relations between items and
skills to be validated, [10]. Skill maps in a distributed skill map are generated by
several individuals, where each one designs an item and points to skills required
to work with that item. Thus a single item is often related to different sets of
skills and the final set of sufficient skills has to be validated. Once a skill map is
found reliable it has to be applied in real situations.

Since concepts are necessary for expressing human knowledge, any knowledge
management process benefits from a comprehensive formalization of concepts,
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[24]. Formal Concept Analisis offers such a formalization by mathematizing the
concept of ’concept’ as a unit of thought constituted of two parts: its extension
and its intension, [12].

In this paper we investigate stabilities of concepts resulting from extending
partial ordering of three items to partial ordering of four items belonging to
knowledge structures. This can be applied for facilitating the process of decision
making related to tests based on knowledge states.

The rest of the paper is organised as follows. Related work and supporting
theory may be found in Section 2. The main results are presented in Section 3.
Conclusions can be found in Section 4.

2 Background

2.1 Posets

Let P be a non-empty ordered set. If sup{x, y} and inf{x, y} exist for all
x, y ∈ P , then P is called a lattice [7]. In a lattice illustrating partial ordering of
knowledge values, the logical conjunction is identified with the meet operation
and the logical disjunction with the join operation.

A context is a triple (G, M, I) where G and M are sets and I ⊂ G × M .
The elements of G and M are called objects and attributes respectively [7], [26].
For A ⊆ G and B ⊆ M , define A′ = {m ∈ M | (∀g ∈ A) gIm}, B′ = {g ∈
G | (∀m ∈ B) gIm} where A′ is the set of attributes common to all the objects
in A and B′ is the set of objects possessing the attributes in B.

A concept of the context (G, M, I) is defined to be a pair (A, B) where A ⊆ G,
B ⊆ M , A′ = B and B′ = A. The extent of the concept (A, B) is A while its
intent is B. A subset A of G is the extent of some concept if and only if A′′ = A
in which case the unique concept of the which A is an extent is (A, A′). The
corresponding statement applies to those subsets B ∈ M which is the intent of
some concepts.

The set of all concepts of the context (G, M, I) is denoted by B(G, M, I).
〈B(G, M, I);≤〉 is a complete lattice and it is known as the concept lattice of the
context (G, M, I).

2.2 Ordered Sets

Determining a consensus from a group of orderings and making statistically
significant statements about orderings have been discussed in [4].

A relation I is an indifference relation when given AIB neither A > B nor A <
B has place in the componentwise ordering. A partial ordering whose indifference
relation is transitive is called a weak ordering.

Let w1, w2, w3 be weak orderings. Then w2 is between w1 and w3 if each
decision made by w2 is made by either w1 or w3 and any decision made by both
w1 and w3 is made by w2, i.e. w1 ∩ w3 ⊆ w2 ⊆ w1 ∪ w3.

The distance d(w1, w3) is defined as d(w1, w2) + d(w2, w3) = d(w1, w3). The
distance is a metric in the usual sense, it is invariant under permutation of
alternatives, and the minimum positive distance is 1, Fig 1.
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Fig. 1. The graph of all partial orderings of a 3-element set

2.3 Knowledge Spaces

Within the theory of knowledge spaces, a knowledge domain is described by a set
of problems Q, [10]. Then the knowledge state of a student is a set Q’ ⊆ Q that
the student can solve. A knowledge structure of a subject is a set of all knowledge
states. A knowledge space is a closure system, where closure system on a finite set
M is a set F of subsets of M such that M ∈ F and C, C1 ∈ F ⇒ C

⋂
C1 ∈ F.

The complements of the intents of a formal context is a knowledge space and
a response pattern corresponds to a set of attributes, [20]. Thus a knowledge
space can be obtained from a formal context.

Existence of a knowledge space indicates that an item can be related to several
sets of pre- requisites, [9]. Therefore, a solution for an item can be obtained via
different strategies.

A skill map is a triple (Q, S, f) where Q is a non-empty set of items, S is a
non-empty set of skills and f is a mapping from Q to 2S\∅, [10], [14]. The set of
skills assigned to q is the set f(q) ⊂ S, ∀q ∈ Q. Thus a correct solution of item
q implies possesion of all the skills belonging to f(q).

A distributed skill map, [22] is a pair (D,∨) where D is a collection of skill
maps, and ∨ (read: “join”) is a binary operator such that, given any three skill
maps A := (QA, SA, σA), B := (QB, SB, σB) and C := (QC , SC , σC) and D, C =
A ∨ B if and only if

1. QC = QA ∪ QB,
2. SC = SA ∪ SB,
3. σC(q) = σA(q) ∪ σB(q) ∀ q ∈ QC .
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Fig. 2. Orderings of four elements

3 Posets of Elements

In this section we consider changes within various concepts when an object is
added or removed and/or when an attribute is added or removed.

1) Suppose the system offers three elements. The following orderings are to
be considered: the three elements are ordered consecutively (G3l), one of the
elements is placed higher than the other two elements and no preference is shown
with respect to those two elements (G31), one of the elements is placed lower
than the other two elements and no preference is shown with respect to these
two elements (G32), only two of the elements are considered (G2r), none of the
elements is considered (Gn).
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Fig. 3. Concept lattice of the context in Table 1

2) The following orderings are to be considered in the case of four elements:
the four elements are not ranked, only two elements are ranked, two couples
of elements are ranked, three couples of elements are ranked, four couples of
elements are ranked, one element is ranked higher than the other three, three
elements are ranked higher than the forth element, three elements are ranked
linearly and the forth element is not ranked, three elements are ranked linearly
and the forth element is ranked higher than the last element, three elements are
ranked linearly and the forth element is ranked below than the top element, one
element is compared to the other three elements and another element ranked
higher than the rest, one element is compared to the other three elements and
two elements are ranked higher than the rest, one element is compared to the
other three elements and two elements are ranked higher than the rest, every
element is compared to two of the other elements, and all elements are ranked
linearly. Representatives of these posets are summarized in Fig. 2.

The objects in Table 1 are the orderings of three elements like G3l, G32,
etc. The attributes in Table 1 illustrate whether a particular ordering of three
elements can be extended naturally to an ordering of four elements denoted by
1, 2, ..., 16.

3.1 Iceberg Concept Lattices

Conceptual hierarchies that are inherent in data can be represented by concept
lattices. Iceberg lattices are a conceptual clustering method and are based on
the theory of Formal Concept Analysis. They illustrate frequent item sets and
visualise association rules, [24].
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Table 1. Relationships between an ordered set of 3-elements and an ordered set of

4-elements

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Gn × ×
G2r × × ×
G31 × × × × × × ×
G32 × × × × × × ×
G3l × × × × × ×

Fig. 4. Iceberg concept lattice

Iceberg lattices are represented below as in [18].

Definition 1. Let B ⊆ M . The support count of the attribute set B in K is

σ(B) =
|B′|
|G|

Let minsupp be a threshold ∈ [0, 1], then B is said to be a frequent itemset
if σ(B) ≥ minsupp. A concept is called frequent concept if its intent is frequent.

Definition 2. The set of all frequent concepts of a context K is called iceberg
lattice of the context K.

Iceberg Lattices can be used to discover and visualize association rules, [17].
Within a formal context K = (G, M, I), the task of mining association rules is
to determine all pairs X → Y of M such that σ(X → Y ) = σ(X∪Y ) ≥ minsupp,

and the confidence conf(X → Y ) = σ(X∪Y )
σ(X) is above a given threshold minconf

∈ [0, 1].
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For example, the iceberg L0.4
1 obtained from the complete lattice of Fig. 3

with α ≥ 0.4 is shown in Fig. 4. The number of important concepts in Fig. 4 is
reduced to 7.

3.2 Stability

Stability of a formal concept is discussed in [15] and [16].

Definition 3. Let (A, B) a formal concept of B(G, M, I). Stability of (A, B) is

γ(A, B) =
|{C ⊆ A|C′ = A′ = B}|

2|A|

The stability index of a concept indicates how much the concept intent depends
on particular objects of the extent. Given a concept (A, B), the stability index
measures the number of elements of G that are in the same equivalence class of
A, where an equivalence class is defined as follows.

Definition 4. Let X ⊆ G, we denote by X the equivalence class of X where
〈X〉 = {Y ⊆ G|Y ′ = X ′}.

If X is closed then Y ⊂ X, ∀ Y ∈ X , and γ(A, B) = |〈A〉|
2|A| .

Concepts’ stabilities from the complete lattice in Fig. 3 can be seen in Fig. 5.

Fig. 5. A lattice without attribute 8

3.3 Cognition

A cognitive model represents the knowledge that an ideal student would possess
about a particular subject. Developing a cognitive tutor involves creating a cog-
nitive model of students’ problem solving by writing production rules that char-
acterize the variety of strategies and misconceptions students may acquire, [19].

Taxonomy for automated hinting is developed in [25]. The role of hints in a
Web based learning systems is considered in [5]. A model for detecting students’
misuse of help in intelligent tutoring systems is presented in [3]. A proliferation of
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hint abuse (e.g., using hints to find answers rather than trying to understand) was
found in [2]. However, evidence that when used appropriately, on-demand help
can have a positive impact on learning was found in [23]. Various instructional
explanations are discussed in [21].

The approach presented in [6] can be applied for better understanding of the
factors that are common to final examination performance. Such factors include
student effort level, level of student motivation, study approach and personality,
[8], and [11].

4 Conclusion

Application of iceberg lattices in the process of knowledge assessment can consid-
erably improve the process of selecting the most important information without
inclusion of unnecessary details. It is a step forward in the process of extracting
the minimal amount of items indicating existence of a predefined set of skills.
This can considerably minimize the amount of manpower required in the process
of creating and evaluating items’ sets to be enclosed in automated tests. Another
advantage is related to students’ learning. Well chosen test items can contribute
for avoiding the problem of over testing and thus discouraging students from
active participation in the learning process.
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Abstract. An ontology-supported ubiquitous interface agent and its interaction 
diagram with the backend information agent system, i.e., OntoIAS, in cloud 
computing environments were proposed. The agent employs the CURRL to 
transform user commands into internal canonical format to conveniently 
process those commands by OntoIAS, which can avoid numerous, jumbled, and 
incorrect information torrents that results in misunderstanding of the 
information intention of users. In this paper, we preliminarily proposed the 
agent with the Zigbee techniques and related interaction diagrams with 
OntoIAS in cloud computing environments. The system prototype and 
experimental outcomes can also reveal the feasibility of the system architecture. 

Keywords: Ubiquitous Interface Agent, Ontology, Zigbee, Cloud Computing. 

1   Introduction 

With increasing popularity of computers, network techniques, and WWW, information 
shows the multiple appearances and huge amount explosion. Therefore, the way of 
helping the user to quickly, precisely, and effectively get profoundly, relevantly, and 
up-to-dated useful information has quickly become the critical topic that the industrial, 
official government, and academic groups strived for in last ten years. A variety of 
information retrieval tools has been thus created by information providers, including 
information portals, search engines, etc., which could help users to filter, search for, 
organize, and represent related query information. Information agents are software 
products for assisting and guiding users to reach the goal of information retrieval. Not 
only can the agent possess the four main functions: information searching, information 
extracting, information classifying, and information representing/ranking, but also it 
can really and effectively up-rise the performance of information query to the user and 
collocate the factors in user interfaces, network speed, amount of the backend 
databases, and usage scenarios. Up to now, however, most of Web information agent 
systems are closely related to the traditional information equipments that can not 
directly apply to the modern mobile equipments resulting from the core part of 
information agent in ubiquitous environments. This study exactly focused on how to 
construct a ubiquitous interface agent with mobile equipments in ubiquitous 
environments. 
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Cloud computing is a technique of Internet- ("cloud-") based development and use 
of computer technology. In other words, it will set up the necessary operating 
resources and related data into the Internet and then users can directly use them 
whenever they can access the Internet. Ubiquitous computing is a post-desktop 
model of human-computer interaction in which information processing has been 
thoroughly integrated into everyday objects and activities. Computers will exist in 
our lives in hidden, popularized, and ubiquitous ways. Even though many people 
already know we have entered a ubiquitous environment, this kind of natural 
interaction mode has not appeared yet. Nevertheless, there is lots of traditional 
equipment that is suitable for these natural interaction modes, for example, mobile 
phones, RFID (Radio Frequency Identification), Bluetooth, Zigbee, etc. Such devices 
operate through wireless sensor techniques to recognize related users and let users 
naturally interact with relevant network services, thus, reaching the goal of 
ubiquitous computing. Furthermore, how to construct an interaction diagram of 
cloud computing for extensively and seamlessly entering related web information 
agent systems through modern mobile equipments in ubiquitous environments is our 
major investigation. 

To sum up, this study focused on designing a ubiquitous interface agent based on 
the ontology technology and interaction diagram with the backend information agent 
system, i.e., OntoIAS (Ontology-supported Information Agent Shell), in cloud 
computing environments. The agent employs the CURRL (Canonical User Request 
Representation Language) to transform user commands into internal canonical format 
to conveniently process those commands by OntoIAS, which can avoid numerous, 
jumbled, and incorrect information torrents that result in misunderstanding of the 
information intention of users. The system creates an interaction diagram that both 
solves the congenital defect problems of mobile equipments and adequately 
elaborates the powerful functions of backend information systems. In this paper, we 
preliminarily proposed a ubiquitous interface agent with the Zigbee techniques and 
related interaction diagrams with OntoIAS in cloud computing environments. The 
system prototype and experimental outcomes can also reveal the feasibility of the 
system architecture. 

2   Background Knowledge and Techniques 

2.1   Ontology 

Ontology was one theory in philosophy and primarily to explore knowledge features 
of life and real objects, which can provide complete semantic models with sharing 
and reusing substances. To use the concept of ontology can accomplish the 
knowledge core in a specified domain and automatically learn related information, 
communication, accessing and even induce new knowledge; hence, ontology is a 
powerful tool to construct and maintain an information system [15]. Fig. 1 illustrates 
the ontology structure of Scholars, which defines related basic knowledge of scholars 
and its conceptual hierarchy relationship and relevant features. 
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Fig. 1. The ontology structure of Scholars 

2.2   Ubiquitous Computing 

Mark Weiser created the phrase “ubiquitous computing” around 1988, during his 
tenure as Chief Technologist of the Xerox Palo Alto Research Centre. This concept 
pointed out that the third-wave revolution of computers had already come. Computers 
will exist in our lives in hidden, popularized, and ubiquitous ways. The human-
machine interaction modes, which operate regardless of Command-Line, Menu-
Driven, or even GUI-based ones, are improper and unsuitable for ubiquitous 
environments. This is a clear suggestion of the necessity of more natural human-
machine interaction modes to support ubiquitous computing. There are many examples 
of applications in previous studies [2,7,8,9,11]. In summary, the scopes of discussion 
related to ubiquitous computing include Pervasive Computing, Sentient Computing, 
Simulated Reality, Wearable Computers, Context-Aware Pervasive Systems, Ambient 
Intelligence, Virtual Reality, Human-Centred Computing, etc. Relevant research 
contents include ubiquitous software and hardware infrastructures, protocols, 
components, access security, etc. There is a lack of ubiquitous research in software 
system applications in Taiwan, especially. The only study of its kind involving 
ubiquitous research on agent systems was the 2008 project that explored a ubiquitous 
service system with an embedded intelligent interface by Director Dr. C.C. Hsu, dept. 
of computer science and information engineering, Fu Jen Catholic University, Taiwan. 
This was an influential and significant study related to web information systems. 

2.3   Cloud Computing 

In concept, cloud computing is an information technology that makes users utilize the 
information services when they can only access the Internet, and even cannot 
completely understand the complex information service structure and possess any 
professional knowledge. Cloud computing earlier borrowed from the techniques of 
Grid Computing and Utility Computing in the early 1990s. In the 21st century, the 
related network services vigorously develop based on the improvement of network 
techniques. In 2007, Google proposed the concept of cloud computing that also start 
the huge business opportunity of cloud computing, including IaaS (Infrastructure as a 
Service), PaaS (Platform as a Service), and SaaS (Software as a Service). It still more 
achieves the concept of new 3C, i.e., Cloud Computing, Connecting, and Client 
Devices [4]. 
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In this paper, we exactly investigated a ubiquitous interface agent with the Zigbee 
technique and related interaction diagrams with OntoIAS in cloud computing 
environments. That means, in cloud computing environment, the ubiquitous interface 
agent is responsible for the role of client device; the Zigbee technique is responsible 
for communication mechanism; finally, the backend information agent system, 
OntoIAS is responsible for the role of the provider of cloud computing. Furthermore, 
this study can reach the investigation goal of constructing an interaction diagram of 
cloud computing for extensively and seamlessly entering related web information 
agent systems through modern mobile equipments. 

2.4   Zigbee Technique with C/C++ 

Zigbee explored related techniques of disorderly and unsystematic information 
transmission that is similar to the behavior of honey bees after return to the beehive. 
The Zigbee specifications of hardware and software were announced and completed 
by the Zigbee Alliance and the IEEE 802.15.4 standard, its protocol stack as shown in 
Fig. 2. It was planned to become a low-speed (250kbps), short-distance, low-power, 
and simple-architecture wireless mesh networking technology. Currently, ZigBee 
operates in the industrial, scientific and medical (ISM) radio bands; 868 MHz in 
Europe, 915 MHz in the USA and Australia, and 2.4 GHz in most worldwide. In the 
2.4 GHz band there are 16 ZigBee channels, while the channel quantities are 10 and 1 
in the 915MHz and 868MHz band, respectively. Zigbee supports the client-server and 
point-to-point modes and has the higher extensibility, which can simultaneously have 
over 65,000 device connections in a network. The main applications focus on the 
information transmission of home appliances automation, environment security and 
control, individually medical treatment, etc. [6]. 

 

Fig. 2. Zigbee protocol stack 
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C/C++ is a general-purpose computer language. It is usually and popularly used to 
develop application software and system exploitation, which possesses characteristics 
of high efficiency, high flexibility, abundant functions, strong expression, high 
transplantation and compatibility, etc. Currently, the compiler of C/C++ universally 
exists in variously different operating systems, such as Microsoft Windows, Linux, 
UNIX, etc. [12]. In this paper, we employ the JN5121 Zigbee module of Jennic Ltd., 
which uses the C/C++ to develop its applications of ROM in the module and Jennic 
names the program Codeblocks [1]. Its main function is the code editing and 
compiling, and then employs the Flash Programmer to burn the compiled codes into 
the JN5121 module. Owing to the Codeblocks and Flash Programmer are developed 
by Jennic Ltd. according to the JN5121 module. The system developers must install 
their official drivers for application development. 

2.5   Developing Techniques 

This system adapted MS SQL Server as backend knowledge-database sharing 
platform based on ontology. MS SQL Server is one broadly used relational database 
management system [14]. SQL (stands for Structured Query Language) is one query 
language to get the data in the relational database. The agent system itself was 
developed with Java SE and ME, and the Zigbee technology with C/C++ mentioned 
above. The ontology construction tool, Protégé, was an ontology freeware developed 
by SMI (Stanford Medical Informatics). Protégé not only was one of the most 
important platforms to construct ontology but also the most frequently adapted one 
[3]. Its most special feature is that it used multi components to edit and make 
ontology and led knowledge workers to construct knowledge management system 
based on ontology; furthermore, users could transfer to different formats of ontology 
such as RDF(S), OWL, XML or directly inherit into database just like MySQL and 
MS SQL Server, which have better supported function than other tools [16]. 

3   Architecture of the Ubiquitous Interface Agent and Interaction 
Diagram with OntoIAS 

To reach ubiquitous research goals of this study, users can employ the Ubiquitous 
Interface Agent to use the backend information agent system: OntoIAS via related 
mobile equipments, such as mobile phones, PDA-related equipments, lap-top 
computers, related equipments with Zigbee interfaces, or another related information 
systems that fit in with communication protocols. Therefore, the agent has to provide 
the communication bridge between the mobile and wireless equipments and related 
web information systems, as shown in Fig. 3. This must be done to satisfy the basic 
requirements of seamless information services in ubiquitous computing, whose 
related interaction diagrams contain the following actions: users key in specific 
information requirements to trigger OntoIAS to return query information, users 
directly query OntoIAS to provide commonly used hot information, etc. 
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Fig. 3. System architecture of the Ubiquitous Interface Agent 

In general, mobile equipments possess small screens, small keyboards, and poor 
system efficiency. Therefore, the system employs simple codes or hot keys to 
describe common or important information requirements for dealing with complex 
user commands. Through the techniques of packet decoding and recognizing, the 
Ubiquitous Interface Agent employs CURRL to transform user commands into 
internal canonical format to conveniently process those commands by OntoIAS, 
which can avoid numerous, jumbled, and incorrect information torrents that result in 
misunderstanding of the information intention of users. 

When users key in specific information queries, the agent divides the user queries 
into three types of commands for fast processing. The three types include Query, 
Simple Command, and Conditional Command. We modified FURRL (Formalized 
User Request Representation Language) [5] to design a CURRL to represent the 
above user commands. The CURRL is a frame-based command representation that 
makes it easy to map users’ command intentions, objects, and goals into 
corresponding frame slots. Table 1 illustrates some examples of user commands. 

Table 1. Examples of user commands with CURRL 

User 
command 

User command CURRL 

Query 
What is Ubiquitous 
Computing? 

Query [ 
   Theme = + Computing, 
   aTheme = Ubiquitous, 
   tSpace = At (WWW) ] 

Simple 
Command 

Anything else? 

Command [ 
   Theme = +Anymore, 
   tTime = Now, 
   object = Related, 
   oSpace = At (Last-one) 

Conditional 
Command 

Retrieving Fuzzy 
webpages with the 
exception of AI 

ConditionalCommand [ 
   Condition [ 
      Theme = -Fuzzy, 
      tTime = Now, 
      tSpace = At (WWW) ], 
   Command [ 
      Theme = +AI, 
      tTime = Now, 
      tSPace = At (WWW) ] ] 

 

In short, we simplify the design of the agent into a data decoding controller of 
related communication equipment; and then employ CURRL to transform them into 
an internal canonical format; finally, we trigger OntoIAS to provide information 
solutions. The interaction diagram can not only solve the congenital defects of the 
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mobile equipment mentioned above, but can also adequately elaborate the powerful 
functions of the backend system, OntoIAS. The application environment of the 
system uses related mobile equipment and constructs them with the architecture of  
the World Wide Web. The operating mode adopts a three-tier architecture, including 
the user end, the ubiquitous interface Agent end, and the OntoIAS end. The 
interaction system prototype that includes the three-tier multi-agent architecture can 
solve the congenital defect problems of mobile equipment encounter in satisfying 
users’ basic information requirements in ubiquitous environments. Detailed 
explanations of the interaction diagrams are provided as follows: 

(1) The user keys in specific information queries to trigger OntoIAS to return 
information solutions: after the user enters his/her account, the Ubiquitous 
Interface Agent provides the interface for entering the information query, and 
then employs CURRL to transform the query into the internal query format, 
finally, triggering OntoIAS to process the query and return its solutions. After the 
user finishes browsing, the Ubiquitous Interface Agent returns relevant feedback 
to OntoRecommander to act as the calculation base of hot information and 
records them in the user’s profile; 

(2) The user directly queries OntoIAS to provide commonly used hot information: 
after the user enters his/her account, Ubiquitous Interface Agent directly triggers 
the OntoRecommander of OntoIAS, according to the user’s account, and returns 
commonly used hot information to the user. That is, the user directly uses the 
information but has to do nothing. 

 

Fig. 4. Conceptualized architecture of the backend information agent system: OntoIAS 

Fig. 4 illustrates the OntoIAS architecture diagram [17]. It contains the four main 
modules of information agents, including information searching, information 
extracting, information classifying, and information presenting/ranking, corresponding 
to OntoCrawler, OntoExtractor, OntoClassifier, and OntoRecommander, respectively. 
An Ontological Database (OD) is a stored structure designed according to the ontology 
structure, serving as an ontology-directed canonical format for storing webpage 
information processed by OntoIAS. Users can employ the ubiquitous interface agent to 
use the OntoIAS via related mobile equipments, or other related information systems 
fitted with communication protocols. Therefore, the proposed method can reach the 
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goals of ubiquitous research. User profile databases are responsible for recording 
relevant user models. The system can trigger OntoRecommander to provide relatively 
personal information services. 

4   System Display and Evaluations 

4.1   System Prototype 

Our system is developed using C++Builder on Windows XP® Service Pack 3 of 
Professional Version with Intel® Core 2 Duo CPU at 2.53GHz and 2GB memory, and 
the Zigbee device with JN5121 (Jennic Ltd.) chip. To use Zigbee devices with other 
chips such as TI-CC2431 (Texas Instruments), etc., the system must install their 
official drivers for normal action. 

The system employed Java ME and SE to develop the Ubiquitous Interface to 
simulate the communication between cellular phones and the computer end. Because 
of the communication of Zigbee JN5121 module has to use the C/C++ language. For 
this reason, we need to develop related middle-wares; that is to go through the serial 
port transferred circuit via the RS232 port for connecting to Zigbee JN5121 module, 
as shown in Fig. 5. 

 

 

Fig. 5. Front-end of the ubiquitous interface agent 

By way of the front-end Zigbee JN5121 module to deliver data, the system 
prototype employs the back-end Zigbee JN5121 module to receive data, and then goes 
through the reversed operation mentioned above to connect to the back-end server 
system for carrying out related processes, as shown in Fig. 6. After back-end system 
processing, the system prototype orderly returns and presents the results into the cell-
phone simulator. 

 

Fig. 6. Back-end system of the ubiquitous interface agent 
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Fig. 7. Screen of client device end 

The execution steps of the ubiquitous interface agent system prototype with the 
Zigbee technique and related interaction diagrams in cloud computing environments 
are explained with the ASUS cell phone P552w and detailed follows: 

(1) Client device end: enters the query keywords in the cell phone and assigns 
related search engines, the testing screen as shown in Fig. 7; 

(2) Connecting technology: starts the Zigbee transmitted program as shown in Table 
2 and sends related query information from step 1 to the cloud computing 
provider OntoIAS; 

(3) Cloud computing end: OntoIAS starts the received program as shown in Table 3, 
then executes related query processes, and finally communicate the query results 
to the cell phone of the client through a series of Request-Response manner in the 
Client-Server mode, as shown in Fig. 8. 

Table 2. Processing procedure and related function description of the transmitted end 

Action Description Related Functions 

Local Device JZS_vStartStack 
Devices Discovered JZS_vStartNetwork 
Services Discovered JZS_vJoinNetwork 

Client Session JZA_vStackEvent 

Table 3. Processing procedure and related function descriptions of the received end 

Action Description Related Functions 

Local Device JZS_vStartStack 
Devices Discovered JZS_DiscoverNetworks 
Server Connection JZS_vPollParaent 

Server Request Handler JZA_u8AfMsgObject 

 

Fig. 8. Received screen 
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4.2   Performance Evaluation 

The information recommendation means that the optimal recommendation is chosen 
from a group of related information sets, just like the concept of sampling. In the 
sampling survey domain, the reliability was generally employed to measure the 
degree of precision of the sampling system itself, while the validity emphasized 
whether it could correctly reflect the properties of the appearance of things or not. In 
this study, we employed the aid of a mathematic model, provided by J.P. Peter [10] in 
1979, and cited by numerous other studies to represent the definitions of reliability 
and validity [17]. 

Table 5. Results of the 3 recommendations 

Fuzzy  
Theory 

Artificial 
Neural Network 

Artificial 
Intelligence No 

Information 
Recommendation 

r t t  V a l  r t t  V a l  r t t  V a l  
Course Information 0.93 0.92 0.88 0.86 0.96 0.75 
Academic Activities 0.94 0.93 0.81 0.76 0.98 0.93 1 

Website Recommendation 0.91 0.83 0.93 0.78 0.97 0.88 
Average 0.93 0.89 0.87 0.8 0.97 0.85 

Course Information 0.94 0.9 0.86 0.65 0.83 0.85 
Academic Activities 0.92 0.78 0.78 0.58 0.94 0.88 2 

Website Recommendation 0.92 0.88 0.91 0.89 0.98 0.96 
Average 0.93 0.85 0.85 0.71 0.92 0.9 

Course Information 0.78 0.63 0.88 0.68 0.99 0.89 
Academic Activities 0.94 0.88 0.79 0.72 0.96 0.92 3 

Website Recommendation 0.96 0.93 0.88 0.78 0.97 0.9 
Average 0.89 0.81 0.85 0.73 0.97 0.9 

 

Table 5 illustrates the reliabilities and validities of information recommendation in 
different professional domains, while the total average results are shown in Table 6. 
The average values of reliability and validity were 0.91 and 0.83, respectively. In this 
experiment, we randomly chose 100 data from the personal webpages of the members 
of the Taiwanese Association for Artificial Intelligence to carry out different 3 
separate recommending experiments. The significant information recommendation of 
these experiments were asserted by the domain experts, including observed values, 
true values, error values, and related variances. From previous technical studies [13], 
we know that the regular-level values of reliability and validity are 0.7 and 0.5, 
respectively, which verifies and validates that our experiment results have high-level 
outcomes of information recommendation of the proposed system. 

Table 6. Total average results 

Performance Fuzzy 
Theory 

Artificial 
Neural Network 

Artificial 
Intelligence 

Total 
Average 

Average Reliability 0.92 0.86 0.95 0.91 
Average Validity 0.85 0.75 0.88 0.83 

5   Conclusions 

In this paper, an ontology-supported ubiquitous interface agent and interaction 
diagram with the backend information agent system in cloud computing environments 
were proposed. The agent adopts the CURRL to fast and precisely deal with user 
query commands for conveniently processing those commands by OntoIAS. The 
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system also creates an interaction diagram that both solves the congenital defect 
problems of mobile equipments and adequately elaborates the powerful functions of 
backend information systems. In this paper, we preliminarily proposed a ubiquitous 
interface agent with the Zigbee technique and related interaction diagrams with 
OntoIAS in cloud computing environments. The system prototype and experiment 
outcomes can not only reveal the feasibility of the system architecture, but also have 
high-level outcomes of information recommendation. Continuously improving the 
performance efficiency, expanding database of ontology and its related linking 
interface, and developing the middle programs, for example, RFID, Bluetooth, etc., 
with backend systems for truly completing the wireless communication functions of 
the ubiquitous interface agent would be the everlasting research in the future. 
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Abstract. Ontologies have been an important role of supporting efficient inter-
operability among information systems in distributed environment. In this paper,
we propose a query transformation method to efficiently collect as many rele-
vant resources from the distributed information systems as possible. More im-
portantly, the query from the source peer can be decomposed and propagated as
maintaining the original contexts. Through the experiments, we have shown that
query-activated concept (QAC)-based schemes have fulfilled an efficient query
decomposition process.

Keywords: Collective intelligence; Tag matching; Multilingual tagging; Seman-
tic grounding; Social tagging; Folksonomy.

1 Introduction

Mapping between heterogenous ontologies has been an important challenge on support-
ing efficient interoperability between distributed information systems. Once mappings
between the two ontologies have been found, a pair of the corresponding systems in the
distributed environments (e.g., a semantic social network [1, 2] or a semantic peer-to-
peer network [3]) can exchange relevant information between them. However, ontology
mapping by human experts is usually an expensive (i.e., time-consuming) process. (Of
cause, ontology matchers (i.e., software tools) can do it automatically but their precision
is relatively low [4].) Additional problem is low scalability. As the number of ontolo-
gies in a distributed network increases, the cost of ontology mapping for interoperability
might exponentially increase.

In order to deal with the scalability problem with a large number of ontologies, in the
previous studies [5–8], we have been focusing on sharing and composing the ontology
mappings which already exist. In this work, such distributed environment is referred
to a mapping network NMAP . For example, as shown in Fig. 1, a mapping network is
composed of 7 peer systems (i.e., S1 to S7). Only solid arrows indicate the manual (or
semi-automatic) mappings between corresponding ontologies Hence, mapping between
source peer S1 and destination peer S4 can be composed by combining two mappings
i) between S1 and S3 and ii) between S3 and S4.

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part III, LNAI 6423, pp. 154–162, 2010.
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S1

S6

S4

S2 S5

S3

S7

Fig. 1. Example of ontology mapping composition in a mapping network

There can be a number of ways of interoperating between the systems. In this work,
we are simply interested in a query-answer model [9]. A query from a source peer can
be transformed for making a destination peer more understandable by referring to the
mapping between two corresponding ontologies [10–12]. Through the empirical study
on query transformation in a distributed information retrieval system [8, 13], we have
already found the following implications;

Precision of mapping. The existing mappings should be precise so as to guarantee the
precision of the composed mappings.

Peer distance on a mapping network. The peer distance between two peers indicates
the number of composition of the existing mappings. As this distance between them
is longer, information loss of their interoperability might exponentially increases
(i.e., performance, e.g., precision, of their interoperability decreases).

However, we find that the mapping composition in the distributed network has to be re-
configured for better performance, depending on not only the previous two factors (i.e.,
precision of mapping and peer distance) but also context of a query given from a source
peer. Thereby, in this study, we focus on making the context information of the query
sustainable until the destination even though the query is transformed and distributed.
We refer to this process as semantic optimization on query transformation. Three issues
have arisen for optimizing the interoperability between peers, as follows.

Multiple paths between two peers. There can be more than one path between a source
and a destination. In Fig. 1, an indirect mapping between S1 and S4 can be done
with two possible compositions; i) via S3 and ii) via S2 and S5. Thus, the best path
should be selected for semantic optimization.

Context of a query from a source peer. A context can be decomposed into several
sub-contexts [14]. Thus, it means that a query from a source can be divided into
several sub-queries, and each of these sub-queries should be transformed accord-
ing to the best mapping composition paths, respectively. For instance, two queries
q′ and q′′ can be generated from a query q from S1, and they are transformed by
difference compositions.

Semantic centrality. Given a mapping network, a centrality of each peer can be mea-
sured by considering how the mappings between peer ontologies exist. For exam-
ple, if a peer (i.e., S4) has more direct mappings compared to the others, then the
peer might be playing an important role of bridging other peers.

The outline of this paper is as follows. In Sect. 2, we explain formal notations and the
problem that we want to deal with. Sect. 3 and Sect. 4 address how to divide a query,
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and how to choose the best composition path from the multiple paths, by referring to
the ontology mapping patterns. In Sect. 5, we show an example of semantic optimiza-
tion, and experimental results. Sect. 6 discusses some issues of the proposed approach,
and compares this study with the existing approaches. Finally, in Sect. 7, we draw the
conclusion and mention future work.

2 Formal Notations and Problem Description

In this work, the ontologies in a distributed network and the mapping between the on-
tologies are formalized, as follows;

Definition 1 (Peer ontology [6]). A peer ontology is defined as O := 〈C,R, ER, IC〉
where C and R are a set of classes (or concepts), a set of relations (e.g., equivalence,
subsumption, disjunction, etc), respectively. ER ⊆ C×C is a set of relationships between
classes, represented as a set of triples {〈ci, r, cj〉|ci, cj ∈ C, r ∈ R}. IC is a power set
of instance sets of a class ci ∈ C.

Definition 2 (Mapping [6, 8, 13]). Given two ontologies Oi and Oj , a mapping Mij

between them is represented as

Mij = {〈e, e′, r, CF 〉|e ∈ Oi, e
′ ∈ Oj , r ∈ R, CF ∈ [0, 1]} (1)

where e and e′ are a pair of ontology elements in the two ontologies, respectively. In
addition, r is one of the semantic relationships (i.e., equivalence, subsumption, disjoint,
and so on), and CF indicates a confidence value of each correspondence in the map-
ping.

In this work, the context of the source peer is implicitly contained in the query. Thus,
we assume that each peer can generate the query by deriving a set of concepts from its
own peer ontology.

Definition 3 (Concept-based query [6]). For simplicity, a query is represented as

q ::= c|¬q|q ∨ q′|q ∧ q′ (2)

where c is a concept C in a peer ontology O.

Definition 4 (Query-activated concept (QAC) [13]). Given a query qi from a peer Si

and a mapping Mij , query-activated concept Cj
Q(qi) can be extracted as

Cj
Q(qi) = {c|c ∈ qi, c ∈ Ci ∩Mij} (3)

where Sj is a destination peer.

For example, in Fig. 2, the dotted circle indicates a query, while two pairs of filled ones
linked with arrows are the mappings. We can see that the context of the query can be
relevant to several mappings (i.e., M13 and M12), simultaneously.
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S1

S2

S3

M13

M12

Q

Fig. 2. Example of query-activated concept

Definition 5 (Semantic coverage ratio). Given a query, a semantic coverage ratio
τQ is computed by the ratio of the common mapping elements to the query-activated
concepts. The τQ can be formulated as

τQ(qi, Sj) =
|Cj

Q(q)|
|qi| (4)

where Sj is the destination peer. It means how many mapping elements can cover the
query-activated concepts.

Thus, the main goal of this work is to maximize the summation of all semantic coverage
ratios until a query qi from a source peer Si is reached to all available peers in the
mapping networks NMAP . It can be formulated as

max
∑

Sj∈NMAP

τQ(qi, Sj), (5)

and then, we can determine how the direct mapping should be composed for the given
query. Differently from the previous work [8], this work proposes a query decomposi-
tion scheme (more descriptions are in Sect. 3). Hence, Eq. 5 is rewritten to

max
∑

Sj∈NMAP

∑
q′

i∈�(q)

τQ(q′i, Sj) (6)

where q ≡ ⋃
q′∈�(q) q′. The semantic decomposition operator �(q) can return the set

of sub-queries, and max | � (q)| can not be more than all possible paths between source
and destination peers.

3 Semantic Decomposition

According to the context of the given query, the query should be decomposed, and
each of the modular queries is transformed by referring to the corresponding mapping
compositions in mapping network. Thus, we want to list up all possible heuristics for
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the query decomposition, and empirically justify whether each of the heuristics works
or not, as follows.

q′ = �(q) = q, no decomposition (DGeneric)

= Cj
Q(q), with QAC (DQAC )

= Cj
Q(q) −

⋃
Sk∈NMAP ,k �=j

Ck
Q(q), with unique QAC (DUQAC )

= WN(q), with a WordNet (DWN )

= WN(Cj
Q(q)), with a WordNet (DWN+QAC )

While DGeneric is the simplest one without any decomposition, DQAC and DUQAC

can extract a part of concepts related to the mappings. Especially, DWN takes into ac-
count semantic relationship between concepts in a query by using background knowl-
edge (e.g., WordNet1). Finally, DWN+QAC is a hybrid approach combining the two
previous ones.

4 Composition Path Based on Semantic Centrality

Once the decomposed query is obtained, we have to find the optimized path of mapping
composition. In this paper, we want to apply social centrality measurements to do this.
As a matter of fact, there have been several centrality indices to measure the power
of structural position on social network [15]. However, they are not appropriate to re-
flect the centrality among the semantic relationships (i.e., ontology mappings) between
distributed information peers (i.e., in a mapping network).

Thereby, we define a semantic centrality as the power of semantic bridging on the
mapping network. Suppose that two peers s and t are not able to communicate with
each other, due to the semantic heterogeneity between their ontologies Os and Ot. We
need to search for the peer ontology Oi of which semantic centrality is high enough
to reconcile these ontologies. It means Oi is containing some classes matched with the
consensual ontology CO. We intuitively assume that a peer is assigned higher seman-
tic centrality, as his ontology includes more consensual classes in common. Thus, we
formulate a semantic centrality of i-th peer C�(i) as

C�(i) =
|Oi ∩ CO|

|Oi|
∑

s�=t�=i∈N

σ�
Os,Ot

(Oi)
|SP �(s, t)| (7)

which means the semantic closeness (or coverage) of the peer ontology Oi to the dis-
covered consensual ontology CO. The denominator |Oi| is for the normalization by the
total number of classes organizing the peer ontology. SP � is a pair of peers whose peer
ontologies are not semantically interoperable directly. So, CB can be replaced by CC

or others. More importantly, function σ� is to determine the efficiency of reconciliation,
and it is given by

σ�
Os,Ot

(Oi) =
|Os ∩ Oi| · |Ot ∩ Oi|
|Os ∩ CO| · |Ot ∩ CO| (8)

1 http://wordnet.princeton.edu/wordnet/download/

http://wordnet.princeton.edu/wordnet/download/
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which expresses that the number of matched classes between two ontologies is in linear
proportion, in contrast of that of matched classes with consensus ontologies. Addition-
ally, in Equ. 7 and 8, the counting computation of union sets is done by

|A ∩ B| = count(〈c, c′〉)〈c,c′〉∈Pairing(A,B),SimC(c,c′)=1. (9)

Consequently, the semantic centrality can be used for determining composition path in
the mapping network.

5 Experimental Results

In order to evaluate the proposed query transformation in distributed information sys-
tems, we have built seven ontology-based information systems (i.e., SA to SG) with
linkages, as shown in Fig. 3. All of the mapping results have been collected by human
experts.

A

B

G
C

D

E

F

Fig. 3. A mapping network as a testing-bed

We have focused on two evaluation issues (i.e., mapping composition and transfor-
mation path selection), and have collected experimental results.

5.1 Evaluation on Mapping Composition

By using OLA API [16], we have automatically collected the direct mapping results
(i.e., M). The mapping results have been composed in all possible cases (i.e., M̃).
More importantly, we have measured the semantic centrality of all peers, as shown in
Table 1.

Table 1. Semantic centrality of peers in Fig. 3

Peers SA SC SD SE SF SG

C� 0.875 0.73 0.802 0.152 0.615 0.175

The performance of mapping composition has been tested by two well-known IR
criteria, precision and recall.

Precision =
|M ∩ M̃|

|M̃|
and Recall =

|M ∩ M̃|
|M| (10)

In average, compared to results in the previous work [8] (i.e., 73% recall and 79%
precision), we have obtained significantly better results (i.e., 82% recall and 88.5%
precision) thanks to measuring the semantic centrality. We note that as the mapping
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Fig. 5. The performance of precision of transforming the decomposed queries

results are composed (i.e., the number of mapping composition is increased) in all cases,
the recall and precision is getting decreased by nature. This is the information loss cased
by mismatching problem of ontology mapping algorithms.
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5.2 Evaluation on Query Decomposition

In second issue, we have tested the performance of transformation path selection result-
ing from five query decomposition heuristics (i.e., DGeneric to DWN+QAC ) by asking
real users to participate to peer SA in Fig. 3. Thirty users were asked to generate 10
queries with SparQL to search for a certain information, depending on their contexts.
These queries have been able to be sent to only three system SB , SC , and SD, for
considering query decomposition along with all possible linkages. The performance of
recall and precision of transforming the sub-queries decomposed the five heuristics are
shown in Fig. 4 and Fig. 5, respectively. We can find out that, in general, query-activated
concept-based decomposition schemes (i.e., DQAC , DUQAC , and DWN+QAC ) outper-
forms the others

6 Discussion and Related Work

The proposed method has been tackling semantic query decomposition for efficient
query transformation on heterogeneous distributed network. Through the experiments,
we have checked that as repeating the mapping composition, there is anyhow a certain
amount of information loss. More importantly, the transformed queries after decom-
position have shown relatively higher precision performance, compared with recall. It
means that the query decomposition has positive effect on transformation meaning re-
taining the original contexts from the source.

There have been various related work. Traditionally, many studies [17] have been
done on query expansion and rewriting for distributed databases. In [18], complex query
for RDBMS has been investigated how to conduct query modulation.

Particularly, in semantic web community, semantics and knowledge can support the
query processes [10–12, 19]. Also, OWL-QL [9] has proposed a number of issues on
ontology-based queries.

7 Concluding Remark and Future Work

We want to draw a conclusion in this section. Mainly, we emphasize that there should
be an efficient mechanism to collect relevant resources from the distributed sources.
Mappings between ontologies can be applied to transform the queries. Moreover, in
economical reason, the mappings were reused and shared for generating indirect
mapping.

As future work, we have three main plans to investigate the followings issues i) se-
mantic subgroup discovery, to organize the sophisticated user groups with enhancing
the designed discovery methods, and ii) semantic synchronization, to maximize the ef-
ficiency interoperability by information diffusion. Furthermore, we have to consider
to enhance the semantic centrality measurement C� by combining with i) authorita-
tive and hub centrality measurement, and ii) the modified shortest paths spd(n, t) =

1
C�(n)+C�(t) .
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Abstract. Two parallel or vertical installed CCDs are used to capture the stereo 
photo vision of 3D pneumatic arm. CCD is used to obtain the planer image. 
Through parallel and vertical stereo triangulation and coordinate transformation, 
the stereo photo vision signals can be adapted for 3D pneumatic arm’s feedback 
control signals. Since the imaging process restricts the sampling rate, the self-
organizing sliding-mode fuzzy controller is implemented to simplify fuzzy rules 
to reduce the computer load and its learning mechanism can optimize fuzzy rules 
on-line to improve the control performance. The objective of this paper is to 
compare the measuring accuracy of parallel stereo vision and vertical stereo 
vision, and also study their control performances of variety trajectory tracking 
experiments. 

Keywords: 3D pneumatic arm, parallel stereo vision, vertical stereo vision, self 
organizing sliding mode fuzzy controller. 

1   Introduction 

Pneumatic muscle and rotational actuators are developed to take the place of 
conventional pneumatic linear actuators in applications of rotational, non-aligned and 
complicated mechanisms. In industrial applications, pneumatic robots are used widely 
because of their simplification and efficiency [1]. In this paper, two pneumatic muscle 
actuators associated with pressure type servo-valves and one rotational actuator 
associated with flow type servo-valve are used to setup a 3D pneumatic arm control 
system to simulate the motion of an excavator. 

Vision-based pneumatic arms have been applied in the industries lately [2]. Instead 
of the contacted angular displacement sensors, this paper implements two parallel or 
vertical installed CCDs to capture the stereo photo vision of 3D pneumatic arm. It can 
determine the arm’s location in the three-dimensional Cartesian coordinate by the stereo 
triangulation, and then transform into the three-dimensional angular displacement 
signals for arm’s control. Encoders and CCDs are included in this 3D pneumatic arm 
control system and their displacement measurements can be simultaneously recorded for 
comparisons. It thus can study the measuring accuracy of parallel stereo vision and 
                                                           
* Corresponding author. 
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vertical stereo vision based on the classical contacted sensors. Then, it can compare the 
control performance of parallel and vertical stereo vision-based 3D pneumatic arms.  

This 3D pneumatic arm is a non-linear and non-coupled control system. Without 
the detailed model, fuzzy control algorithms have been found to be effective in 
dealing with non-linear, complicated and ill-defined systems. The sliding-mode 
controller [3] and the self-learning fuzzy controller [4] have been widely applied for 
pneumatic control systems. To integrate the sliding-mode and self-learning fuzzy 
controllers, this paper proposes the self-organizing sliding-mode fuzzy controller for 
the trajectory tracking control of 3D pneumatic arm. The sliding surface function is 
used to reduce the two-dimensional into one-dimensional system variables. The one-
dimensional self-learning mechanism provides the optimized fuzzy rules online.  

This paper is mainly to compare the static and dynamic measuring errors of 
parallel and vertical stereo visions, and to compare their trajectory tracking 
performances of variety trajectory tracking experiments. Thus, this paper could justify 
the implementations of parallel and vertical stereo vision-based 3D pneumatic arms to 
replace the encoder-based 3D pneumatic arm. 

2   System Descriptions 

Fig. 1 is a 3D pneumatic arm control system which is used to simulate the excavator’s 
motion. 

1M  and 
2M  are muscle actuators and their specifications are 18920 ×φ mm 

and 18120 ×φ mm respectively. They are driven by pressure type servo valves FESTO 
MPPES-3-1/8-010. The contraction range of muscle actuator is -3 ~ 20%. R  is a 
rotational actuator and its specification is °× 27040φ . It is driven by flow type servo 
valve FESTO MPYE-5-1/8-CF-010-B.  The work space of this 3D pneumatic arm is 
limited due to the limitations of contraction range of muscle actuators. The first arm’s 
length 

1l  is 322mm and its mass including the encoder is 1.3kg. The second arm’s 

length 
2l  is 460mm and the mass is 1.8kg. The eccentric length 

3l  is 35mm. The 

height h  is 42mm.  The loading is 4kg.  
Both CCDs and encoders are installed to measure the three-dimensional arm’s 

displacement signals. CCDs are parallel or vertical aligned. 
1θ ~

3θ are angular 

displacements measured by encoders 
1E ~

3E  which resolutions are 2048pulses/cycle. 

The CCD camera is SONY LV-75 which is to capture the planer image and its 
resolution is 640×480pixels. The calibration contains a pattern of 16× 12 circular 
grids. The size of rectangular pattern is 240mm × 180mm. The distance between 
camera and model plane is 225mm. Via the calibration mode provided by Matrox 
image library, the camera calibration process [5] is applied to eliminate the errors 
caused by optical and planar distortions. The scaling rate of camera is 59.94Hz. The 
video capture board is a photo vision decoder to transfer the vision signal and the 
Matrox image library is used to determine the two-dimensional coordinates in the 
image plane. Then, parallel or vertical stereo vision signals can determine the 3D 
pneumatic arm’s location by the stereo triangulation technique. Since this image 
processing is restricted by the capacities of Matrox image library and CCD camera, 
the maximum sampling rate of this vision-based control system is 30Hz. The 
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Fig. 1. Schematic diagram of a 3D pneumatic arm control system 

resolution of D/A port is 12bits. The personal computer (PC) is a 80586 
microcomputer system. The control program is developed by Visual C++.Net. 

3   Parallel Stereo Triangulation 

Two parallel aligned CCDs with the same focal length ( f ) are installed to provide 

disparity images and to determine the loading point ),,( ppp ZYXP . This point’s 

location can be reconstructed from the perspective projections on the image planes of 
two CCDs. Its parallel stereo triangulation is shown as Fig.2. The baseline of two 

CCDs is H  which is perpendicular to the optical axes. 1y  and 2y  are the 

perspective projections on CCD1 and CCD2 image planes. The relationship of 
parallel stereo triangulation is 
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Fig. 2. Stereo triangulation of parallel stereo-vision 

4   Vertical Stereo Triangulation 

Two vertical installed CCDs are used to capture disparity images and to determine the 
loading point ),,( ppp ZYXP . The vertical stereo triangulation is shown as Fig.3.  

 

Fig. 3. Stereo triangulation of vertical stereo-vision 

1d  and 2d  are the respective distances of optical axes’ intersection to CCD1 and 

CCD2. 1y  and 1z  are the projections on the CCD1 image plane. 2x  is the projection 

on the CCD2 image plane. The relationship of vertical stereo triangulation is  
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So, pX , pY  and pZ locations of object are 
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5   Control Scheme 

The 3D pneumatic arm control system shown in Fig. 1 is used to simulate the 
excavator’s motion. Fig. 4 is the functional block diagrams of control structures using 
parallel or vertical stereo-vision. The kinetic and inverse kinetic transformations are 
the relationship between angular displacements (

1θ , 2θ , 3θ ) and absolute location 

),,( ppp ZYXP . 

3D Inverse 
Kinetic

Transform
SOSMFC

3D
Pneumatic

arm

( )ddd ZYXR ,,
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2sets CCD
Camera

idθ ie iu

 
Fig. 4. Functional block diagram of vision-based control structure 

This 3D pneumatic arm control system is a non-coupled three-input three-output 
system. 

1θ , 
2θ  and 

3θ  could be individually driven by 
1M ,

2M  muscle actuators and 

R  rotational actuator respectively. And thus, the controller can be designed for each 
sub-system individually.  

In comparison with other control algorithms, the fuzzy control approach has been 
found to be an effective algorithm to deal with this highly nonlinear 3D pneumatic 
arm control system. In general, the fuzzy rule of fuzzy logic control is two-
dimensional which depends on system variables ( e , e ). To optimize three two-
dimensional fuzzy rule tables of three dimensional actuating subsystems requires a lot 
of effort. Therefore, the self-organizing sliding-mode fuzzy controller is proposed to 
simplify fuzzy rules and reduce the computer load in the fuzzy rule learning 
mechanism. 
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Fig. 5 is the configuration of the self-organizing sliding-mode fuzzy controller and 
the error signal e  represents 

1θ , 
2θ  or 

3θ  respectively. The sliding surface is 

designed to simplify system variables and reduce two-dimensional fuzzy rules into 
one-dimensional. It is described as 

ees +⋅= α                                                                 (10) 

where α  is a positive constant. The gains 
sG  and 

uG  are used to normalize between 

system variables and the universal of fuzzy sets. The fuzzy sets are finely divided into 
13 linguistic fuzzy subsets. Fuzzification is adopted the triangular-type membership 
function to obtain linguistic variables. The fuzzy inference is based on the Max-Min 
product composition and is used to operate fuzzy control rules. The height method [6] 
is used to defuzzify the fuzzy sets to attain the control signal. In the fuzzy rule 
learning mechanism, the input reinforcement is defined by corrections to compensate 

for error and error change, which weighting factors are 
T

T

α
α
+1

 and 
Tα+1

1  

respectively. Thus, the linguistic approach rule base of self-organizing learning 
mechanism can be modified as 
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Here, γ  is the learning rate to compensate the output error. M  is a ratio to simulate 

the relationship between input signal of servo-valve and angular displacement output. 
T is the sampling time.  
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Fig. 5. Configuration of self-organizing sliding mode fuzzy controller 

6   Measuring Errors of Stereo Visions 

The difference between encoders’ signals and stereo vision’s signals is defined as the 
measuring error. The average static measuring error within the working space of 
experiments in Section 7 of parallel stereo vision is 0.71mm. The average static 
measuring error of vertical stereo vision is 0.81mm. 
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Fig. 6 is their dynamic measuring errors versus the object’s velocity. It indicates 
that the dynamic measuring error of parallel stereo vision is relatively sensitive to the 
object’s velocity. While the object’s velocity is under 10mm/s, the dynamic measuring 
error of parallel stereo vision is 0.57~0.64mm, which is near to the static measuring 
error. Since the imaging process induces the time-delay effects, the dynamic 
measuring error is sensitive to the high object’s velocity. The measuring error is up to 
3.5~7.8mm at 50~60mm/s. It means that the parallel stereo vision-based system is 
reliable at low speed and quasi-static applications only. The dynamic measuring error 
of vertical stereo vision is less than the parallel stereo vision, and is less sensitive to 
the object’s velocity. The dynamic measuring error of vertical stereo vision is below 
1.0mm while the object’s velocity is less than 40mm/s. The vertical stereo vision can 
be implemented for wider object’s velocity range. 

 

 

Fig. 6. Measuring error of various object’s velocity（*：vertical，×：parallel） 

7   Experimental Results 

The 3D pneumatic arm control system in this paper is applied for variety trajectory 
tracking applications including step, ramp and parabolic commands. The sampling 
rate of vision-based system is valid within 30Hz due to the limitations of photo vision 
capture process and computational loading. Although the encoder-based system could 
apply in the high sampling rate, the sampling time of following experiments of both 
vision-based and encoder-based systems is fixed at 0.035 sec. in order to ignore the 
sampling effects. The focal length f of CCD is 6mm. The baseline H is 41.5mm. The 

distances of optical axes’ intersection to CCDs are 1d =225mm and 2d =225mm. 

Parameters of the self-organizing sliding-mode fuzzy controller are properly chosen 
as 

sG =0.3, α =4, γ =0.1, M =1, 
uG =4 and 

uG =1 for muscle actuators and rotational 

actuator respectively. Initial values of one-dimensional fuzzy rules are (-1.0, -0.8, -
0.6, -0.4, -0.2, -0.1, 0, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0). 

To evaluate the accuracy, absolute and average position errors are defined as: 

( ) ( ) ( ) ( ) 222 ))()(()()()( kZkZkYkYkXkXke pdpdpd −+−+−=               (12) 
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The following experiments are included to compare the control performances of 
parallel vision-based, vertical vision-based and encoder-based systems. Case 1 is a 
point-to-point control experiment and its commands are )(80 tuZYX ddd === . Fig. 

7 is the time response. Due to the characteristics of imaging process, the time delay of 
vision-based system is slightly greater than encoder-based system. The overall 
behaviors in time responses are similar. To compare with the parallel vision-based 
system, the vertical vision-based system matches well with the encoder-based system. 
The error of the vertical vision-based system is smaller than the parallel vision-based 

system. In the steady state performance, the steady state error sse  of parallel vision-

based system is 0.89mm, the vertical vision-based system is 0.49mm and the encoder-

based system is 0.42mm, which are summarized in Table 1. Thus, both sse  of parallel 

and vertical vision-based systems are less than the static measuring errors, and are 
reasonable to take the place of encoders in the 3D pneumatic arm control system.  

 

  

Fig. 7. Time response of Case 1 (──：vertical,    ：parallel,       ：encoder ) 

Table 1. Average errors and steady state errors of Cases1~3 (unit: mm) 

e   sse   
 

Parallel Vertical Encoder Parallel Vertical Encoder 

Case 1 28.91 26.60 26.22 0.89 0.49 0.42 

Case 2 3.40 3.71 3.36 0.90 0.73 0.77 

Case 3 3.36 3.61 3.03 0.79 0.52 0.39 

 
Case 2 is a trajectory tracking control of a ramp input. Fig. 8 is the trajectory 

tracking performance of parallel vision-based, vertical vision-based and encoder-
based systems. Their performances are similar. Their average errors e  and steady 
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state errors sse  are summarized in Table 2. Since this case is to trace a ramp 

command, measuring errors of vision-based system are mainly induced in the low-
velocity range. e of parallel vision-based and vertical vision-based systems are 
3.40mm and 3.71mm respectively. e  of the parallel vision-based system match well 
with the encoder-based system, and is slightly better than the vertical vision-based 
system. Again, except the slight oscillations of vision-based system in the steady 
state, their overall performances have no significant difference. Both parallel and 
vertical visions applied for measuring the 3D pneumatic arm’s displacement are 
acceptable. 

 
Fig. 8. Trajectory tracking performance of Case 2 (──：vertical,    ：parallel, ×：encoder ) 

To compare the difference of Case 1 and Case 2, the difference e  of parallel 
vision-based and encoder-based systems is 0.04mm in Case 2, which is much less than 

2.69mm in Case 1. The difference sse of parallel vision-based and encoder-based 

systems is 0.13mm in Case 2, and again which is less than 0.43mm in Case 1. Both are 
significantly less than the static measuring error. To compare with vertical vision-

based and encoder-based systems, there are no significant difference e  and sse  

between Case 1 and Case 2. The dynamic measuring effects are less influenced in the 
vertical vision-based system.  

Case 3 is a quadratic trajectory tracking control. Fig. 9 is the trajectory tracking 
performance. Due to the characteristics of parabolic function, the system delay is 
relatively decreased in Case 3. Again, the tracking performances of both parallel and 

vertical vision-based systems match well with the encoder-based systems. e  and sse  

of both parallel and vertical vision-based systems are similar to the encoder-based 
system indicated in Table 1. Thus, it is reasonable to replace encoders by parallel and 
vertical stereo-visions in the quadratic trajectory tracking control of 3D pneumatic 
arm control system. 
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Fig. 9. Trajectory tracking performance of Case 3 ( ：── vertical,       ： parallel, ×： encoder ) 

8   Conclusions 

Comparisons of the previous experimental studies lead to following conclusions.  

1. Both parallel and vertical stereo-vision techniques based on stereo triangulation 
provide accurate 3D displacement measurement. But, it requires a lot of 
computational time in the measuring process, and thus, the vision-based system is 
valid for low sampling frequency applications only. 

2. The steady state errors of variety applications are near to the static measuring 
error. Thus, the parallel and vertical stereo-vision based 3D pneumatic arms have 
accurate steady state and quasi-static performance. 

3. The self-organizing sliding-mode fuzzy controller can simplify the fuzzy rules’ 
optimizing process and can fit for vision-based and encoder-based 3D pneumatic 
arms. 

4. To compare the parallel vision-based system with the vertical vision-based 
system, their static measuring errors have no significant difference. In the dynamic 
measuring error analysis, the vertical vision-based are less sensitive to the object’s 
velocity and relatively smaller than the parallel vision-based system in the high 
velocity range.  

5. Experimental results indicate that the trajectory tracking performance of parallel 
vision-based, vertical vision-based and encoder-based 3D pneumatic arms match well 
with each other. Therefore, parallel and vertical stereo-visions are options to replace 
encoders in the trajectory tracking applications of 3D pneumatic arms.  
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Abstract. Due to the inherent low-contrast in Electronic Portal Images (EPI), the 
perception quality of EPI has certain gap to the expectation of most physicians. It 
is essential to have effective post-processing methods to enhance the visual 
quality of EPI. However, only limited efforts had been paid to this issue in the 
past decade. To this problem, an integrated approach featuring automatic 
thresholding is developed and presented in this article. Firstly, Gray-Level 
Grouping (GLG) is applied to improve the global contrast of the whole image. 
Secondly, Adaptive Image Contrast Enhancement (AICE) is used to refine the 
local contrast within a neighborhood. Finally, a simple spatial filter is employed 
to reduce noises. The experimental results indicate that the proposed method 
greatly improves the visual perceptibility as compared with previous approaches.  

Keywords: electronic portal image, contrast enhancement, gray-level grouping, 
adaptive image contrast enhancement. 

1   Introduction 

In radiation therapy, megavoltage X-rays of the linear accelerator (LINAC) are often 
used to develop for inspection. As shown in Fig. 1, Electronic Portal Imaging Device 
(EPID) uses digital imaging, such as a CCD video camera, liquid ion chamber and 
amorphous silicon (a-Si) flat panel detector are used to capture a digital image. The 
electronic portal images almost have replaced the traditional portal films.  

However, portal images which are acquired from an EPID, still suffer from poor 
visual contrast. Because of the using of the megavoltage X-rays, the most of photon 
interactions are caused by Compton Effect [1]. The megavoltage X-rays cause very 
small difference of mass attenuation between bone and soft tissue in portal images. As 
a result, it is difficult to verify the treatment region of the patient with raw portal 
images. Therefore, digital image processing is often applied to improve the 
visualization of anatomical structure in EPIs [2]. 
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EPID

LINAC

 

Fig. 1. LINAC and EPID 

In the past decade, very few papers related to image enhancement for EPI have 
been published. Crooks and Fallone [3] propose a selective histogram equalization 
which enhances the contrast in both the field and surrounding regions in the double-
exposure portal images. Shalev et al. [4] propose a method of three sequential 
procedures of contrast enhancement, noise reduction and edge sharpening. Following 
the idea of the three sequential procedures, Koutsofios et al. [5] conduct and verify 12 
different combinations of the three procedures for the clinical usefulness.  

Adaptive Histogram Equalization (AHE) [6] is one of the most widespread 
algorithms to improve various low-contrast medical images, such as portal images, 
ultra-sonogram and mammogram. However, AHE often generates over-enhancement 
and introduces serious artifacts such as blurring and noise amplification, to influence 
image visualization. Contrast Limitation Adaptive Histogram Equalization (CLAHE) 
[6] is suggested to control the contrast strength of the AHE using a clipping level. The 
clipping level is still sensitive to control in CLAHE.  

In this paper, we integrate two algorithms to enhance contrast for EPI. Gray-Level 
Grouping (GLG) [7] is first applied to improve the global contrast of the image. 
Second, Adaptive Image Contrast Enhancement (AICE) [8] is used to gain the local 
contrast with the pixel neighborhood. Meanwhile, we propose a novel scheme 
choosing a suitable parameter with the image gradient in AICE. Finally, a simple 
spatial filter reduces noise. The experimental results indicate that the proposed 
method not only effective enhance the low contrast of EPI, but also greatly reduce the 
artifacts of blurring and noise amplification comparing with the traditional methods. 

2   Proposed Method 

Our proposed method contains three sequential procedures. The first procedure 
enhances the global contrast. After that, the second procedure enhances the local 
contrast. The last procedure reduces the noises which are amplified by the contrast 
enhancement. The details of the procedures will be described in the following 
subsections. 
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2.1   Global Contrast Enhancement 

Global contrast enhancement often means that a contrast enhancement algorithm 
refers all pixels to transform every point. Histogram Equalization (HE) is the most 
popular algorithm of global contrast enhancement. The histogram of the whole pixels 
in an image is given at first. Then, according to the cumulative function of the 
histogram, the point-to-point transformation is applied every point in HE. HE can 
make the output image getting higher contrast based on the transform. 

(a) (b)  

Fig. 2. Fast GLG enhancement: (a) Original image, (b) Enhancement result 

HE often obtains unsatisfied results in some cases. For an example, if an image has 
a large area of pixels close to zeros intensity, these pixels are transformed into the 
quite light intensities by HE and the output image appears washed-out and low 
visiuality [9]. The washed-out effect often happens in some radiological images [7]. 
In addition, HE reduces the information of the processed image by redistributing the 
gray levels [10]. 

Chen et al. [7] propose a automatic method named by Gray-Level Grouping (GLG) 
to distribute the gray levels efficiently. In GLG, the first step groups the two smallest 
non-zeros bins of the histogram. Secondly, the redistribution makes every group 
uniformly occupying a grayscale segment of the same size. The last step ungroups the 
previously grouped gray-levels within grayscale segments. The above steps execute 
iteratively and optimize a contrast criterion.  

The experimental results indicate that GLG totally improves the washed-out effect 
by HE and obtain satisfied results for other images which HE can performs well. In 
our work, we apply a fast algorithm of GLG suggested by Chen et al. In fast GLG, the 
three steps of grouping, redistribution and ungrouping reach until a proper number 
groups (i.e. 20 groups) without maximizing the contrast criterion. Fig. 2 (a)-(b) show 
the portal image captured from a patient’s head and neck and its enhancement result 
of by the fast GLG. We found that there are many unused bins in two sides of the 
original histogram. By the fast GLG enhancement, the non-zero bins are completely 
distributed in all gray levels for the output image. 
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2.2   Local Contrast Enhancement 

Local contrast enhancement means that a contrast enhancement algorithm processes 
every point by refering the neighborhood pixels. Adaptive Histogram Equalization 
(AHE) is the most representative algorithm of local contrast enhancement. Stark [8] 
has presented a generalization form of AHE and designed a cumulation function to 
control the enhancement strength based on the generalization form. We denote the 
method as Adaptive Image Contrast Enhancement (AICE). The transformation 
function of AHE, ( , , )z x y u , is defined as a convolution as 

ˆ( , , ) ( , , ) ( , )c
v

z x y u h x y v f u v=∑  
(1)

where ˆ( , , )h x y v  is the local histogram of a w×w window centering in ( , )x y , ( , )cf u v  

is the cumulative function, u is the gray level in ( , )x y  and v is a gray-level variable. 

Then, AICE has introduced a signed power-law function, ( , )q u v α− , as shown in 

Eq.(2). The signed power-law function varies between a step function (when α=0, i.e. 
( ,0)q u v− ) and an identity function (when α=1, ( ,1)q u v− ). Let ( , ) ( ,0)cf u v q u v= − , 

and then the transformation by Eq.(1) yields the effect as standard AHE. In the other 
hand, let ( , ) ( ,1)cf u v q u v= − , and then yields the effect of the local mean subtraction. 

In addition, let ( , ) ( ,1)cf u v u q u v= − − , and then yield the effect of the local mean. To 

combine the above effects, ( , )cf u v  is designed as Eq.(3). In the first term, ( , )q u v α−  

provides the variation between the two effects of standard AHE (when α=0) and 
local-mean subtraction (when α=1). In the second term, [ ]( ,1)u q u vβ − −  obtains β 

times of the image of local mean. α and β are defined in the range of [0,1]. By the 
controlling of α and β, the different enhancement strengths can be implemented. Stark 
found that the scheme of α=β often obtains effective results in AICE. By α=β, the 
parameters of AICE can be simplified into the only one parameter, and we select α to 
present α and β.  

1
( , ) ( , ) sign( ) 2( )

2
q u v q u v u v u v

αα α− = − = − −  (2)

[ ]( , ) ( , ) ( ,1)cf u v q u v u q u vα β= − + − −  (3)

We conducted AICE on a portal image with different α values of 0.9, 0.8,…, 0.0, as 
shown in Fig. 3. The window size (w) for the determination of the local histogram is 
assigned 81. We found that smaller α  is set, and more details outputs. The output 
details contain the bone structures and noise. When α<0.5, more noises are gradually 
amplified to influence visualization. The blurring artifact even occurs when α<0.2. 
Although AICE can obtain more contrast by decreasing α, the side effects grow worse. 

In AICE, the tradeoff between the contrast and noise amplification becomes the 
most concern problem for the setting of α. The manual setting of α by watching and 
dragging, e.g. using a slider bar on an interactive interface is common in some 
applications of AICE. In our work, we propose an automatic scheme to choose α 
under proper noise amplification.  
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Fig. 3. Enhancement results of AICE under α values from 0.9 to 0 

We use a gradient measure to evaluate the noise amplification. Sobel operation is 
first applied to compute the gradient magnitude of a pixel at ( , )x y , ( , )I x y∇ , as  

( ) ( )22
( , ) ( , ) ( , ) ,  

1 0 1 1 2 1
1 1

where 2 0 2  and 0 0 0 .
4 4

1 0 1 1 2 1

x y

x y

I x y G I x y G I x y

G G

∇ = ∗ + ∗

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= ⋅ − = ⋅⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− − − −⎣ ⎦ ⎣ ⎦

 
(4)

In Eq.(5), Gx and Gy are respectively the x-direction and y-direction masks, ∗ is the 
convolution operation and ( , )I x y  is the enhanced image by AICE. Then, the summation 

of all gradient magnitudes of the image yields a Total Gradient (TG), as follow. 

,

= ( , )
x y

TG I x y∇∑  
(5)

In AICE, we can input a different α to obtain a different enhanced image, so that TG 
can be regarded as a function of α denoted by TG(α) which means a total gradient of 
an enhanced image with a α parameter. Fig. 4(a) shows a curve of TG(α) against α.  

We found that the curve of TG(α) is a monotonically increasing and concave-down 
function along a decreasing α. When α decreases, the TG(α) increases and the rate of 
TG(α) also increases. It means that the rate of the noise amplification increases along 
a decreasing α. We take the characteristic curve of TG(α) to control the noise 
amplification in AICE. To normalize TG(α), we define a Normalized TG(α), NTG(α), 
to replace TG(α), as follow.  

( ) (1)
( )

(0) (1)

TG TG
NTG

TG TG

αα −=
−

, (6)

where TG(1) and TG(0) mean two TGs respectively under α=1 and α=0. Finally, we 
heuristically choose a suitable α where the derivative of NTG(α) reaches a threshold 
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(Th), as shown in Eq.(7). Th is experimentally assigned 0.5. Fig. 4(b) shows a curve 
of NTG(α) and the position of αsuit. By the determination of the suitable α, we can 
obtain the balance point in between the contrast and noise amplification in AICE.  

( )suit arg ( )NTG Th
α

α α′= =  (7)

(a) (b)
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Fig. 4. Determination of a suitable α value: (a) TG(α) and (b) NTG(α) of (a) 

After AICE, we found that the histogram of the output image narrows toward the 
center in the gray level. There are some bins having zero counts (unused bins) in the 
most right and most left sides in the gray level. To gain the more contrast, we find two 
limits of two sides for contrast stretch. We first specify the two percentages of the 
cumulative histogram to saturate at low and high intensities. The two percentages 
which are set in 0.5% and 99.5%, their corresponding gray levels are rmin and rmax 
respectively. Finally, the contrast stretch function is implemented as  

min

max min

( , )
( , ) ( 1)

I x y r
I x y L

r r

−′ = × −
−

, (8)

where L−1 is the maximum of the output image, e.g. 216−1 for 16-bit images.  

2.3   Noise Reduction 

After the contrast enhancement, the noise reduction is often applied to obtain more 
smooth images [11]. Because our contrast enhancement performs in control of the 
noise amplification, we do not need a powerful and/or complicated algorithm in the 
procedure. Thus, we use a simple algorithm known by Adaptive Arithmetic Mean 
Filter [1]. The assumption of a Gaussian noise of zero mean is given in the input 
image. We lets the variance of the whole image, 2

Noiseσ , be an estimate of the variance 

of noise. Let 2
Localσ be the variance of the pixel neighborhood. The noise-reduction 

filter can be implemented as 
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[ ]
2
Noise

Local2
Local

( , ) ( , ) ( , )I x y I x y I x y
σ μ
σ

′ = − − , (9)

where 
Localμ  is the mean of pixels in the neighborhood. Let 

Local( , )I x y μ−  be an 

estimate of noise. If a noise is present, 2 2
Local Noiseσ σ≅  and then the noise will be 

eliminated by Eq.(9). If an edge is present, 2 2
Local Noiseσ σ>> and then the edge will be 

remain.  

3   Experimental Results 

In our experiment, we select eight portal images captured from four bodyparts and/or 
four positions, denoted by No.(1)-(8). Their descriptions are as shown in Table 1. The 
linear accelerator is of Precise SLi made by LElekta and the a-Si silicon flat panel of 
EPID is of XRD 1640 made by Perkin Elmer. The photon energy was set up in 6MeV 
for all images. The capture images are stored into JPEG Lossless format. The 
specification is 1024×1024, 16-bit. The suitalbe α values for the eight images are 
automatically obtained by our suggestion mentioned in Subsection 2.2, as listed in 4th 
row of Table 1. Most images of the same body part and the same position are very 
similar. Therefore, in future, these suitable α values will be the useful references for the 
enhancement of other EPIs without repeating the determination of the suitable α value. 

For comparison, we implement Koutsofios’ method [5] and conduct it on the eight 
images. Koutsofios’ method contains three procedures, standard AHE, median filter 
and Laplacian sharpening in sequential order. The standard AHE first enhances 
images in the contrast. Then, the median filter reduces the noise. Finally, the 
sharpening based on Laplacian operation is used to enhance the edges.  

Fig. 5 shows the experimental results of our proposed method and Koutsofios’ 
method. The results indicate the great improvement of less noise amplification and 
less blurring compared with Koutsofios’ method. These artifacts of noise 
amplification and blurring often happens in the over enhancement in contrast such as 
standard AHE. Because we choose the suitable α value, AICE possibly prevents the 
happening of the over-enhancement in contrast. Moreover, many bone structures and 
important organ features which are invisible in the original images, are clearly 
displayed in our enhanced image.  

Table 1. The description of eight portal images and their suitable α values for AICE 

Image No. (1) (2) (3) (4) (5) (6) (7) (8) 

Part Abdomen Abdomen Chest Chest Head & neck Head & neck Pelvis Pelvis 

Position AP lateral AP lateral AP lateral AP lateral 

αsuit 0.76 0.67 0.67 0.61 0.7 0.63 0.68 0.63 

PS: AP means Anterior Posterior. 
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(A) (C)(B)

(1)

(2)

(3)

(4)

 

Fig. 5. Experimental results of image No.(1)-(8): original images in column (A), proposed 
method in column (B), and Koutsofios’ method [4] in column (C) 
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(A) (C)(B)

(5)

(6)

(7)

(8)

 

Fig. 5. (continued) 

4   Conclusion 

In this paper, we have presented an effective enhancement method for electronic 
portal images. We successfully integrate the two contrast enhancement algorithms of 
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GLG and AICE to produce a strong contrast but fewer artifacts in the enhanced 
images. Then, the adaptive arithmetic mean filter is applied to remove the enhanced 
noise. The experimental results indicate the great improvement on the visual 
perceptibility compared with the traditional method.  
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Abstract. Tilt correction is an integrant part of the automatic vehicle

license plate recognition (VLPR) system. In this paper, according to the

least square fitting with perpendicular offsets (LSFPO) the VLP region

is fitted to a straight line. After the line slope is obtained, rotation an-

gle of the VLP is estimated. Then the whole image is rotated for tilt

correction in horizontal direction by this angle. Tilt correction in verti-

cal direction by minimizing the variance of coordinates of the projection

points is proposed. Despite the success of VLP detection approaches in

the past decades, a few of them can effectively locate license plate (LP),

even when vehicle bodies and LPs have similar color. A common draw-

back of color-based VLP detection is the failure to detect the boundaries

or border of LPs. In this paper, we propose a modified recursive label-

ing algorithm for solving this problem and detecting candidate regions.

While conducting the experiment, vehicle images taken under various

conditions from traffic stations to evaluate the robustness, the flexibility

and effectiveness.

Keywords: Least square fitting with perpendicular offsets (LSFPO),

minimum variance, recursive labeling algorithm, shear transform, tilt

correction, and vehicle license plate (VLP).

1 Introduction

As license plates can appear at many different angles to the camera’s optical
axis, each rectangular candidate region is rotated (i.e. correcting tilt) until they
are all aligned in the same way before the candidate decomposition. License
plate tilt correction and detection are crucial and indispensable components of
the character segmentation and automatic recognition of the VLP. One of the
major problems in LP tilt correction and detection is determining LP systems.
This system must guarantee robust detection under various weather and lighting
conditions, independent of orientation and scale of the plate.

As far as tilt correction and detection of the license plate region are concerned,
researchers have found various methods of correcting tilt and locating license
plate. For example, Karhunen-Loeve (K-L) transformation method has been
introduced for correcting a VLP tilt in [1]. However, no explanation of extracting
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Fig. 1. Proposed vehicle license plate tilt correction and detection framework

LP region has been given in the paper. A region-based LP detection method has
been presented in [2], which first applies a mean shift procedure in a spatial-
range domain to segment a color vehicle image in order to get LP regions. Fuzzy
logic has been applied in detecting license plates in [3].

The emphasis of this paper is on the implementation of a line fitting method
based on LSFPO for correcting a VLP tilt in horizontal direction. Tilt correc-
tion in vertical direction by minimizing variance of coordinates of the projec-
tion points is propose and implement. Horizontal tilt correction performance of
LSFPO is evaluated in comparison with other representative method such as, the
least square fitting with vertical offsets (LSFVO) of [1]. This paper explores the
line fitting method based on LSFPO that outperforms other correction method
because of faster processing time, more precise tilt angle, and easily implemented.

2 Proposed Framework

In the author’s previous work [4], VLP extraction based on color and geometri-
cal features was presented. We propose in this section, an enhanced version of
the framework for VLP tilt correction and detection as shown in Figure 1. To
improve the traditional LP detection method, as license plates can appear at
many different angles to the camera’s optical axis, each rectangular candidate
region is rotated until they are all aligned in the same way before the candidate
decomposition. For correcting a VLP tilt in horizontal direction, a line fitting
method based on LSFPO is introduced. Horizontal tilt correction performance
of LSFPO is evaluated in comparison with other correction method such as line
fitting based on LSFVO [1]. A common drawback of color-based VLPD is the
failure to detect the boundaries or border of LPs. This occurs when vehicle and
LP have similar colors. It is important to mention here that some previous re-
searches [2] and [3] doesn’t solve this problem and they assert leave these issues to
be considered in future study. To overcome this common drawback, we propose
and implement a new method named as modified recursive labeling algorithm.
Finally, includes performances for candidate’s decomposition by using position
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Fig. 2. Successful license plate identification sequence in an unmoving vehicle: (a)

an LP images, when vehicle and LP have similar colors, moreover an LP image in

the nighttime and also a obstacle located in front of vehicle, (b) color segmentation

results, (c) detected candidate after implementation of morphological closing operation

and filtering, and (d) extracted candidate after tilt correction in horizontal direction

in the histogram to verify and detect VLP region and vertical tilt correction.
A vertical tilt correction method by minimizing variance of coordinates of the
projection points is also proposed in the framework.

3 VLP Tilt Correction and Detection Module

In this section, the four primary stages of the proposed VLP tilt correction and
detection framework, i.e., color segmentation, labeling and filtering, correcting
tilt in horizontal direction, and decomposing candidates and correcting tilt in
vertical direction have been discussed in details. Color arrangement of the Korean
LPs are well classified. A More detailed explanation for color arrangement and
outline of the Korean VLPs could be found in [4].

3.1 Color Segmentation

Color is a distinctive feature because the law decides its usage of the vehicle
according to color. Representation of plate color in an invariant manner is of main
objectives for our color-based LP detection method. In the proposed framework,
input vehicle images are converted into a Hue-Saturation-Intensity (HSI) color
images. Then the candidate regions are found by using HSI color space on the
basis of using hue, saturation and/or intensity. Many applications use the HSI
color model. Machine vision uses HSI color model in identifying the color of
different objects. Plate color information is used to detect candidate regions in
our experiments, and shape properties of LP allow reducing number of LP-like
candidates. A More detailed explanation could be found in [4] for detecting green,
yellow, and white license plate pixels. Color segmentation parameters are very
sensitive in order to detect as much candidates as possible. All false candidates
will be filtered out on the next stages. Examples of proposed color segmentation
method is depicted in Figure 2.
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3.2 Labeling and Filtering

In the proposed method, a recursive algorithm is implemented for connected
component labeling operation. A common drawback of color-based VLPD is
the failure to detect the boundaries or border of LPs. This occurs when ve-
hicles and LPs have similar colors. To overcome this common drawback, we
proposed and implemented a new method named modified recursive labeling
algorithm. If we investigate carefully, when vehicle bodies and LPs have a sim-
ilar color, we can find there is little color differences between LPs and vehicle
color. Based on this idea, we overcome this problem, by trying to find those
color difference parameters. To label connected pixels 4-neighbors recursive al-
gorithm was used. Furthermore, connected pixels were grouped if distance in
color space was less then predefined threshold Dmin. Two connected pixels are
grouped if Dist(Ii, j , Im, n) < Dmin. Color distance between two connected
pixels Ii,j , Im,n is calculated using equation 1.

Dist (Ii,j , Im,n) =
∑

k={R,G,B}

∣∣Ik
i,j − Ik

m,n

∣∣ (1)

where I
k={R,G,B}
i,j and I

k={R,G,B}
m,n are pixel belongs to red, green, and blue com-

ponents of input image I with neighbor coordinate (i, j) and (m, n), respectively.
In this step we extract candidate regions that may include LP regions from the
binary mask obtained in the previous step. During this step, main geometrical
properties of LP candidate such as area, bounding box, and aspect ratio are
computed. A more detailed explanation could be found in [4]. These parameters
are used in the filtering operation to eliminate LP-like objects from candidate
list. Figure 2 portrays the steps for LP segmentation.

3.3 Correcting Tilt

Correcting horizontal tilt by straight line fitting method based on
LSFPO: In figure 3(a, b) depicts rotation angle α between the principal axis
X ′ of and the the horizontal axis X of the horizontal tilt VLP region. The least
square method minimizes the summed square of residuals or offsets. The residual
for the i-th data point di is defined as the difference between observed response
value yi and the fitted response value ŷi and is identified as the error associated
with the data. The residuals of the best-fit line for a set of n points using un-
squared perpendicular distances di of points (xi, yi) are given by G =

∑n
i=1 di.

The perpendicular distance from a line y = ax + b to point i is given by

di = |yi−(axi+b)|√
1+a2 . The objective function to be minimized is G =

n∑
i=1

|yi−(axi+b)|√
1+a2 .

The absolute value function does not have continuous derivatives, minimizing G
is not amenable to analytic solution. However, if the square of the perpendic-
ular distances G2 =

∑n
i=1 d2

i =
∑n

i=1
[yi−(axi + b)]2

1+a2 is minimized instead, the
problem can be in closed form. G2 is a minimum when

∂G2

∂a
=

2
1 + a2

n∑
i=1

(−xi) [yi − (axi + b)] +
n∑

i=1

−2a [yi − (axi + b)]2

(1 + a2)2
= 0.(2)
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Fig. 3. VLP tilt image in horizontal direction: (a) tilt angle α > 0 and (b) tilt angle

α < 0. VLP tilt image in vertical direction: (c) tilt angle θ > 0 and (d) tilt angle θ < 0.

Solving the above equation, a is obtained:

A =
1
2

(
n∑

i=1

y2
i
− nȳ2

)
−

(
n∑

i=1

x2
i − nx̄2

)
nx̄ȳ −

n∑
i=1

xiyi

; a = −A ±
√

A2 + 1 (3)

where x and y indicates the mean value of xi and yi, respectively.

Correcting horizontal tilt by straight line fitting method based on
LSFVO: Given a set of data points. It is desired to find the best fitting line from
a given set of data points. In principle, deviation between data and fitting line
should be minimized. The deviation di = yi − ŷi is commonly called residue. The
vertical distance from a line y = ax + b to point i is given by di = [yi−(axi + b)].
LSFVO enable the sum of the d2

i to achieve the minimum, namely objective func-
tion G2 =

∑n
i=1 d2

i is the minimum. The objective function is G2 =
∑n

i=1 d2
i =∑n

i=1(yi − ŷi)2 =
∑n

i=1[yi − (axi + b)]2. From the objective function, partial
derivative with respect to a is ∂G2

∂a = −2
∑n

i=1[yi − (axi + b)](xi) = 0. Solving
the above equations, a is obtained as

a =
n

∑n
i=1 xiyi − ∑n

i=1 xi

∑n
i=1 yi

n
∑n

i=1 x2
i −

( ∑n
i=1 xi

)2 (4)

xi and yi are inserted into (3) and (4), to get the fitting slope a. Let tan α = a,
and get the tilt angle α. Rotate the entire image with α from centroid rectangular
candidates region of LP image and perform the tilt correction. Figures 4(c1-
d1) and 4(c2-d2) portrays a sequence of successful horizontal tilt correction by
LSFPO and LSFVO, respectively.

3.4 Decomposing Candidates and Correcting Vertical Tilt

Candidate decomposition: Information is extracted from the image by in-
tensity histograms that play a basic role in image processing, in areas such as
enhancement, segmentation and description. In this section, verification and de-
tection of the VLP region as well as character segmentation are considered and
discussed. Once the candidate area is binarized the next step is to extract the



Vehicle License Plate Tilt Correction Method 189

Fig. 4. Illustration of license plate segmentation : (a) an LP image, (b) detected candi-

date after filtering, (c) finding best fitting line through LSFPO (c1) and LSFVO (c2),

and (d) extracted candidate after horizontal tilt correction, respectively

information. At first, regions without interest such as border or some small noisy
regions are eliminated; the checking is made by height comparison with other
plate characters height. Figure 6 shows the results for verifying predetermined
alphanumeric characters.

Vertical tilt correction: After decomposing candidates, the purpose of cor-
recting tilt in vertical direction is to correct VLP shear left and right in vertical
direction as shown in Figure 3(c, d) and recognize VLP character accurately.

Let, an LP image is located at point A of coordinates (x, y), will be moved to
point A′ of coordinates (x′, y). The angle between points A and A′ is θ degree as
shown in Figure 5. This counter clock wise rotation around the vertical direction
known as shear transform. On the other hand, point A’s clockwise rotation
around the vertical direction creates an angle of −θ degree. Figure 5 depicts
shear transformation in x-direction can be written by x′ = x − y · tanθ.

When a single character is not vertically tilted, the vertical projection of the
character points are distributed intensively in a small range. Thus, the variance
is minimal. On the contrary, if a single character is vertically tilted, the character
points are widely distributed in a wide range. After investigating this feature,
we can say that character point distribution of the vertical projection take the
minimum variance when a single character is not in vertical angle of inclination.
Let the number of character points N and their coordinate are (xi, yi), i =
1, 2, . . .N . Through the shear transformation, each character point (xi, yi) is
moved to (x′

i, yi) then the variance of projection point is as follows:

σ2 =
1
N

N∑
i=1

(
x′

i −
1
N

N∑
k=1

x′
k

)2

(5)

The value of x′ is put into equation (5), then the variance of projection point is
defined as follows:

σ2 =
1
N

N∑
i=1

[(
xi − 1

N

N∑
k=1

xk

)
−

(
yi − 1

N

N∑
k=1

yk

)
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Fig. 5. Schematic diagram for shear transformation

tan θ]2 =
1
N

N∑
i=1

[(xi − x̄) − (yi − ȳ) tan θ]2 (6)

where x and y indicates the mean value of xk and yk, respectively.

if,

{
ui = (xi − x̄)
vi = (yi − ȳ) (7)

From equation (7) the value of ui and vi are put into equation (6), then the
variance of the projection point is

σ2 =
1
N

N∑
i=1

[ui − vi. tan θ]2 . (8)

In order to minimize the variance of the projection point (σ2), the partial deriva-
tive of θ is calculate as

dσ2

dθ
= −2 sec2 θ

N

N∑
i=1

[ui − vi. tan θ] vi= 0. (9)

As sec2θ �= 0, therefore
N∑

i=1

[ui − vi. tan θ] vi= 0. The vertical tilt angle (θ) is

computed as follows:

θ = tan−1

N∑
i=1

uivi

N∑
i=1

v2
i

. (10)

If we analyze the VLP region carefully, we can find that the vertical tilt direction
or angle of characters and the entire LP is basically the same. So we can find
various sub-regional average of the vertical tilt angle of the region as a whole, i.e.
the vertical tilt angle of the plate. Based on this idea, after character segmen-
tation, we can calculate the vertical tilt angle of individual character through
equation (10). Supposed that there are N elements after segmentation of LP
region, and then the mean and the standard deviation for individual segmented
regions or elements are defined by,

μθ =

N∑
i=1

θi

N
; σθ =

√√√√√ N∑
i=1

(θi − μθ)
2

N
(11)
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Fig. 6. Steps for verifying predetermined alphanumeric characters: (a) extracting the

candidate region, (b) vertical position histogram with LP border, (c) view of normal-

ization candidate region after removing border and noisy area, (d) vertical position

histogram (eight peaks for predetermined eight alphanumeric characters in LP region),

and (e) character extraction after correcting vertical tilt

Table 1. Comparison of detection rates

Reference number Detection rate Detection method

5 80.4% MM

Proposed framework 100% LSFPO method and MPP

Whenever VLP regions contain some noises, for example hyphen, border area,
and plate fixing dots etc. They cannot exactly reflect vertical tilt angle. For
this reason, filtering the character region is necessary and the filtering rule is
described as follows: ⎧⎨⎩

θi is retained if |θi − μθ| < σθ

θi is removed otherwise
(12)

Averaging all remaining θi, we can find the vertical tilted angle (θ) of a whole
plate. The image can be corrected in vertical direction through this angle. The
corrected result is depicted in Figure 6(e).

Fig. 7. Illustration of finding best fitting line and principal axis from sample image:

(a) input image, (b) finding best fitting line through LSFPO (b1)and LSFVO (b2),

and (c) extracted candidate after rotation adjustment
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4 Experimental Results and Conclusions

All experiments were done on Pentium-IV 2.4 GHz with 1 GB RAM under
MATLAB environment. Images of size 640*480 and 320*240 pixels were used.
The image database consists of 200 digital images from different two groups.
In order to evaluate the proposed framework, two groups of experiment were
conducted. First group was used to compare the proposed framework (LSFPO
method and MPP) with mathematical morphology (MM) method of [5]. A com-
parison between the proposed method and a well-reported method in the liter-
ature is given in Table I. From Table I it can be seen that the proposed method
outperforms the method repot in [5] from the detection rate points of view.

The second group contains 175 images. All images in that group represents
South Korean license plates from the natural scenes obtained in the nonuniform
outdoor illumination conditions, multi-style and color of license plates, and var-
ious angles of vision. They were taken in distance of 3 to 15 m. Under these
conditions, the success of LP detection has reached to more than 96%.

In tilt correction experiments, we compare the tilt performance results of
LSFPO with those of LSFVO. For comparing tilt performance, initially we take
9 sample images, where rectangular candidate region is rotated in various angle.
Figure 7 illustrates the steps for finding best fitting line and principal axis from
among one sample image, when rectangular candidate region rotated by 45◦. In
this implementation, after obtaining line slope and principal axis, rotation angle
error is estimated as follows through LSFPO (0.0200◦) and LSFVO (6.9187◦),
respectively. Experimental result indicate that, less tilt error and the top and
bottom line are basically horizontal in Figure 7(c1). However, 7(c2) (i.e. LSFVO),
have some tilt, and the rotation angle is either small or large. The average pro-
cessing time for tilt estimation are LSFPO (0.0146 s) and LSFVO (0.0174 s),
respectively. The average computational time for rotation adjustment are LSFPO
(0.2207 s) and LSFVO (0.2209 s), respectively.

To overcome common drawbacks, in this paper, we implemented a modified
recursive labeling algorithm. In our experiments, in 27 images vehicle bodies
and LPs have similar color. Among them in 26 images, LPs were detected suc-
cessfully. Figure 2 shows successful plate identification, where vehicle bodies
and their LPs possess similar colors. The average computational time for the
color segmentation and filtering operations of the proposed method are 0.16 and
0.07 s, respectively.

In conclusion, a method is adopted in this paper for correcting tilt which is a
very crucial part of the VLP automatic recognition. In the vehicle horizontal tilt
correction process, two correction methods are implemented for comparing the
tilt performance results. Analysis and simulation results suggest that LSFPO
outperforms than LSFVO because of faster computational time, easily imple-
mented and more precise tilt correction.

In this paper, we proposed and executed of a method by minimizing variance
of coordinates of the projection points for correcting tilt in vertical direction. In
addition, the emphasis of this paper is on the implementation of a new method
to detect candidate regions when vehicle bodies have similar color. Finally, VLP
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regions containing predetermined alphanumeric character that are verified and
detected by using position in the histogram. Color arrangement and predeter-
mined alphanumeric character of the Korean license plate are important features
for verification and detection of license plate regions. While conducting the ex-
periments, different view point, illumination conditions, and varied distances
between vehicle and camera often occurred. In such cases, confirmed the re-
sult is very effective when the proposed method is used. However, the proposed
method is sensitive with motion blur in the input image. We leave these issues
for consideration in future studies.
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Abstract. The paper presents the application of finite difference edge detection 
in digital images. For edge detection we use several methods. One of them is a 
method based on Laplace operator. This paper presents a differential 
approximation of the two-dimensional Laplace operator. The paper proposes a 
differential approximation, Laplace operator, based on 9-th lattice mask. 
Coefficients were determined using the Z transform. Optimization is based on 
the criterion of maximal compatibility differential approximation of Laplace 
filter with ideal. Mask parameters were chosen based on the analysis of the 
error function. Activity obtained filter has been tested on a digital image that 
contains many elements of geometry. 

Keywords: edge detector, differential approximation. 

1   Introduction 

An important problem of the image processing is cambering and detection of edges 
applied in many fields including cartography and automatic classification of objects in 
the image. The process of edge detection reduces the image only to the edges included 
in it. All operations for edge detection suppress the low-frequency image elements. 
For such purpose, the Laplace operator featuring multi-directionality (detects edges in 
all directions) is applied in the digital image processing. The image obtained by 
implementing such a method has sharper edges as compared with other methods [1]. 
The Laplace operator of the two-dimensional function f(x,y) can be expressed by the 
following formula: 
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As for the discrete function applied to digital images, the second partial derivatives 
can be approximated by differences of the second order; therefore the following 
expression is obtained: 
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The above mentioned expression can be presented as the mask of coefficients (14). 
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2   Differential Approximation of the Laplace Operator 

The solution of the Laplace equation (1), i.e. L[f(x,y)]=0, by means of the finite 
difference method, and based on 9 nodes of the square mesh, is featured in the paper. 
The coordinates of nodes of the mesh and their corresponding function values are 
presented in fig. 1. 
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Fig. 1. Coordinates of elements in the 3x3 Laplace filter mask 

The differential operator in the central mask point (m, n) is formulated as follows:  
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The problem is solved through calculation of the following coefficients: a0, a1, a2, a3. 
The solution can be obtained by means of a Taylor series expansion of a function of 
two variables, undetermined coefficient method and transmittance of the 2-D digital 
filter. The third of the above-mentioned methods has been applied in the paper and 
each coefficient has been determined on the basis of the condition of the maximum 
flat characteristics. 

The 2-D transform Z of the sequence {fm,n} can be expressed as follows [2]: 
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The following formula is obtained after performing transformation Z in relation to the 
differential operator (3): 
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On the basis of the formula (3), (4) and (5) it can be expressed that: 
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After the substitution is performed: 
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the following transmittance of the digital filter based on the differential operator (3) is 
obtained: 
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The transmittance of the perfect Laplace operator for the accepted node mesh (fig.1) 
can be expressed by the following formula: 
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In order to obtain the coefficients of the differential approximation (3), the cosine 
function is expanded into the power series in the transmittance (8). Then, the 
transmittance can be presented as follows: 
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By means of the criterion of transmittance consistence (10) and the perfect 
transmittance (9), the following relations between every coefficient a0, a1, a2, a3 can 
be determined: 
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Assuming that a3=p (the parameter), the solution of the system of equations can be 
presented as follows: 
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In the digital processing, the calculation of the value of a point in a target image is 
performed through adding up of the elements of an image with the appropriate 
weights around the processed point. Thereby, the filter can be defined as an array 
(mask) of the weight coefficients: 
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The Laplace filter (3) known from the literature and based on five points can be 
obtained for p=0, whereas it is featured in equation (2) that can be presented as the 
mask of the following coefficients: 
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The function of the error determined as a difference between the perfect transmittance 
of the Laplace filter (9) and the approximate transmittance (10) is used for the 
selection of the parameter p. The error including the lowest powers of the circular 
frequency ω1, ω2 can be expressed by the following formula: 
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Considering that the following inequality is valid for any two real numbers a,bϵR: 
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the following three values of the parameter p (12) for which the error (15) is 
expressed as follows, have been analysed: 
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2   Analysis of the Results 

On the basis of the relations (8) and (9), the relative error for each transmittance has 
been determined depending on the frequency for the fixed parameter p: 
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Abstract. In this paper we propose a color-markered augmented reality system 
with integrated 1-D barcode reader for product promotion purposes. The 
barcode on each product becomes the key used to access remote databases and 
retrieves designated marker pattern and 3D model data. In this way, the 
association between marker and 3D model data becomes decoupled from the 
application itself, and become linked to the barcode instead. So because of  
the addition of barcode reader, the number of available markers and 3D models 
vastly increase at runtime so now our system can be practically used for 
commercial advertisement and product promotions. But to truly make our 
system accepted by the populace, the traditional ARToolkit black-and-white 
marker patterns, which are not visually exciting enough, must be replaced with 
colorful markers. So we tested several colorful point stickers provided by 
convenience stores, such as 7-11, in Taiwan as alternative markers. 
Experiments were performed to test how these stickers can be used as colorful 
markers for our AR system, and our results show that even though not all 
colorful stickers can be used as markers in their current composition of 
background and foreground images, but certain stickers can already be used as 
stable markers without any modification. The results of our experiments are 
presented.  

Keywords: ARToolkit, Augmented Reality, 1-D Barcode, Colored Marker, 
Product Promotion. 
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1   Introduction 

Since its inception, the ARToolkit library has been widely used in various marker-
based augmented reality applications[1-6].  But the GPL-licensed, non-commercial 
version is limited in that the association between AR marker and 3D models has to be 
pre-defined in the applications and can not be built at runtime, which is undesirable 
for non-commercial promotional advertisement applications.  Another drawback is 
that it uses black-and-white marker which is also a hindrance to building AR 
applications that are geared toward commercial advertisement.   An AR system for 
product advertisement should allow the manufacturers the flexibility to update their 
AR markers and 3D models at any time.  We resolved the need to pre-define markers 
by integrating a 1-D barcode reader with ARToolkit.  With this integration, the end-
users can just scan and decode 1-D barcodes on the merchandise at runtime and our 
system will use the decoded numbers as key to retrieve its associated marker pattern 
and 3D model data from a remote location.  And once the pattern and 3D model data 
are retrieved, the marker associated with the downloaded pattern will be located and 
its location and orientation will be used as guide to display the 3D model.  This 
solution decouples static associations between markers and 3D models, and allows 
advertisers to promote their products by adding entertainment values through the use 
of AR by changing markers and 3D models whenever they wish.  

However, the traditional black-and-white marker patterns present a problem: 
because they are not be visually appealing and the advertisers would not put black-
and-white markers on their products with colorful packaging.  So we need to find 
alternative markers that are colorful.  The requirements for a replacement marker is 
that it must be square, of certain minimum size, its border should be enclosed with 
sufficient thickness, and that the image inside that border must not be rotational 
symmetric so that marker orientation can be properly detected.  These properties are 
well illustrated by the traditional black-and-white marker patterns as shown below in 
Fig. 1(a).   

During our search for alternative markers, we came upon idea of testing the 
colored point stickers distributed by convenience stores as possible markers.  Stores, 
such as 7-11, FamilyMart, OKMart, pass out various stickers with difference patterns 
on them for product promotion purposes.  These stickers are usually small, square and 
colorful, in Fig. 1(b), so may be a feasible alternative to traditional markers.  But the 
drawbacks to using these stickers as markers are that the background may not be 
completed enclose the foreground image, or if enclosed, the enclosure may not be of 
sufficient thickness, We will show in our experiments that how this concern may not 
apply in the case of color markers. 

In Taiwan, about 49% of married women as well as college students collect these 
point stickers provided by the convenience stores in order to exchange the points for 
special ordered toys as well price discounts on certain items when sufficient number 
of points have been collected.  However, these colorfully designed point stickers do 
not serve any other function.  As such, they could be ideal markers used to enhance 
the stores’ product promotions with our marker AR system integrated with a 1-D 
barcode reader. 
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(a)  (b) 

Fig. 1. (a)Traditional Black-and-White ARToolkit Markers vs. (b) Convenience Store Point 
Stickers 

2   AR-Based System with 1-D Barcode Reader 

Our implementation of the barcode-based AR system includes a server of graphics 
data and a PC-based AR application software, as shown in Fig. 2. The graphics server 
is used mainly for storage and will respond to the AR application’s requests of marker 
files and 3D graphics files that correspond to specific barcodes.  Instead of using the 
standard templates provided by ARToolkit as markers, we propose the use of colored 
point stickers provided by the convenience stores in Taiwan as markers for the 
proposed system.  The AR application software installs on a Windows-based PC 
computer with a webcam.  The application uses the webcam to detect and decode a 
one-dimensional barcode, then using the decoded barcode as key to attempt to retrieve 
the marker and its associated 3D graphics files from the graphics server.  The server 
will contact the database that serves that particular merchant’s graphics data to see if 
the files exists and have been updated.  If the merchant has already placed the data 
related to the barcode into the graphics database, then application should be able to 
download the marker pattern and 3D model files and store them locally.  If, however, 
no data related to the barcode can be found on the graphics server, then the 
application would ask the user to present a valid barcode and attempts to decode it 
again.  If successfully, the application should locate the marker and use its location to 
display the 3D graphics on top of the actual marker. 

The main process flow of the AR application as divided into the following steps: 
(1) capture an image from the webcam and determine the existence of a one-
dimensional barcode within the image; (2) decode the one-dimensional barcode; (3) 
send the decoded barcode number as an index to the graphics server and request the 
corresponding AR marker and 3D graphics files; (4) the AR application receive the 
delivered marker and 3D graphics file from the server; (5) search within the webcam 
image for the physical AR marker;  and (6) calculate the transformation matrices 
according to coordinates of the AR marker and then display the 3D graphics on the 
printed AR marker using the transformation matrices.  Fig. 3 shows the concept of the 
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proposed system by using a black-and-white ARToolkit marker on a commercial 
product. The detailed process flow of the AR application is shown in Fig. 4 
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Fig. 2. Structure of barcode-based AR system  

 

Fig. 3. The example of the AR Application Software  

 

Fig. 4. Process Flowchart of the AR Application 
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In the stage of detection of one-dimensional barcode within a webcam-captured 
image, the fact that 1-D barcodes are straight vertical lines is used as feature for 
detection.  In a given region, the gradient differences are calculated and summed for 
each pixel at 90, 0, 45, and 135 degrees orientations and differences between the sums 
are greater than a certain threshold value, then this region is judged to be part of a 
one-dimensional bar code.  The algorithm is as follows: 

For any given square (n x n) region extracted from the center of the screen, the 
color information are reduced to grayscale then thresholded to black-and-white, where 
the value of black pixels are set to ‘1’,  and the white pixels “0”. We denote the value 
for any pixel at (x,y) position as bw(x,y).  Then for each black-and-white pixel 

located at ( ) nnyx ×∈, position, the counters C0, C45, C90, and C135, are used for 

0, 45, 90 and 135 degrees, respectively.  These counts are calculated as follows:  
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and when these counts are obtained for the entire region, we calculate the possibility 
that this region is part of a barcode in this way: 

if (|C90-C0| > |C135-C45| AND  
||C90-C0|-|C135-C45||) > threshold2,  
set region_in_barcode = TRUE 

So once the threshold is achieved, we determine that a 1-D barcode exist within the 
view of the camera, a single frame is then capture and processed to decode the 1-d 
barcode and retrieves the 3D model for display on the physical colored marker. 

However, since the viewing angles provided by ARToolkit are based upon the 
position and orientation of the marker, these angles may be limited by the type of 
merchandise on which the marker is printed.  So in addition to using the AR marker’s 
coordinates for viewing the 3D graphics, such as by rotating the marker to achieve 
rotation of the 3D model, or by moving the marker closer to the camera lens for 
zooming effect, our AR applications also has additional controls for the purposes of 
increasing viewing angles.  We did this by inserting special effects that are marker-
independent, that is, these controls allow rotations, zooming, and other effects without 
moving the marker. These additional controls are achieved by calculating the 
combined spatial transformation matrix and apply matrix multiplication to the 
coordinates of each triangle of the 3D model before drawing the triangle surface on 
the screen, and that each value within the transformation matrix is stored in memory. 
In this way, the 3D graphics can be quickly reset to its original position in order to 
facilitate a variety of interactive special effects. The order the multiplying the 
transformation matrices is defined as rotation first, followed by zooming, and finally 
the translation transformation matrix is applied.  These transformation matrices, using 
homogeneous coordinates, are defined as follows [7]:  
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In addition to these transforms, we have also included a few surprise transforms that 
would add entertainment values to the system. 

3   Experimental Setup and Results 

In our experiment, we first verified the accuracy of the barcode decoder, and once we 
can be certain that 1-D barcodes can be decoded correctly, we then tested our 
barcode-based AR system with 14 colored stickers, of similar sizes, collected for 
various convenience stores, as show below in Fig. 5.  The square stickers range in size 
from about 11/20” (1.4 cm) to about 5/8” (1.6cm) on each side.  The sole circular 
sticker is about 1.6cm in diameter.  The rectangular sticker is about 1.5cm by 1.9cm 
in size. And before testing, each color marker was separately trained in order to 
generate their pattern files.  We found that the circular sticker could not be trained at 
all and so categorized it as unstable and unusable as marker.  The rectangular sticker 
from 7-11 can also be trained by taking a square area starting from the upper left 
corner and ignore the rest.  After training, we started the barcode verification phase of 
our test.  For this test, we randomly chose one of the stickers and pasted it next to a 
valid EAN-13 barcode and presented it to the camera.  Fig. 6 below shows that the 
barcode is decoded correctly and the marker pattern and its associated 3D model, 
which is a teapot, being retrieved from a remote database.  This figure is deliberately 
shown in the original resolution of the webcam, which is low (640x480). 

After the graphics data are retrieved, we then test whether the marker pattern can 
be recognized and located accurately, with the correct orientation.   We found that 
most of the stickers passed this phase of the test, but in the case of certain markers, 
the denser parts of the barcode next to the marker can sometimes be mistaken for the 
actual marker, which similar to the problem illustrated by Fig. 10.  In these few cases, 
we categorize these markers as unstable as rejected them from further tests.  We then 
categorized all markers that passed this stage of testing as semi-stable.. 
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Fig. 5. Color Stickers Used in the Experiment 

 

Fig. 6. Barcode Decoding Experiment 

In the next stage of our experiment, we tested the further stability of each marker 
by using the same barcode, using the same pattern and 3D model data, with other 
markers. i.e. We placed each barcodes next to a marker not associated to it. If the 
original marker associated with the barcode is stable, then ARToolkit should not be 
able to locate the marker. However, ARToolkit falsely identify the replacement 
marker as the original marker. The marker whose pattern file does not result in any 
false detection is moved from the semi-stable category into the stable marker 
category.  The same test is performed for every marker in the semi-stable category. 
Those markers that failed this stage of the test stay in the semi-stable category.   

Fig. 7 below shows an example of multiple detections using the pattern file of a 
semi-stable marker, one true and one false. It is interesting to note here that even if 
two markers are similar in characteristics, the orientation of detected marker can be 
off by as much as 90 degrees as indicated by the tri-color axis. 

  

Fig. 7. Original Marker on the left and a Falsely Identified Marker on the Right 
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The final result is that out of the 14 stickers, 4 are unstable, 4 are semi-stable, and 6 
are stable, or 3/7 of stickers may be used as markers.  The results are shown in Table 
1 below. 

Table 1. Colored Stickers Used Markers in the Experiment Categorized 

Stable Semi-Stable Unstable 

    

    

 

    

Fig. 8 below shows the detection of a marker next to its associated barcode, and 
Fig. 9 below demonstrates the stability of stable markers. We placed two markers 
with similar colors and images next to it, and the location of the marker that matched 
the barcode was correctly detected. 

 

Fig. 8. 3D Model Displayed on a Colored Marker 

 

Fig. 9. Stable Markers in the Presence of Similar Markers 
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Next, we wish to test for conditions under which the stable markers would fail.  
We first tested for how far away from the camera the pattern of a stable marker can 
still be detected by measuring the size of the marker detected by the camera against its 
original size. We found that smallest detectable size is around 0.5cm x 0.5cm.  If a 
stable colored marker is farther away the camera so that its size to the camera is 
smaller than 0.5cm on each side, then our system would fail to detect it. We 
performed a similar test in order to see if this result is valid for the standard black-
and-white marker also, and found that we can achieve similar results with the black-
and-white markers also. 

Secondly, we want to test if the stable markers would still work if we replace the 
background from pure white to off white.  For this test, we place a stable marker 
against backgrounds of several different colors, from off white to black.  The result is 
that failure of detection occurred in all tested non-white backgrounds. 

An interesting artifact was found during the test for stable markers: it is observed 
that if the colored marker is placed too close to the 1-D barcode, then during sudden 
movements ARToolkit can temporarily falsely identify the denser part of the barcode 
as the marker with the wrong orientation, as shown below in Fig. 10.  But once the 
scene is stable again, the marker is correctly identified.  Because of this, we suggest 
that the colored marker should be placed a small distance away from its associated 
barcode. This is so that the marker can be viewed with a camera at close range 
without the presence of the barcode. 

 

Fig. 10. False Detection during Fast Movements 

Based on the results from these tests, it is postulated that in order to be used as 
stable colored markers for our ARToolkit-based system, the background of the 
marker should enclose most of the foreground image, but there does not seem to be a 
need for complete closure, as some of the stable markers have parts of their 
foreground images touching the edge of the sticker. It is also observed that the outside 
edges of stable markers could provide more stability by being jagged or rounded.  The 
background should be textured rather than of a solid color, as shown below in Fig. 11. 
Because it is observed that, for colored markers, textured backgrounds can aid in 
location and identification by ARToolkit. Those colored markers with textured 
background are preferred over markers with solid-color background. Also, the 
foreground image should be made up of several contrasting colors that are distinct 
from the background colors, and of course, not be rotationally symmetric. 



 ARToolkit-Based Augmented Reality System 209 

    

Fig. 11. Edges of Some of the Stable Markers 

4   Conclusion 

The barcode-based AR system proposed in this paper was successful in using a one-
dimensional barcode as an index to download the marker and 3D graphics for display, 
and changed the way ARToolkit statically reads in 3D models into dynamically 
accessing 3D graphics files so that by simply updating the AR marker at remote 
databases, convenience stores can set the expiration date on a certain marketing or 
product promotion project, and not be dependent on ARToolkit’s original method of 
using fixed marker and the 3D model. Future researches will explore the effect of 
different markers [8], maybe such as using the one-dimensional barcode not just as an 
index but as an AR marker itself. Although this approach will introduce some problems 
in the display of the 3D graphics and change the way ARToolkit recognizes markers, 
and allow even regular merchandise, without standard markers, can be used to 
experience AR-based advertising, and make it easier for the manufactures or 
convenience stores to add values to their products. In the future, we will add the 
adaptive binary threshold function during the marker training processing, and we expect 
this can make more colored markers stable in our system. Also, intelligent web agents 
may be implemented on the server side, in the future, to gather product information, 
such as size, colors, shape, and available barcode information. This information will 
hopeful be used to help the application side in locating colored markers against non-
white backgrounds, and make decisions on how to display the 3D models. 
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Abstract. With the advancement in information communication technology and 
the concept of the Web 2.0 framework, the e-learning becomes more popular 
and more diverse. In the last decade, the publication of journal papers has 
become a major channel for the outcome of researchers’ studies. But, the 
current submission method of the international journal papers is mostly handled 
by traditional paper review process. As the submitted articles increase the 
burden of paper reviewing process gets heavy. It is not only time-consuming 
and laborious, but cannot find proper reviewers to review the specific 
manuscripts in some cases. Sometimes, the assignment of papers to specific 
reviewers is not objective enough. Thus, this study is based on the design 
concept of content management, CMS, to develop an online collaborative 
electronic journal paper review system. We adopt rich internet application, RIA, 
technology to web application development and apply text mining technologies 
to articles classification. We propose an assignment mechanism of paper 
reviews to achieve the automatic, fair and efficient paper reviewers’ 
assignment. Expect the study will effectively simplify the complex assignment 
process and make the review work more objective and efficient. 

Keywords: Content Management, Rich Internet Application, Text Mining. 

1   Introduction 

Along with the explosive growth of data, the shift from traditional document 
management to electronic file management makes the content management more 
complicated. [2,3] How to efficiently collect and maintain mass of contents? On the 
Web, functionality and content are mixed and matched to whatever extent the site 
owners can manage. It’s a management issue. To mix and match content and 
functionality, you must be well organized. You must have a lot of structure in place 
that enables you to efficiently store and deliver your functionality where and when 
you need it. In short, you need a Content management system, CMS. CMS develops a 
new web site construction model which is a simple and efficient website management 
method. It can efficiently manage the web content and keep the advantages with 
decouple of content with design and portability.[1]  
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Thus, in this study, we attempt to develop on-line electronic journal review system 
with the design concept of content management system. And we also utilize the RIA 
technology for web programming to improve the drawback with need to refresh the 
web pages as reading the pages and make users use the web applications like on the 
desktop computer. Additionally, we try to adopt text mining techniques for article 
classification and to develop automatic reviewer recommendation system to assist 
journal manager with the reviewer recommendation in order to simply the review 
process and to improve the improper reviewer with more objectivity and better 
efficiency. 

2   Related Works 

There are a number of standard classification techniques in literatures such as 
Rocchio algorithm[6,7], Naive Bayes algorithm [9], support vector machines[5,8], k 
Nearest Neighbor[10], and so on. These classification algorithms are mainly based on 
statistics theory and machine-learning methods. We briefly describe these typical 
classification algorithms as follows:  

 
− Rocchio algorithm 

Rocchio algorithm was proposed by Rocchio, which is the best-known way of 
computing good class boundaries and used to compute the relation degree between 
the query and documents in information retrieval. Later in 1994, Hull renovated the 
Rocchio’s formula applied to the document classification. On the basic concept of 
algorithm, it uses the training set to construct a prototype vector for each class and 
uses centroids to define the boundaries. The centroid of a class is computed as the 
vector average or center of mass of its member.  

In the Rocchio algorithm construction, it needs to determine a class and to train 
all of documents belonging to this class. The conducted vectors of these 
documents, which belong to this class, are represented with positive values; 
otherwise, they are represented with negative values. And then, sum up these 
vectors values to get the sum of vectors. The sum of vectors will act as the 
prototype vector and will be used to define the similarity of two vectors with the 
cosine function of the included angle between the two vectors. 

Easy to implement and the lower time complexity are the main advantages of 
Rocchio classification algorithm. However, it is seldom implemented to solve the 
real instances classification problems in classification systems. 

− Naive Bayes 
The classier uses a probabilistic model of text. Although this model is a strong 
simplification of the true process by which text is generated, the hope is that it still 
captures most of the important characteristics. 

− Support vector machines, SVM 
SVM is a powerful technique for data classification proposed by Boser, Guyon and 
Vapnik in 2002. It mainly solves the classification problem for two classes. In a 
high dimension space it searches a hyperplane to be the separation with the two 
classes and make the minimum of classification error. 



212 C.-W. Tseng et al. 

− k Nearest Neighbor Classification, kNN Classification 
Unlike Rocchio, k nearest neighbor or kNN classification determines the decision 
boundary locally. It is proposed originally by Cover and Hart in 1968, which 
mainly uses the vector space model to represent each documents’ features. It 
requires no explicit training and can use the unprocessed training set directly in 
classification. While a new document is imported, it is assigned to the class in 
accordance with the features of k training data closest to the new document. The 
measure is to compute the similarity of the unclassified document with all of 
training documents. And then, the k closest training documents will be found. It is 
less efficient than other classification methods in classifying documents. In 
implementation of the proposed system, we used the well-known kNN algorithm as 
the document classification method. 

3   Design of Reviewer Assignment Recommendation System 

In this section, it mainly describes the design and data processing flows of the 
reviewer assignment recommendation system. In the proposed system there are four 
parts, including document collection, representation, classification and discrimination 
as shown Fig. 1. It will be described clearly as follows. 

 

Fig. 1. System architecture of the reviewer assignment recommendation system 

3.1   Document Collection 

In document collection, it mainly collects some documents as the training data and 
transforms the PDF formatted files into text files using xpdf tool. We selected some 
journal papers from SDOS database. These data is used as training data for advanced 
document classification as shown Fig.2.  
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Fig. 2. Process flow of automatic document classification system 

3.2   Document Representation 

In the document representation part, the first step is feature selection. Next, feature 
extraction. At last, it is to construct the term-document matrix. First, on feature 
selection, in this study, we focus on the collections of English papers. English mainly 
use the blank to distinguish different words. After omitting the stop words as ‘the’, 
‘is’, ‘I’, etc., if the word is new, never occurred previously, it will be stored into the 
word list; Otherwise, the count of the word will increase one. Additionally, we adopt 
Porter algorithm to solve the problem of same words. For example, the “gone” or 
“going” word is the different tense of the “go” word. As to the word-searching, we 
just compare these words in the abstract and keywords of the papers. If a keyword 
appears in the abstract of papers, it will be viewed as a feature value. 

After feature extraction, we proceed to compute the TFIDF, Term Frequency 
Inverse Document Frequency, value [10] for each word and to sort by the weighted 
value. In order to reduce the dimension, we just select the top one hundred keywords. 
At last, with little impact of classification efficiency, we adopt the TFIDF formula as 
Eq. (1) to transform the documents into vector space representation. 

)(*),(),( tIDFdtTFdtTFIDF =  (1)

where  
),( dtTF : The occurrence number of the term t in Document d; 
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)(tDF :The number of papers which contain the term t. 

|| D : The total number of terms in all documents 
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3.3   Document Classification  

In this part, we try to adopt the Vector Space Model, VSM, to proceed to 
representation of document, which contains feature selection, feature extraction, TF-
IDF weight calculation, the term-document matrix construction and so on. At the last, 
according to the trained model, we adopt k Nearest Neighbor, kNN, classification to 
conduct the classification results for professional area.   

3.4   Document Discrimination 

Same as the training documents, the testing documents should pass document 
preprocessing, feature selection and extraction, constructing the term-document 
matrix and, at last, according to the matrix and the centroid vectors of classes, judge 
which class it belongs to. 

4   Implementation 

In this section, it mainly explains our system implementation and related experimental 
considerations. As a result, it will recommend a list of reviewers for each paper in the 
proposed reviewer assignment recommendation system. 

 

 

 

Fig. 3. Partial processed result of document representation for three PDF papers 
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− Document collection 
In this experiment, we collected one hundred journal papers from SDOS electronic 
library. And these papers’ topics are filtered with the “optimization” keyword and are 
published between year 2000 and 2007. After that, these PDF papers will be 
transformed into text files using xpdf tool for advanced text mining. 

 
− Document representation 
We selected out thirty papers to proceed to feature selection, extraction, weight 
computation, the construction of a term-document matrix. The following is the partial 
processed result as shown in Fig.3.  
− Document classification 
After feature extraction and constructing the term-document matrix, it will proceed to 
the comparison of similarity for all documents vectors. In this study, we adopt the 
hyper graph cluster method. The detailed flow of document classification is shown as 
Fig.4. 

 
Fig. 4. It illustrates the detailed processing flow of hyper graph cluster 

− Document discrimination 
After completing the all of documents classification as described in section 4.3, we 
use the kNN classification to achieve the document discrimination for a new 
document. The detailed is shown as following. The default value of k is five. We 
compute the distance of the testing documents to all of documents and then select the 
five nearest points. Next, in 5-NN algorithm, we compute the number of classes of 
papers in the training data which the five nearest points locate to. At last, the testing 
document will be views as the document with the most class number. 
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− Automatic reviewer recommendation 
After completing the all of documents classification into some expertise domains, the 
automatic reviewer recommendation system will recommend the top ten reviewers for 
each paper according to the following rules: 

Case 1: The author who is one of the authors of the submitted article’s references in 
the professional domain and appears with the most frequency number of the 
author’s appearance.  

Case 2: The author appears in the professional domain. 
Case 3: If not satisfied with the above two, the author will be recommended as a 

reviewer who is the author of the most submitted papers in this professional 
domain.  

After the reviewer list being recommended, the supervisor will assign the top three 
reviewers to proceed to the review job by E-mail notification. If the assignment is 
rejected or does not response in fourteen days, the new reviewers will be assigned 
until the review job completeness. 

5   Conclusion and Future Works 

In this paper, we constructed a paper reviewer assignment sub-system to help the e-
journal editor’s work more convenience and fairness. By using the text-mining 
technology, the editor can reduce time consuming in his position. We also suggest the 
system mechanism divided into four processing blocks, respectively, document 
collection, document representation, document classification and document 
discrimination. The result has showed our proposed system works well and increases 
the efficiency of editor’s reviewer assignment job. 

In future works, there are some of features still to be considered into our prototype. 
The first one is how to adopt the editor’s experience to our assignment algorithm. 
Accumulating experiences may provide the system with efficient and accurate 
reviewers’ assignment. We also find the ontology technology may be useful to get 
suitable keywords from the text of paper’s body. Finally, the performance is a 
traditional issue in system implementation once we add full text of all selected paper 
into the system. How to reduce the time complexity of document classification is 
another important issue.  
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Abstract. In this study, we adopt the structure behavior coalescence methodology 
to construct an architecture-oriented information security risk assessment model 
(AOISRAM), which is integrated structure and behavior of the risk assessment 
model. AOISRAM solves many difficulties caused by the process-oriented 
approach in ISO 27001:2005 of information security risk assessment such as 
uneven distribution of resources, poor safety performance, and high risk. We find 
out the information security consultant, project manager are the key roles for the 
success of the risk assessment from structure behavior coalescence diagram. The 
feedback mechanism in the enterprise is essential to report and respond to  
the incidents for reducing the risk. This research achieves a beneficial model and 
knowledge for the information security risk assessment. This accomplishment 
may be valuable for the business and academic circles to follow and refer. 

Keywords: Risk Management, Architecture-Oriented Risk Assessment Model, 
AOISRAM, Structure Behavior Coalescence. 

1   Introduction 

The information security incidents have most often been reported. The loss of enterprise 
operation is more and more serious because of information security incidents. There are 
more and more operation risks happening inside the enterprise because of such 
informational and electronic transformation. Consequently, the requirement to have an 
effective management framework of information security is urgent. 

The international information security management standard, ISO 27001:2005, 
which includes personnel security, technology security, physical security and 
management security has been promulgated. When bringing in an information 
security management system (ISMS), a company usually encountered the process-
oriented approach which treats the ISMS in system’s structure view and behavior 
view separately. During the planning phase, separation of structure view and behavior 
view could cause many difficulties, such as uneven distribution of resources, poor 
safety performance and high risk. 

Currently, most risk management models are categorized into the process-oriented 
approach. This research utilizes architecture-oriented modeling methodology so that 
structure view and behavior view are coalesced when decomposing the ISMS to 
obtain structural elements and behaviors deriving from interactions among these 
structure elements. 
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2   Background 

The previous studies about information security, information security management 
system, and risk management model are described briefly.  

2.1   Information Security 

According to US Code Collection Title 44, the term “information security” means 
protecting information and information systems from unauthorized access, use, 
disclosure, disruption, modification, or destruction in order to provide[1][2][3]:  

 Integrity, which means guarding against improper information modification or 
destruction, and includes ensuring information non-repudiation and authenticity;  

 Confidentiality, which means preserving authorized restrictions on access and 
disclosure, including means for protecting personal privacy and proprietary 
information; and  

 Availability, which means ensuring timely and reliable access to and use of 
information. 

Information is the lifeblood of all organizations and can exist in many forms. It can be 
printed or written on paper, stored electronically, transmitted by mail or by electronic 
means, shown in films, or spoken in conversation. In today's competitive business 
environment, such information is constantly under threat from many sources. These 
can be internal, external, accidental, or malicious. With the increased use of new 
technology to store, transmit, and retrieve information, we have all opened ourselves 
up to increased numbers and types of threats. 

There is a need to establish a comprehensive information security policy within all 
organizations. We need to ensure the confidentiality, integrity, and availability of both 
vital corporate information and customer information. 

2.2   Information Security Management System 

An Information Security Management System (ISMS) is a systematic approach to 
managing sensitive company information so that it remains secure. It encompasses 
people, processes and IT systems. BSI published a code of practice for these systems, 
which has now been adopted internationally as ISO/IEC 27001:2005(BSI, 1999; ISO, 
2005). The Information Security Standard is published in the following parts: 

 ISO/IEC 27001:2005 (formerly BS 7799-2:2002) Specification for Information 
Security Management 

 ISO/IEC 27002:2005 (previously named ISO/IEC 17799:2005) Code of 
practice for Information Security Management. 

ISO/IEC 27001:2005 specifies the requirements for establishing, implementing, 
operating, monitoring, reviewing, maintaining and improving a documented 
Information Security Management System within the context of the organization's 
overall business risks. It specifies requirements for the implementation of security 
controls customized to the needs of individual organizations or parts thereof. ISO/IEC 
27001:2005 is designed to ensure the selection of adequate and proportionate security 
controls that protect information assets and give confidence to interested parties. 
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The ISO 27001 standard defines its 'process approach' as "The application of a 
system of processes within an organization, together with the identification and 
interactions of these processes, and their management". ISO 27001 is based on the 
methodology know as Plan-Do-Check-Act (PDCA) model, which must be structured 
to the every ISMS process [4]. This is an approach to developing, implementing and 
improving the effectiveness of an organization's ISMS. It describes in four key 
activities: 

Plan - Establish the ISMS policy, objective, processes and procedures relevant to 
managing risk and improving information security to deliver results in accordance 
with an organization’s overall policies and objectives. In this activity it needs to 
define requirements, assess risks, decide applicable controls, define scope of ISMS, 
define strategy of ISMS, define steps of risk assessment, define risk, select control 
objects and controls, prepare of statement of application. 

Do - Implement and operate the ISMS policy, controls, processes and procedures, 
assessment and implement the threat risk plan, implement controls, the completion of the 
training implementation procedures, operational management, resource management, the 
implementation of procedures to detect and respond to security incidents. 

Check - Monitor and review the ISMS. In this activity, it needs to assess and where 
applicable, measure process performance against ISMS policy, objectives and 
practical experience and report the result to management for review, implement and 
monitor procedures, review performance and acceptable level of risks periodically, 
construct internal the ISMS audit, and view the IMS records management activities 
and events affect the ISMS on a regular basis. 

Act - Maintain and continuously improve the ISMS.  It needs to take corrective 
and preventive actions which are based on the results of the internal ISMS audit and 
management review or other relevant information, achieve continual improvement of 
ISMS. It also needs to implement system enhancements and correct system activities, 
applications training courses, and related results of team communication to guarantee 
the achievement of system enhancement. 

2.3   Risk Management Model 

ISMS is a departure from the risk management through risk control measures to deal 
with the relative effectiveness of control enterprise information security risks and 
maintain a viable important mechanism for continuing operations to achieve the 
enterprise's operational requirements. 

Risks are events that negatively impact the organization’s ability to achieve their 
goals as far as the probability of their occurrence and the related consequences are 
concerned.  Analyze risks means identifying and quantifying these events so that 
specific actions may be planned and developed [5][6][7]. 

Boehm studied a software risk management model. In the model risk management 
was divided in risk control and risk assessment [8]. Risk control included: risk 
monitoring, risk resolution, and risk management planning.  Risk assessment was 
included: risk prioritization, risk analysis, risk identification as shown in Figure 1 
[8][9]. 
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Fig. 1. Risk Management Steps (Redrawn from Boehm, 1991) 

Objectives of Risk Analysis is to identify the main risks to information security in 
a systematic way, to ensure compliance of security management process with ISO 
27001 standard, to present in a quantified way the events that may prevent the 
organization to achieve their goals, and to provide an overview of the aspects that 
need to be managed to assure compliance to the security policy. There are four risk 
treatment options [10][11]: 

Risk reduction: if the risk is not acceptable, select appropriate safeguards, which 
are also called controls, and reduce the risk to an acceptable level. 

Risk avoidance: if the risk is too large and it is uneconomical to reduce it, it may be 
prudent to altogether avoid the risk.  This could be done by change of location, or 
avoiding using a risky technology. 

Risk transfer: it may be viable to transfer the risk to other agency that is better at 
handling the risk. It may be an insurance company or a company whom the task could 
be outsourced.  However, the responsibility may still remain with the organization. 

Risk acceptance: Senior management may decide to knowingly accept the risk as it 
is too costly to take any action.  This would be a conscious decision and management 
should be ready to consequence. 

3   Architecture-Oriented Information Security Risk Assessment 
Model Design (AOISRAM) 

We applied Structure Behavior Coalescence (SBC) methodology to design an 
architecture-oriented information security risk assessment model (AOISRAM) 
including: architecture hierarchy diagram, structure element diagram, structure 
element service diagram, structure element connection diagram, structure behavior 
coalescence diagram, and interaction flow diagram. 

3.1   Architecture Hierarchy Diagram 

Any management model can be illustrated by an architecture hierarchy diagram for 
the structure of a system's decomposition and combination [12][13]. Architecture 
hierarchy diagram can become easy to understand complex systems as shown in 
Figure 2. 
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Fig. 2. Architecture Hierarchy Diagram of AOISRAM 

This is required to construct the risk assessment model structure element diagram 
from a structural point of view. The structure elements of the risk assessment model are 
the basic elements, and they compose of the risk assessment structure. The necessary 
structure elements were analyzed from the information security risk assessment model. 
That is identified all builders and destroyers of the risk assessment model. 

3.2   Structure Element Diagram 

Collection of non-aggregated systems or structure elements of architecture hierarchy 
diagram become the structure element diagram. From Figure, we draw the risk 
assessment model structure element diagram which consists of eleven structure 
elements as shown in Figure 3. 

 

Fig. 3. Structure Element Diagram of AOISRAM 
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3.3   Structure Element Service Diagram 

The structure elements provide many services through the interface or work content 
of the structure elements with input or output parameters is called a structure element 
service diagram [14][15]. Input parameter of the service is denoted by an arrow 
symbol directed to structure element. Output parameter of the service is denoted by an 
arrow symbol leave the structure element. Based on the collection of literature and 
sorted out the structure elements step by step, services of eleven structure elements 
ware obtained for the risk assessment model as shown in Figure 4. 

System Analyst

Senior Engineer

Human Resources

Department
Project ManagerMinistry of Justice

Risk Management 

System

Finance Department

Information Security

Consultant

Vice President's 

Office

Insurance Department Department Heads

F
easib
ility
 A
n
aly
sis

P
ro
ject C
o
n
ten
t A
n
aly
sis

IS
M
S
 R
eq
u
irem
en
ts A
n
aly
sis

T
ech
n
ical risk
 rev
iew

S
tart risk
 co
n
tro
l

W
o
rk
-site in
sp
ectio
n
s 

E
stab
lish
m
en
t b
en
ch
m
ark
s
o
f 

ju
d
g
m
en
t

L
ab
o
r co
st estim
atio
n

H
u
m
an
 reso
u
rce reg
u
latio
n
 

H
u
m
an
 B
rain
sto
rm
in
g

T
h
e risk
 o
f p
ro
ject cy
cle

C
h
an
g
e m
an
ag
em
en
t sy
stem

P
ro
ject R
eso
u
rce M
o
n
ito
rin
g

P
ro
ject p
ro
g
ress m
o
n
ito
rin
g

R
isk
 d
ecisio
n

R
esp
o
n
sib
ilities an
d
 

o
b
lig
atio
n
s settin
g

L
eg
ality
 o
f 

In
fo
rm
atio
n
 secu
rity
 

ev
en
ts related
 to
 treatm
en
t

L
eg
al B
rain
sto
rm
in
g

In
su
red
 am
o
u
n
t calu
atio
n

C
laim
s fo
r lo
ss

C
o
llectio
n
 o
f lo
ss ev
id
en
ce

C
ash
 flo
w
 co
n
tro
l

T
o
tal p
ro
ject co
st calcu
latio
n

C
o
st o
f risk
 estim
atio
n

F
in
an
ce B
rain
sto
rm
in
g

R
isk
m
o
n
ito
rin
g

In
fo
rm
atio
n
 secu
rity
 in
cid
en
t 

h
an
d
lin
g
 an
d
 rep
o
rtin
g

U
n
it m
an
p
o
w
er req
u
irem
en
ts

R
isk
 Id
en
tificatio
n

R
isk
 feed
b
ack

R
ev
iew
 risk
 o
f p
ro
ject

R
isk
 m
an
ag
em
en
t p
lan
n
in
g

R
isk
 Id
en
tificatio
n

Q
u
alitativ
e R
isk
 A
n
aly
sis 

Q
u
an
titativ
e risk
 assessm
en
t

R
isk
 R
esp
o
n
se P
lan
n
in
g

R
isk
 M
o
n
ito
rin
g

R
isk
 d
atab
ase ap
p
licatio
n
s 

C
larify
 th
e sco
p
e o
f 

in
fo
rm
atio
n
 secu
rity

R
isk
 m
an
ag
em
en
t p
lan
 

im
p
lem
en
tatio
n
 

P
ro
ject risk
 m
o
n
ito
rin
g
 

P
ro
ject sch
ed
u
le m
o
n
ito
rin
g
 

P
ro
ject q
u
ality
 co
n
tro
l 

P
ro
ject co
st estim
atio
n

E
stab
lish
 R
isk
 feed
b
ack
 

m
ech
an
ism

P
ro
p
o
sed
 p
ro
ject risk

R
isk
 ratin
g
 rep
o
rts

A
n
aly
sis o
f in
fo
rm
atio
n
 

secu
rity
 in
cid
en
ts

R
isk
 A
ssessm
en
t C
h
eck
list

L
ab
o
r n
eed
s assessm
en
t

A
p
p
etite fo
r risk
 assessm
en
t

S
W
O
T
 A
n
aly
sis

C
larify
 th
e sco
p
e o
f 

in
fo
rm
atio
n
 secu
rity

R
isk
 m
an
ag
em
en
t p
lan

P
ro
ject co
st estim
atio
n

E
stab
lish
 R
isk
 feed
b
ack
 

m
ech
an
ism

R
isk
 ratin
g
 rep
o
rts

A
n
aly
sis o
f in
fo
rm
atio
n
 

secu
rity
 in
cid
en
ts

R
isk
 A
ssessm
en
t C
h
eck
list

A
d
v
ice risk
 A
ssessm
en
t

A
p
p
etite fo
r risk
 assessm
en
t

S
W
O
T
 A
n
aly
sis

R
isk
 m
an
ag
em
en
t m
o
n
ito
rin
g

P
ro
ject sch
ed
u
le m
o
n
ito
rin
g

R
isk
 m
an
ag
em
en
t q
u
ality
 

co
n
tro
l

 

Fig. 4. Structure Element Service Diagram of AOISRAM 

3.4   Structure Element Connection Diagram 

A structure element connection diagram connect services between the various structure 
elements in accordance with its priorities. Rectangular frame is the system boundary, 
and the user or vice president is the external environment as shown in Figure 5. 

3.5   Structure Behavior Coalescence Diagram 

Behaviors are derived from interactions within structure elements or the outside 
environment for the risk assessment model. It becomes structure behavior coalescence 
diagram. The arrow represents to its behavior for service of supply and demand in each 
time occurred. The primary goal is to achieve an integrated model in which the structure 
and behavior are coalesced, preventing from a separation of structures and behaviors. 
From the structure element diagram and structure element service diagram, we further 
derive out eight behaviors of the risk assessment model as shown in Figure 6. 
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Fig. 5. Structure Element Connection Diagram of AOISRAM 

 

Fig. 6. Structure Behavior Coalescence Diagram of AOISRAM 
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3.6   Interaction Flow Diagram 

Each behavior presented on the structure behavior coalescence diagram can be drawn 
as an interaction flow diagram. The construction of interaction flow diagram of the 
risk assessment model describes the outside environment and structure elements, and 
their interactions according to the time. There are eight interaction flow diagrams in 
total for the risk assessment model. We only show one interaction flow diagram here.  

The sequence diagram exhibited in Figure 7 represents behavior of the risk 
assessment model. X-axis represents structure elements and the external environment 
in which information flow direction is from left to right. Y-axis represents the 
implementation of an interactive timeline from the top to the bottom in the time 
sequence. 

 

Fig.7. Interaction Flow Diagram for Risk Planning Management Behavior of AOISRAM 

4   Conclusions and Recommendations 

The information security incidents have been reported recently and the loss of 
enterprise operation becomes more and more serious problem. Risks are higher and 
higher for the enterprise because of information transformation and electronic 
commerce. Consequently, the requirement of an effective risk management framework 
of information security is urgently need. 

In this study, we adopt the structure behavior coalescence methodology to 
construct an architecture-oriented information security risk assessment model 
(AOISRAM), which is integrated structure and behavior of the risk assessment model. 
AOISRAM solves many difficulties caused by the process-oriented approach in ISO 
27001:2005 of information security risk assessment such as uneven distribution of 
resources, poor safety performance, and high risk.  

This research achieves “what should be done?” and “how to progress?" in 
information security risk assessment model from architectural centric point of view to 
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avoid unreasonable design from the requirements. We find out the information 
security consultant, project manager are the key roles for the success of the risk 
assessment from structure behavior coalescence diagram. The feedback mechanism in 
the enterprise is essential to report and respond to the incidents for reducing the risk.  
This approach also improves quality of risk assessment, and provides important 
reference and guidelines to the risk assessment model. 

This research provides a beneficial model and knowledge for the information 
security risk assessment. This accomplishment may be valuable for the business and 
academic circles to follow and refer. It is hoped that this research can offer a 
guideline for the information security risk assessment suitable for the enterprise and 
can be used as a reference for internal auditors and management. 
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Abstract. Along with the information and communication technology getting 
more mature, the e-learning becomes more popular and more diverse. Many 
researches have pay much effort on exploiting the data-mining techniques to 
make user-learning more efficient. In this study, we mainly develop an 
experimented self-directed e-learning system, which tries to adopt adaptive 
testing based on the experts’ knowledge and experiences to support problem-
based learning activities. Within the item bank construction, we invite domain 
experts to assist the collection and creation of examination items and 
classification. Particularly, on the setting of item keywords, it is one of the most 
important processes for learners to easily discover related works as well as to 
easily share their collaborative learning activities. Additionally, after each 
evaluation, learners can not only follow the suggestions from the assessment 
system to find out the related materials which are collaboratively filtered by 
precursors’ learning activities, but they also can easily contribute their learning 
modes in the same ways. We hope such collaborative self-assessment platform, 
which integrates the self-directed assessment system and the learning activity-
based material recommendation system, make learners easier to share their 
learning experiences and then, improve the efficiency of self-directed learning.  

Keywords: Collaborative learning, Problem-based learning, Assessment. 

1   Introduction 

Because of the advance of information and communication technology, ICT, E-learning 
becomes an important alternative way for learning. It provides learners with better 
alternative for learning without the limitation of time and space even it cannot substitute 
the whole traditional teachings. Essentially, the application of the Information 
technology on education is the auxiliary. That is, on education, the information 
technology just acts as a method or a tool in the process of learning. However, while 
human knowledge is accumulated to a huge mass of data, it will be aware that the self-
directed learning style based on the problem-oriented policy will be raised again and 
will become one of adaptive learning modes in the knowledge-explosive era.[2,3]. 
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Besides, information comes from different sources embedded with diverse formats in 
the form of metadata, making it troublesome for the computerized programming to 
create professional materials [3]. 

In this study, it mainly described an experimented self-directed e-learning system 
which tries to adopt adaptive testing based on the experts’ knowledge and experiences 
into collaborative learning and tried to integrate with the learning resource 
recommendation system [4]. The design details will be described as follows.  

2   Related Works 

Along with the IT getting more mature and the rapid spread of web 2.0 concepts, the 
self-directed learning becomes more popular. And, the self-directed learning style 
based on the problem-oriented policy will be raised and will become one of adaptive 
learning modes in the knowledge-explosive era. With the technology development of 
the assessment analysis, the effect relationship among concepts can be constructed by 
analyzing the testing results.[5,6,7] The project’s goal mainly focused on how to 
integrate the online evaluation system with the TjLRSE material recommendation 
system to support problem-based activities and to provide self-directed learners with 
adoptive course contents. With the evaluation system implementation, learners could 
understand their capabilities and efficiently learn their interested topics. Additionally, 
learners can efficiently improve their learning performance by learning of precursors’ 
learning experiences. These related works are described for details as follows. 

2.1   Self-directed Problem-Based Learning 

Problem-based Learning (PBL) [1], pioneered at McMaster, is student-centered; it 
does not focus on the teacher who passes on information to the students, but on the 
learning process of the student. Furthermore, problems drive the learning process. 
That is, before students learn some knowledge they are given a problem. The problem 
is posed so that the students discover that they need to learn some new knowledge 
before they can solve the problem. So, students learn to deal with the problems they 
will be faced with in later professional practice. 

PBL mainly utilized these important, associated and practical cases to provide the 
necessary learning resources and directions and made learners learn of knowledge and 
problem-solved skills. We followed the essence of PBL to design the self-assessment 
system and attempted to make learners easily join the problem-oriented learning 
activities during solving the questions. 

2.2   TjLRSE, Tajen Learning Resource Search Engine 

TjLRSE[4] is a content-searching engine in TAJEN University, Taiwan, which 
mainly provides search service on e-learning materials made by StreamAuthor[8] 
package. It not only services the learners with multimedia content query, but also 
provides learners with related keywords to discover related topic for advanced 
learning. As shown in the Fig. 1, the TjLRSE system consists of 4 parts, including 
web spider, search service, association rule and collaborative filtration. Web spider is  
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used to collect the index data, and search service mainly provides a web-based user 
interface. Association rule is mainly applied to find out the relations between 
keywords which are used by learners for searching the e-learning content. And, 
collaborative filtration is applied to automatically extract the correct keywords of each 
course by analyzing previous users’ learning activities. 

 
Fig. 1. Overview of the TjLRSE system 

In implementing the material recommendation system, we adopted the techniques 
of the LDAP and the JAXB to reduce the complexity of context parsing. We used 
collaborative filtration technologies to conduct the feasible keywords of these 
contents. By mining these learners’ activities to find the association among contents, 
the recommendation system will suggests learners with advanced learning material 
and related contents. 

3   System Design 

In the proposed problem-based self-directed learning system, it, besides, integrated the 
self-assessment system and TjLRSE material recommendation system. It also tried to 
lead learners to join the learning activities. In the material recommendation system, we 
successfully applied data-mining technology to advanced query services for learners.  

In Fig.3, it described the self-assessment system supporting collaborative learning 
activities construction. In the system design, it consists of two main roles, 
teacher/expert and student. Student’s main job is to join learning and testing activities. 
Students can use the self-evaluation system for on-line testing without limitation of 
time and space. After students finished the test, the system will suggest them with 
related materials according to their test results. These related materials are suggested 
by experts or teachers. In processing the suggested materials, teachers/experts also 
contribute their learning activities to material recommendation system. Different from 
the student’s role, teachers are authorized to assign the reference material to each 
item. 
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Fig. 2. Integration services of the self-assessment system and material recommendation system 

 

Fig. 3. The self-assessment system supporting learning activity construction 
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These associated materials will be provided as the URLs by material 
recommendation system. Students just clicked these hyperlinks and then these e-
learning contents will be retrieved for them to study correctly and efficiently.  

3.1   Item-Bank Construction 

The basic unit of knowledge is the relation property between concept nodes as shown 
in Fig. 4. Further, these properties construct the knowledge network. Nevertheless, the 
same concept will mean differently while applied on different domains.  Even in the 
same knowledge domain, different information will be retrieved while different topic 
is concentrated.  

Concept 
node 

Concept 
node 

Property 

 

Fig. 4. Triple used as the construction of knowledge 

An item consists of a question, an answer and many triples, which refer to related 
knowledge. Each item owns a concept independence coefficient to the concept triple. 
In intelligent test researches, the authors in [9] proposed an Evaluation Balance Table, 
EBT, to specify the key concepts of items. We made a little modification and different 
application of the EBT, named concept-associated item table. As show in Table 1, Qi 
represents question i; Cj represents the topic concept; eij represents the weighted value 
of Cj related to Qi. The eij value is ranged between 0(weak) and 5(strong). Each expert 
should consider the concept weight related to the test item in the item construction. 
With such concept-associated item table implementation, we not only use to check the 
similarity between items, but also evaluate the importance of each concept in the each 
item. 

Table 1. Concept-associated item table. Qi represents question i; Cj represents the topic 
concept; eij represents the degree of relation between Qi and Cj. 

Concept Cj 
Relationship 

Between 
Qi and Cj C1 C2 … Ck … Cn 

Q1 e11 e12 … e1k … e1n 
Q2 e21 e22 … e2k … e2n 
Q3 e31 e32 … e3k … e3n 

…
…

 

…
.

…

…
.

…

…
 

…
.

…
 

…
 

Test 
Item 
Qi 

Qm em1 em2 … emk  emn 
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3.2   Setting Reference Material 

The concept of Web 2.0 has led the creation of new learning mode, E-learning 2.0. In 
e-learning 2.0, the learning resources are not limited to the campus or classroom. 
Thus, the information overload problem of the explosive growth of web content is 
even more emphasized with the growing amount of text data in electronic form and 
the availability of the information. As shown in Fig. 5, the rich learning resources in 
the cyber net can offer teacher to explain the same concept. So, teachers can play a 
role of collaborative filtering and recommend their experienced learning resources 
about some concepts out of the rich Internet. In our implementing the setting of 
reference material, experts can easily select out the related content as the reference 
material for some units by using TjLRSE material recommendation system. 
Additionally, experts could filter the material with the preset keywords of items, but 
they can also find out the reference materials in their ways.  

 
Fig. 5. Rich learning resourses 

In implementation of TjLRSE, we kept at most ten terms, which are learned from 
learners’ activities and set by experts, for each e-learning unit. Term frequency is also 
maintained for material recommendation. It is assumed that, in one unit if the term gets 
a higher frequency, then it will be better to be one of possible keywords for this unit. 

4   Implementation 

In implementing the self-assessment system, we mainly followed the item response 
theory [10], IRT, to evaluate the learners’ ability. When a test starts, the assessment 
system will select the initial item out of the item bank. According to the item selection 
strategy of maximum information [11], the initial item selection should be not ever 
tested and should own maximum information property for testers. In the prototyping, 
we used the random selection instead of item selection implementation. After  
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Fig. 6. Teacher uses the “CPU” keyword to query and set the reference material for items 

 

Fig. 7. It shows a student’s test result, which doesn’t provide the correct answer, but the related 
reference materials 

answering each question, the ability of a learner will be automatically evaluated by 
the system. If the estimated ability of a learner does not meet the termination criterion 
yet, the next question will be provided automatically. Otherwise, the test will be 
terminated. The latest test result in textual form for each learner is reported by the 
self-assessment system and is displayed in graphical form implemented with 
exploiting Open Flash Chart [12]. The proposed system provides experts with a web 
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interface to query and set the reference materials for items as shown in Fig. 6. At the 
same time, these learning activities will be contributed to the collaborative filtering. 
After finishing the test, a learner could just follow the references, recommended by 
experts, to study the recommendation contents as shown in Fig. 7. The test results 
have been aggregated in order to provide the learners with a concept focused view. In 
Fig. 8, it offers learners a visualized concept overview for test results. It describes the 
comparison of tested items concepts with user’s test result.  

 

Fig. 8. Visualized item concept overview for test result. It compares user’s test result with test 
items on concepts. 

5   Conclusion and Future Works 

In this paper, we adopted the self-evaluation system to lead the problem-oriented 
learning activities for collaborative learning. Such the e-learning system does not only 
invite domain experts to suggest reference materials for items, but also supports 
learners with e-learning activity-based material recommendation services. The experts 
can easily query out their interested topic materials using the TjLRSE recommendation 
system with keywords they input. These experts’ query activity will be logged. By 
association rule implementation, it assists learners to achieve the integrity of course 
and the efficiency of learning.  

The system prototype has been established but not completed. We hope the system 
not only provide on-line assessment and material recommendation, but also be easy 
for learners to join the learning activity in self-directed learning. After completing 
system’s functionality evaluation, including item selection strategy, we will evaluate 
the performance of self-assessment learning system by questionnaire and by learning 
activities analysis. We believe that such the deployment will be helpful to achieve the 
better performance of studying and learning satisfaction for learners. 
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Abstract. Because of the strict electromagnetic interference (EMI) regulation, 
noises generated from high switching frequency converters need to be analyzed 
and suppressed by some methods. EMI noises in power converters are generally 
frequency related. This paper investigates the mechanisms of conducted EMI 
emissions associated with the typical three phases PWM rectifier system using 
frequency domain method. A simplified method for the calculation of 
Common-mode (DM) electromagnetic interference caused by the three-phase 
PWM rectifier is presented. Frequency domain noise current source has been 
represented first. The dominant high-frequency differential-mode current paths are 
identified later, the modeling principle of the paths has been explained at the same 
time, and this allows the noise spectrum to be predicted from knowledge of the 
component values. Theoretical predictions of EMI noises are verified by 
simulations in saber software through time domain and frequency domain analysis.  

Keywords: PWM, EMI, modeling, differential-mode, frequency-domain. 

1   Introduction 

Main aims in modern power electronic systems are to deliver the power with maximum 
efficiency, minimum cost and weight in an integrated circuit [1]. Power electronics 
plays an important part in different industries when power processing is required such 
as in motor drives, cars and alternative energy systems. In power electronics, however, 
high du/dt and high di/dt are processed by fast switching to reduce loss which becomes 
primary sources of EMI.  

Whereas, in the conventional design methodology, electromagnetic compatibility 
(EMC) issues are solved with “band-aid” methods by adding cumbersome and costly 
passive filters after a prototype is built. These traditional remedies usually have 
significant impact on the cost and the time-to-market for the products. To avoid such 
approaches after the development, it is necessary to take EMI into account at early 
design stage. How to predict EMI is thus becoming the major subject in recent power 
electronics researches. in recent years, the main EMI researches in power electronics 
focus on analysis of electromagnetic emissions by measurements, modeling and 
simulations [2-5]. 
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This paper analyzed and explained the mechanisms giving rise to DM conducted 
interference in PWM rectifier systems. A simplified frequency domain model for noise 
prediction is presented here together with time domain simulations using the Saber package 
to determine the high-frequency current paths and sources. The Saber model, which 
includes high-frequency effects not normally considered by MATLAB or PSIM, proves to 
be an excellent tool for very detailed investigation of the high-frequency currents.  

2   Noise Source Modeling 

The topology of three-phase Voltage Source Rectifier (VSR) is shown in Figure.1. For 
simplified analysis, The proposed modeling method is based on the following basic 
assumptions: (1) The switching pattern is considered to be perfectly periodic. This is a 
pessimistic assumption, since the random changes in the period would decrease the 
EMI spectrum average [6]. (2) The power supplied in this system is three-phase smooth 
pure sine-wave source voltage;(3) The inductances used as unsaturated filters in net 
side are linear; (4) The switching device represented by equivalent loss resistor of the 
actual switch are in series with the ideal switch device[7].  

  

Fig. 1. The topology of the VSR Fig. 2. Frequency domain circuit and noise 
current source representation 

DM disturbances are considered to be caused by sudden changes (di/dt) of load 
current flowing through inductive paths and will be modeled by current sources. The 
switching noise source can be considered as a trapezoidal pulse train, Although the 
actual waveform will have different current rise and fall times, to simplify analysis, it is 
reasonable to assume the rf tt = . The frequency domain representation of the DM noise 
current can then be expressed in (1). [8] 

T
tn

T
tn

dn

dn
Id

f

f

π

π

π
π )sin(

)

)sin(
2Idm =  

(1)

Where d is the duty cycle, T is the inverter switching period, I is the current amplitude, 
and n is the harmonic order.  

3   The Equivalent Circuit of the DM EMI 

According to the requirement of the GJB152A-97 EMI measurement standard, we can 
access the stable network impedance circuit (LISN)in circuit. The LISN which used in 
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test is shown in figure.2.The main effect of it are as follows: (1) Reducing the affect to 
the results of measurement which product by network impedance;(2) Isolating 
interference from the grid [9].Because the isolation effect of LISN, grid can be 
considered to be a power which just only have wave electromotive force and inside 
impedance. The equivalent circuit of the study subject is shown in figure.3. 

     
   Fig. 3. Test pattern of DM EMI          Fig. 4. Equivalent circuit for the PWM rectifier 

For an accurate EMC model of the inverter it is necessary to take into account the HF 
parasitic paths. Fig. 4 shows the HF equivalent circuit for the 3-phase PWM rectifier.  

The most important parasitic paths of this circuit are: the parasitic inductance of the 
emitter Le and the internal parasitic capacitances of the IGBT. The value of Le is taken 
from device datasheet and parasitic capacitances of IGBT are included in the IGBT 
Saber model. DM interference is mainly given rise to EMI current flow in transmission 
line. Under the high power case，transmission line is often long and thus the effect of 
it’s parasitic parameters, Lcab and Ccab, should not be neglected. In this paper, we 
selected the classic π  networks [12] for modeling the transmission line. However, 
Stray inductances of the connecting wires have very small values and affect principally 
the differential conducted emissions. For this study this inductance has been neglected 
because the length of the connecting wire is very small.  

As for the differential-mode (DM) noise, it’s source impedance is strongly 
influenced by the equivalent series resistance (ESR), and the equivalent series 
inductance (ESL) of the bulk capacitor [10]. In the HF range the equivalent circuit of 
the DC link capacitor consists of the series combination of capacitance, resistance and 
inductance, as show in fig.5. 

When the frequency increases the impedance of the capacitor decreases linearly at 
rate of -20dB/decade. The impedance of the inductor increase until it equals that of the 
capacitor at the point of resonance. At corner frequency point the impedance is Rs. For 
higher frequencies the impedance of the inductor increases at rate of +20dB/decade. 
The impedance of the DC link capacitor bas a strong effect upon the differential 
conducted emissions [11]. And the values of them should be measured with an 
impedance analyzer. 

On the basis of the data obtained through measuring by others [12-14] and with FFT 
analysis in saber simulation we can verified the previous numerical results of 
high-frequency parasitic parameters of the model. Thus we can get the high-frequency  
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Fig. 5. High frequency model of DC link capacitor 

equivalent model of the three-phase PWM rectifier as shown in figure.4. Now if we 
ignore the commutation model of rectifier bridges, and there are only two power tubes 
conducting at the same time, so LISNs can equivalent to be 100Ω in the DM channel. 

4   The Simulation and Validation 

Lacking of some instruments such as impedance analyzer, we get some relevant 
parameters according to the previous studies and analysis from others’ literatures  
[12-14]. And the switching frequency is 20kHz. 

Because we don’t consider the commutation process of switch tube, IGBT element 
approximation is treated to be an trapezoidal ideal switch. Thus, PWM signal which 
provided to the main circuit is used without amplification, and the AC voltage source is 
considered to be ideal too. According to the configuration pattern in Figure.3, The 
simulation of DM interference voltage are get from each 50Ω  balancing resistors. We 
can get the time-domain waveforms as in figure.6(a) by the saber simulation. This figure 
is the voltage on AC side, we can see that the voltage is in the same phase with current, 
but it should not be neglected that， the wave pattern is not the real sinusoidal wave, 
some time-variant harmonic components and unknown radio-frequency component exist 
in it as shown in fig 6(b). So, a further analysis to these components is needed to be done. 

  

Fig. 6. (a) Time-domain voltage waveforms of 
AC side 

Fig. 6. (b) The frequency-domain analysis of the 
interfering voltage in each balancing resistors 
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Fig. 7. Calculated interferential Spectrum      Fig. 8. Frequency domain simulation 

As can be seen from the calculated diagram 7, the DM frequency spectrum spread 
over switching frequency point and it’s multiples. The strongest EMI appear near the 
frequency point, the highest interference reach to 150dBuV, and as the frequency 
increase, the interference presents a downward trend rapidly. From the comparison in 
fingure.8, which is got after the FFT analysis for the time-domain waveforms, the 
results of theoretical analysis are in agreement with those of numerical simulation. And 
the accuracy of the model is good enough to predict the DM EMI, since the error of the 
numerical result is less than 3dBuV in high frequency range. 

5   Conclusion 

In this paper, we analyzed the mechanism of differential-mode interference produced 
on the three-phase rectifier. A simplified frequency domain model of three-phase PWM 
rectifier was proposed. Through taking advantage of the method, it gives immediately 
the exact operation point of the converter control variables. Although it is not possible 
to take into account all the parasitic elements in the propagation path, the accuracy of 
the predicted results is ensured and the established high-frequency model is verified by 
time-domain simulations. This research can provide reference for prediction of 
conducted EMI on the inverter system.  
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Abstract. This paper presents a neural network controller for synchronization 
of two Duffing-Holmes oscillators. A Duffing-Holmes oscillator is a chaotic 
system describing a dynamics of the forced vibration of a buckled elastic beam. 
The controller is a feedforward neural network trained to drive the first 
Duffing-Holmes oscillator so that its states converge to those of the other 
Duffing-Holmes. The training scheme is based on a model reference strategy 
with imposing stability conditions on the controller’s parameters. The stability 
condition guarantees the convergence of the synchronization errors.  Numerical 
simulations are conducted to illustrate the feasibility and effectiveness of the 
stable neural network controller. 

Keywords: Neural network, Neural network control, Duffing-Holmes oscillators, 
Chaos control. 

1   Introduction 

A Duffing-Holmes oscillator is the nonlinear system that shows chaotic behavior.  
Chaotic systems are deterministic systems, but their behaviors are very sensitive to 
initial conditions and unpredictable. They possess strange oscillating motions which 
are not periodic. Well-known paradigms of the chaotic systems include the famous 
van der Pol oscillators, the Duffing-type oscillators, the generalized Lorenz equations, 
the Lur’e systems, and the Chua’s circuits. 

Control of the chaotic systems has received increasing attention since the 
pioneering work of Ott et al. [1] was published. The behavior of the chaotic systems is 
random-like, but the systems are actually deterministic. Their behavior is very sensitive 
to initial conditions and unpredictable. This makes the chaos control problem very 
challenging. Recently, many methods have been proposed for controlling of chaos 
such as backstepping design [2], sliding mode control [3], passivity-based control [4], 
neural network control [5], fuzzy logic control [6], linear matrix inequality (LMI) 
technique [7] and adaptive control [8]. 

This paper presents a neural network-based design for chaos synchronization of 
Doffing-Holmes oscillators. The two systems in synchronization are called master 
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system and slave system, respectively. The controller is a multi-layer feedforward 
neural network trained to drive a slave system to synchronize with a master system. 
The training scheme is based on a model reference strategy with imposing stability 
conditions on the controller’s parameters. The stability condition guarantees the 
convergence of the synchronization errors. Numerical simulations are provided to 
show the effectiveness of the proposed design. 

2   Chaos Synchronizations 

The two systems in synchronization are called master system and slave system, 
respectively. A master system and a slave system can be defined as 

                                                        ))(()( tt mm xfx =                                                  (1) 

and     )())(()( ttt ss uxfx += ,                      (2) 

where )(tmx  and )(tsx  are the state vectors of the master and the slave systems, 

respectively, )(⋅f  is the nonlinear function vector, and )(tu  is the control input.  Let 

define the synchronization error vector as )()( tt ms xxe −= . Thus, the 

synchronization error system can be described by 
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where ))(),(( tt ms xxg = ))(())(( tt ms xfxf − . Here, )(tu  is the control signal designed 

such that the error vector converges to zero, resulting in two synchronized systems. 

3   Duffing-Holmes Oscillators 

The Duffing-Holmes equation describes the dynamics of the forced vibration of a 
buckled elastic beam when only one mode of vibration is considered [9]. It is a 
Duffing-type equation, which models a nonlinear oscillator with a cubic stiffness term 
to describe the hardening spring effect.  However, the linear stiffness term of the 
Duffing-Holmes oscillator is negative. 

The governing equation of the Duffing-Holmes oscillator can be written in the 
form 

                                               )cos(3
10 tfxkxkcvx ω=+++                              (4) 

where x  is the oscillation displacement, 0>c  is the damping constant, 00 <k  is the 

linear stiffness constant, 01 >k  is the cubic stiffness constant, 0>f  is the amplitude 

of the excitation force, and 0>ω  is the forcing frequency. When 0=f , the equation 

has three static equilibriums at 
10 kkx −±= and 0=x . By defining the states of 
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Eq.(4) as xx =1
 and xx =2

, the Duffing-Holmes oscillator is represented by the state 

equations 

                                           
.)cos(2

3
11102

21

tfcxxkxkx

xx

ω+−−−=

=
                             (5) 

An example of the chaotic behavior of Eq.(5) is shown in Fig. 1. 
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Fig. 1. Chaotic behavior of a Duffing-Holmes System ( 10 −=k , 11 =k , 25.0=c , 3.0=f , 
1=ω ). The initial condition is 1.0)0()0( 21 == xx . (a) State response and (b) Phase-space orbit 

4   Synchronization of Duffing-Holmes Oscillators 

According to Eq.(5), the master and the slave Duffing-Holmes oscillators can be 
defined as 
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where the lower scripts m and s stand for the master and the slave, respectively, and u 

is the control signal. By defining the synchronization errors as 111 ms xxe −=  and 

222 ms xxe −=  and using Eq.(6) and Eq.(7), the synchronization error system can be 
written as 
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Here, the control signal u is designed such that the synchronization errors converge to 
zero, resulting in two synchronized systems. 

5   Control Design Process 

In this paper the control objective is to drive the synchronization errors to zero. Let 
express the control signal as 21 uuu += , where the signal )( 33

11 ms xxku −=  is the 

nonlinear feedback term and the signal 
2u  is generated by the neural network, which 

will be trained using the design process discussed later. By substituting 
21 uuu += , 

Eq.(8) becomes 
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This error system will be used to train the controller. 
The first step in the control design process is the training of a model network.  

Fig. 2 illustrates how the model network can be trained. Note that the model network 
must be trained prior the training of the controller network. The model network is 
trained to mimic the dynamics behaviour of Eq.(9). The inputs of the network 
comprise the synchronization errors, )](),([ 21 keke , and the control signal, )(2 ku  at 

the time step k.  The outputs are the estimates of the synchronization errors at the next 
time step, 
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where the lower script md  refers to the model network. By considering the 
differences between the synchronization errors and the model network’s outputs, 
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the parameters of the model network can be adjusted, for example, with the 
backpropagation algorithm. 

Let the training index of performance be 
md

T
mdJ εε=1

. The gradient vector of the 

performance index can be expressed as  
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where 
mdA  is a set of the model network’s parameters, mdmdmd a,W,V and mdb . Note 

that, at this step, there is no controller network present. Once the model network has 
been trained, it is used in a procedure that adjusts the weights of the controller 
network. 

 
Fig. 2. Training of the model network 

The next step is the training of the controller network which is another multi-layer 
feedforward network. The control design is suggested by the block diagram in Fig. 3. 
The design is based on a model reference neural network control strategy [10]. The 
input of the controller network is the synchronization errors at the time step k, 

)](),([ 21 keke .  The control signal, 
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is the output of the controller network at the time step k. Here, the lower script c refers 
to the controller network. The controller network is trained to drive the slave system 
such that the differences between the synchronization errors and the outputs of a 
reference model, 
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are minimized. 



Synchronization of Duffing-Holmes Oscillators Using Stable Neural Network Controller 247 

Let the training index of performance be 
c

T
cJ εε=2

.  The gradient vector of the 

performance index can be expressed as 
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where cA  is a set of the controller network’s parameters, ccc aWV ,, and cb . In order 

to calculate uJ ∂∂ 2 , the derivative uc ∂∂ε  is needed.  However, this derivative is 

usually not available, but it can be estimated. In Fig. 3, the controller network’s 
weights are adjusted by backpropagating the differences between the synchronization 

errors and the outputs of a reference model, cε , through the model network along the 

path shown as a dashed line. The process that backpropagates the differences, cε , 
through the model network from its output to its input is basically a technique for 
estimating the derivative uc ∂∂ε . In this step the model network’s weights are frozen.  

 

Fig. 3. Training of the controller network 

In order to guarantee the convergence of the synchronization errors, the training 
algorithm used to adjust the parameters of the controller network is modified by 
imposing pre-derived stability conditions on the trained parameters. The concept was 
proposed in [11]. A derivation of the stability conditions is given below. 

The controller network is assumed to be implemented as a single hidden layer 
feedforward network with a linear output layer and without bias vectors in both 
layers. Since 00 <k , the error system (9) is nonhermitian. To solve the nonhermitian 

problem, a direct weight matrix, [ ]jic U=U , connecting between the inputs and the 

outputs of the controller network is needed. Thus, the neural network control law (11) 
becomes 

        ( ) ( )zσWeUeVσWeU T
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,                                (12) 

where Tee ][ 21=e and  eVz T
c= . Note that the learning parameters of the controller 

network consists of 
cc VU , , and 

cW . Substituting Eq. (12) into Eq.(9) results 
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                                           ( )
( ) σ(z))BWeBUA

σ(z)WeUBAee
T
c

T
c

T
c

T
c

++=

++=                                      (13) 

where ⎥
⎦

⎤
⎢
⎣

⎡
−−

=
ck0

10
A  and ⎥

⎦

⎤
⎢
⎣

⎡
=

1

0
B . Let ( ) Peee TV =  be a Lyapunov candidate, 

where TPP =  is a positive definite matrix.  The derivative of the Lyapunov candidate 
along any trajectory of Eq.(13) is 

( )( ) ( )( )
( ) ( )( ) .2 σ(z)PBWeeBUAPPBUAe

σ(z)BWeBUAPePeσ(z)BWeBUA

ePePee

T
C

TT
c

TT
c

T

T
C

T
c

TTT
C

T
c

TTV

++++=

+++++=

+=
 

Let assuming that there exists a vector q  such that 

                                 ( ) ( ) IqqBUAPPBUA T −−=+++ T
C

TT
C

                   (14) 

and         0VqPBW C =++ 2T
C

                     (15) 

where I  is a identity matrix.  Then, it yields 

                                  
( ).22

222
2

σ(z)z(z)σ(z)σqeee

σ(z)Veσ(z)qeeqqeee

−−+−−=

−−−−=
TTTT

c
TTTTTV

                   (16) 

Where eVz T
c= .  Choosing the activate functions to be hyperbolic tangents,  

                                   T
pzzz )]tanh()tanh()[tanh( 21=σ(z) ,                             (17) 

yields ( ) 0>− σ(z)z(z)σT .  Thus, Eq. (16) becomes 0<V .  Therefore, it can be 

concluded that the synchronization error vector,e , converges to zero whenever the 
parameters of the controller network satisfy the stability conditions given by Eqs.(14) 
and (15).  These stability conditions should be imposed in the training process of the 
controller network to guarantee the convergence. The reader is referred to [11] for a 
modified backpropagation algorithm that imposes stability conditions into the 
backpropagation algorithm. Note that the parameters adjusted in the training process 
compose of the controller network’s weight matrices, cc VU , and cW , the matrix P , 
and the vector q . 

Once the controller network has been trained, it can be used as a feedback 
controller as shown in Fig. 4. Note that the model network and the reference model 
are not presented. 

5   Simulation Results 

The effectiveness of the proposed controller is verified via computer simulations. The 
parameters of the Duffing-Holmes oscillator are 10 −=k , 11 =k , 25.0=c , 3.0=f   
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Fig. 4. Operational trained neural network control system 

and 1=ω . The reference model that is used for training the controller networks is 
selected as a second order linear system  

                                              
212

21

825 rerere

rere

eee

ee

−−=
=                                           (18) 

which has the damping ratio of 0.8 and the settling time of 1 second. 
The model network is configured as a single hidden layer network; with three inputs 

to the input layer, followed by a ten-neuron hidden layer, and an output layer with two 
neurons. In short, it is said that the model network has a structure of 3-10-2.  The 
activate functions of the hidden layer and the output layer are hyperbolic tangents. 
Three thousand input-output data points randomly sampled from the error system (9) 
are used to train the model network with the sampling time of 0.005 seconds. The 
training process follows the diagram in Fig. 3, using the backpropagation as the 

training rule. The final mean-square-value of the differences, mdε , between the 
synchronization errors and the model network’s outputs is 9.323×10-8. 

The structure of the controller network is 2-5-1 without bias vectors. The activate 
functions of the hidden layer and the output layer are hyperbolic tangents and linear, 
respectively. Another three thousand input-output data points randomly sampled from 
the reference model (18) is used to train the controller network. The sampling time of 
0.005 seconds is also used. The training process follows the diagram in Fig. 4, using 
the backpropagation training rule with imposing the stability conditions (14) and (15). 
The final mean-square-value of the differences, 

cε , between the synchronization 

errors and the outputs of a reference model is 1.166 ×10-4. Fig. 6 displays the state 
response and the synchronization errors of the controlled Duffing-Holmes oscillators. 
The controller is activated at t = 10 sec. 

In Fig. 5, the results illustrate that the controller is able to drive the slave system to 
synchronize the master system as desired. The synchronization errors converge to 
zero within about 1 second after the controller was activated. The values of the trained 
parameters are shown in Table 1. 
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Fig. 5. System responses of the Duffing-Holmes systems. (a) States 11, sm xx  and (b) States 

22 , sm xx . 

Table 1. Parameters of the trained controller network 

T
cV  

cW  
cU  P  Tq  

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
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6   Conclusions 

In this paper, a neural network was proposed as an alternative solution for chaos 
synchronization of the Duffing-Holmes oscillators. The training scheme for the 
controller is based on a model reference strategy with imposing stability conditions on 
the controller’s parameters. The stability conditions guarantee the convergence of the 
synchronization errors. Numerical simulations show that the trained neural network 
controller is able to drive the states of the slave systems to asymptotically synchronize 
the states of the master systems as desired. 
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Abstract. In this paper, we propose the notion of +-unambiguous product 
which is expanded from unambiguous product and the definitions of alternative 
product, alternative code, even alternative code on a pair (X, Y) of languages. 
Some basic properties of +-unambiguous product, alternative codes and even 
alternative codes related to usual codes are given which show that these new 
codes can be considered as generations of codes. Necessary and sufficient 
conditions for alternative codes and even alternative codes are established. The 
independence of the claims in these conditions are proved. The existence of 
algorithms to decide whether a pair (X, Y) is an alternative or is an even 
alternative code, in case both components X, Y are regular, is shown.  

Keywords: +-unambiguous product; alt-code; ealt-code; independency of 
conditions; generations of code. 

1   Introduction 

Unambiguity of the products on words, finite as well as infinite, brings many 
interesting properties and they seem to relate closely to codes. To enrich theory of codes, 
the unambiguous products in relationships with codes, automata, algebra ... areas are 
studied in many works. In [9] Pascal Weil used unambiguous automata, unambiguous 
relation semigroup as tools to establish a nice result showed the relation of groups of 
two codes Y, Z, where Z is finite, with groups in the wreath product X = Y ◦ Z of Y, Z. 
The notion of unambiguous product which had been introduced by M.P. 
Schützenberger [8] and has been studied extensively by J. E. Pin (see J. E. Pin [6]) in 
relation with theory of varieties of languages. J. E. Pin - P. Weil [7] established a result 
described an interest relationship between a variety of ordered monoids and the 
polynomial closure of the corresponding variety V of regular languages, by introduced 
a notion of unambiguous polynomial closure which is the closure under disjoint union 
and unambiguous marked product of the form L0a1 L1 ... anLn , where the ai’s are 
letters and the Li’s are languages belong V. In [5] P. T. Huy - D. L. Van established a 
result to express ω-regular languages of infinite words which is accepted by 
nonambiguous Büchi V-automata as disjoint finite union of a type of unambiguous 
products of languages and ω-languages whose syntactic monoids are in V, where V is a 
variety of finite monoids closed under Schützenberger product. Codes with new 
products and codes with controlled shuffle are considered in [1], [2] respectively. 
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Considering unambiguity of a code by unambiguity of products of codewords in this 
code, in this paper, we introduce notion of +-unambiguous product of two languages 
which fills a middle gap between notions of unambiguous product of two languages 
and unambiguity of a code. Using the notion of +-unambiguous product as a 
restriction of the notion of unambiguous product we can define alternative codes (alt-
code) and even alternative codes (ealt-code) and to establish some basic properties of +-
unambiguous products and alt-codes, ealt-codes in relationship with usual codes. By 
Remark 3, alt-codes and ealt-codes can be considered as generations of usual codes and 
allow us to establish a classification of subclasses of ealt-codes. In this classification, codes 
are grouped in the smallest subclass, alt-codes are in the middle, and the largest is the 
whole class of all ealt-codes. A necessary and sufficient condition for a pair (X, Y) of 
languages is an ealt-code is given by Theorem 1 (i, ii) in a relation with +-unambiguous 
product. The main result (Theorem 2) gives a necessary and sufficient condition for a 
pair (X, Y) of languages to be an alt-code. The independence of the four claims in this 
condition is shown in Theorem 3. As consequences of results, the existence of 
algorithms to determine whether the pair (X, Y) of languages X, Y is an alt-code and is 
an ealt-codes, in case X, Y are regular, is presented and proved in Corollary 2.  

At first we recall some notions and notations, for more details, we refer to [3, 4]. Let 
A be a finite alphabet, A* is the free monoid generated by A with the unit ε. We denote 
by |w | the length of a word w; x ≤ p y (or x < p y) means that x is a prefix of y (resp. x 
is a proper prefix of y). A set X ⊆ A* is called prefix if and only if ∀x, y ∈ X, x ≤ p y 
or y ≤ p x implies x = y. Let X ⊆ A+. A word w admits at most one factorization on X 
(by w1, w2, ..., wn) if we can write w = w1w2 ... wn, wi ∈ X, ∀1 ≤ i ≤ n. X is called a code 
if every word w ∈ A+ admits at most one factorization on X . For X, Y ⊆ A*, we set 
Y -1X = {w ∈ A* | yw ∈ X, y ∈ Y}, XY -1 = {w ∈ A* | wy ∈ X, y ∈ Y}. Let us note that 
every prefix set is a code. 

2   +-Unambiguous Product 

Let A be an alphabet and X, Y ⊆ A+. The product XY of X, Y is called unambiguous 
(shortly, (X, Y) is unambiguous) if ∀x, x’ ∈ X, ∀y, y’ ∈ Y: xy = x’y’  ⇒  x = x’ and y 
= y’. Let us note that if X is a code then the product XX is unambiguous. But the 
unambiguity is far from the sufficient conditions of a code. For instance, the set X = 
{a, bbbb, abbbb} is not a code but the product XX is unambiguous. Here we introduce 
a way to expand the notion of unambiguous product to the definition of +-
unambiguous product which is directly closed to codes, as it is shown by Proposition 
2 below. For any X, Y ⊆ A+ we call the +-product of X, Y the set defined by 

(XY)+ = (XY) ∪ (XY)2 ∪ (XY)3 ∪ . . . 

Given X, Y ⊆ A+, we define an alternative product (alt-product for short) for the pair 
(X, Y) of languages X, Y as follows  

Definition 1. Let A be an alphabet and X, Y ⊆ A+, w ∈ A+. Then we say that  

 (i)  w admits a factorization by alternative product on the pair (X, Y) (shortly, FAP  
on (X, Y)), if w = u1u2 ... un for some sequence u1 , u2 , ..., un , n ≥ 2, ∀1 ≤ i ≤ n ,  
ui ∈ A+, such that ui ∈ X iff i is odd, ui ∈ Y iff i is even.  
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 (ii)  w admits an even factorization by alternative product on the pair (X, Y) 
(shortly, eFAP on (X, Y )), if w admits a FAP on (X, Y) and n is even.  

 (iii)  w admits a factorization by alternative product on X, Y (shortly, FAP on X, Y) 
if w admits a FAP on (X, Y) or (Y, X). In this case we say that w admits an 
alternative factorization of words in X, Y. 

Example 1. Let X = {a, ba} and Y = {b, aba}. Then, the word w = babaaba admits 
two following FAP on X, Y:  

f1 : (a).(b).(a).(b).(a).(aba), this is an eFAP on (X, Y) and  
f2 : (aba).(ba).(aba), this is a FAP on (Y, X).  

Example 2. Each binary file can be viewed as a stream of bits 0, 1, for instance: 

w  =  101011000011001101100001011101 

Set X = {1}+, Y = {0}+, then w is a FAP on X, Y. By concatenating a bit 1 at the 
beginning of w and a bit 0 at the end of w, we obtain the result w’ is always presented 
as an eFAP on (X, Y). For concrete w above,  

w’ =  1w0  =  11010110000110011011000010111010. 

This shows a common use of alternate code in binary files in computer. (Let us note 
that X, Y are not codes).  

Definition 2. Let X, Y ⊆ A+. We say that the +-product (XY)+ is +-unambiguous, 
(shortly, (X, Y) is +-unambiguous) if and only if: ∀m, n ≥ 2, x1, x2, ..., xn, x1’, x2’, ..., 
xm’ ∈ X, y1, y2, ..., yn , y1’, y2’, ..., ym’ ∈ Y. if x1y1x2y2 ... xnyn = x1’y1’x2’y2’ ... xm’ym’ then 
m = n, xi = xi’, yi = yi’, ∀i = 1, ..., n. 

Let us remark that, if (X, Y) is +-unambiguous then (X, Y) is unambiguous. This shows 
that +-unambiguous product is a special case of unambiguous product.  

From Definition, it easily verified some obvious following properties of the +-
unambiguous product. 

Proposition 1. Let X, Y ⊆ A+. If the pair (X, Y) is +-unambiguous, then the pair (Y, 
X) is also +-unambiguous.  
Proof. Suppose the contrary that the pair (Y, X) is +-ambiguous. Then, there is a word 
w admitting two different FAP on (Y, X),  

w = y1x1y2x2 ... ynxn = y1’x1’y2’x2’ ... ym’xm’  and  y1 ≠ y1’. 

Choose any x ∈ X, y ∈ Y and put w’ = xwy. Obviously w’ admits two different FAP 
on (X, Y), which is a contradiction. Consequently, (Y, X) is +-unambiguous.  � 

The following property shows a closed relation between codes and +-unambiguous 
product.  

Proposition 2. Let X ⊆ A+. Then X is a code if and only if the pair (X, X) is +-
unambiguous. 

Proof. (⇒) By assumption, X is a code. Hence, if a word w can be factorized on X as 
w = x1x2 ... x2k , then this factorization is unique. Obviously it is a FAP on (X, X). It 
shows that the pair (X, X) is +-unambiguous.  
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(⇐) We prove that if (X, X) is +-unambiguous then X is a code. Suppose the contrary 
that, X is not a code. Then, there exists a word w ∈ X + admitting two different 
factorizations: w = x1x2 ... xn = x1’x2’ ... xm’ and x1 ≠ x1’. From x1x2 ... xn = x1’x2’ ... xm’ it 
follows w’ = (x1x2 ... xn)(x1x2 ... xn) = (x1’x2’ ... xm’)(x1’x2’ ... xm’) 

This means that there exists a word w’ admitting two different FAP on (X, X), which 
is a contradiction.  � 

3   Alternative Codes 

Based on the concepts of +-unambiguous product and alternative product we now can 
define a new type of codes for a pair (X, Y) of languages as follows.  

Definition 3. Let A be an alphabet and X, Y ⊆ A+. Then:  

 (i) The pair (X, Y) is called an alternative code (alt-code for short) if every word 
w ∈ A+ admits at most one FAP on X, Y. 

 (ii)  The pair (X, Y) is called even alternative code (ealt-code for short) if every 
word w ∈ A+ admits at most one eFAP on (X, Y).  

Remark 1. A pair (X, Y) may not be an alt-code even if Z = XY is a code. Indeed, 
consider the following example:  

Example 3. Let X = {a, aa}, Y = {ab, b}. It is easily seen that XY = {aab, ab, aaab} is 
a prefix code, the pair (X, Y) is an ealt-code, but it is not an alt-code, because the word 
w = ababaab ∈ A+ admits two different FAP on X, Y: w = (a).(b).(a).(b).(aa).(b) = 
(ab).(a).(b).(aa).(b) 

Remark 2. The following example shows that: there is a pair (X, Y) which is not an 
alt-code even if X, Y are codes, and there are X, Y which are not codes while the pair 
(X, Y) is an alt-code.  

Example 4. a) Let X = {ab, ba}, Y = {a}. Obviously, X, Y are codes while pair (X, Y) 
is not an alt-code. Indeed, the word w = abaaba ∈ A+ admits two FAP on X, Y :  

w = (ab).(a).(ab).(a) = (a).(ba).(a).(ba) 

b) Let X = {a2, a3} and Y = {b2, b3}. It is easy to shown that they are not codes, but the 
pair (X, Y) is an alt-code.  

The following result shows some relationships between +-unambiguous product, 
alt-codes and ealt-codes.  

Theorem 1. Let X, Y ⊆ A+. Then  

  (i)  The pair (X, Y) is an ealt-code if and only if the pair (X, Y) is +-unambiguous.  
 (ii)  The pair (X, Y) is +-unambiguous if and only if Z = XY is a code and (X, Y) is 

unambiguous. 
 (iii)  If the pair (X, Y) is an alt-code then (X, Y) is +-unambiguous but the converse 

is not true.  
 (iv)  If X ∪ Y is a code and X ∩ Y = ∅ then the pair (X, Y) is an alt-code but the 

converse is not true.  
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Proof. (i) It is obvious from the definition of +-unambiguous product and of ealt-
codes. We prove by contradictions.  

(ii) Firstly, assume that (X, Y) is +-unambiguous. Obviously (X, Y) is unambiguous. If 
Z = XY is not a code, then there exists a word w ∈ Z + admitting two different 
factorizations on Z: w = z1 z2 ... zn = z1’z2’ ... zm’, where zi = xiyi , zj’ = xj’yj’, xi , xj’ ∈ X, 
yi , yj’ ∈ Y, ∀i = 1, ..., n, ∀j = 1, ..., m. This shows that w admits two different FAP 
on (X, Y). Consequently, the pair (X, Y) is +-ambiguous, a contradiction to 
assumption. Hence, Z = XY is a code.  

Conversely, suppose that Z = XY is a code and (X, Y) is unambiguous. Then, from 
x1y1x2y2 ... xnyn = x1’y1’x2’y2’ ... xm’ym’, by putting zi = xiyi , zj’ = xj’yj’, we get z1 z2 ... zn 
= z1’z2’ ... zm’ where zi , zj’ ∈ Z, ∀i = 1, ..., n, ∀j = 1, ..., m. Because Z is a code, hence 
m = n, zi = zi’ or xiyi  = xi’yi’, ∀i = 1, ..., n. Since (X, Y) is unambiguous, from xiyi  = 
xi’yi’, ∀i = 1, ..., n, we get xi = xi’, yi = yi’. Thus (X, Y) is +-unambiguous. 

(iii) Suppose that the pair (X, Y) is an alt-code. Then, by definition, it is easily seen 
that (X, Y) is an ealt-code. According to (i), (X, Y) is +-unambiguous.  

The converse is not true. For example, X = {a}, Y = {a2} with any a ∈ A+. 
Obviously, Z = XY = {a3} is a code. It is easily seen that (X, Y) is unambiguous.  

According to (ii), (X, Y) is +-unambiguous. But from a3 = a.a2 = a2.a it follows 
that a3 admits two different FAP on X, Y. Thus, the pair (X, Y) is not an alt-code.  

(iv) Let X ∪ Y be a code and X ∩ Y = ∅. By definition, it is easily seen that (X, Y) is 
an alt-code. Conversely, let X = {a, a2}, Y = {b}, it is easy to show that X ∪ Y = {a, 
a2, b} is not a code, but (X, Y) is an alternative code.  �  

Corollary 1. Let A be an alphabet and X, Y ⊆ A+. Then  

  (a)  The pair (X, Y) is ealt-code if and only if the two following conditions are 
satisfied:  

 (i)   Z = XY is a code.  
(ii)   (X, Y) is unambiguous.  

  (b)  The conditions (i), (ii) above are independent.  

Proof. (a) This is a direct consequence of Theorem 1 (i, ii).  
(b) The prove this, we give three instances:  

Firstly, consider X = Y, X is a code. Then XY is also a code and (X, Y) is 
unambiguous.  

Secondly, consider X = {a, a2}, Y = {b, ab}. Then, XY = {ab, a2b, a3b} is a prefix 
code, but (X, Y) is ambiguous since w = (a)(ab) = (a2)(b). 

Thirdly, Lets X = {a, a2}, Y = {a}. It is easily seen that, XY = {a2, a3} is not a code 
while (X, Y) is unambiguous. � 

Remark 3. By Proposition 2 and Theorem 1, we can see that each code X can be 
considered as the alt-code (X, Y) where Y = X, each alt-code as a special case of ealt-
codes, but the inverse cases are not true in general. Hence, we can establish a 
classification on three subclasses of ealt-codes which show that the smallest is the 
class of codes regarding each code X as an alt-codes of the form (X, X), the middle is 
the class of all alt-codes, and the largest is the class of ealt-codes. 
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In the case of traditional codes, we have following basic criteria of codes due to 
[3] in relation with injective morphisms. 

Proposition 3. Let h : A* → B* be a monoid morphism from A* to B* and let X = h(A). 
Then, X is a code if and only if h is an injective. 

In the rest of this section, we establish a similar result for the case of alt-codes.  

Let A be an alphabet and X, Y ⊆ A+. Set B = A ∪ {e , f} where e, f are new letters 
not in A. Then, we define an erasing morphism ϕ : B* → A* given by : 

(1)   ϕ(e)  =  ϕ( f)  =  ε. 
(2)   ϕ(a )  =  a ,  ∀a ∈ A. 

Set S = { ewf, ewe, fwe, fwf  | w ∈ A+ } ⊆ B+. On S, we define a product “.”:  for any 
x = i1u j1 ,  y = i2v j2 in B+, 

 

 
 
 
 
 

where 0 is a new zero of this product, 0 not in B+, 1 is the new unit of S^ = S ∪{1,0}. 
Then S^ is a monoid. Let X, Y ⊆ A+, consider UX,Y = { exf , fye  |  x ∈ X, y ∈ Y } ⊂ S 
and VX,Y = <U> is the submonoid of S^ generated by UX,Y , then VX,Y = U +

X,Y.  

Proposition 4. The pair (X, Y) is an alt-code if and only if ϕ | VX,Y  is injective.  

Proof. (⇒) Assume that  the pair (X, Y) is an alt-code, we verify that ϕ | VX,Y  is 
injective. Indeed, suppose a contrary that ϕ|VX,Y  is not injective. Then we can choose 

two different elements, for instance, u = ex1 fy1 ex2 fy2 ... ≠ v = fy1’ex1’fy2’ex2’... and 
ϕ(u) = ϕ(v). This implies x1y1x2y2 ... = y1’x1’y2’x2’..., its a contrary with assumption. 
For other cases, we also deduce contradiction. 

(⇐) Assume that the ϕ|VX,Y  is injective, we verify that the pair (X, Y) is an alt-code. 
Indeed, suppose a contrary that the pair (X, Y) is not an alt-code. There exist two 
different alternative factorizations of a word w by X, Y.  For instance, consider the 
case  x1y1x2y2 ... = y1’x1’y2’x2’ ...  Consider two words u = ex1 fy1 ex2 fy2 ... , v = fy1’e  
x1’fy2’ex2’...  in VX,Y . We have ϕ(u) = x1y1x2y2 ... = y1’x1’y2’x2’ ... = ϕ(v). Hence ϕ(u) 
= ϕ(v). This a contrary with assumption that ϕ|VX,Y

 is injective. For other cases, we also 
deduce contradiction   � 

The following is obvious hence we omit its proof. 

Proposition 5. Let A, B are non empty and disjoint alphabets. Set C = A ∪ B. For 
arbitrary monoid morphism h: C* → D*, set h(A) = X and h(B) = Y, define U as the 
set of all words in C+ which can be factorized alternatively by words in A, B, and V as 
the subset of U consisting all words of the form a1b1a2b2 ... anbn , n ≥ 1, ai ∈ A, bi ∈ B, 
i = 1, ...,n. Then  

 (i)  The pair (X, Y) is an alt-code if and only if h|U  is injective. 

 (ii)  The pair (X, Y) is an ealt-code if and only if h|V is injective. 

x.y   =  
 i1u v j2         if  j1 = i2  

 

     0        if  j1 ≠  i2  
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4   Characterization for alt-codes  

The following theorem gives a necessary and sufficient characterization for a given 
pair (X, Y) to be an alt-code which permits us to establish algorithms to test alt-codes 
with X, Y are regular.  

Theorem 2. Let X, Y ⊆ A+. Then, (X, Y) is an alt-code if and only if the four following 
conditions are satisfied:  

 (i)  XY is a code and X -1X ∩ YY -1 − {ε} = ∅ ;  

 (ii)  Y -1(XY)+ ∩ (XY)+ = ∅ ;  

 (iii) (XY)+ X -1 ∩ (XY)+ = ∅ ; 

 (iv) (XY)+ ∩ (YX)+ = ∅ . 

Proof. (⇒) Assume that (X, Y) is an alt-code. We proceed by contradictions. 
(i) Suppose that (i) does not hold. There are two cases: 

Case 1: X -1X ∩ Y Y -1 − {ε} = ∅. Then, there exists words u ≠ ε , x1 , x2 ∈ X, y1 , y2 ∈ 
Y such as x1 = x2u, uy1 = y2 , we get x1y1 = x2y2 with x1 ≠ x2. Thus, the pair (X, Y) is 
not an alt-code, which is a contradiction. 

Case 2: Z = XY is not a code, it means that there exists a word w admitting two 
different factorizations on Z :  w = z1 z2 ... zn = z1’z2’ ... zm’ , z1 ≠ z1’, such that  

z1 = x1y1 ,  z2 = x2y2 , ...,  zn = xnyn , with xi ∈ X, yi ∈ Y 
z1’ = x1’y2’,  z2’ = x2’y2’ , ..., zm’ = xm’ym’, with xi’ ∈ X, yi’ ∈ Y 

Obviously these are two different FAP of w on (X, Y). Thus the pair (X, Y) is not an 
alt-code, this also is a contradiction. Hence, (i) is true. 

(ii) Assume that Y -1(XY)+ ∩ (XY)+ = ∅, then there exists y∈ Y, u ∈ Y -1(XY)+ ∩ 
(XY)+ such that u = z1z2 ... zn , yu = z1’z2’ ... zm’, zi , zj’ ∈ XY, zi = xiyi , zj’ = xj’yj’ , xi , 
xj’∈ X, yi , yj’ ∈ Y, ∀1 ≤ i ≤ n, ∀1 ≤ j ≤ m. 

Put w = yu , we get w = z1’z2’ ... zm’. Since u = x1y1x2y2 ... xnyn , w = yx1y1x2y2 ... 
xnyn  = x1’y1’x2’y2’ ... xm’ym’. This implies that (X, Y) is not an alt-code, this is a 
contradiction. Thus Y -1(XY)+ ∩ (XY)+ = ∅. 

(iii) Assume that (XY)+ X -1 ∩ (XY)+ = ∅, then there exist x ∈ X, u ∈ (XY)+ X -1 ∩ 
(XY)+ such that u = z1z2 ... zn and ux = z1’z2’ ... zm’, zi , zj’ ∈ XY , zi = xiyi , zj’ = xj’yj’, xi , 
xj’∈ X, yi , yj’ ∈ Y, ∀1 ≤ i ≤ n, ∀1 ≤ j ≤ m. 

Put w = ux = z1’z2’ ... zm’. Since u = x1y1x2y2 ... xnyn , w = x1y1x2y2 ... xnynx = 
x1’y1’x2’y2’ ... xm’ym’. This implies that (X, Y) is not an alt-code, this is a contradiction. 
Thus (XY)+ X -1 ∩ (XY)+ = ∅. 

(iv) Suppose that (XY)+ ∩ (YX)+ = ∅, then there exists a word w admitting two 
different factorizations on X, Y : w = x1y1x2y2 ... xnyn  = y1’x1’y2’x2’ ... ym’xm’. This 
shows that (X, Y) is not an alt-code, a contradiction to assumption. Hence (XY)+ ∩ 
(YX)+ = ∅. 
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(⇐) Assume that all conditions (i), (ii), (iii), (iv) are satisfied. Suppose on the contrary 
that (X, Y) is not an alt-code. Then there exists a word w admitting two different FAP 
on X, Y:  w = u1u2 ... ui = u1’u2’ ... uj’, i, j ≥ 1, u1 ≠ u1’. Depending on the parity of i, j, 
we need to consider the following cases:  

Case 1:  u1 ∈ X , u1’ ∈ X.  
+  i and j are even. If there is a word w admitting two different FAP on (X, Y):  w = 

x1y1x2y2 ... xnyn  = x1’y1’x2’y2’ ... xm’ym’ then XY  is not a code, a contradiction to (i). 
+  i and j are odd. If there is a word w admitting two different FAP on (X, Y):  w = 

x1y1x2y2 ... xn  = x1’y1’x2’y2’ ... xm’ , we get w’ = x1y1x2y2 ... xny = x1’y1’x2’y2’ ... xm’y 
, it follows that w’ admits two factorizations on XY . This means that XY  is not a 
code, a contradiction to (i).  

+  i is even and j is odd. If there is a word w admitting two different FAP on (X, Y):  w 
= x1y1x2y2 ... xnyn  = x1’y1’x2’y2’ ... xm’ . By setting u = x1’y1’x2’y2’ ... xm-1’ym-1’ ∈ 
(XY)+ , we get w = uxm’ ∈ (XY)+ . Then u ∈ (XY)+ X -1 , a contradiction to (iii).  

+  i is odd and j is even. If there is a word w admitting two different FAP on (X, Y):   
w = x1y1x2y2 ... xn  = x1’y1’x2’y2’ ... xm’ym’. Putting u = x1y1x2 y2 ... xn-1yn-1  ∈ (XY)+ , 
we get w = uxn ∈ (XY)+ . Then u ∈ (XY)+ X -1 , a contradiction to (iii).  

Case 2:  u1 ∈ X , u1’ ∈ Y.  
+  i and j are even. If there is a word w admitting two different FAP on X, Y:  w = 

x1y1x2y2 ... xnyn  = y1’x1’y2’x2’ ... ym’xm’ ∈ (XY)+ ∩ (YX)+ . Then (XY)+ ∩ (YX)+ = 
∅, a contradiction to (iv).  

+  i and j are odd. If there is a word w admitting two different FAP on X, Y:  w = 
x1y1x2y2 ... xn  = y1’x1’y2’x2’ ... ym’ . By setting w’ = w.w = x1y1 ... xny1’x1’ ... ym’ = 
y1’x1’ ... ym’x1y1 ... xn  ∈ (XY)+ ∩ (YX)+ ones can deduce (XY)+ ∩ (YX)+ = ∅, a 
contradiction to (iv).  

+  i is even and j is odd. If there is a word w admitting two different FAP on X, Y:  w = 
x1y1x2y2 ... xnyn  = y1’x1’y2’x2’ ... ym’ . Setting u = x1’y2’x2’y3’ ... xm-1’ym’ ∈ (XY)+ , we 
get w = y1’u ∈ (XY)+ . Then u ∈ Y -1(XY)+ , a contradiction to (ii). 

+  i is odd and j is even. If there is a word w admitting two different FAP on X, Y:  w = 
x1y1x2y2 ... xn  = y1’x1’y2’x2’ ... ym’xm’ , we get: w’ = x1y1x2y2 ... xny = y1’x1’y2’x2’ ... 
ym’xm’y . Setting u = x1’y2’x2’ ... ym’xm’y ∈ (XY)+ , we have w’ = y1’u ∈ (XY)+. Hence 
u ∈ Y -1(XY)+ , a contradiction to (ii). 

Case 3:  u1 ∈ Y , u1’ ∈ Y.  
+  i and j are even. If there is a word w admitting two different FAP on (Y, X):  w = 

y1x1y2x2 ... ynxn  = y1’x1’y2’x2’ ... ym’xm’ , we get w’ = xy1x1y2x2 ... ynxny = 
xy1’x1’y2’x2’ ... ym’xm’y , this shows that w’ admits two different factorizations on 
XY. Thus XY is not a code, a contradiction to (i). 

+  i and j are odd. If there is a word w admitting two different FAP on (Y, X):  w = 
y1x1y2x2 ... yn  = y1’x1’y2’x2’ ... ym’ , we get w’ = xy1x1y2x2 ... yn  = xy1’x1’y2’x2’ ... ym’. 
This shows that w’ admits two factorizations on XY. Thus XY is not a code, a 
contradiction to (i). 

+  i is even and j is odd. If there is a word w admitting two different FAP on (Y, X):  w 
= y1x1y2x2 ... ynxn  = y1’x1’y2’x2’ ... ym’ , we get w’ = xy1x1y2x2 ... ynxn  = xy1’x1’y2’x2’ 
... ym’ . Setting u = xy1x1y2x2 ... xn-1yn  ∈ (XY)+ , then w’ = uxn ∈ (XY)+. This 
implies that u ∈ (XY)+ X -1 , a contradiction to (iii). 
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+  i is odd and j is even. If there is a word w admitting two different FAP on (Y, X):  w 
= y1x1y2x2 ... yn  = y1’x1’y2’x2’ ... ym’xm’ , we have w’ = xy1x1y2x2 ... yn  = xy1’x1’y2’x2’ 
... ym’xm’. Setting u = xy1’x1’y2’x2’ xm-1’ym’ , then w’ = uxm’ ∈ (XY)+ . Thus u ∈ 
(XY)+ X -1 , a contradiction to (iii). 

Case 4:  u1 ∈ Y, u1’ ∈ X. This case is analogous with the Case 2.  

The proof is completed.                                                                                                  � 

Theorem 3. The conditions (i), (ii), (iii) and (iv) in Theorem 2 are independent.  

5   Algorithms to Test for alt-codes and ealt-codes    

For the case X, Y are regular languages, the following result plays a fundamental role 
which helps us to establish algorithms to test for alt-codes and ealt-codes. 

Corollary 2. If X and Y are regular languages, then there exists an algorithm to 
decide if the pair (X, Y) is  

 (i)  an alt-code.  
 (ii)  an ealt-code.  

Proof. (i) Since there exists algorithms for testing the emptiness of regular languages, 
there exists an algorithm to test whether a given pair (X, Y) is an alt-code according to 
Theorem 2.  

(ii) By assumption, Z = XY is regular, due to a well-known result of Sardinas-
Patterson (see [3]), there is an algorithm to test if Z is a code or not. Using the facts 
that both X -1X, YY -1 are regular, and the product XY is unambiguous if and only if   
(X -1X) ∩ (YY -1) = ∅, ones can build an algorithm to test if (X, Y) is unambiguous. 
Combining two these algorithms, from Theorem 1 (i, ii), there exists an algorithm to 
test whether the pair (X, Y) is an ealt-code.  � 

Algorithm to test for ealt-codes  
B1. Testing whether Z = XY is a code by Sardinas-Patterson algorithm .  

B2. Testing X -1X ∩  YY -1 – {ε} = ∅. 

Algorithm to test for alt-codes  
B1. Testing whether Z = XY is a code by  Sardinas-Patterson algorithm.  

B2. Testing X -1X ∩  YY -1 – {ε} = ∅. 

B3. Testing Y -1(XY)+ ∩ (XY)+ = ∅. 

B4. Testing  (XY)+ X -1 ∩ (XY)+ = ∅.  

B5. Testing (XY)+ ∩ (YX)+ = ∅. 

Complexity of algorithms   

1. Algorithm to test for ealt-codes  
B1. By assumption Z = XY is regular on an finite alphabet A. We can find a sujective 

morphism h : A* → M, M is finite, such that h saturates Z and {ε}. By some direct 
verifications we deduce the fact: any language obtained from Z and {ε} by taking a 
finite number of boolean operations, left and right quotients, is also saturated by h. 
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Hence, all Ui are saturated by h. That is Ui = h-1(Ki) for some Ki ⊆ M, for i = 1, 
..., n. Since the number subsets of M is 2|M| , so the number of Ui’s is not larger than 
2|M| . Hence, this step has time complexity about O(2|M|). 

B2. Since X, Y , {ε} are regular, we can find a sujective morphism h : A* → M, M is 
finite, such that h saturates X, Y  and {ε}. Then X = h-1(B), Y = h-1(C), {ε} = h-1(1M). 
Hence using fact above, L = X -1X ∩ YY -1 – {ε} is saturated by h and L = h-1(K), 
where K = B -1B ∩ CC -1 – {1M} which is easily computed by B, C on the product 
table of M. The time complexity to compute K is O(|M|.|B| + |M|.|C|). Hence the time 
complexity for this step not exceeds 2|M|2.  

Totally, this algorithm has the time complexity about O(2|M| + 2|M|2 ), if we choose a h 
in common in two steps B1, B2. 

Remark 4. Let us recall a well-know result that, if L is a regular language accepted by 
automaton A with the sizes m (by number of states of A) then we can build a monoid  

M having a size about 2m and a morphism h: A*→ M saturating L. 

2. Algorithm to test for alt-codes  

B1, B2. Since the steps (B1),(B2) in this algorithm are nothing but the steps in algorithm 
to test for ealt-code, hence at first, we consider the rest three steps (B3, B4, B5) 

B3. If X, Y are accepted by give finite automata A1, A2 of sizes m, n (by number of 

states of A1, A2 respectively) then we can design an automaton of size about m+n to 
accept XY, (XY)+. By the Remark 4, we can construct a finite monoid M of size 2m+n 
saturating (XY)+ and a finite monoid M’ of size 2m+n.2n = 2m+2n saturating Y -1(XY)+. 
Therefore, the time complexity in the step (B3) is about O(2m+n.2m+2n) or O(22m+3n). 

B4. It is similar to the case of (XY)+ and (XY)+X -1 for the this step, it is about O(23m+2n).  
B5. We can see that, this step is about O(2m+n.2m+n).   

Let us remark that, the time complexity to design a morphism saturating Z is about k = 
2m+n and the number of steps to in Sardinas-Patterson procedure verifying whether Z 
is code, is about 2k. Therefore the time complexity for the step (B1) is about O(2k). 

We can construct a monoid saturating both X -1X and YY -1  by the time complexity 
about O(2m+n). Hence the time complexity for the step (B2) is about O(2m+n.2m+n) 

6   Conclusion 

In this paper, new types of codes: alt-codes and ealt- codes are introduced. An our 
result shows that these codes can be considered as extension forms of traditional 
codes. The notion of +-unambiguous product as a middle notion between notions of 
unambiguous product and of unambiguous product of codewords is introduced and 
studied. For the case of regular languages, two algorithms to test for ealt-codes and 
for alt-codes are obtained. As we seen, complexity for these algorithms are of power 
size. In next works, we hope can find some better algorithms and many interesting 
problems of codes may be extended to the cases of ealt-codes and alt-codes. 
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Abstract. In this paper, a topology-configurable method for forming a 
Bluetooth scatternet is proposed. The heuristic method describes two 
mechanisms, the const-hop algorithm and the variant-hop algorithm. With a 
constant k parameter, the const-hop algorithm propagates k in its downstream 
direction to determine roots and constructs their associated subnets. With a 
constant k, a counter variable v, and a return variable r as parameters, the 
variant-hop algorithm generates appropriate roots locally and evenly configures 
the subnet size. A computer simulation shows that the proposed method 
achieves good network scalability and generates an efficient scatternet 
configuration for a Bluetooth multihop network. 

Keywords: Ad-hoc networks, Bluetooth, sensor network, scatternet formation. 

1   Introduction 

Bluetooth is emerging as a potential technology for short-range wireless ad hoc 
networks. This technology enables the design of low power, low cost, and short-
range radio which is embedded in existing portable devices. Initially, Bluetooth 
technology was designed as a cable replacement solution for portable and fixed 
electronic devices. Today, people tend to use a number of mobile devices, such as 
cellular phones, PDA’s, digital cameras, laptop computers, etc. Consequently, there 
exists a strong demand for connecting these devices into networks. As a result, 
Bluetooth has become an ideal candidate for the construction of ad hoc personal area 
networks. 

Many scatternet formation algorithms [1]-[7] have been proposed to construct a 
Bluetooth ad hoc network. Currently, most of the topology control algorithms 
partition their Bluetooth scatternet after collecting the complete information on the 
nodes [5]-[7]. In [5], a node which has complete knowledge of all the nodes is elected 
as the leader of the scatternet. This leader then partitions the entire scatternet topology 
via a predefined formula. In [6], a super master collects all node information, 
determines the role of each node, and shapes its topology into a line, bus, star or mesh 
by its corresponding parameters. With a traffic-dependent model, the configured 
Blueweb [7] uses a route master to collect complete topology information and 
reconfigure the scatternet into several subnets to improve routing performance.  
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To make the topology configurable without prior knowledge of the nodes, two 
scatternet formation algorithms have been proposed in this paper: the const-hop 
algorithm and the variant-hop algorithm. The const-hop algorithm uses a designated 
root to propagate a constant k and a counter limit k1 in its downstream direction to 
determine new roots locally, as well as to build their associated subnets. With this 
method, the subnet size can also be controlled by appropriately selecting a constant k. 
With a constant k, a counter variable v, and a return variable r as parameters, the 
variant-hop algorithm can appropriately select the new roots and evenly configure the 
size of the subnet. 

The remainder of this paper is organized as follows: Section 2 describes the 
detailed operation of the const-hop scatternet formation algorithm; Section 3 presents 
the detailed operation of the variant-hop scatternet formation algorithm; Section 4 
uses computer simulations to demonstrate the system performance of these two 
algorithms; and, finally, a conclusion is drawn in Section 5. 

2   Const-Hop Scatternet Formation Algorithm 

In order to make the topology configurable without collecting any information on the 
nodes in advance, a const-hop scatternet formation algorithm is herein proposed. In 
this algorithm, two parameters, including a constant k and a counter limit k1 are 
introduced to determine new roots, with each root responsible for configuring and 
managing its own subnet. In addition, the new roots are determined locally on a layer-
by-layer basis in the downstream direction (out from the designated root) during the 
scatternet formation.  

At the start, all nodes in a network are assumed to stay in the inquiry scan state. A 
particular node is given as the designated root to set a counter limit k1=k, where k1 is 
an integer variable and k is the constant. With these two parameters, the first root 
starts the inquiry cycle, pages up to 7 neighboring slaves, and forms its own piconet. 
Each slave then switches its role to master (called S/M node) to inquire and page one 
additional slave. After each S/M node connects to its slave, a role-exchange 
mechanism is executed to make the S/M node function a relay and the slave function 
a master. Then, these new masters decrease k1 by 1 and continue to propagate the two 
parameters in the downstream direction. 

In this way, when the (k1)th master is reached, k1=0. The master becomes a new 
root and the counter limit k1 is reset to k. The tree-shaped subnet of the designated 
root is created. Then, this new root asks its upstream masters to try to connect with 
one additional slave until its immediate upstream root is reached (the procedure is 
referred to as “return connection” in this paper). As a result, the tree-shaped subnet of 
the designated root is converted into the web-shaped subnet. 

At the same time, the new root repeats the same procedure as that of the designated 
root to build its own subnet and propagates the two parameters to determine new 
roots. This procedure is continued until the leaf nodes are reached. All the leaf nodes 
will request their immediate upstream masters to conduct the return connection 
procedure until its immediate upstream root is reached and the whole scatternet is 
formed. Finally, each root manages its own web-shaped subnet. 
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Here, k=2 in Figure 1 is used as an example to describe the const-hop scatternet 
formation process. Initially, the designated root, R1, inquires and pages slaves to 
form its piconets. Each slave then switches its role to master (called S/M node) to 
inquire and page one additional slave. After each S/M node connects to its slave, a 
role-exchange mechanism is executed to make the S/M node function a relay and 
the slave function a master. As a result, R1 connects with the first tier masters. 
There is a relay (slave/slave node) between R1 and its immediate downstream 
masters. 

Then, the first tier masters decrease k1 by 1 and continue to connect with their 
downstream masters. When the second tier masters are reached and the counter limit 
k1=0, these masters become new roots and reset k1 to k. The tree-shaped subnet of the 
designated root is created. These new roots ask their upstream masters to start the 
return connection procedure and connect with one additional slave until its immediate 
upstream root, R1, is reached. The topology of the designated root is finished and it 
generates a web-shaped subnet.  

At the same time, these new roots start to page new slaves and connect with their 
immediate downstream masters (leafs in this example), to build their own tree-shaped 
subnets. When the leaf masters are reached, these masters start the return connection 
procedure until their immediate upstream roots, R2, R3, R4 and R5, are reached, and 
the scatternet formation process is terminated. Finally, all roots have their 
corresponding web-shaped subnet, as shown in Figure 1. 

 

 

Fig. 1. The const-hop scatternet formation process 
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3   Variant-Hop Scatternet Formation Algorithm 

To determine the appropriate new roots and evenly configure the size of the subnet, a 
variant-hop scatternet formation algorithm has also been proposed. Based on the 
constants k and k1 as parameters, an additional variable v is introduced in the variant-
hop algorithm to try to configure the size of the subnet. In addition, a return variable r 
and a root selection criterion are also added to determine the appropriate new roots 
locally.  

Initially, the designated root sets a counter limit k1=k*v, where k is a constant and 
v is a counter variable (v=1, initially). The designated root inquires and pages up to 7 
neighboring slaves, then forms its own piconet. Each slave then switches its role to 
master (called S/M node) to inquire and page one additional slave. After each S/M 
node connects to its slave, a role exchange is executed to make the S/M node function 
a relay and make the slave function a master. Then, these new masters decrease k1 by 
1 and continue to propagate the three parameters (k1, k, v) in the downstream 
direction. 

In this way, when the (k1)th layer master is reached, k1=0 and the master becomes 
a new root. In addition, counter variable v is increased by 1 and counter limit k1 is 
reset to k*v. Then, this new root immediately starts the return connection procedure 
and asks its upstream masters to try to connect with one additional piconet until its 
immediate upstream root is reached. 

At the same time, the new root repeats the same procedure, as that of the 
designated root initially executed, to build its own subnet and propagates the three 
parameters to determine new roots locally. This procedure is iterated until the leaf 
nodes are reached. Then, the masters of all the leaf nodes set a return variable r (r=1, 
initially) and start the return connection procedure. The immediate upstream masters 
increase r by 1 until the immediate upstream roots are reached. 

Finally, each immediate root uses a root selection criterion to decide whether it 
remains a root. The criterion is as follows. If variable r is less than or equal to k1/2 for 
all downstream paths, the root will change its role to a master and pass its 
downstream information to its immediate upstream root. Otherwise, the root will 
remain in its role as a root.  

Here, k=2, v=1, and r=1 is used for illustration. Figure 2 shows the variant-hop 
scatternet formation process. Initially, the designated root, R1, connects with the first 
layer masters, as in the procedure described for the const-hop algorithm. There is a 
relay (slave/slave node) between R1 and its immediate downstream piconets. The first 
layer masters decrease k1 (k1=2, initially) by 1 and continue to connect with their 
downstream masters. When the second layer masters are reached, the counter limit 
k1=0 and these masters become new roots.  

Then, these new roots ask their upstream masters to conduct the return connection 
procedure until R1 is reached. At the same time, these new roots increase v by 1, set 
k1 to k*v=4, and connect with their immediate downstream masters until the leaf 
nodes are reached. Since R3 is a leaf master itself, it will conduct the return 
connection, pass its own information to R1, and switch its role from a root to a 
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master. In addition, the downstream master of R4 is also a leaf node. It will start a 
return connection and set a return variable, r=1. Since r (r=1) is equal to k1/2, it will 
pass its downstream information to R1 and switch its role to master. At the same 
time, a new root, R5, is generated when k1 decreases to 0 and it connects with one 
master.  

Finally, the leaf master of R5 sets r=1 and starts the return connection until R5 is 
reached. Since variable r (r=1) is less than k1/2 (k1/2=2), R5 sends its downstream 
information to R2. R2 retains its role as a root because it receives the information 
passed by R5. When the variant-hop scatternet formation process is terminated, both 
roots R1 and R2 have individual subnets, as shown in Figure 2. As seen, the total 
number of roots could be reduced from 5 to 2 using the root selection criterion. In 
order to simplify the illustration, relays (S/S node, used to interconnect masters 
among piconets) are not shown in Figure 2. 

 

 

Fig. 2. The variant-hop scatternet formation process 

4   Symtem Performance Simulation 

A. Simulation Model and System Parameters 

A simulation program was written to evaluate the system performance of the  
topology-configurable method. First, this study assumed that the Bluetooth nodes 
were uniformly located on a rectangular lattice, and that the number of neighboring 
nodes which could be reached by each node was between 2 and 4. The simulated node 
number ranged from 60, 70, 80,…, to 200. A set of performance metrics was 
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calculated by averaging over 100 randomly generated topologies for each simulated 
node number case. The parameters k, v, and r were used in a combinatory way for 
different simulated cases, and the simulation results were as follows. 

B. Performance Results 

Figure 3 shows the average number of roots for both the const-hop and the variant-
hop algorithms with k, v, and r as parameters. As seen, the number of roots decreased 
as k increased, and that the k=4 case produced the smallest number of roots in terms 
of the largest average subnet size. There was a performance tradeoff for the value of 
k, the average number of roots, and the average subnet size. 
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Fig. 3. Average number of roots in the scatternet 

With both k and v as parameters, the root-number performance was improved and 
it almost achieved the performance of the k=4 case. In addition, using k, v, and r as 
parameters, the number of roots was reduced further. This result showed that adding 
the return variable r effectively reduced the number of roots. 

Figure 4 shows the average number of piconets in a subnet for both the const-hop 
and the variant-hop algorithms. With k as a parameter, a higher average number of 
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piconets was produced in a subnet by increasing k, and the k=4 case generated the 
largest average number of piconets in a subnet. With both k and v as parameters, the 
k=2 case achieved a similar performance as the k=4 case when k was used as the 
only parameter. With k, v, and r as parameters, the k=2 case achieved the largest 
average number of piconets in a subnet. As shown in Figure 3 and Figure 4, this 
study reduced the number of roots effectively and generated a more efficient 
scatternet configuration by using k, v, and r as parameters in the variant-hop 
scatternet formation algorithm. 
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Fig. 4. Average number of piconets in a subnet 

Figure 5 shows the average number of piconets in the subnet of the first root for 
both the const-hop and the variant-hop algorithms. With k as a parameter, the number 
of piconets in the subnet increased quickly as k increased, and the k=4 case produced 
the greatest performance deviation from Figure 4. The above performance deviation 
was effectively reduced in the other two cases (when k, v, or k, v, r were used as 
parameters) of the variant-hop algorithm. 

With k as a single parameter, the const-hop algorithm made the topology 
controllable by selecting an appropriate k value, with each root managing its own 
subnet. However, the number of piconets of the first root grew more quickly than that 
of the other roots. Using both k and v as parameters, the variant-hop algorithm not 
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Fig. 5. Average number of piconets in the subnet of the first root 

only achieved better network scalability than the single k parameter case, but it also 
reduced the subnet size of the first root. With k, v, and r as parameters in the variant-
hop algorithm, the number of roots was reduced further than in the other two cases, 
and the subnet size of all roots was almost equal. As a result, the const-hop algorithm 
made the scatternet topology configurable, and the variant-hop algorithm determined 
appropriate new roots and generated an evenly distributed subnet configuration. 

5   Conclusion 

In this paper, two scatternet formation algorithms for configuring Bluetooth topology 
have been proposed: the const-hop algorithm and the variant-hop algorithm. Without 
any prior information on the nodes, the const-hop algorithm used a designated root to 
propagate a constant k and a counter limit k1 in its downstream direction to determine 
new roots and build their associated subnets. With this method, the subnet size could 
also be controlled by appropriately selecting a constant k. Based on k and k1 as 
parameters, the variant-hop algorithm added a counter variable v, a return variable r, 
and a root selection criterion to determine appropriate new roots and to generate an 
evenly distributed subnet configuration. The computer simulations showed that the 
proposed topology-configurable method achieved good network scalability and that it 
constructed various sizes of Bluetooth scatternet efficiently. 
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Abstract. Blueweb is a self-organizing Bluetooth-based multihop network 
equipped with a scatternet formation algorithm and a hybrid routing protocol. 
The hybrid routing protocol can be configured for a particular network through 
adjustment of a single parameter, the number of routing tier. In this paper, a 
global configured method is proposed to determine the desired configuration for 
Blueweb routing protocol. The global configured method is used in the route 
master and designs three blocks including the traffic generator, the query packet 
estimator, and the global tier decision blocks. The traffic generator block uses a 
uniform end-to-end traffic model in each master to generate the query packets for 
various N-tiers. The query packet estimator block measures the local and global 
query packets to compute the local query probability. The global tier decision 
block uses the parameter of local query probability to determine the proper 
number of routing tier. Computer simulation results show that this method can 
efficiently improve the routing performance and make the routing tiers 
configurable for a Blueweb routing protocol. 

Keywords: Bluetooth, scatternet formation, hybrid routing protocol. 

1   Introduction 

Bluetree [1] is the first scatternet formation protocol for building a multihop Bluetooth 
ad hoc network. It adopts one or a few root nodes to start the formation of a scatternet. 
The resulting topology is tree-shaped and it uses master/slave nodes to serve as relays 
throughout the whole scatternet. Although its spanning tree architecture achieves a 
minimum number of connection links between any two nodes, its tree-shaped topology 
is not reliable under dynamic topological changes.  

Based on the same assumption as Bluetree, Bluenet [2] sets up a scatternet in a 
distributed fashion and it shows that a mesh-like architecture achieves higher 
information-carrying capacity than a tree-shaped one. In BlueStars [3], each node 
initially executes an inquiry procedure in a distributed fashion to discover its 
neighboring devices, then a number of masters are selected based on the number of 
their neighbors, and finally a number of gateways are selected by these masters and a 
mesh-like scatternet is formed.  
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Another important issue in a Bluetooth multihop network design is routing protocol. 
Until now, a number of routing protocols have been proposed for Bluetooth multihop 
networks. In the proactive category [1], such as in the Bluetree, each master node 
maintains a routing table. The main problem here is the overhead in routing information 
exchanges, although little delay is involved in determining a route. In the reactive 
category [4][5], a flooding method is usually used to search for the optimal path from a 
source node to a destination node and this will incur a certain amount of delay. 
However, the reactive approach provides better network scalability. In [6], the 
performance of a hybrid routing protocol is presented for Bluetooth scatternets and it 
consumes small amount of storage, low routing overhead, and low route discovery 
latency. Nevertheless, the paper did not try to construct and optimize this hybrid 
routing protocol for Bluetooth scatternet to achieve its excellent routing performance. 
Blueweb [7] already propose a hybrid routing protocol in which we use the reactive 
approach globally in the router master and the proactive approach locally in the master 
to discover the optimal path for source routing. Nevertheless, these papers [6]-[7] did 
not try to optimize this hybrid routing protocol for Bluetooth scatternet to achieve its 
excellent routing performance. 

To optimize the Blueweb routing protocol, a test-bed simulation scheme called the 
global configured method is proposed to determine its proper routing configuration. 
This method designs three blocks including the traffic generator to generate the query 
packets, the query packet estimator to compute the local query probability, and the 
global tier decision blocks to determine the proper number of routing tier.  

The rest of this paper is organized as follows: In Section 2, we review the scatternet 
formation algorithm and the routing protocol of Blueweb. In Section 3, we describe the 
detailed operation of the global configured method. In Section 4, computer simulations 
are used to verify the routing performance improvement of the Blueweb network. 
Finally, a conclusion is drawn in Section 5. 

2   A Review on Blueweb 

2.1   Scatternet Formation Algorithm 

The scatternet formation of Blueweb is executed in two phases. In the first phase, a 
coordinator called the route master initiates the scatternet formation procedure by 
paging up to 7 neighboring slave nodes, and forms the first piconet. The slave nodes 
then switch their roles to masters (called S/M nodes). Each S/M node only pages one 
additional neighboring slave node. After each S/M node connects to its slave, a role 
exchange mechanism is executed to make the S/M node function as a relay and make 
the slave node function as a master. Then the new master node begins to page up to 7 
neighboring slave nodes. This procedure is iterated until the leaf nodes of the tree are 
reached and a tree-shaped topology is created.  

In the second phase, a return connection mechanism is used to generate more 
connection paths among nodes and the tree-shaped topology is converted into a 
web-shaped topology. Figure 1 illustrates a simple Blueweb topology example. 
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Fig. 1. An example of a connected Blueweb topology 

2.2   Modified Source Routing Protocol 

In the Blueweb scatternet formation period, some routing information can be 
exchanged among masters. In the first phase of scatternet formation, each master keeps 
a record of its directly connected upstream master. As a result, a query path can be 
easily formed by connecting all the masters in the upstream direction to the route 
master. 

In the second phase of scatternet formation, each returning master will pass its own 
piconet information together with a list of its directly connected masters to the route 
master via its upstream masters. At the same time, each returning master including the 
route master will pass its own piconet information to its directly connected masters. 
Here, we define the directly connected neighboring piconets within its neighboring N 
tiers of a master as the N-tier piconets of the master. The associated N-tier piconet 
information will be stored in the master’s N-tier piconet table. In addition, those 
masters affected by the return connection mechanism will update their N-tier piconet 
table via relays. As a result, each master will keep its own piconet information and its 
N-tier piconet information. This information is used locally when a node inquires the 
master for a path to deliver packets. 

After finishing the second phase of scatternet formation, the route master will have 
the routing information of all nodes and store it in a piconet list table. This table 
contains a list of all the masters and their associated slaves. Meanwhile, the route 
master will compute the shortest path for any two-piconet pair using the all-pairs 
shortest path algorithm. This shortest path information is stored in a scatternet routing 
table and is used when any node inquires the route master for routing information to 
deliver packets. 
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Based on the routing information collected by all the masters including the route 
master, a modified source routing protocol is developed. This is a hybrid routing 
protocol and operates in two phases. In the first phase, an optimal path from source to 
destination is searched. In the second phase, the optimal path is used to transmit the 
packets.  

3   Global Configured Method  

In Blueweb, each master maintains its N-tier piconet information and the route master 
maintains the global routing information. In each master, the larger N-tier improves the 
routing performance but generates more routing overhead in terms of routing cost. The 
number of routing tier is leveraged by the hybrid routing protocol to improve the 
efficiency of a reactive route query mechanism. As a result, there is a trade-off between 
routing performance and cost through adjustment of the routing tier parameter.  

During the scatternet formation phase, a global configured method is proposed in the 
route master to compute the global proper routing tier number initially. In the 
maintenance phase, each master maintains the proper number of routing tier. 

3.1   Global Configured Method 

Figure 2 shows the block diagram of the global configured method. For each iteration, 
the route master of Blueweb executes the traffic generator block first and generates a 
uniform end-to-end traffic for the whole scatternet. Secondly, the route master executes 
the query packet estimator block to probe the query packets and compute the local 
query probability. Thirdly, the improvement of local query probability is calculated in 
the global tier decision block to evaluate the performance of the new routing 
configuration. This algorithm is iterated until the proper number of tiers is determined. 

 

 

Fig. 2. Block diagram of the global configured method 

3.2   Traffic Generator 

In our simulation, scatternet topology was constructed with our Blueweb scatternet 

formation algorithm and the modified source routing protocol with the N-tier piconet 
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tables. Overall, we simulated topology with 40 nodes randomly distributed in a 

40*40 2m  geographical area.  
With a uniform end-to-end traffic model, packets were generated in each node 

according to a Poisson arrival pattern. Here, we assumed a single packet with a length 
of 5 time slots was sent in each routing session. Each node queries its associated route 
master to acquire the routing path for packet transmission. Each route query packet and 
each route reply packet were assumed to last for only one time slot. Each node was 
provided a FIFO queue with a length of 160 packets. The source-destination pair in 
each routing session was randomly selected and packets were forwarded by using the 
modified source routing protocol. 

3.3   Query Packet Estimator 

We begin by examining the performance results of both the local and global query 
packets. This is because that each master is able to measure the amount of queries 
either from the local master or the route master. With a uniform end-to-end traffic 
model, each master generates the routing traffic to some randomly selected 
destinations and the amount of local and global query packets are recorded. The 
Blueweb 40-node example is simulated to demonstrate the traffic behavior of local 
and global query.  
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Fig. 3. The global query traffic of Blueweb  
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Figure 3 shows the average number of global query packets for each master in 
Blueweb. We observed that the amount of global query packets increases as the packet 
generation rate increases. In addition, the larger tier number produces the less packets 
of global query in each master. As a result, the 1-tier configuration achieves the largest 
amount of global query packets. This is because most of the queries generated for the 
destinations are out of its routing tiers.  

On the other hand, Figure 4 shows the average number of local query packets for 
each master in Blueweb. From the performance results, the amount of local query 
packets increases as the packet generation rate increases. In addition, the higher tier in 
each node produces the more local query packets and the 4-tier generates the largest 
local query packets. This is because the increment of tiers will increase the frequency of 
local query.  
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Fig. 4. The local query traffic of Blueweb  

3.4   Global Tier decision 

The probability of querying local master Ip  is defined as the ratio of the total number 

of local query packets over the total number of query packets (including both the local 

and global query packets in Figure 3 and Figure 4). Figure 5 shows the performance 

improvement ratio of ( 1) /I Ip p+  and the improvement ratio decreases as the number 

of tiers increases. The initial tier number I is set to 1 in this global tier decision block. 

The average performance improvement of 2-tier/1-tier is 1t =1.7, 3-tier/2-tier is 
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2t =1.4, and 4-tier/3-tier is 3t =1.07 as well as their standard deviation are below 0.03. 

Since the deviation is very small the average performance improvement ratio can be 

regarded as constant as the various packet generation rates.  
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Fig. 5. The performance improvement ratio of local query probability  

Based on the performance improvement ratio of query performance in Figure 5, the 
desired routing performance can be found out by the global configured method in the 
route master to select the proper number of tiers. A parameter It  represents the average 
performance improvement ratio of the corresponding N-tier for various packet 
generation rates. The performance improvement threshold T=1,1 is a predefined 
system parameter for the decision algorithm in formation phase. 

When the system performance improvement ratio It  is below the predefined 

threshold T, the I will be selected as the desired number of routing tiers and the 

algorithm stops here. From the performance result of Figure 5, the I is determined to be 

3 as the desired number of tiers since only its improvement ratio meets the decision 

criteria and the algorithm stops here for this Blueweb 40-node example. 
After determining the proper configuration of Blueweb routing protocol, the route 

master passes the proper tier number n to its immediate downstream masters. Then, 
each master passes the n to its immediate downstream masters until the leaf masters are 
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reached. Finally, each master uses n as the init tier number and maintains its proper 
n-tier routing information. 

4   Routing Performance Simulation 

In this section, we simulate and evaluate the routing performance for Blueweb with the 
N-tier routing protocol. The performances are based on a uniform end-to-end traffic 
model to demonstrate the routing performance of Blueweb. A simulation program is 
written to evaluate the routing performance. 

4.1   Simulation Model and System Parameters 

In our simulation scenario, the scatternet topologies simulated were constructed by 
using the scatternet formation algorithms as described in Section 2. Overall, we 
simulated ten topologies each with 40 nodes randomly distributed in the same 
geographical area. Table 1 summarized the simulation parameters. 

Table 1. The simulation parameters 

Simulation time (seconds) 20 
Number of nodes 40 
N-tier in all masters 4 
Traffic pattern Poisson arrival  
Scheduling scheme Round robin 
Routing protocols Modified source routing  
FIFO buffer size 400 packets 
Source-destination pair Randomly selected  
Query or reply packet 1 time slot 
Data packet (for each routing session) 5 time slots 
Each routing session  1 data packet 

4.2   Routing Performance 

During the simulation, the packets of local and global query for the above scenarios are 
also computed. With the global configured method, the proper tier number is 
determined to be 3 for the Blueweb 40-node topology.  

The average packet delay metric is defined as the average packet transmission time 
from the first transmitted bit at the source node to the last received bit at the destination 
node for every routing packet. In addition, our simulation adopts the Poisson arrival 
traffic pattern, the round robin scheduling algorithm, and the modified source routing 
protocol to evaluate this performance metric in a uniform end-to-end traffic model.  

Figure 6 shows the average packet delay performance of Blueweb. The average 
packet delay increases as the packet generation rate increases. In addition, the larger 
number of tiers achieves better delay performance than the smaller number of tiers and 
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the 4-tier case generates the smallest average delay. However, the 3-tier case reduces 
the largest packet delay than the other cases. As a result, the global configured method 
works well to determine the desired configuration of Blueweb routing protocol. 
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Fig. 6. Average packet delay of Blueweb 40-node example 

5   Conclusion  

In this paper, a test-bed simulation method called the global configured method is 
proposed to determine the desired configuration for Blueweb routing protocol. This 
method designs three blocks including the traffic generator to generate the query 
packets, the query packet estimator to compute the local query probability, and the 
global tier decision blocks to determine the proper number of routing tier. In addition, a 
Blueweb 40-node example is simulated to demonstrate the effectiveness of this global 
configured method. Finally, computer simulation results show that this method can 
efficiently improve the routing performance and make the routing tiers configurable for 
a Blueweb routing protocol. 
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Abstract. Energy efficient Internet Protocol based smart Wireless Sensor 
Networks (IP-WSN) are gaining tremendous importance because of its broad 
range of commercial applications in health care, building & home automation, 
environmental monitoring, security & safety and industrial automation. In all of 
these applications mobility of sensor node with special attention to energy 
constraints is an indispensible part. Host based mobility management protocol 
is inherently unsuitable for energy inefficient IP-WSN. So network-based 
mobility management protocol can be an alternative to the mobility supported 
IP-WSN. In this regard, Proxy Mobile IPv6 has been standardized by the IETF 
NETLMM working group, and is starting to pay close attention among the 
telecommunication and Internet communities. In this paper we propose energy 
efficient Sensor Network based PMIPv6 protocol called Sensor Proxy Mobile 
IPv6 (SPMIPv6). We present SPMIPv6 architecture, respective message 
formats and analyze the energy dissipation and finally evaluate its performance.  

Keywords: NETLMM, IP-WSN, IETF, 6LoWPAN, IEEE 802.15.4. 

1   Introduction 

Recently advancement in micro-electro-mechanical system and wireless communication 
have enabled the development of low cost, low power, multifunctional sensor nodes 
that are small in size and communicate in short distances [1]. A sensor network is a 
special type of communication network that is composed of a large number of sensor 
nodes that are densely deployed either inside the phenomena or very close to it [4]. 
The tiny sensor nodes consisting of sensing, data processing and communicating 
components are capable of holding IP stack [3]. That is why application of wireless 
sensor networks are now quite broad than the earlier. IP-WSN concept is being 
implemented in many sophisticated application from building and home automation 
to industrial manufacturing. By the introduction of adaptation layer over IEEE 
802.15.4 Physical and Medium Access Control layer it becomes feasible to transmit 
IPv6 packet in IP-WSN [2]. Adaptation layer make usage of stateless compression 
technique to elide adaptation, network and transport layer header fields- compressing 
all the three layers down to a few bytes [3]. However IP-WSN introduces excessive 
signaling overhead due to its numerous tunneling over the air. Excessive signaling 
cost becomes a barrier for the real life implementation of low power IP-WSN. 
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Proxy Mobile IPv6 (PMIPv6), a network based localized mobility management 
protocol [5] provides mobility support to any IPv6 host within a restricted and 
topologically localized portion of the network and without requiring the host to 
participate in any mobility related signaling [9], [12]. In this paper we have 
emphasized different sort of mobility scenario with consideration of the energy 
consumption. In addition to that we have introduced the concept of PMIPv6 by 
modifying the functionality of its Mobile Access Gateway and Local Mobility Anchor 
to IP-WSN enabled gateway and anchor point. Then we propose the protocol 
architecture named Sensor Proxy Mobile IPv6 (SPMIPv6), its functional architecture, 
necessary message formats. Moreover we compare our network mobility model with 
MIPv6 model and finally evaluate performance of our proposed scheme.   

The rest of the paper is organized as follows. Section 2 reviews the background 
related to PMIPv6 and IPv6 over low power wireless personal area network 
(6LoWPAN). Proposed Sensor PMIPv6 Protocol architecture, its mobility scenario, 
sequence diagram of message flow, message formats and operational architecture are 
depicted in section 3. Section 4 illustrates Performance evaluation and finally, section 
5 concludes this paper. 

2   Overview of PMIPv6 and 6LoWPAN 

PMIPv6 is designed to provide network-based mobility management support to a 
Mobile Node (MN) in a topologically localized domain [13]. Therefore, an MN is 
exempt from participation in any mobility-related signalling, and the proxy mobility 
agent in the serving network performs mobility-related signalling on behalf of the 
MN. Once an MN enters its PMIPv6, the serving network assigns a unique home 
network prefix to each MN, and conceptually this prefix always follows the MN 
wherever it moves within a PMIPv6 domain. From the perspective of the MN, the 
entire PMIPv6 domain appears as its home network. The new principal functional 
entities of PMIPv6 are the mobile access gateway (MAG) and local mobility anchor 
(LMA). The MAG acts like an access router and LMA act as the mobility anchor 
point of the PMIPv6 domain [9], [12].  

And 6LoWPAN [2] is a low power wireless personal area network working group 
at IETF. It defines an adaptation layer for sending IPv6 packets over IEEE 802.15.4. 
The goal of 6LoWPAN is to reduce size of IPv6 packets to make it fit in 127 bytes 
802.15.4 frame. 6LoWPAN consist of a header compression scheme, fragmentation 
scheme and a method for forming IPv6 link local address on 802.15.4 network [15]. 

3   Proposed SPMIPv6 Scheme 

3.1   Overview of SPMIPv6 Protocol  

We propose SPMIPv6 protocol for network based localized mobility management 
protocol for IP-WSN. The SPMIPv6 architecture will consists of Sensor network based 
Localized Mobility Anchor (SLMA), Sensor network based Mobile Access Gateway 
(SMAG) [10], numerous fully functioned IPv6 header stack enabled sensor node. In this 
model SLMA will also incorporate the functionality of Authentication, Authorization, 
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and Accounting (AAA); we call it Sensor Authentication, Authorization, and Accounting 
(SAAA) service. The main role of SLMA is to maintain the reach ability to the sensor 
node’s address while it moves around within the SPMIPv6 domain, and the SLMA 
includes a binding cache entry for each recently registered sensor node. The binding 
cache entry maintained at the SLMA is more specific than LMA in PMIPv6 with some 
additional fields such as sensor node identifier, the sensor node’s home network prefix, 
and a flag bit indicating a sensor proxy registration. SMAG acts as an Edge Router. The 
main function of SMAG is to detect sensor nodes movement and initiate mobility related 
signaling with the sensor node’s SLMA on behalf of the sensor node.   

 

Fig. 1. Sensor Proxy Mobile IPv6 Architecture 

The functionality of SLMA and SMAG in SPMIPv6 are different in many ways 
but similar in nature in comparison with LMA and MAG of PMIPv6. The major 
difference is both SLMA and SMAG works with low power 6LoWPAN sensor nodes. 
But both SLMA and SMAG deal with a plenty of sensor nodes. SLMA will act as a 
topological anchor point of all the SMAG. Inbuilt AAA functionality of SLMA helps 
the SMAG and sensor node to move the SPMIPv6 domain. 

3.2   SPMIPv6 Mobility Scenario 

We consider several different mobility scenarios. 

Case-I: Movement of patient within the same SMAG of the SPMIPv6  domain 
Case-II: Patient movement between different SMAGs of same SPMIPv6 domain 
Case-III: Movement of patient between different SMAGs of different SPMIPv6 
Case-IV: Movement of a SMAG-based PAN within the same SPMIPv6 domain 
Case-V: Movement of a SMAG-based PAN between different SPMIPv6 domains 
Case-VI: Patient monitoring in personal home environment 

 

These scenarios are explained below. 

Case-I: In this case, the mobilities of the patients will be handled by the appropriate 
SMAG, without the involvement of the SLMA. This, the simplest mobility scenario, 
arises frequently in hospital management: a patient can move within the PAN of a 
single branch of the hospital for purposes such as exercise and fresh air.  
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Fig. 2. SPMIPv6 based hospital management 

Case-II: In this case, mobility will be handled by the appropriate SMAG with minimal 
initiative from the SLMA. The initial coordination will be performed by the SLMA 
alone; then the SMAG will oversee the remaining procedures. In our hospital 
management model, a patient can move from one PAN to another PAN in the same 
branch of the hospital.  
 

Case-III: In this case, mobility is inter-domain, using the public PMIPv6 domain. The 
LMA, AAA, and SLMA will coordinate with one other. In our hospital management 
model, a patient can move on an emergency basis from one PAN of a hospital branch 
to a PAN of another branch of the same hospital. 
 

Case-IV: In this case, mobility is based on the NEMO protocol, confined to the same 
domain. Only the SLMA and corresponding SMAGs will be involved. In our hospital 
management model, a patient with the whole set up can move from one PAN to 
another PAN. 

 

Case-V: The final case also affords NEMO-based mobility, but is much different from 
case-IV. In our hospital management model, a patient can move on an emergency 
basis with its whole setup from one branch of a hospital to the more specialized 
branch of the same hospital. 

 

Case-VI: Due to the increasing number of aging demographic group, we consider this 
case so that a patient can be monitor continuously from the patient’s personal 
environment as discussed in our recent paper [19]. 

3.3   Proxy Binding Message Format for SPMIPv6 

In the proposed proxy binding update and proxy binding acknowledgement message 
we have added a flag bit S. If S flag is set it indicates the SMIPv6 based operations. If 
S bit is not set then it will indicate other operations apart from SPMIPv6.The other 
flags indicate meaning as mentioned in [6], [7], [8], [9].        
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Fig. 3. SPMIPv6 PBU and PBA Message Formats 

3.4   Architecture of the SPMIPv6  

Figure 4 represents the functional architecture of SPMIPv6 which includes the 
functionality of SLMA, SMAG and Sensor node. It also depicts the interaction 
between the three entities. Since the sensor node is IP based so consists of all the 
layers including adaptation layer. Sensor node will be identified by 64 bits interface 
identifier. And it can easily generate its IPv6 address by combining interface identifier 
with network prefix provided by the corresponding Sensor Mobile Access Gateway. 
Here SMAG is full function device that support complete implementation of IPv6 
protocol stack and sensor node is reduce function device that support minimum IPv6 
protocol implementation. 

  

Fig. 4. Operational Architecture of SPMIPv6 

4   Performance Evaluations 

4.1   Network Model of IP-WSN 

To evaluate the total signaling costs and mobility related cost, we compare our 
analytical model with MIPv6 and SPMIPv6. For analyzing signaling costs, we use a 
two-dimensional random walk model [11], [12], [14], [16] based on the properties of 
regular, absorbing Markov chains. Random walk mobility models are designed for 
dynamic location areas and are suitable for modelling user movement when mobility 
is generally confined to a limited geographical area. Such scenarios include homes, 
vehicles, hospitals, and departmental stores [17].   
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Table 1. System Parameter 

Symbol Description 
BU Binding Update Message 
BA Binding Acknowledgement Message 
PBU Proxy Binding Update Message 
PBA Proxy Binding Acknowledge Message 
Dsmag-slma Distance between SMAG and SLMA 
Dsn-smag Distance between SN and SMAG 
Mintra-pan Intra PAN Mobility 
Minter-pan Inter PAN Mobility 
γ Unit transmission cost in wireless link 
σ Unit transmission cost in wired link 
RREQ Router Request Message 
RREP Router Reply Message 
Csd Sensor Mobility Cost 
Cbu Binding Update Cost 

 
The total signaling cost of the proposed scheme based on MIPv6: 

  SCmipv6 = Mintra-pan. Csd + Minter-pan.(Csd + Cbu) 
 
  Where, Csd = γ. (RREQ + RREP) Dsn-smag 

                       Cbu = σ.(BU+BA) Dsn-smag + γ.(BU+BA) Dsmag-slma 

The total signaling cost of the proposed scheme based on SPMIPv6: 

  SCspmipv6 = Mintra-pan. Csd + Minter-pan.(Csd + Cbu) 
 

  Where, Csd = γ. ( RREQ + RREP ) Dsn-smag 

        Cbu = σ. (PBU+PBA) Dsmag-slma 

4.2   Energy Consumption Model of IP-WSN 

We consider IP-WSN with densely deployed IP sensing device. The network consists 
of two types of IP sensing device: Fully functional IP sensing device (IP-FFD) and 
reduced functional IP sensing device (IP-RFD). We have used model for the energy 
consumption per bit at the physical layer from [18], [20], [21], [22]. 

Table 2. Parameter values 

Parameter Value 
No of IP-WSN Node (N) 25~120 
Network Area (A) 120 x 120M 
Node density (ρ) 0.00173~0.00833 
Initial Energy 2 J 
Transmit/Receive electronics (LE) 50 nJ bit-1 m2 

Transmission Power 5.85 x 10-5 W 
Number of SMAG 1-10 
Transmission range (r) 25 m 
Packet size 2KB 
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Here, Etx and Erx is the distance-independent amount of energy consumed by the 
transmitter and receiver electronics and the digital processing of each. Here α and β 
are path loss exponent (2 < α <5) and a constant [J/bit m2], r is a transmission range. 
Lctrl is the length of control packets in bits, LE is the energy needed by the transmitter 
device to transmit or receive a packet, and T is the time period between two 

consecutive topological changes of the IP-WSN. ( )p inffd d indicates the number of 

fully functional neighbouring node for a path p and range d. 

   tx rxE E d Eα= +β∗ +  

Since same type of transmitting and receiving device is concerned in IP-WSN   

   tx rx
decE E E= =  

   2* *decE E d α= +β  

  
1
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So energy consumed by MIPv6 scheme can be calculated by the following 

mathematical derivation. Here 6mipv
iE indicates energy consumption by MIPv6 scheme. 

   6 6 * ( )mipv mipv total
i i iE SC C p=  

So energy consumed by MIPv6 scheme can be calculated in the same way. Here 
6spmipv

iE  indicates energy consumption by SPMIPv6 scheme. 
 

   6 6 * ( )spmipv spmipv total
i i iE SC C p=  

 

The figure 5 depicts the energy consumption with respect to the IP-WSN node 
density in term of the MIPv6 and SPMIPv6. Energy consumption increases as the IP-
WSN node density increase. Our proposed scheme increases the performance linearly 
with the comparison to MIPv6. And the energy consumption increases more rapidly 
as the density of IP-WSN node increases.  

The figure 6 shows the energy dissipation with respect to number of IP-WSN 
source nodes used in both MIPv6 and PMIPv6. Energy dissipation increases almost 
exponentially as the no of source nodes increase. In this case, our proposed scheme 
dissipates much less energy with respect to MIPv6 

The figure 7 shows the energy consumption with respect to payload. Energy 
consumption is linear in both MIPv6 and SPMIPv6. But due to fragmentation 
overhead energy consumption increased rapidly and then it represents the linear 
characteristics. 
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Fig. 5. Node Density vs. Energy Consumptions   
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Fig. 6. Number of Source Nodes vs. Energy Dissipation 
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Fig. 7. Data payload vs. Energy consumption 

5   Conclusions 

Energy consumption for packet delivery for the individual tiny sensor node in IP-
WSN is a big challenge to overcome. In IP-WSN, if the individual sensor node wants 
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to communicate with the gateway router then it generates huge air traffics and it 
deteriorates the performance at a large scale. IETF NETLMM working group has 
standardized network based localized mobility management protocol called PMIPv6. 
In this paper we propose a network based IP-WSN scheme based on the PMIPv6 
called SPMIPv6 and further develop the architecture, corresponding message formats, 
analyzing energy consumptions and finally evaluate its performance. Analysis shows 
that the proposed scheme reduces the energy consumption than other scheme. In this 
paper we only focus IP-WSN of the same vendor and protocol stack. In future we will 
focus on the sensor network consisting of multi vendor and heterogeneous protocol 
stack. 
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Abstract. In this paper we present an efficient migration framework for mobile 
IPTV services. We present a secure migration for their devices when user 
migrates to receive MIPTV services for the first time, indoor and outdoor 
migration. In addition we use Conditional Access System (CAS) and Digital 
Right Management (DRM) to protect MIPTV service and digital content.  

Keywords: MIPTV Services, CAS, DRM, Framework, Migration, Digital 
multimedia. 

1   Introduction 

In the progressive development of super-high speed broadband network and 
advancing of mobile devices capabilities, consumers are capable of connecting to the 
internet through Wifi Access Point or 3G to receive multimedia content and services. 
Mobile Internet Protocol TV (MIPTV) one of the services that are receiving 
tremendous demand by user in these days. MIPTV is technology that enables users to 
transmit and receive multimedia traffic including television signal, video, audio, text 
and graphic services through IP-based wired and wireless network [1]. MIPTV 
service providers are increasing their effort to provide diversity of services to user at 
home and to mobile devices while they are on the move. The recent development of 
STB that include wifi capability, make it possible for MIPTV provider to provide 
services [2]. However, wireless network environment has threats such as denial-of-
service attack (DoS attack), replay attack, and man-in-the middle attack. Therefore, 
we proposed an efficient migration framework for mobile IPTV services to provide 
consumer with secure connection when migrating to MIPTV services. In addition, we 
explain the role of Conditional Access system (CAS) and Digital Right Management 
(DRM) in the MIPTV services. The rest of this paper is organized as follows. Section 
2 related work. Section 3 proposed efficient migration framework for mobile IPTV 
services. Section 4 performance evaluation and lastly, section 5 the conclusion. 

2   Related Work 

2.1   CAS and DRM Role in MIPTV Security System 

In present, multimedia such as video, data or voice have been digitalized and uploaded 
to the internet so consumer can have access to it anywhere anytime. One of this digital 
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content that has a demand is known as MIPTV content. In order to protect unauthorized 
access of MIPTV services and digital content, Conditional Access System is used to 
ensure only subscribed member can receive services. And digital right management 
(DRM) will ensure the right of digital content is not been violated in anyway.  

Conditional access system (CAS) is used to preventing non-subscriber from 
receiving the services [3]. There are three main functions: scrambling and 
descrambling, Entitlement Control Message (ECM), and Entitlement Management 
Message (EMM). There are two main concepts to be considered. The first one is 
entitlement which known as authorization. In scrambling, the information is 
transformed to make it unreadable to anyone except the one who possess away of 
descrambling it by a given key [3]. In this way, CAS will protect the business and the 
profit of charge broadcasting services provider. Several researchers proposed many 
techniques of CAS which are suitable to protect their business. 

DRM is used to protect and manage the user right of digital content such as editing, 
copying or reproducing. The implementation of DRM will establish a protocol 
between user and service provider in how the content can be used. However, a variety 
of standardization efforts associated with certain aspects of DRM have been recently 
initiated including the Open Mobile Alliance (OMA), Open Digital Rights language 
(ODRL), MPEG-21, and Coral Consortium [12]. Yet, these efforts and the field of 
DRM itself are at an early stage of development, therefore a viable open DRM 
architecture has yet to emerge. 

2.2   Authentication Mechanisms for User Mobile Devices 

Here we will describe recently used user authentication mechanisms such as 
Kerberos, EAP-TLS and their advantages and disadvantages. Furthermore, we 
compare them to our proposed authentication mechanism. 

2.2.1   Kerberos Authentication Mechanism 
Kerberos is an authentication mechanism that is used in a distributed environment. It 
uses a third party authentication server that allow users and servers to trust each other 
and therefore securely establish communication. Kerberos works by encrypting data 
by using symmetric encryption for the authentication [4, 5].  

For instant, when a user needs to access a service server (SS), he/she need two 
tickets to get authenticated to SS. A ticket granting ticket (TGT) received from 
authentication server (AS). The user will send TGT to ticket granting server (TGS) to 
prove identity. A user will receive second ticket from TGS and therefore access SS. 
The disadvantage is the user may have access to workstation and pretend to be 
someone else [5]. For its weakness in security issues, it is vulnerable against above 
mentioned security issues. 

2.2.2   Authentication Mechanism for Anonymity and Privacy Assurance 
The authentication mechanism uses Extensible Authentication Protocol Transport 
Layer Security (EAP-TLS) authentication and Symmetric key (PKI). It provide 
feature such as single sign on (SSO), privacy, and user anonymity as the content 
provider affiliated to the authentication server can use service without the need for a 
separate sign on process when the user get authenticated by Authentication, 
Authorization and Counting (AAA) server [4]. Using the services through anonymity 
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will secure the user anonymity and provide easy way to exchange session key to 
obtain secure data transportation between user and service provider. However, the 
overhead of client side certificate is it deadly weakness [4].  

3   Proposed Migration Mechanism of Secure MIPTV Services 

In this section, we provide mobile user with three methods of a fast and secure 
migration of their mobile devices to receive MIPTV services through STB with wifi 
access point or 3G. In the process of migrating user mobile devices we securely 
authenticating consumer to receive MIPTV services. Table 1 gives description of 
system parameters used in this scheme. 

Table 1. The System Parameters 

Notation Description 
IDM Mobile ID. 
IDPW Mobile ID password. 
LicM Mobile generated license. 
STBN Set-top box number. 
STBID Set-top box id. 
STBPW Set-top box password. 
STBLic Set-top box generated license. 
NonceM Random number of user mobile. 
NonceSTB Random number of user STB. 
NonceSP Random number of service provider.
DNonce Random number of Kerberos server. 
Nonce Random number of Kerberos client. 
ECT Digital content encrypted. 

3.1   Initial Phase to Migrate Mobile Devices to STB through Wifi Access Point 

In this initial phase we assume the user did not register to receive MIPTV services 
through their mobile devices. The user only has the services to be watch through STB 
at home. Therefore, we will use initial phase to register and authenticate user mobile 
for the first time through wifi access point to home STB which store user STB license 
that they receive from license provider when they applied for MIPTV services. By 
connecting their mobile devices to their STB through wifi access point or STB with 
built-in wifi technology [2] and providing their STB license, they are securely 
authenticated by service provider. See figure 1 for a brief explanation. This basic 
architecture was introduce in our previous work [13]. 

 

Fig. 1. Initial phase process to migrate mobile devices to STB through wifi access point 
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The following components of this system architecture are defined in this paper: 

• User Mobile Devices: will have a USIM that contain information about the 
user such as identification, password, and user content license, etc. 

• Wifi Access Point (AP): provide wifi access point between STB and users 
devices at home. 

• Set-top box (STB): will have USIM that contains information about STB such 
as id, password, license and other information. 

• Service Provider (SP): provide MIPTV services to user mobile devices base 
station or to home STB through wifi access point. 

• Database (DB): Will store all consumers received information& update them. 

• License Provider (LP): Generate a license for home STB or mobile devices 
user. The license will identify user and provide user with MIPTV services.  

• Content Provider (CP): The content provider will prepare the requested digital 
content based in the agreed license between mobile user and content provider. 

 

Fig. 2. Initial phase process of migrating mobile devices to STB though wifi access point 

When the mobile user request MIPTV services through the user devices such as 
mobile device, the process is as follow (see figure 2): 

Authentication Process: to watch MIPTV programs using mobile device, a request 
send through wifi access point to STB at home to migrate their devices to STB 
followed by mobile generated random number (NonceM). User STB request from 
mobile devices the following information such as {IDM | STBN | STBID | STBPW} 
followed by mobile and STB received random number (NonceM, NonceSTB) to 
authenticate the user mobile device to access user STB at home. 

• Mobile user send request {Req | NonceM}. 

• STB request {IDM | STBN | STBID | STBPW | NonceM | NonceSTB}. 

• Mobile user send {IDM | STBN | STBID | STBPW | NonceM | NonceSTB} 

The STB received the requested information and compare it with the one stored in 
STB smart card (USIM). If it is valid, then transmit it to service provider. Otherwise, 
send an error message to mobile device through STB or base station.  

Registration Process: When the STB complete mobile user authentication and 
migration to STB, it transmits {IDM | STBN | STBLic} to service provider. The service 
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provider processes the registration and a request will be forward to database and to 
the license provider to generate a new user mobile license. 

• {IDM | STBN | STBLic}. 

License Generation Process: When a license provider receives {IDM | STBN | 
STBLic} from service provider, it will generates another license for {LicM} and 
forward one copy to content provider and user STB and then to user mobile. 

• {IDM | LicM}. 

Content Transmit Process: The content provider receives a license from license 
provider for mobile device (LicM). Then prepare the digital content, encrypt it (ECT) 
and transmit the requested program to user mobile through STB or base station.  

3.2   Indoor Phase to Migrate Mobile Devices to STB through Wifi Access Point 

In the indoor phase, we assume the user is at home watching program, but he/she 
want to suddenly go out but still want keep watching their program. The process of 
migrate devices to STB through wifi access point is less than before. We assume that 
the mobile user already have a mobile license in their mobile device.  

Migrate to STB Process: Mobile user connect to STB through wifi access point. User 
send request to STB to watch the program through mobile device followed with 
mobile user random number (NonceM). The STB request {IDM | LicM} followed with 
random number (NonceSTB). The mobile user forwards the requested information to 
STB and compares {IDM | LicM} and forward request to content provider. 

• Mobile user send request {Req | NonceM}. 

• STB request {IDM | LicM | NonceM | NonceSTB}. 

• Mobile user send {IDM | LicM | NonceM | NonceSTB}. 

Content Transmit Process: The content provider request a copy of user mobile 
information from user STB such as {IDM | LicM}. If they are valid then prepare and 
encrypt content to provide services to user mobile. Therefore, the mobile user 
receives digital content and enjoy while they are indoor. If not valid, an error message 
will be send through STB or base station to user mobile.  

3.3   Outdoor Phase to Migrate Mobile Devices through Base Station 

In the outdoor phase, the MIPTV user want to receive the MIPTV services without 
connect their devices to STB at home. We assume that the mobile user already has a 
mobile license that allow user to receive MIPTV services through base station. When 
user comes home and still wants to watch MIPTV services privately, depending in 
how close they are to STB or base station they will receive MIPTV services. 
Therefore, users will have flexible methods to switch their devices indoor to outdoor 
and vice versa. 

Authentication Process: Outdoor user request MIPTV services followed by mobile 
generated random number (NonceM) to service provider through base station. Service 
provider requests {IDM | LicM} followed by generated random number from user 
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mobile and compare them. If valid, content provider sends MIPTV services to user 
mobile devices. Otherwise mobile user receive error message through base station. 

• Mobile user send request {Req | NonceM}. 

• Service provider request {IDM | LicM | NonceM | NonceSP}. 

• Mobile user send {IDM | LicM | NonceM | NonceSP}. 

Content Transmit Process: The content provider receives a request from service 
provider includes {IDM | LicM}. Then the contents are prepared and encrypt. Finally, 
transmit it to user mobile to be watching it. 

4   Performance Evaluation 

4.1   Security Evaluation 

The system performance evaluation is based on security aspects, communication cost 
and handover latency. In the process of migrating mobile devices with other devices 
through wireless communication, a secure authentication and authorization is 
essential security issue. In the process of authenticating the user, a security threat 
might occur such as; Denial-of-service attack: occurs when the server is cheated by an 
attacker to update the false verification information for the next login phase [6]. Man-
in-the middle: is a form of active eavesdropping where the attacker becomes the 
middle man in the communication between two users A and B [6].  

Most of these security threats try to access user computers while users are 
communicating with each other. As a result, the privacy and security is compromised. 
A cryptographic Nonce is used between consumer mobile devices and STB to prevent 
threats. It is a pseudo-random or random number issued in an authentication protocol 
to make sure that old communication cannot be used in above mentioned security 
threats [8][9]. The nonces are different every time that 401 authentication challenge 
response code is presented, and client request has a unique number, therefore 
preventing other attacks from occurring [8].  

4.2   Communication Cost Evaluation 

To evaluate the cost of our proposed authentication mechanism, we will compare it 
with previously proposed authentications mechanism such as Kerberos and EAP-TLS. 
Therefore, we will calculate the number of message exchange between entities in each 
authentication mechanism to get the cost efficiency. 

4.2.1   Kerberos Authentication Mechanism 
First, we will calculate the number of exchange message between entities in order to 
compute the cost of authentication mechanism [11]. 

C aut_Msg = 2CM_STB + 2C M_LP + 4CM_CP                      (1) 

We will calculate the cost of exchanged messages between Mobile user and STB, 
Mobile user and License provider, and Mobile user and Content provider. We would 
like to mention that C M_LP and CM_SP have same value of 3. 
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4.2.2   Extensible Authentication Protocol Transport Layer Security Mechanism 
(EAP-TLS) 

Here we will be using the same method that we used in previous mechanism in order 
to calculate the cost of exchange messages [10]. In EAP-TLS authentication 
mechanism the user mobile will request service from STB. The STB will request user 
mobile id to get authenticated to STB. The user mobile sends id to content provider 
and to license provider through STB or base station. The license provider receives the 
client certificate from user mobile. In return the user mobile will receive service 
certificate from license provider. Then user mobile send session key to license 
provider and the licenser provider send session key to user mobile. Finally user 
mobile receive broadcast key and session key from STB. 

Caut_Msg= 3CM_STB + 1CM_CP + 5CM_LP                (2) 

Here also we will calculate the cost of exchange message between Mobile user and 
STB, Mobile user and Content Provider and Mobile user and license provider. 

4.2.3   Our Proposed Authentication Mechanism 
In our proposed authentication mechanism we will calculate the cost of exchange 
messages between all entities from figure 2.  

Caut_Msg=3CM_STB+1CSTB_SP+1CSP_LP+1CLP_CP +2CM_LP+1C M_CP  (3) 

In our proposed authentication mechanism, we will calculate the cost of exchange 
messages between Mobile user and STB, STB and Service provider, Service provider 
and License provider, License provider and Content provider, Mobile user and 
License provider and Mobile user and Content Provider (see figure 2). 

Using the cost values we can calculate the authentication cost of Kerberos 
authentication mechanism, EAP-TLS authentication mechanism and proposed 
authentication mechanism by computing the partial costs of each step of the 
authentication mechanism. The execution of the authentication mechanism involves 
the exchange of messages between the entities. For example, the number of messages 
exchange between mobile users, STB and so on. The same calculation applies for 
other entities in other authentication mechanism (See table 2). Therefore, based in 
these values we compute authentication cost in all mentioned mechanisms [10]. 

Table 2. Authentication Cost Parameters 

Symbol Description Value 
CM_STB Mobile to STB 1 
CSTB_SP STB to Service Provider 2 
CSP_LP Service Provider to License Provider. 3 
CLP_CP License Provider to Content Provider 4 
CM_LP Mobile to License Provider. 4.5 
CM_CP Mobile to Content Provider 5 

 

In table 3, we are comparing the authentication cost of exchanged messages 
between existing authentication mechanism and proposed one. Our proposed 
authentication mechanism exhibits greater performance in terms of authentication 
cost, compared to the Kerberos and EAP-TLS authentication procedure. This because 
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Table 3. Estimation of the Authentication Cost of Kerberos, EAP-TLS and Proposed 
Authentication Mechanism 

Kerberos 
Mechanism 

EAP-TLS Mechanism Proposed Mechanism 

2CM_STB + 2CM_LP 

+4CM_CP = 31 
3CM_STB + 1CM_CP + 
5CM_LP = 30.5 

3CM_STB + 1CSTB_SP + 1CSP_LP + 1CLP_CP 
+ 2CM_LP + 1CM_CP = 26 

 
it includes less security operations and message that are exchanged between the 
involved entities, compared to Kerberos and EAP-TLS. 

5   Numerical Results 

Here, we will show the numerical results. First we will show the cost of 
authentication when we exchange message in the three authentication mechanism. 
Then we will show the impact of handover latency in Kerberos, EAP-TLS and 
Proposed authentication mechanism. We define latency as the time it takes a packet to 
travel from source to destination.  

 

Fig. 3. Accumulated authentication cost vs. no. of time mobile user access the services 

 

The figure 3 presents the accumulate authentication cost of the exchange messages 
Kerberos, EAP-TLS and Proposed authentication mechanism when user get 
authenticated to MIPTV services. We assume that the user is authenticated every time 
consumer gets access to restart MIPTV services after turn TV off. Therefore, we will 
use the number of access the user attempt and the cost of each authentication 
mechanism to show the different of authentication cost. 

A side of reducing the authentication cost, our proposed authentication mechanism 
reduces the computational processing and energy cost at the level of mobile devices. 
For example, we will assume that number of access time the mobile user attempted 
was 5 times for proposed authentication mechanism and other authentication 
mechanism. The accumulated authentication cost for proposed authentication 
mechanism is 70 and for others 90. As a result our proposed authentication 
mechanism reduces the computational processing and energy cost by 70% compares 
to others authentication mechanism. Moreover, the reduced number of messages 
exchange optimizes the usage of the radio resources enhancing the efficiency of user 
authentication (see figure 3). 
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6   Conclusions 

In this paper, we have presented an efficient migration framework for Mobile IPTV 
services. The main challenges facing the migration of MIPTV services from a STB or 
base station to mobile devices are providing mobile user with a fast, secure 
authentication and a convenient way of accessing, sharing, communicating and 
receiving MIPTV services. Our proposed mechanism eliminates the number of 
repeated authentication steps occurred in migration process. This will enhance the 
performance of user authentication, since proposed mechanism includes less number 
of security operation and message that are exchange in between entities in each 
authentication mechanism. We used cryptographic nonce between mobile devices and 
STB to prevent threats. A CAS used to protect and allow only charged subscriber to 
view the services. In addition, DRM was used to protect the digital content rights. In 
the numerical as a result, we compared our mechanism with other based on messages 
exchange and handover latency. In our proposed mechanism, cost efficiently and 
handover latency were less than other mechanism which enhances the service quality 
of real-time applications of mobile users.  
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Abstract. In this paper, we give an overview of Smart Sensor Networks and 
illustrate the communication systems between smart sensor networks and IPv4 
networks. In order to support the communication between smart sensor 
networks and current Internet, we introduce some existing IPv4/IPv6 translation 
mechanisms and point out their shortcomings such as scalability. This paper 
then proposes an enhancement on the IVI mechanism by adding the IPv6 auto-
configuration feature. Simulation shows that the proposed approach works well 
with thousands of concurrent sessions. 

1   Introduction to Smart Sensor Networks 

Smart Sensor Networks are interconnected networks for delivering data from sensors 
to collectors.  

There are some characteristics about Smart Sensor Networks [1]: 

 Sensing and Measurement 
 Integrated Communication 
 Improved Interfaces and Decisions Support 
 Advanced Components 
 Advanced Control Methods 

First of all, through intelligent devices, all behaviors can be detected in real time via 
sensing and measurement. Secondly, it contains an integrated two-way 
communication network which allows controllers to monitor all sensors in the system 
and even make some real-time responses through actuators. Therefore, advanced 
control methods would be designed to handle the whole smart sensor networks 
through integrated communications. 

2   Scalability for Smart Sensor Networks 

Scalability is critical for sensor devices in smart sensor networks. In the foreseeable 
future, there will be billions of sensor devices deployed in smart sensor networks. 

Many network engineers propose to choose the Internet Protocol (IP) as a reliable 
technology to reach the sensors. Because IP-based sensors can connect to the IP-based 
networks directly without extra intermediate gateways, it is believed that IP is an elegant 
technology to interconnect new sensor networks with existing Internet seamlessly. 
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Since there may be billions of sensor devices, there will not be enough IPv4 
addresses for large-scale deployment of sensor networks. Because the number of IPv4 
addresses is restricted by its 32-bit addresses length, there can be at most four billion 
IPv4 addresses. The next generation Internet Protocol, IP Version 6 (IPv6), is the 
solution for this scenario. It uses 128 bits for its addresses. Also, the Unique Local 
Address is one of the reasons to use IPv6, which can be used to completely isolate a 
sensor network from the Internet. 

Due to the above reasons, IPv6 is widely used as the protocol for sensors; thus, 
sensor devices are also considered as a potential killer application for IPv6. However, 
many existing networks only support the old IPv4 protocol. These IPv4 networks 
cannot establish direct communication with newly established IPv6 networks. To 
make a smooth transition from IPv4 to IPv6, it is important to develop a mechanism 
which allows both IPv4 and IPv6 networks to communicate with each other. 

3   Existing Methods for IPv4/IPv6 Translation 

Here are some existing solutions for IPv4/IPv6 translation. After research and 
investigate for these solutions, each of them has some problems to be solved. 

3.1   SIIT (Stateless IP/ICMP Translation Algorithm) 

IETF RFC 2765 refers to SIIT [2]. SIIT is mainly developed for packet header 
translation between IPv4 and IPv6. Standard of SIIT translator describes the way of 
translation between protocols. The translation way is to possibly include all header 
fields in IPv4 and IPv6, but not option header field in IPv4 and extension header field 
in IPv6. SIIT also includes bi-directional translation of ICMP message on both IPV4 
and IPv6. 

This algorithm can only be used as part of the solution for translation between IPv4 
and IPv6. SIIT only mentions about the header filed translation. There is no address 
assignment and routing rules described in SIIT. 

3.2   NAT-PT (Network Address Translation-Protocol Translation) 

NAT-PT [3] allows IPv6 clients and applications to communicate with IPv4 clients 
and applications. An NAT-PT server is usually placed between an IPv4 network and 
an IPv6 network. Every NAT-PT server has some public IPv4 addresses. When 
connections across IPv4/IPv6 are needed, the NAT-PT server assigns an IPv4 address 
to an IPv6 client dynamically. In addition to the translation rules in SIIT, a NAT-PT 
server records the mapping between the IPv4 address and the IPv6 address for each 
connection to create a mapping table. Since the address mapping is not stateless, the 
translation will take more time on looking up table. 

NAT-PT can be extended to NAPT-PT (Network Address Port Translation-
Protocol Translation), which is also defined in RFC 2766. NAPT-PT can map many 
clients to the same IPv4 address, with different port numbers. This implies that the 
same IPv4 address can be used to support multiple connections, so that an IPv4 
address is sufficient to represent many hosts. 
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Total available port : 65536 
Number of Clients : 256 
Number of port for each client – 
65536 / 256 = 256 

Although NAT-PT is convenient in supporting IPv4/IPv6 translation, it is claimed 
to be harmful and should not be used in the future [4]. 

For example, one problem of NAT-PT is the lack of address mapping persistence. 
After a session is closed, even use the same application and same port to connect to 
NAT-PT server again, the NAT-PT server may map this connection to another IPv4 
address different from last one. To applications which needs address retention, this 
behavior could cause them unable to work. 

3.3   IVI 

IVI [5] is similar to the NAT-PT. But it takes a subset of IPv6 address for IPv4 
address to map for. So each IPv4 address can be mapped to an individual IPv6 
address. SIIT is included in IVI to perform the translation and IVI DNS is also needed 
for interpretation between IPv4 and IPv6. And ALG [6] (Application Layer Gateway) 
is implemented for different applications. 

 
Fig. 1. IVI Address translation 

In the address translation part, IVI uses the CERNET implementation to translate 
the address, as shown in Fig. 1. Bit 0 to bit 31 are the prefix, bit 32 to bit 39 are all 
ones to indicate that it is an IVI address. Bit 40 to bit 71 are IPv4 address, and the 
suffix are all zeros. By this implementation, it means IVI is stateless, but IVI 
abandons an important design of IPv6, the IPv6 auto-configuration. In IVI, it requires 
the address of an IPv6 client to be configured manually or by DHCPv6. And in this 
part, the address mapping is one-to-one, one IPv4 address can only be used by an 
IPv6 client. 

Since one-to-one mapping does not solve the problem of lacking of IPv4 address, 
1:N IVI [7] is developed. It turns to remap ports, which is described in stateless 1:N 
IVI. The IVI translator takes charge of port mapping, limit the number of port each 
client can use, see Fig. 2. It is obviously that with large amount of clients, the port for 
each client is not enough. For example, when a client is using Google Map, the 
connections can be dozens or up to a hundred. 

 

Fig. 2. Example of port restriction Fig. 3. Example of port number assignment 

An IPv6 client is assigned to No. 10, 
and number of clients is 256. 
The port numbers for this client can use are 
10 + 256 * N, N = 0, 1...255. 



 Auto-configuration Support for IPv4/IPv6 Translation in Smart Sensor Networks 305 

 

Fig. 4. Network components for translation 

Furthermore, the port number is also restricted, as shown in the example in Fig. 3. 
IVI assigns specific port number to the Client by the client’s serial number, which the 
Client is assigned to when connects to IVI translator. It is less flexible to use the 
ports. 

The above problem of IVI can be solved by using stateless 1:N IVI. Simply add a 
gateway between IVI translator and client for port mapping. This gateway receives 
the port range which IVI translator gives it, and remaps them into ports which clients 
are using. According to this method, an extra gateway must be added and configured 
for each client. It is not efficient to widely establish this mechanism. 

The method described later in this document can solve the problems which IVI has, 
and keep it stateless. The most important part is, using IPv6 auto-configuration to 
assign IPv6 address. 

4   SNAT (Stateless Network Address Translation) 

To further improve IVI and 
overcome the inconvenience that 
IPv6 address has to be configured 
manually and port number 
restriction, in this section we shall 
propose a mechanism called SNAT 
to support auto-configuration. 
However, the translation remains 
stateless so that it can be scalable. 

4.1   Network Environment 

The SNAT server connects to 
public IPv4 network and IPv6 
network. And have static IP address on both sides, details are shown in Fig. 4. Inside 
the SNAT server, DNS_ALG is implemented to deal with the packet. IPv6 Clients use 
IPv6 auto-configuration to get IP address. 

4.2   Address and Port Translation Mechanism 

• IPv4 to IPv6 address translation 

Base on the address translation method described in NAT-PT, append the IPv4 
address to an IPv6 prefix, see Fig. 5. The format is prefix::<IPv4 address>. The IPv6 
prefix is given by the SNAT server. 

• IPv6 to IPv4 address translation 

Take the MAC address of IPv6 client which is 48 bit long, append the port number to 
it, see Fig. 6. Then translate the 64-bit data into 16-bit by using a 64 to 16 hash 
function. Create a hash table to save the 64-bit data and use the 16-bit data for index. 
The detail of hash table is shown in Table 1. If there is no collision happened, the 
mapping is unique. 
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Fig. 5. IPv4 to IPv6 address translation 

 
Fig. 6. IPv6 Client data format 

Table 1. Hash table for port mapping 

Table Index (16bit) Table Content (64bit) 
IPv4 port number IPv6 Client MAC address + IPv6 Client port number 

4.3   Network-layer Header Translation 

IPv4 and IPv6 are different protocols, the format of header on Network-layer are 
different. So the header must be translated, through the method defined in SIIT. 
Details are shown in Table 2 and Table 3.  

Table 2. IPv4 to IPv6 header translation 

IPv4 Field Translated to IPv6 Header 

Version (0x4) 
IHL 
Type of Service 
Total Length 
Identification 
Flags 
Offset 
Time to Live 
Protocol 
Header Checksum 
Source Address 
Destination Address 
Options 

Version (0x6) 
discarded 
discarded 
Payload Length = Total Length – 20 
discarded 
discarded 
discarded 
Hop Limit 
Next Header 
discarded 
SNAT address mapping 
SNAT address mapping 
discarded 

 

 

IPv4 address = 163.22.2.1 
IPv6 prefix = 2001:e10:6840:20::/64 
Translated IPv6 address = 2001:e10:6840:20::163.22.2.1 
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Table 3. IPv6 to IPv4 header translation 

IPv6 Field Translated to IPv4 Header 

Version (0x6) 
Traffic Class 
Flow Label 
Payload Length 
Next Header 
Hop Limit 
Source Address 
Destination Address 
- 
- 

Version (0x4) 
Discarded 
Discarded 
Total Length = Payload Length + 20 
Protocol 
TTL 
SNAT address mapping 
SNAT address mapping 
IHL = 5 
Header Checksum recalculated 

4.4   Details of Connection 

• IPv6 communicate with IPv6 and IPv4 communicate with IPv4 

The SNAT server simply forwards the packet, acts like an ordinary router. 

• IPv6 communicate with IPv4 

See Fig. 7. The details are as the steps below. 
 

a. At first, IPv6 address corresponds to the IPv4 Host is unknown to the IPv6 
Client. In order to know it, IPv6 Client sends a DNS request (type AAAA) to the 
IPv6 DNS Server. 

b. There is no such record for this IPv4 Host in IPv6 DNS Server. So the IPv6 
DNS Server forwards this request to the SNAT server. 

c. DNS_ALG in the SNAT server deals with the request, changes the request type 
from AAAA to A and sends it to the IPv4 DNS Server. The IPv4 DNS Server 
receives this request and returns the A record of IPv4 Host’s IPv4 address to the 
SNAT server. 

 

Fig. 7. IPv6 Client connect to IPv4 Host 
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d. The SNAT server translates the A record to correspond AAAA record and sends 
it back to IPv6 DNS Server. 

e. The IPv6 DNS Server sends the AAAA record to IPv6 Client. 
f. IPv6 Client connects to the SNAT server in order to reach IPv4 Host. 
g. The connection from IPv6 to IPv4 is established. 

• IPv4 establish connection with IPv6 

See Fig. 8. The details are as the steps below. 

a. IPv6 Host sends a STUN [8] request through the port which it wants to use. 
b. The SNAT server then translates the packet and sends it to the STUN server 

with its IP address as source address. 
c. STUN server then return packet with the IP address and port number this request 

used. 
d. IPv6 Host receives the IPv4 public address and port number which STUN server 

tells it. 
e. IPv6 Host uses the information received in step d to send a SRV [9] register to 

the DNS server in IPv4 network. 
f. The SNAT server sends this register packet to the DNS server. 
g. Now the IPv4 Client can ask DNS server for the name of IPv6 Host and get its 

IPv4 address and port number. 
h. The IPv4 Client connects to the SNAT server, which the address and port number were 

registered on DNS Server. 

i. The connection from IPv4 to IPv6 is established. 
 

 

Fig. 8. IPv4 Client connect to IPv6 Host 

5   Performance Evaluation 

Since hash function is used for translation, there is possibility of collision to be 
happened. Here is a test for collisions when dealing with many connections. 
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Fig. 9. Collisions when creating hash table 

The test is based on 10 to 100 connections per client, and there are 100 clients, the 
result is shown in Fig. 9. 

As the result, when number of total connections reaches ten thousand, collisions 
happened around seven hundred times. The collision rate is about 7%. In order to 
handle the collisions, when collision occurs, the SNAT server will add one to the 
current index and see if collision still happen. The SNAT server will continue doing 
this until there is no collision. 

6   Conclusion 

Smart Sensor Networks which uses IPv6 can communicate with IPv4 network 
through the SNAT server proposed in this paper. The mechanism increases the 
scalability of Smart Sensor Networks and can also be used for other IPv6 networks. 

SNAT makes improvement based on NAT-PT, providing a mechanism to allow 
single IPv4 address shared by multiple IPv6 clients to communicate with IPv4 
networks. Unlike the port restriction in IVI, each port of IPv6 clients behind an SNAT 
server can be mapped to an individual IPv4 port, and the number of ports used by 
each client is unlimited. 

SNAT solves problems caused by previous solutions have, and makes the 
translation mechanism more integrated. The issue of security for IPv4/IPv6 translation 
is not mentioned in this document, which will certainly require further research. 
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Abstract. In this research we use soft computing methods and apply an empirical 
Bayes method to estimate the minimum customer alive duration. It is an 
important topic because the information of minimum length provides marketing 
decision maker to know the largest lower bound of which the customer will be 
alive. In this paper, we call this minimum duration the guarantee length of loyalty 
which means the value of each individual customer alive duration will be larger 
than or equal to this minimum length. This estimate can be used to help finding 
the best marketing timing for the extended of customer alive time. The model 
under consideration is based on a Bayes framework which is very flexible 
(general) so that many complicated factors that involve in marketing problem can 
be included in this model. In this research an asymptotic optimal empirical Bayes 
estimate will be derived. As the result, this model will be more practical in real 
situation. 

Keywords: Bayes, duration, loyalty. 

1   Introduction 

During the Financial downturn period, the decline of consumption leads to recession of 
firms’ profit. The marketing strategy decisions of corporations tend to become sparing. 
Therefore how to keep the loyal customer and to maintain the baseline revenue are 
important issues (Bolton, 1998; Reinartz & Kumar, 2000, 2003)[1][2][3]. Thus if we 
provide a model which estimate the minimum duration of customer patronage a brand 
or product, that is in this period of time customer doesn’t switch to other brands, then 
the manager can control the marketing input to meet the expectation of profit output . 
Also, the corporation may consider tactics depending on different minimum duration of 
customer segments which produce different contribution to the firm.  

Thus, the purpose of this paper is to use the stochastic model through soft computing 
methods to estimate the minimum alive duration of a customer of the brand which is 
called the guarantee length of loyalty (GLL). In this guarantee duration, the customer is 
active or alive which means in the duration length, the individual has not taken any 
business or patronage elsewhere. The minimum GLL of brand customer is an important 
information for the manager to make the marketing decision. In this paper, we consider 
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a Bayes exponential model such that the prior of the exponential mean is very flexible 
so that the complicated situations that several untraceable factors are involved can the 
treated. Considering a square lose, we derive an empirical Bayes estimates which 
matches the Bayes estimate when sample size is large under the situation that prior is 
unknown.  

The model of a customers’ loyalty duration 
We consider X as the loyal duration which is the total length of the customer using this 
brand. It is reasonable to consider X following a two-parameter exponential family with 
location and scale parameters:   

( ) ( )
.)(exp

1
, θ

λ
θ

λ
θλ −⎟

⎠
⎞

⎜
⎝
⎛ −= xI

x
xf  (1) 

When )( yI  is the indicator function taking value 0 if 0≤y  and 1 otherwise. Since X 

>θ  with probability 1, we call θ  the guarantee length of loyalty (GLL). Now due to 

different demographic and individual characters among customers, θ  would not be a 
constant. Therefore we consider θ  as an unknown variable with pdf )(θg .Here the 

)(θg  is unknown but satisfies some mild condition given by (A1) and (A2). 
However for the scale parameter λ , we consider it as an unknown constant. To 

have information aboutθ , we may either estimate its mean or estimate its value when n 
samples are obtained. Since θ  is random variable, our model is under a Bayes 
framework. According λ  is assumed unknown and )(θg is also unknown with some 
mild conditions, the GLL model includes a quite big family and can meet the particle 
application. The prior density )(⋅g satisfies the following two considerations: 

(A1) )(⋅g  is decreasing in θ > 0 and )(θg = 0 for θ > b. For some known value b, 
0< θ≤b .  

(A2) )(⋅g  is (r-1) times differentiable, )()1( θ−rg is continuous on [0, b].  

In (A1) assumption, b is the upper bound of customer alive. Beyond the upper 
bound, the probability of GLL is zero. The )(⋅g  is a decreasing function which is 

indicated that the probability of GLL will be less by time increasing. In (A2) 

assumption, the probability density of GLL is a smooth curve. 
According to )(θG  being satisfied (A1) and (A2)assumption, the Bayes exponential 

distribution is a huge family. In this Bayes framework, many complicated factors that 
involve in marketing problem can be included in this model. 

In the area of Mathematical Statistics, some papers have studied this topic（Singn & 
Prasad, 1989; Prasad & Singh,1990）[4][5]. But in these literatures, the parameter λ of 
formula (1) is assumed known. This proposition is not practical especially in our study. 
Therefore we consider λ is an unknown parameter. Based on asymptotic optimal 
empirical Bayes method, this paper estimate the unknow piror distribution )(⋅G  to 
create the estimating function and use the last sample to calculate θ . This paper 
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provide a best empirical Bayes estimators of θ  in the square loss function. The 
asymptotic optimal empirical Bayes estimator 

∧

Gθ  is indicated that there is a sequence 
{ }na  if 

∧

Gθ is corresponding to a Bayes estimator of unkown prior distribution G, then 
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And 0→na , 
∧

)( GR θ  is the Byes risk of 
∧

Gθ . 

2   Sampling 

The samples we use are drawn from the customer database of credit card corporation. 
For the credit card marketing, if there is no record of consumption of the customer over 
six months, we call this customer the “death” one. According this, the datas we apply 
are the duration of customer transaction from the first time with this credit card to the 
end of death. This paper considers positive integer m and n. There are n stages in which 
we sample the data and in every stage, we draw m numbers samples. For example, ijX  
is the j the sample in i stage. 7=ijX  is j the customer drawn on i stage and he switches 
to other brand after using this brand seven months.  

3   Estimate 

According the Baye exponential mode, the parameters λ  and G of θ  are unknown. 

The θ  is changing by G on different n stages. There is less limitation of G in this paper. 

Only, G must be satisfied the assumptions (A1) (A2). In the practice application, we 

can get the information of G depend on sampling.  
Considering )(⋅K is a finite function on [0,1] which is satisfied：  

.
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Where r is given in advance. In this paper we prefixed r = 3.   

There are many ways to get the value of kernel function )(⋅K .For example, if we 

give r=3, then ( ) 2

210 xaxaaxK ++= . Following the (3), we can get three 

simultaneous equations. By solving the equations, 0a , 1a , 2a  are obtained. And we 

consider )(max
100 xkk

x≤≤
= . 

According (A1) assumption, the researcher can decide the domain although )(θg is 

unknown. If the researcher think the variance of θ  is large, the value of b can be 

considered larger. For example, in the durable product market, the duration of loyalty is 

longer, then we can create b value for five years.    
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We propose the estimators as following:  
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I(x) is an indicated function and h is the function of n. When ∞→n , then 0→h 。If 
the total sample sizes are m×n, we can use these numbers of samples to estimate the 

parameters or functions which are unknown in the models.    
We present that ),( λθ ii yf  is the function of iY  in i the stage.  

Then, 
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iθ is varying by )(⋅G . 

Using the square error loss, the Bayes estimator )( yGϕ  is the posterior mean ofθ . 
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Because the )(θG  is unknown, we use equations (5) and (4) to estimate equations (6) 
and (7). 

When the researcher draw mn samples, the values of )( ynα , )( yf n  which are define 
in (4) and(5) can be calculated. The mn samples are called past data. They are 
conducted to estimate the unknown value of the model based on empirical Bayes 
method. Finally, it’s needed to get m samples to become the samples of (n+1) stage for 
the estimation decision.  

We consider the value yYn =+1  which is calculated from the samples in (n+1) 

stage. Thus, we propose the empirical Bayes estimator of θ  is  
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Finally, we can obtain the estimator value of GLL from equation (8).  

4   Data Analysis 

The samples we use are drawn from the customer database of credit card corporation. 
For the credit card, if there is no record of consumption of the customer over six 
mounths, we call this customer “dead”. According this, the data we apply are the 
duration of customer from the first transaction with this credit card to cancel the card. 
First, we discard the extreme value of duration and let t denote the total number of data. 
Secondly, we prefixed n and m (n>m) so that t is approximately close to (n+1)m with 
t≦(n+1)m. There are n+1 subsamples and each subsample size is m. Third, we use the 
former n stages subsamples to estimate the unknown G and the last one stage 
subsamples to make the decision. Finally, use these GLL result to marketing 
application such as deciding the best promotion time.  

5   Conclusion 

The GLL estimation result can be compared to the customer demographic variables and 
make the cross analysis to explore the customer cluster rule. Also, we can combine the 
GLL value and customer lifetime value to calculate the minimum profit of the firm and 
distinguish the different between the actual performs and the estimation. 
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Abstract. In this paper, we not only develop an integrated EPQ model for 
manufacture’s replenishment policies with two level of trade credit policy under 
supplier credits linked to ordering quantity, but also extend Teng and Chang [11] 
EPQ model more generalization in inventory system. We then provide the proper 
theoretical results to obtain the optimal solution. Finally, numerical examples are 
used to illustrate the proposed model and its optimal solution. 

Keywords: Inventory; EPQ; Trade Credits; Permissible delay in payments. 

1   Introduction 

In the past decades, there were many researchers who have studied the inventory models 
with permissible delay in payments. As a matter of fact, in the business market, the 
supplier often provided a credit period to customers in order to stimulate the demand or 
decrease inventories of certain items. And the customers did not have to pay the supplier 
immediately after receiving the items, but instead, could delay their payment until the 
end of the allowed period. However, the supplier usually is willing to provide the 
retailer a permissible delay of payments if the retailer orders a large quantity.  

In the literature, Goyal [3] first developed an economic order quantity (EOQ) model 
under the conditions of permissible delay in payments. Aggarwal and Jaggi [1] extended 
Goyal’s model to the case of deterioration. Jamal et al. [8] analyzed Aggarwal and 
Jaggi’s model to allow for shortages. Teng [9] amended Goyal’s model by considering 
the difference between unit price and unit cost and established an easy analytical 
closed-form solution to the problem. Chung and Huang [2] proposed an economic 
production quantity (EPQ) inventory model for a retailer when the supplier offers a 
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permissible delay in payments by assuming that the selling price is the same as the 
purchase cost. Huang [5] extended Goyal’s model to develop an EOQ model in which 
supplier offers the retailer the permissible delay period M (i.e., the supplier trade credit), 
and the retailer in turn provides the trade credit period N (with N ≤  M) to its customers 
(i.e., the retailer trade credit). Huang [6] incorporated both Chung and Huang [2] and 
Huang [5] to investigate the optimal retailer’s replenishment decisions with two levels 
of trade credit policy in the EPQ framework. Jaggi et al. [7] incorporated the concept of 
credit-linked demand and developed an inventory model under two levels of trade credit 
policy to determine the optimal credit as well as replenishment policy jointly for the 
retailer. Ho et al. [4] formulated an integrated supplier-buyer inventory model with the 
assumption that the market demand is sensitive to the retail price and the supplier adopts 
a trade credit policy to determine the optimal pricing, shipment and payment policy. 
Teng and Chang [11] extended Hung [6] EPQ model and completed the shortcoming 
but also relax some dispensable assumptions on his model. They then established the 
theoretical results to obtain the optimal solution.  

In this paper, an integrated EPQ model for manufacturer’s replenishment policies 
with two levels of trade credit policy under supplier credits linked to ordering quantity is 
built. We then not only develop the proper theoretical results to obtain the optimal 
solution, but also extend Teng and Chang [11] EPQ model. Finally, numerical examples 
are used to illustrate the proposed model and its optimal solution. 

2   Mathematical Formulation 

The following notation are partially same as those in Teng and Chang ‘s [11] EPQ 
model.  

D the demand rate per year 
P the replenishment rate (i.e., production rate) per year, P ≥D 
A the ordering (or set-up) cost per order (lot) 

ρ  
P

D−1 ≥ 0, the fraction of no production 

c the unit purchasing price 
s the unit selling price, s≥ c 
h the unit stock holding cost per item per year excluding interest charges 

eI  the interest earned per dollar per year  

kI  the interest charged per dollar in stocks per year by the supplier 

rQ  the minimum order quantity at which the delay in payments is permitted 

rT  the time interval that rQ  units are depleted to zero due to demand 
M the manufacturer’s trade credit period offered by supplier in years 
N the customer’s trade credit period offered by manufacturer in years 
T the cycle time in years  

TVC(T ) the annual total relevant cost, which is a function of T 
*T  the optimal cycle time of TVC(T ) 
*Q  the optimal lot size of TVC(T ) 
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The total relevant cost consists of (a) cost of setup, (b) cost of purchased units, (c) 
cost of carrying inventory (excluding interest charges), (d) cost of interest charges for 
unsold items at the initial time or after the permissible delay M, and (e) interest earned 
from sales revenue during the permissible period. 

In addition, the following assumptions are used throughout this paper. 

(1) The replenishment rate (or production rate), P, is known and constant. 
(2) Demand rate, D, is known and constant. 
(3) Shortages are not allowed. 

(4) If the order quantity is less than rQ , then the payment for the items received must be 

made immediately. Otherwise, if the order quantity is greater than or equal to rQ , 

then the delay in payments up to M is permitted. That is, If Q rQ≥ , i.e.  

T rr TDQ =≥ / , the delayed payment is permitted. Otherwise, the delay in 

payments is not permitted.(i.e., setting M = 0). 

(5) During the credit period the account is not settled, the manufacturer (or retailer) can 

accumulate revenue and earn interest after his/her customer pays for the amount of 

purchasing cost to the manufacturer (or retailer) until the end of the trade credit 

period offered by the supplier. That is, the manufacturer (or retailer) can accumulate 

revenue and earn interest during the period N to M with rate eI  under the condition 

of trade credit. And at the end of the permissible delay, the manufacturer (or retailer) 

pays off all units ordered, and starts paying for the interest charges on the items in 

stocks.  
(6) The ending inventory is zero. 
(7) Time horizon is infinite. 

The annual total relevant cost consists of the following elements. 

1. Annual ordering cost = TA / . 
2. Annual stock holding cost = 2/ρhDT . 

According to the assumption (4), as well as the values of N and M, there are two cases 
for the manufacturer, case A: MN ≤ (see, figures 1 and 2) and case B: NM <  (see, 
figures 3 and 4), to occur in interest charged and interest earned per year. 

 

maxI

rT  

Fig. 1. Sub-case A-1: TTr ≤ and 

NTMN +≤≤  

maxI

rT
 

Fig. 2. Sub-case A-2: TTr ≤ and 

MNT <+  
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Fig. 3. Sub-case B-1: rTT <  

 

Fig. 4. Sub-case B-2: TTr ≤ and NM <  

2.1   Case A: MN ≤  

In this case, we have following two sub-cases 

(i) Sub-case A-1: TTr ≤  and NTM +≤   

In this sub-case, the manufacturer buys all parts at time zero and must pay the 

purchasing cost at time M. Meanwhile, he/she starts to receive the money from his/her 

first customer at time N . Hence, the manufacturer pays off all units sold by M – N at time 

M, keeps the profits, and starts paying for the interest charges on the items sold after M 

– N. The graphical representation of this situation is shown in Figure 1. However, the 

manufacturer can not payoff the supplier by M because the supplier credit period M is 

shorter than the customer last payment time T + N. Hence, the manufacturer must 

finance all items sold after time M – N at an interest charged kI  per dollar per year. The 

interest charged per cycle is kcI  times the area of the triangle BCF shown in Figure 1. 

Therefore, the interest charged per year is given by 

T

cIk {
2

][ 2MNTD −+
}.                                           (1) 

On the other hand, the manufacturer starts selling products at time 0, but getting the 

money at time N. Consequently, the manufacturer accumulates revenue in an account 

that earns eI  per dollar per year starting from N through M. Therefore, the interest 

earned per cycle is esI  multiplied by the area of the triangle NMF as shown is Figure 1. 

Hence, the interest earned per year is given by 

 
T

sI e [
2

)( 2NMD −
] .                                                   (2) 

(ii) Sub-case A-2: TTr ≤  and MNT ≤+   

In this sub-case, the manufacturer receives the total revenue at time T + N, and is able to 

pay the supplier the total purchase cost at time M. Since the customer last payment time 

T + N is shorter than the supplier credit period M, the manufacturer faces no interest 
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charged. The interest earned per cycle is esI  multiplied by the area of the trapezoid on 

the interval [N, M] as shown in Figure 2. As a result, the interest earned per year is given 

by 

 
T

sI e [
2

2DT
+ )( NTMDT −− ].                              (3) 

Therefore, the annual total relevant cost for the manufacturer can be expressed as 
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2.2   Case B: NM ≤  

In this case, we consider two sub-cases:  

(i)  Sub-case B-1: rTT <  

Since TTr >  implies the order quantity is less than rQ , then the payment for the items 

received must be made immediately. Hence, the manufacturer must finance all items 

ordered at initial time 0 at an interest charged kI  per dollar per year, and start to payoff 

the loan after time N. Hence, the interest charged per cycle is kcI  multiplied by the area 

of the trapezoid on the interval [0, T+N], as shown in Figure 3. Therefore, the interest 

charged per year is given by  

T

cIk [ TDN +
2

2DT
].                                                         (7) 

(ii)  Sub-case B-2: TTr ≤  

In this situation, the customer’s trade credit period N is larger than or equal to the 
supplier credit period M. Consequently, there is no interest earned for the manufacturer. 
In addition, the manufacturer must finance all items ordered at time M at an interest 
charged kI  per dollar per year, and start to payoff the loan after time N. Hence, the 
interest charged per cycle is kcI  multiplied by the area of the trapezoid on the interval 
[M, T+N], as shown in Figure 4. Therefore, the interest charged per year is given by  

T

cI k [ DTMN )( − +
2

2DT
].                                                    (8) 
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Therefore, the annual total relevant cost for the manufacturer can be expressed as 

⎩
⎨
⎧

≤
<

=
,,)(

,,)(
)(

4

3

TTTTVC

TTTTVC
TTVC

r

r                                               (9) 

where 

)(3 TTVC = ]
2

[
2

2DT
NTD

T

cIhDT

T

A k +++ ρ
.                          (10) 

)(4 TTVC = ])(
2

[
2

2

MNDT
DT

T

cIhDT

T

A k −+++ ρ
.                  (11)           

Remark 1. To ensure that the annual total relevant cost for the manufacturer in each 
sub-cases, (i.e., the Equations (5), (6), (10) and (11)) are larger than or equal to zero, we 
have the following scenarios. 

(1) )(1 TTVC 0≥ , if and only if  

)(2)]([ 2
kk cIhANMcID +−− ρ 0)())(( 2 ≤−−+− NMDsIcIcIh ekkρ . 

(2) 0)(2 ≥TTVC , if and only if 2)]([ NMsID e − 0)(2 ≤+− esIhA ρ . 

(3) )(3 TTVC 0≥ , if and only if 

2)())(( NMDsIcIh ek −+ρ 2)()()(2 NMDcIhcIhA kk −−+− ρρ ≤ 0 

(4) )(4 TTVC 0≥ , if and only if 0)2)]([()]([ 2 ≤+−− AcIhMNcID kk ρ . 

Remark 2. (Special case) If rT = 0 which means that the supplier provides the 

permissible delay in payments without any condition on order quantity to the retailer, 

then our model will degenerate to the model proposed by Teng and Chang [11].  

Optimal solution  

To minimize the annual total relevant cost, taking the first-order and the second-order 

derivatives of )(1 TTVC , )(2 TTVC , )(3 TTVC , and )(4 TTVC with respect to T, we 

obtain 

Td

TTVCd )(1 =
2

)(

2

])()(2[
2

2 DIch

T

NMIsIcDA kek ++−−+− ρ
,                 (12) 

2
1

2 )(

Td

TTVCd
=

3

2

2

)()(2

T

NMIsIcDA ek −−+
,                                 (13) 

Td

TTVCd )(2 =
2

)(
2

DIsh

T

A e++− ρ
,                                               (14) 
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2
2

2 )(

Td

TTVCd
0

2
3
>=

T

A
,                                                (15) 

Td

TTVCd )(3 =
2

)(
2

DcIh

T

A k+
+− ρ

,                         (16) 

2
3

2 )(

Td

TTVCd
0

2
3
>=

T

A
,                                              (17) 

Td

TTVCd )(4 =
2

)(
2

DcIh

T

A k+
+− ρ

,                       (18) 

and 

2
4

2 )(

Td

TTVCd
= 0

2
3
>

T

A
.                                            (19) 

For convenience,  we set *
1T , *

2T , *
3T  and *

4T  be the optimal values for )(1 TTVC , 

)(2 TTVC , )(3 TTVC , and )(4 TTVC , respectively. That is, *
1T , *

2T , *
3T  and *

4T satisfy 

the following equations: 

)( *
11 TTVC = ,)(1 TTVCMin

Tk≤
)()( 2

*
22 TTVCMinTTVC

NMTTr −≤≤
= , 

)()( 3
*

33 TTVCMinTTVC
rTT ≤

= , and 

)( *
44 TTVC = )(4 TTVCMin

TTr ≤
, respectively, where },{ NMTMaxk r −≡ . 

Theorem 1. When MN ≤ , 

(A-1.1) If 2
1 )()(2 NMIsIcDA ek −−+=δ >0,then )(1 TTVC  is convex function 

for >T 0, hence, let =1T ])/[(1 DcIh k+ρδ  satisfy 
dT

TdTVC )( 11 = 0 . 

(1.a) If 1},{ TNMTMax r ≤− , then the optimal solution of )(1 TTVC is 1
*

1 TT = . 

 (1.b) If 1T < },{ NMTMax r − , then the optimal solution of )(1 TTVC is 

},{*
1 NMTMaxT r −= . 

(A-1.2) If 2
1 )()(2 NMIsIcDA ek −−+=δ 0≤ , then )(1 TTVC  is concave and 

increasing function  for >T 0, hence, there exits Δ
1T > 0 which satisfies 

0)( 1 =ΔTF , where 

=)(TF 1
2 )(2)( δρ +−−+ TNMDIcDTcIh kk . 
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(2.a) If },{ NMTMax r − Δ≤ 1T , then the optimal solution of )(1 TTVC is Δ= 1
*

1 TT . 

(2.b) If Δ
1T < },{ NMTMax r − , then the optimal solution of )(1 TTVC is 

*
1T = },{ NMTMax r − . 

(A-2) )(2 TTVC  is convex function for >T 0, hence, let 2T = ])/[(2 DsIhA e+ρ  

satisfy 
dT

TdTVC )( 22 = 0 . 

(a) If NMTTr −≤≤ 2 , then the optimal solution of )(2 TTVC is *
2T = 2T  

(b)If 2TTr ≥  or NMT −≥2 , then the optimal solution of )(2 TTVC is *
2T = rT  or 

*
2T = NM − . 

Proof: Omitted. 

Theorem 2. When NM ≤ , 

(B-1) )(3 TTVC  is convex function for >T 0, hence, let 3T = ])/[(2 DcIhA k+ρ  

satisfy  

dT

TdTVC )( 33 = 0. 

(a) If 3TTr > , then the optimal solution of )(3 TTVC  is *
3T = 3T . 

(b) If 3TTr ≤  , then the optimal solution of )(3 TTVC  is *
3T = rT . 

(B-2) )(4 TTVC  is convex function for >T 0, hence, let 

4T = ])/[(2 DcIhA k+ρ satisfy 
dT

TdTVC )( 44 = 0. 

(a) If 4TTr > , then the optimal solution of )(4 TTVC  is *
4T = rT . 

(b) If 4TT r ≤ , then the optimal solution )(4 TTVC  is *
4T = 4T . 

Proof: Omitted. 

3   Numerical Examples 

To illustrate our proposed model, we take two examples in the following. 

Example 1. We consider the values of the parameters as follows : A = $150/order,  

D = 2500 units/year, c=$50/unit, s=$75/unit, h=$15/unit/year, P=3000units/year, 

=kI 0.12/$/year, eI =0.15/$/year, }500,150{=rQ units, }15.0,10.0{=M year, and 

0.12N = year.  



 An Integrated EPQ Model for manufacturer’s Replenishment Policies 325 

From optimal solution procedures, the optimal replenishment interval, and optimal 
production quantity are shown in Table 1. 

Table 1. Computational results with respect to different values of rQ , M and N 

N 
0.12 M rQ  

*T  
*Q  

*TVC  

0.10 150 *
4T =0.1188 

*
4Q =297.0 2824.9 

 500 *
4T =0.2000 

*
4Q =500.0 3175.0 

0.15 150 *
1T =0.1165 

*
1Q =291.1 2024.7 

 500 *
1T =0.2000 

*
1Q =500.0 2395.5 

Example 2. We consider the values of the parameters as follows : A = $200/order, D = 

2500 units/year, s = $90/unit, h = $12/unit/year, P = 5000 units/year, =kI 0.15 /$/year, 

c = $30/unit, eI = {0.08,0.18}/$/year, }300,100{=rQ  units, 05.0=M year, and 

=N 0.08 year. From Theorems 1 and 2, the optimal replenishment interval, and optimal 

production quantity can be shown in Table 2. 

Table 2. Computational results with respect to different values of  c, eI , rQ  and M  

M 
0.05 c eI  rQ  

*T  
*Q  

*TVC  

30 0.08 100 
*

4T =0.1155 
*
4Q =288.7 3801.6 

  300 
*

4T =0.1200 
*
4Q =300.0 3084.2 

 0.18 100 
*

4T =0.1155 
*
4Q =288.7 3801.6 

  300 
*

4T =0.1200 
*
4Q =300.0 3084.2 
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4   Conclusion 

In this paper, an integrated EPQ model with two level trade credit policies under 
supplier credits linked to the order quantity is developed. We then provide the theorems 
to find the optimal solutions for the provided models. 

For the future study, we can consider both trade credits linked to order quantity for 
the manufacturer and customers. And we can also discuss the deterioration items in the 
models, the purchased, holding and deteriorated costs varied with time and /or quantity 
and so on. 
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Abstract. This work presents a novel algorithm, the Mahalanobis Taguchi 
System- Two Step Optimal algorithm (MTS-TSO), which combines the 
Mahalanobis Taguchi System (MTS) and Two-Step Optimal (TSO) algorithm 
for parameter selection of product design, and parameter adjustment under the 
dynamic service industry environments.  

From the results of the confirm experiment, a service industry company is 
adopted to applies in the methodology, we find that the methodology of the 
MTS-TSO algorithm can easily solves pattern-recognition problems, and is 
computationally efficient for constructing a model of a system. The MTS-TSO 
algorithm is good at pattern-recognition and model construction of a dynamic 
service industry company system.  

Keywords: Mahalanobis -Taguchi System (MTS), Data-Mining (DM), Two - 
steps optimal algorithm (TSO), Service Industry (SI). 

1   Introduction 

Searching for patterns and modeling via data-mining is typically done in static states. 
Notably, the Mahalanobis Taguchi System algorithm can effectively and efficiently 
overcome extraction problems for pattern recognition. The primary aim of the MTS 
algorithm is to accurately predict multidimensional attributes by constructing a global 
measure meter that combines Mahalanobis Distance ( MD ), Orthogonal Arrays (OA) 
and the Signal-to-Noise (SN) ratio. Studies using a dynamic environment for data-
mining are scarce. The two-steps optimal (TSO) algorithm developed by Taguchi 
constructs a dynamic system to test attributes under dynamic environment. As the 
                                                           
*  Corresponding author. 
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MTS can only handle pattern recognition problems in static and simple environments, 
this study proposes a novel method that integrates the TSO into the MTS to generate a 
new algorithm, the MTS-TSO algorithm. This proposed algorithm solves pattern-
recognition and model-construction problems for service industry in a dynamic system. 

A review of relevant literature reveals, Kaya, M., et. al.(2005) proposed A genetic 
algorithm (GA) and Fuzzy-based methods are used to construct association rules. 
Chiang, H. L.,et. al.(2005) submitted A Linear Correlation Discovering (LCD) 
method is utilized for pattern recognition, and Wang, C. Y., et al.(2005) presented a 
three-stage online association rule is utilized to mine context information and 
information patterns. Simultaneously, Daskalaki, S., et. al.(2003) submitted for the 
system lifecycle evaluation and estimation attributes.  

Clearly, the MTS is a good and effective system for pattern searching. Das, P.,et. 
al.(2007) proposed a work shows that the MTS is applied for pattern recognition as 
follows, an MTS is used to resolve classification problems. 

In the field of model construction, Kim, M. J. et. al. (2003) offered the GA 
algorithms have been utilized to generate a bankruptcy prediction model, and 
Ambrozic, T. (2003) presented an artificial neural network for predicting subsidence. 
From above mentions, the goal of this work is to solve the dynamic system 
construction problem. Thus, this study applied the MTS-TSO algorithm to the case of 
a service industry company to determine whether the model is good. 

2   Model Construction 

The MTS process; the process contains the following steps. 

First, the process of the proposed algorithm establishes the MTS, which computes 
the Mahalanobis Distance ( MD ) from two data groups, transfers the MD  values 

into observations ijy , develops the threshold based on the minimum values of Type-I 

and Type-II errors, and to determines whether attributes belong to this group. Next, 

Using ijy to calculate SN ratios for the attributes, and then selects these attributes to 

form a new pattern that represents the initial system. The algorithm is as follows. 
The TSO algorithm is applied in the second stage. The TSO algorithm attempts to 

construct a service industry dynamic system, and construct the model, which is 
completed using by the following two steps. The first step determines whether β  is 

significant. The second step adjusts the value of β . That is, the formula ii MY β=  

is generated and applied to a service trade company dynamic system as the rule of a 
diagnostic or prediction model. In summary, the algorithmic procedure has the 
following three steps. 

Step 1. Construct a measure meter with the MTS process of a system 

First, parameters, Mahalanobis Distance ( MD ) are computed. Equation 1 is the 
formula for standardized values: 

MD  = jlil

k

j

k

i
iji yya

k
D ∑∑

= =

=
1 1

2 1
( l =1…… n )                            (1) 
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The process is as follows. 

1. Assess attributes from the normal data set. 
2. Use the normal data set to calculate MD . 

Step 2. Confirm the measure meters of the system  

This stage generates some parameters, and the-larger-the-best ( LBT rule) is adopted. 
Next, the important attributes of the normal data set are chosen based on SN ratios By 

Eq. 2, d is the number of an abnormal data set, 
2
iy  = MD , and i = 1 to d. 

)
1

...
11

(1log10
22

2
2
1

10
dyyyd +++−=η                                 (2) 

The process at this stage is summarized as follows. 

3. Calculate the MD   
4. Compute SN ratios for the abnormal data set.  
5. Determine the threshold value. 

Step 3. Generate the dynamic model 

The third step includes two process details for the TSO algorithm. The first step selects SN 
ratios from the second data group and maximizes these ratios. If the ratio is insignificant, 
the second step adjusts the value ofβ . The process is summarized as follows. 

6. Confirm the measure meters to form a new pattern.. 
7. Construct a dynamic service trade company system.  

Figure 1 presents the MTS-TSO algorithm.     
 

Fig. 1. Summary of the MTS-TSO algorithm 

Step 1. Construct a measure meter with the MTS process  
 

1. Assess attributes from the normal data set. 

2. Use the normal data set to calculate MD . 

Step 2. Confirm the measure meters  

3. Calculate the MD   
4. Compute SN ratios for the abnormal data set.  
5. Determine the threshold value. 

Step3. Generate the dynamic model 

6. Confirm the measure meters to form a new pattern. 
7. Construct a dynamic service industry company system. 
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3   Case Application 

The case company will be test by the performance measurement units, which has 30 

work parameters for testing 32 work items. These attributes are coded from 301 yy −  

The 23 data sets are selected from the normal data set and 9 data sets are extracted 
from the abnormal data set. The MTS-TSO algorithm is applied as follows. 

Step 1. Build Measure meters of a system 

First, the sMD are calculated from the normal data set. The threshold is 0.7.  

The threshold, 0.7, is determined to separate data sets to two groups. The value of 
the Type-I error is 0.2; that is, the correct rate is 80%. 

Step 2. Confirm the measurement meters 

At this stage, the calculated parameter is transformed into a SN  ratio by using the 

32L  Orthogonal Array (OA) table. And the effective size of SN  ratios is obtained.  

Therefore, the attributes are reduced from 30 to 6 items, at the same time, the 
largest effect sizes among the SN ratios are chosen as follows. These attributes 

are 3v , 5v , 10v , 11v , 21v , and 22v . 

Next, to confirm the reliability of model attributes, the expected value of the SN  
ratios is 1.06, which attains an optimal state. These data are then validated and 
verified. Thus, the confidence interval (CI), which confirms system reliability—also 
proposed by Taguchi—is derived using Eq.3. 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
××=

eff
df n

VeFCI
1

2,1,05.01

                                       

  (3) 

where dfF ,1,α  is the α value of F, α  is an obvious level, α−1  is a confidence 

interval, df  is the item’s of degree of freedom, ev is the combination error item of 

variance, and effn is the number of efficient experimental times, which is shown as 

follows. 
For confirmation reason, the second group is extracted and the experiment is 

conducted again; the 95% CI must remain within this range; that is, the new structure 
of the system model is valid.  

4   Generate the Dynamic Model 

4.1   To Reduce the Number of Attributes 

At this stage, the second group is selected and the MTS process is applied again. 

Thus, the sMD of second data group are computed (Table1).  
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Table 1. The sMD  of the second group 

Sample 1 2 3 4 5 6 7 8 9 10 

MD 0.92 0.93 0.68 0.94 0.80 0.84 0.65 0.80 0.9 0.82 

Sample 11 12 13 14 15 16 17 18 19 20 

MD 0.95 0.98 0.98 0.86 0.90 0.91 0.92 0.89 0.86 0.89 

Sample 21 22 23 24 25 26 27 28 29 30 

MD 0.69 0.8 0.92 0.85 0.78 0.79 0.88 0.86 0.87 0.8 

 

Here the threshold value is 0.7, which is the smallest value and can be assessed 
by the type-I error, which is 0.20. The correct rate of the second data group is stay at 
80% 

4.2   The TSO Algorithm Is Used to Construct a Dynamic Model 

In this stage, the TSO algorithm is utilized determine whether the dynamic model is in 
good condition. The processes are as follows.  

Step 1. Maximize the SN ratios of the second data group.  

The second data group is selected from a system. 
To maximize the SN ratios of these data, attributes are chosen based on the largest 

SN ratio. These attributes are 1v , 2v , 3v , 4v , 5v , and 6v . 
The β  is employed to adjust the dynamic model and determine the β level, which 

is adjusted when it is not equal to 1. The processes are shown in the next step. 

Step 2. Adjust the β  values 

According to the second data group, β  is computed using the following formula for 

a manufacturing inspection dynamic system. Thus, the estimated value of the SN  
ratios is computed as -1, and listed as follows. 

Λ
η  = ηnv

i
i −∑

=

6

1                                                            

 (4) 

From Eq. (4), the value of the 
Λ
η  is 

Λ
η  = -1 

The β value is 0.8, which is too low to reach 1. Thus, the attributes original value 

must be adjusted such that its β value is close to 1. 
∧
β  = ββ n

i
i −∑

=

6

1                                                          

 (5)  

Next, from Eq. (5), the value of the β  is 
∧
β  = 0.8 
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From the adjusting process, the SN  ratios have been improved while β is 

adjusted to be close to 1. 

5   Conclusion 

The MTS is employed to process the pattern-recognition problem, and the TSO 
algorithm is utilized to formulate a dynamic service industry system.   

Experimental results indicate that the MTS algorithm easily solves pattern-
recognition problems, and is computationally efficient. Additionally, the TSO 
algorithm is a simple and efficient procedure for constructing a model of a service 
industry dynamic system. The MTS-TSO algorithm is good at pattern-recognition and 
model construction of dynamic service industry systems. 

We conclude that the MTS-TSO algorithm can successfully be applied to accurately 
predict decisions in dynamic environments for resolving data mining problems. 
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Abstract. Taiwan has maintained its competitiveness in the global industrial PC 
market due to its effective supply chain management. In the operational level, 
however, integration of corporate resources is required and the development of a 
growth and profit assessment model can result in the most value for the 
shareholders, the employees, the society and the nation. This research adopts  
the fuzzy logic approach to propose an assessment model for evaluating the 
performances of Taiwan's industrial PC companies. The strength of this 
approach transforms indistinct language and uncertain cogitation of human 
decision-making to quantitative data. Qualitative expert surveys and quantitative 
financial data are collected from Taiwan's industrial PC companies in 2008 to 
ensure the validity and objectiveness of model assessment. A total of 6 
dimensions, including potentiality, capital structure, solvency, corporate 
performance, profitability, and cash flow, are elicited, and 20 assessment factors 
are identified to serve as the criteria for assessment. 

Keywords: Fuzzy Approach, Industrial PC, Performance. 

1   Introduction 

The early applications of industrial PCs were limited to automatic production only. 
With the change of their life pattern and the advent of Internet along with the 
combination of information, communication, consumer electronics, optoelectronics 
and semiconductor, the applications of industrial PCs can cover cross-company, 
cross-area and multinational electronic data interchange. Therefore, industrial PC is 
defined as any kind of customized computer equipment produced with different types 
and patterns in different industries to meet customers’ total solution in different 
industries for diverse demands. 

Since one of industrial PCs’ characteristics is their longer product lifetime, 
customers put emphasis on after-sales service, quality and product stability. Suppliers 
or manufacturers need to provide long, stable service, and longer turnover period of 
stock. Therefore, they are considerably different from consumer computers. Industrial 
PC industry is one that has high gross profits. In order to maintain profit making and 
operating growth, the existing manufacturers relocate or integrate related application 
resources, devoting themselves to discovering more unknown applications. In 
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addition to current industrial automation and measurement market, life automation 
and retail market, computer integrating communication market, medical application 
market, commerical video game market, government military and aeronautic market, 
safety surveillance market and vehicle electronic market, the future applications will 
be wider and more diverse. 

Industrial Personal Computer (IPC) had become famous when the stock price 
of ”Firich Enterprises Co., Ltd.” rose to NT$1,000 per share in June 2007. With the 
development of the global economy, the change of life pattern and the emphasis on 
leisure life, the stock prices of gambling, game and entertainment-concept companies 
are rising, and these sectors are closely related to the industrial PC industry. Tiawan’s 
industrial PC indutsry takes the leading place in the related field owing to its 
competitive price, high system compatibility and coordination, long-term supply 
stability, strict quality control, complete component supply chain and strong inventory 
management. Furthermore, Taiwan’s industrial PC manufacturers have R&D ability 
and can meet special industry requirements to customize products. In terms of cost 
reduction, international corporations regard Taiwan manufacturers as their optimal 
partners. The output value and future development of industrial PC industry should 
not be ignored. The market scale, or enterprise revenue, is important; actually, it is 
critical for money making. Only by continuously increasing profits can an enterprise 
sustain its operation and keep developing. In other words, enterprises must have good 
business operating accomplishments to maintain the sustained growth. The purpose of 
an enterprise is to make profits. The annual revenues become an important index to 
evaluate the enterprise’s business operating accomplishments. Number speaks for 
itself. Profit making indicates good business operating accomplishments. Profitability 
becomes an important index of enterprise success. 

Based on the rationale mentioned above, this research collects related data to make 
further analysis of industrial PC industry to achieve the following study purpose: 
analyze the current development and operating accomplishments of Taiwan’s 
industrial PC industry; set up the fuzzy evaluation structure of business operating 
accomplishments for industrial PC industry; and report the results of empirical study 
to verify the operations of fuzzy evaluation structure mentioned above. 

2   Preliminaries 

The fuzzy number was proposed by Dubois & Prade in 1980. Traditional set is based 
on two-valued logic to describe things, where a relation of element x and set A can 
only belong to A or not belong to A. This is a concept of “Either This or That”. 

2.1   Fuzzy Number 

Let A
~  be a fuzzy set on )(~ x

A
μ , then ( ) dcba,dcbaA <<<= ,,,

~
is denoted as a 

trapezoidal fuzzy number (TFN) if its membership function is defined as follows: 
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2.2   Defuzzification 

If )A
~

(C  is the value of fuzzy number A
~  after defuzzification, then the following is 

the centroid method for defuzzification A
~ ,  
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If ),,(
~

cbaA =  is a TFN and cba ≤≤ , Rcba ∈,, , and then we have 

)(
3

1
)

~
( cbaAC ++=  

2.3   Linguistic Variables 

Linguistic variables are used to describe the fuzzy set by natural language under 
appointed domain, including four types of data: name, type, range and degree. When 
applying the fuzzy theory to measure subjective determination, the following two 
steps are taken: 

1. Transform linguistry used by linguistic variables into fuzzy number. 
2. Transform fuzzy number as crisp value via defuzzification. 

3   Fuzzy Evaluation Approach  

3.1   Fuzzy Evaluation Model 

In constructing a fuzzy evaluation model, the following steps are taken: 

1. Industrial PC manufacturers who participate in this evaluation are briefly referred 
to as “manufacturers under evaluation”. 
2. Decide the evaluation criteria (also called “evaluation dimension and factor”). 
3. Select the evaluation mode. 

3.2   Manufacturers under Evaluation 

Let m  industrial PC manufacturers participate in the business operating evaluation, 

then { } m,...,,i,aA i 21  == , where A represents a set of decision-making case, ia  

represents the i manufacturer under evaluation, which is the ith decision-making case, 
and m represents the total number of decision-making case. Take the empirical case in 
Section 4 as an example, 22 industrial PC manufacturers are selected, so m=22. 

3.3   Decision Evaluation Criteria 

The criteria for deciding the evaluation structure must take the items and their relative 
importance into account regardless of one-phase evaluation factor or two-phase 
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evaluation factor and dimension. In other words, evaluation items and their relative 
weight should be put into the evaluation structure. 

1. Form a review group 
In order to effectively decide the evaluation criteria and their relative importance, it is 
necessary to found a review group. This research assumes r experts and scholars form 
an evaluation group and each member must have his/her properties related to 
profession, diversification and objectivity. Briefly, that is { } rkbB k ,...,2,1 , == , 
where B represents the set of review group member, kb  represents the kth reviewer, 
and r represents the total number of reviewers. 

2. Decide the evaluation items 
The way to decide the evaluation item is authorized to decide by the review group, 
and ensure the items of evaluation criterion; let { } njeE j ,...,2,1 , == , 
where E represents the set of evaluation criterion, je represents the j evaluation 
criterion, n represents the total number of evaluation criterion. 

3.4   Relative Weight 

In order to identify the relative importance of each factor je  in E  respectively, each 

component kb  in set B can use linguistic terms of weight (LTW) to assess the relative 

importance in each je , where LTW include important, very important and so on. 

This research adopts five LTW to identify each je , including Very Important (V), 

Important (I), Fair (F), Unimportant (U) and Very Unimportant (VU). 
 

1. Linguistic weight triangular fuzzy number 
r reviewers implement t times for the relative importance assessment of n -term 

evaluation criteria without memory, and related weight linguistic variables can be 
transformed into a corresponding triangular fuzzy number (TFN) according to the 
transform formula by Yu and Yao (2001). The transformation equation is as follows: 
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where 1,...,3,2 −= vu , uL
~

 represents the u TFN of the corresponding linguistic 

variable, and v represents the total number of TFN corresponding to the LTW. Take 
the five LTW set in this research as an example, transform from [3.1] to [3.3]. The 
results are shown in Table 1. 
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Table 1. Comparison of the linguistic terms of weight and the triangular fuzzy numbers 

LTW Transformation Equation TFNs 
Very Unimportant (VU) 

1

~L (0,0,1/4)

Unimportant (U) 
2

~L (0,1/4,2/4) 

Fair (F) 
3

~L (1/4,2/4,3/4) 

Important (I) 
4

~L (2/4,3/4,1) 

Very Important (V) 
5

~L (3/4,1,1)

 
 

2. Relative weight set 
In order to avoid the extreme value of relative importance evaluation, this research 

adopts the median to determine the relative weight value. The detailed procedure is 
described as follows: 

(1) Take the average value after summing three-time evaluation triangular fuzzy 
number for each kb  to all je , that is 

                          ∑
=

=
3

1

~
3

1~

t
kjtkj gh                                                    (3.4) 

where kjh
~

 represents the TFN of the absolute weight average value that kb  evaluates 
the importance to all je . 

(2) Obtain the absolute weight average value in the fuzzy sense after the 

defuzzification of kjh
~

 mentioned above is made. The formula is as shown below: 
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where kjh  represents the absolute weight average value evaluated by kb  to je  in the 

fuzzy sense. 

(3) Arrange all evaluated kjh in each je in ascending order, and find out a median. 

Take j =3 as an example, find out a median of 3kh  in a sequence of 3kh ; the 

results of arranging ,3,,23,13 ..... rhhh  in ascending order are as follows: 

                          3)(,,3)2(,3)1( ..... rhhh                                              (3.6) 
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where 3)1(h  represents the minimum value in 3kh , and 3)(rh  represents the maximum 

value in 3kh . Next, find out the median position of 3kh  according to 
2

1+r  and then 

decide a median of 3kh . If r is an odd number, the median position of 3kh  will be 

3)
2

1
(
+rh . If r is an even number, a median of 3kh  will be 

2

hh
3)

2

1r
(3)

2

r
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(4) Decide the relative weight 

If r is an even number, then we have the relative weight of je , 
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where jw  represents the relative weight value of je  in the fuzzy sense. 

3.5   Evaluation of Business Operating Accomplishments 

In order to understand business operating accomplishments by each manufacturer 
under evaluation, the evaluation can be made according to the related data, where the 
quantitative data refer to the numerical value in the annual financial statement. As for 
the qualitative data, the review group can evaluate the linguistic terms as mentioned 
above. 

Qualitative Data: The assessment of the qualitative data can be handled following 
the steps to evaluate relative weight in the previous two sections. The detailed steps 
are as follows. 

1. Each reviewer gives an evaluation linguistic variable as the qualitative evaluation 
criterion je . A set P will be used to represent all the assessment results collected. 
The four linguistic terms used to assess in this research include Excellent (EX), 
Very Good (VG), Good (G) and Poor (PR). 

    { } 1,...,2,1,,...,2,1 , njrkpP kj ===                                    (3.8) 

where kjp  represents a linguistic evaluation variable of jb  to je , while 

1n represents je  in n terms, belongs to the qualitative evaluation criterion. 

2. Transform each kjp  to the corresponding triangular fuzzy number )~( kjp  in 

accordance with (3.1) to (3.3).  
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3. Average the triangular fuzzy number ( jf
~

) of overall average evaluation by each 

reviewer after summing kjp~  . 

1
1

,...,2,1,~1~
njp

r
f

r

k
kjj == ∑

=

                                      (3.9) 

4. Use the centroid in (2.5) for defuzzification to determine the overall average 
evaluation value in the fuzzy sense. 
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where jf  represents the overall average evaluation value that sums the qualitative 

evaluation item je  by each reviewer in the fuzzy sense. 

Quantitative Data. After collecting these qualitative data, the quantitative data can 
be handled according to the following steps: 

1. Collect the quantitative data of evaluation criteria 1,...,2,1, nnje j −=
 
in 

financial statements of each manufacturer under evaluation miai ,...,2,1, = , and 

use statistic analysis to determine the average number (after (3.11) ) and the 

standard deviation (such as (3.12)) formula to calculate the average value ( jx ) 

and determine that standard deviation ( js ) for each quantified value je . 
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where ijx  represents the j number of the quantified evaluation criterion for the i th 

manufacturer, jx  represents the j average number of the quantified evaluation 

criterion for m  manufacturers, js  represents the j standard deviation of the 

quantified evaluation criterion for m  manufacturers. 

2. Because the error and probability of each estimate value jx  and each true value 

jM  can’t be known, we take the reliability interval of %100*)1( α−  as the 

other way to estimate jM . The estimation is as follows: 
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where ααα =+ 21 jj , 1−m  is the degree of freedom, and 1−mt  is the t 

distribution of freedom 1−m . Although the reliability interval can provide the error 
probability for jM , a specified value must be used for the point estimate of jM . 

Since jM is an unknown parameter for the matrix and jx  is a point estimate, the 

estimation can be considered fuzzy if using jx  to estimate jM . On the other hand, 

higher reliability can be considered subordination more approaching to 1 if 

jj Mx −  is smaller. On the contrary, the larger jj Mx −  error represents lower 

reliability, which can be considered subordination more approaching to 0. Therefore, 
the fuzzy number of )1( α−  can be used for jM  calculation as shown in (3.14). 
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where jx~  represents the average fuzzy evaluation value of the j  quantitative factor 

for m manufacturers under evaluation. 
3. Use certroid method in (2.5) to make defuzzification for (3.14) and determine the 

average evaluation value from fuzzy viewpoint. 

   
⎥
⎦

⎤
⎢
⎣

⎡
−+== −− ))()((3

3

1
)~( 1121 jmjm

j
jjj tt

m

s
xxCx αα                          (3.15) 

4. Use normal distribution formula to determine the Z  value from each manufacturer 

under evaluation ijx . 
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xx
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−
=                                                      (3.16) 

5. According to Table 2, the Z  value mentioned above can be classified as Excellent, 
Good, Fair and Poor for four evaluation linguistic terms. 

Table 2. Comparison of Z and evaluation value 

Z value  Large number is excellent Small number is Excellent 

0.6745−≤Z  Poor Excellent 

00.6745 ≤− Z＜  Fair Good 

0.67450 ≤Z＜  Good Fair 

Z＜0.6745  Excellent Poor 

Refer to [3.1] to [3.3] and transform the linguistic terms evaluated above to 
corresponding triangular fuzzy number and proceed the defuzzification procedure. 
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3.6   Overall Business Operational Accomplishments 

The overall business operational accomplishment of each industrial PC manufacturer 
can be obtained from [3.17].     

          njfwD j

n

j
j ,...,2,1,

1

==∑
=

                                     (3.17) 

4   Conclusion 

In a crucial competitive environment, the Industrial PC sectors encounter enormously 
difficult challenges. Hence, how to improve the performance and achieve the 
competitive advantage becomes an important issue. Performance can be viewed as the 
only way to assess the business operational accomplishments. However, it is not easy 
to evaluate the performance due to some subjective cognitive situations. In this paper, 
the fuzzy theory is applied to evaluate the performance in the IPC industry and both 
the quantitative and the qualitative data are considered in the model. It is more 
realistic in that the fuzzy model approaches the decision making behaviors by human 
beings and is more objective. The fuzzy model can also be employed on analogous 
industries of in the PC field. 
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Abstract. In this paper, we consider the problem of determining the optimal 
replenishment policy for deteriorating items with variable selling prices under 
stock-dependent demand, in order to match realistic circumstances. The 
inventory problem of this study includes without shortages as well as complete 
backlogging models. A theoretical analysis of the existence and uniqueness of 
the optimal solutions without shortages and with complete backlogging is 
presented. Numerical examples of the parameters are also presented to illustrate 
these two models. Finally, we compare the optimal solutions without shortages 
to those with complete backlogging.  

Keywords: Inventory, Selling price, Stock-dependent demand, Backlogging. 

1   Introduction 

It is important to control and maintain the inventories of deteriorating items in modern 
industrial organizations. In general, deterioration of an item is defined as the damage, 
spoilage, dryness, vaporization, etc., that result in decreased usefulness. IC chip, 
blood, alcohol, gasoline, and radioactive chemicals are examples of deteriorating 
items. Research on the inventory control of deteriorating items has been substantial 
and continues to expand. It began with Ghare and Schrader [1]; they were the first to 
present an economic order quantity model for an exponentially constant deteriorating 
inventory. Later, the assumption of a constant deteriorating rate was relaxed by 
Covert and Philip [2], who formulated the model with a variable deterioration rate of 
two-parameter Weibull distribution. This model was further generalized by Philip [3], 

who considered a three-parameter Weibull distribution. Shah [4] extended Philip’s [3] 
model and considered that shortages were allowed. Goyal and Gunasekaran [5] 
developed an integrated production-inventory marking model for deteriorating items. 
Lin et al. [6] proposed an EOQ model for deteriorating items with time-varying 
demand and shortages. Finally, Goyal and Giri [7] presented a review of the literature 
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on deteriorating inventories since the early 1990s. Following, there is a vast inventory 
literature on deteriorating items, the outline which can be found in review articles by 
Sarker et al. [8], Zhou and Lau [9], Yang [10], Dye et al. [11] and others. 

Traditional inventory models developed for constant demand rate can be applied to 
both manufacturing and sales environments. However, the assumption of a constant 
demand for goods is not always applicable to real situations. It is usually observed in 
the supermarket that a display of consumer goods in large quantities attracts more 
customers and generates higher demand than those of fewer goods. Within the last 
twenty-five years, considerable attention has been given to situations in which the 
demand rate is dependent on the level of on-hand inventory. At the forefront of these 
studies are Gupta and Vrat [12], who were the first to develop inventory models for 
stock-dependent consumption rate. Later, Baker and Urban [13] established an 
economic order quantity model for a power-form inventory-level-dependent demand 
pattern. Mandal and Phaujdar [14] then developed an economic production quantity 
model for deteriorating items with a constant production rate and linearly stock- 
dependent demand. More recent studies in this area include those by Pal et al. [15], 

Padmanabhan and Vrat [16], Giri et al. [17], Ray and Chaudhuri [18], Ray et al. [19], 
and Pal et al. [20].  

Since price has a direct impact on demand, pricing strategy is one of the major 
concerns of sellers/retailers who want to obtain maximum profits. Models with price-
dependent demand also occupy a prominent place in the inventory literature. Cohen 
[21] jointly determined the optimal replenishment cycle and price for inventory that is 
subject to continuous decay over time at a constant rate. Wee [22] studied the joint 
pricing and replenishment policy for deteriorating inventory with a price elastic 
demand rate that declines over time. Abad [23] considered the dynamic pricing and 
lot- sizing problem of a perishable good under partial backlogging of demand. He 
assumed that the fraction of shortages backordered is variable and is a decreasing 
function of the waiting time. Wee [24, 25] extended Cohen’s [21] model to develop a 
replenishment policy for deteriorating items with a price-dependent demand and 
Weibull distribution deterioration, and considered the absence or presence of a 
quantity discount separately. Abad [26] investigated joint pricing and lot-sizing under 
conditions of perishability, finite production and partial backlogging. Mukhopadhyay 
et al. [27, 28] reestablished Cohen’s [21] model by taking the price elasticity of 
demand as normative and separately considering the time-proportional and two- 
parameter Weibull distribution deterioration rate. Chang et al. [29] introduced a 
deteriorating inventory model with a price-time dependent demand and partial 
backlogging. Recently, Dye [30] has proposed joint pricing and ordering policies for 
deteriorating inventory with price-dependent demand.  

All of the inventory models for deteriorating items in the foregoing studies 
assumed that demand depends on either price or stock. In this paper, we consider the 
problem of determining the optimal replenishment policy for deteriorating items with 
variable selling prices under stock-dependent demand, in order to match realistic 
circumstances. The inventory problem of this study includes wthout shortages as well 
as complete backlogging models. A theoretical analysis of the existence and 
uniqueness of the optimal solutions without shortages and with complete backlogging 
is presented. Numerical examples of the parameters are also presented to illustrate 
these two models. Finally, we compare the optimal solutions without shortages to 
those with complete backlogging. 
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2   Assumptions and Notation 

The mathematical model in this paper is developed on the basis of the following 
assumptions and notation: 

1. The demand rate )(tD  at time t  is 
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where α  and β  are positive constants, and )(tI  is the inventory level at time t . 

2. The replenishment rate is infinite, and the lead time is zero. 
3. Shortage is not allowed in Model I, whereas complete backlogging is permitted in 

Model II at a finite shortage cost 2C  per unit time. 

4. The distribution of time until deterioration of the items follows an exponential 
distribution with a parameter of θ  (constant rate of deterioration). 

5. The unit cost C  and the inventory carrying cost as fraction i , per unit time, are 
known and constant. 

6. The variable selling price )(tS  at time t  is: 
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where 0S , γ , α , β  are positive constants and )(tI  is the inventory level at  

time t . 
7. A  denotes the ordering cost per order. 
8. )(TP  and ),( 1 TtP  represent the profits per unit time for Model I and Model II, 

respectively. 
9. The inventory policy is a continuous review policy of EOQ type. 

3   Model I: Without Shortages 

The objective of the first model is to determine the optimal order quantity for items 
having a stock dependent selling rate and exponential decay with no shortages 
permitted. The inventory level decreases owing to the stock dependent demand rate as 
well as deterioration. Thus, the differential equation representing the inventory status 
is given by: 

)]([)(
)(

tItI
dt

tdI βαθ +−=+ , Tt ≤≤0 ,                             (1) 

with the boundary condition 0)( =TI . The solution of equation (1) is: 

[ ]1)( ))(( −
+
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α

, Tt ≤≤0 .                               (2) 

The order quantity for each cycle can be written as: 
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.                                        (3) 
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The material cost per cycle (denoted by MC ) is: 

[ ]1)( −
+
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C
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.                                            (4) 

The inventory holding cost per cycle (denoted by HC ) is given by: 
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The sales revenue per cycle (denoted by SR ) is given by: 
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Therefore, the total profit per unit time is given by: 

=)(TP {sales revenue per cycle-the ordering cost-the material cost  

per cycle-inventory holding cost per cycle}/T  
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Substituting Equations (4)-(6) into the above formula, we obtain : 
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Our main objective, precisely stated, is to find the optimal value of T  in order to 
maximize the total profit per unit time, )(TP . 

3.1   Results  

The necessary condition for maximum profit per unit time in equation (7) is: 
0/)( =dTTdP , which gives: 

]1)(}[2)]()[{( )()(
0 +−+−++−+ ++ TT eeTiCS βθβθβθθαβγθβββθα  

[ ] 0)(1)(2
2

3)(2)(2
22

=+++−+− ++ βθβθβαγ βθβθ AeTe TT . (8) 

It is not easy to find the closed-form solution of T  from (8); however, we can show 
that the value of T  which satisfies (8) not only exists, but also is unique under certain 
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conditions. To prove this, we first let θαβγθββ 2)](0 −++−≡Δ iCS . We then 

obtain the following results: 
 

Lemma 1: If 0≤Δ , then the solution of T (denoted by *T ) in Equation (8) not only 
exists, but also is unique. 

Proof: From Equation (8), we let 0)( >+= Tx βθ  and 

{ } [ ]12
2

]1[2)]()[()( 22
22

01 +−−+−−++−+= xxxx exeexeiCSxF
βαγθαβγβθββθα

3)( βθ ++ A .  (9) 

Taking the first order derivation of )(1 xF  with respective to x , we obtain:  

{ } )2(2)]()[(
)( 222

0
1 xx xexeiCS
dx

xdF βαγθαβγβθββθα −−++−+= . 

If 02)]()[( 0 ≤Δ=−++−+ θαβγβθββθ iCS , then )(1 xF  is a strictly decreasing 

function with respect to x . Furthermore, we have )(lim 1
0

xF
x +→

0)( 3 >+= βθA  

and 0)(lim 1 <−∞=
+∞→

xF
x

. Hence, by using the Intermediate Value Theorem, we can 

show that the solution of T  in Equation (8) not only exists, but also is unique. This 
completes the proof of Lemma 1. 

 

Theorem 1: If 0≤Δ , the total profit per unit time )(TP  is convex and reaches its 

global maximum at point *TT = . 

Proof: Taking the second derivative of )(TP , and then finding the value of this 

function at point *T , we obtain:  

.
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From Lemma 1, if 0≤Δ , then it can be easily seen that total profit per unit time 

)(TP  is convex and *T  is the global maximum point of )(TP . This completes the 

proof of Theorem 1. 

Next, by substituting *TT =  into Equation (7), we get the maximum total profit 
per unit time, which is given by: 

)( **
1 TPP ≡   

]}1[]1[{
)(

1
)(

** )(2)(
20 −−−

+
+−−= ++ TT eMeLCS βθβθ

βθ
γαα .(10) 

3.2   Numerical Example  

In order to illustrate the above solution procedure, we consider an inventory system 
with the data as follows: 250=A , 600=α , 5=C , 35.0=i , 2.0=β , 2.0=θ , 
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150 =S  and 01.0=γ  in appropriate units. From the above theoretical results, the 

condition 078.0 <−=Δ  and then the optimal replenishment policy can easily be 

obtained as follows: the optimal length of the order cycle is 4707.0* =T  and the 

optimal order quantity per cycle is 751.310* =Q . The maximum total profit per unit 

time is 51.1382)( * =TP . 

4   Model II: Complete Backlogging 

In this case, when the inventory is positive, the selling rate is stock dependent; 
whereas for negative inventory the demand (backlogging) rate is constant. Therefore, 
the inventory level decreases due to stock-dependent selling as well as deterioration 
during the period [ 0 , 1t ]. During the period [ 1t , T ] demand is backlogged. The 

differential equations governing the inventory status are given by: 

      
)]([)(

)(1 tItI
dt

tdI βαθ +−=+ , 10 tt ≤≤ ,                             (11) 

          
α−=

dt

tdI )(2 , Ttt ≤≤1 .                                           (12) 

The solutions to the above differential equations after applying the boundary 
conditions 0)( 11 =tI  and 0)( 12 =tI , respectively, are: 

             
[ ]1)( ))((

1
1 −

+
= −+ ttetI βθ

βθ
α

, 10 tt ≤≤ ,                             (13) 

and  

                   )()( 12 tttI −= α , Ttt ≤≤1 .                                       (14) 

Let 0=t  in Equation (13) and we obtain the inventory level at the beginning of the 
cycle (maximum inventory level) as follows:  

              
[ ]1)0( 1)(

1 −
+

=≡ + teIB βθ

βθ
α

.                                        (15) 

On the other hand, let Tt =  in Equation (14) and we obtain the maximum amount of 
demand backlogged per cycle as follows: 

                       )()( 12 tTTIW −=−≡ α .                                             (16) 

From Equations (15) and (16), we obtain the order quantity, Q , as  

            WBQ += [ ] )(1 1
)( 1 tTe t −+−

+
= + α

βθ
α βθ .                             (17) 

The material cost per cycle is: 
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[ ] TCte
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MC t αβθ
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= + 1)( 1
)( 1 .                              (18) 

The inventory holding cost per cycle is given by: 
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The shortage cost per cycle due to backlog (which is denoted by SC ) is given by: 
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The sales revenue per cycle is: 
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Therefore, the total profit per unit time is given by: 

=),( 1 TtP {sales revenue per cycle-the ordering cost-the material cost per cycle 

-inventory holding cost per cycle- shortage cost per cycle}/ T  

)(
1

SCHCMCASR
T

−−−−=  

Substituting (18)-(21) into the above formula, we arrive at: 
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4.1   Results 

The necessary conditions for the total profit per unit time to be maximum are 
0/),( 11 =∂∂ tTtP  and 0/),( 1 =∂∂ TTtP , which give: 
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and  
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For notational convenience, let 022 >= βαγM , 02 >= αCN  and ){( βθα +=L  
}2)]([ 0 θαβγβθβ −++− iCS .  Thus from Equations (23) and (24), we have: 
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respectively.  
Now we can present the remaining theorems. 

Lemma 2: If 0≤Δ , then the solutions of 1t  and T  in Equations (25) and (26) 

(denoted by *
1t  and *T ) not only exist, but also are unique. 

Proof: From Equation (26), we let 0)( 1 >+= ty βθ  and 
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Taking the first order derivative )(2 yF  with respect to y , we get:  
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Thus, )(2 yF  is a strictly increasing function with respect to y .  It can be shown that 
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x
. Therefore, by using the Intermediate 

Value Theorem, we show that there exists an unique *
1t  such that 0)( *

12 =tF , which 

means that *
1t  is the unique solution of Equation (26).   

Once we obtain the optimal value *
1t , then the optimal value T  (denoted by *T ) 

can be derived from Equation (25), and is given by += *
1

* tT  

NeLeM tt 2)()(2 )/(]}1[]1[{
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*
1 βθβθβθ +−−− ++ . This completes the proof of Lemma 2. 
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Theorem 2:If 0≤Δ , the total profit per unit time ),( 1 TtP  is convex and reaches its 

global minimum at point ),(),( **
11 TtTt = . 

Proof: Taking the second derivative of ),( 1 TtP  with respect to 1t  and T , we have: 
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Hence, from Lemma 2, it can be easily seen that ),( **
1 Tt  is the global minimum point 

of ),( 1 TtP . This completes the proof of Theorem 2.  

Finally, we substitute *
11 tt =  and *TT =  into equation (22) to obtain the maximum 

total profit per unit time, which is given by: 
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4.2   Numerical Example  

The numerical example solved in the previous section is considered again with 
32 =C  as an appropriate unit. In the same way, we check the condition: 

078.0 <−=Δ . Thus, the optimal replenishment policy can easily be obtained as 
follows: the optimal length of the inventory interval with positive inventory is: 

3321.0*
1 =t , the optimal length of the order cycle is 7150.0* =T , and the optimal 

order quantity per cycle is 866.422* =Q . The maximum total profit per unit time is: 

),( **
1 TtP  64.1710= . 
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5   Comparison of Optimal Solutions 

In this section, we compare the optimal solutions of Model I with those of Model II. 
For the sake of convenience, the values of the parameters are identical to those in 
Section 3.1 except for the shortage cost parameter of 2C . Three different values of 

2C  are adopted: 2C =3, 4, and 5. The computed results are shown in Table 1. 

Table 1. Summary of the optimal solutions for different models 

Models 
Optimal length of 

order cycle 
Optimal order quantity 

per cycle 
Total profits per 

unit time 
Model Ⅱ( 32 =C ) 0.7150 422.866 1710.64 
Model Ⅱ( 42 =C ) 0.6636 413.754 1659.13 
Model Ⅱ( 52 =C ) 0.6299 395.270 1622.04 

Model Ⅰ 0.4707 310.751 1382.51 

From Table 1, it can be found that the optimal length of the order cycle, the order 
quantity per cycle, and the total profits per unit time of Model II are greater than those 
of Model I. Furthermore, in the case of Model II, the lower the shortage cost, the 
greater the optimal length of the order cycle, order quantity per cycle, and total profits 
per unit time.  

6   Conclusion  

In this study, we considered the problem of determining the optimal replenishment 
policy for deteriorating items with variable selling price under stock-dependent 
demand. We attempted to model situations in which the selling rate of deteriorating 
items depends on price and stock level with complete backlogging and without 
backlogging, and we showed, via theoretical analysis, both the existence and 
uniqueness of optimal solutions for both two models. Numerical examples of the 
parameters were also presented to illustrate these two models. Finally, we compared 
the optimal solutions without shortages to those with complete backlogging. Further 
research might incorporate the proposed model with other parameters, such as capital 
investment, which is required to improve storehouse equipment so as to effectively 
reduce the deteriorating rate of an item, partial backlogging, stochastic demand, a 
finite replenishment rate, and so forth. 

References 

1. Ghare, P.M., Schrader, G.H.: A model for exponentially decaying inventory system. 
International Journal of Production Research 21, 449–460 (1963) 

2. Covert, R.P., Philip, G.C.: An EOQ model for items with Weibull distribution 
deterioration. AIIE Transaction 5, 323–326 (1973) 



352 Y.-W. Wang et al. 

3. Philip, G.C.: A generalized EOQ model for items with Weibull distribution. AIIE 
Transaction 6, 159–162 (1974) 

4. Shah, Y.K.: An order-level lot size inventory model for deteriorating items. AIIE 
Transaction 9, 108–112 (1977) 

5. Goyal, S.K., Gunasekaran, A.: An integrated production-inventory- marketing model for 
deteriorating items. Computers & Industrial Engineering 28, 755–762 (1995) 

6. Lin, C., Tan, B., Lee, W.C.: An EOQ model for deteriorating items with time-varying 
demand and shortages. International Journal of Systems Science 31, 391–400 (2000) 

7. Goyal, S.K., Giri, B.C.: Recent trends in modeling of deteriorating inventory. European 
Journal of Operational Research 134, 1–16 (2001) 

8. Sarker, B.R., Mukherjee, S., Balan, C.V.: An order-level lot size inventory model with 
inventory-level dependent demand and deterioration. International Journal of Production 
Economics 48, 227–236 (1997) 

9. Zhou, Y.W., Lau, H.S.: An economic lot-size model for deteriorating items with lot-size 
dependent replenishment cost and time-varying demand. Applied Mathematical 
Modelling 24, 761–770 (2000) 

10. Yang, H.L.: A comparison among various partial backlogging inventory lot-size models 
for deteriorating items on the basis of maximum profit. International Journal of Production 
Economics 96, 119–128 (2005) 

11. Dye, C.Y., Chang, H.J., Teng, J.T.: A deteriorating inventory model with time-varying 
demand and shortage-dependent partial backlogging. European Journal of Operational 
Research 172, 417–429 (2006) 

12. Gupta, R., Vrat, P.: Inventory model with multi-items under constraint systems for stock 
dependent consumption rate. Operations Research 24, 41–42 (1986) 

13. Baker, R.C., Urban, T.L.: A deterministic inventory system with an inventory-level-
dependent demand rate. Journal of the Operational Research Society 39, 823–831 (1988) 

14. Mandal, B.N., Phaujdar, S.: An inventory model for deteriorating items and stock-
dependent consumption rate. Journal of the Operational Research Society 40, 483–488 
(1989) 

15. Pal, S., Goswami, A., Chaudhuri, K.S.: A deterministic inventory model for deteriorating 
items with stock-dependent demand rate. International Journal of Production 
Economics 32, 291–299 (1993) 

16. Padmanabhan, G., Vrat, P.: EOQ models for perishable items under stock dependent 
selling rate. European Journal of Operational Research 86, 281–292 (1995) 

17. Giri, B.C., Pal, S., Goswami, A., Chaudhuri, K.S.: An inventory model for deteriorating 
items with stock-dependent demand rate. European Journal of Operational Research 95, 
604–610 (1996) 

18. Ray, J., Chaudhuri, K.S.: An EOQ model with stock-dependent demand, shortage, 
inflation and time discounting. International Journal of Production Economics 53, 171–180 
(1997) 

19. Ray, J., Goswami, A., Chaudhuri, K.S.: On an inventory model with two levels of storage 
and stock-dependent demand rate. International Journal of Systems Science 29, 249–254 
(1998) 

20. Pal, A.K., Bhunia, A.K., Mukherjee, R.N.: A marketing-oriented inventory model with 
three-component demand rate dependent on displayed stock level (DSL). Journal of the 
Operational Research Society 56, 113–118 (2005) 

21. Cohen, M.A.: Joint pricing and ordering policy for exponentially decaying inventory with 
known demand. Naval Research Logistic Quarterly 24, 257–268 (1977) 



 Inventory Models for Deteriorating Items with Variable Selling Price 353 

22. Wee, H.M.: Joint pricing and replenishment policy for deteriorating inventory with 
declining market. International Journal of Production Economics 40, 163–171 (1995) 

23. Abad, P.L.: Optimal pricing and lot sizing under conditions of perishability and partial 
backordering. Management Science 42, 1093–1104 (1996) 

24. Wee, H.M.: A replenishment policy for items with a price-dependent demand and a 
varying rate of deterioration. Production Planning and Control 8, 494–499 (1997) 

25. Wee, H.M.: Deteriorating inventory model with quantity discount, pricing and partial 
backordering. International Journal of Production Economics 59, 511–518 (1999) 

26. Abad, P.L.: Optimal pricing and lot-sizing under conditions of perishability, finite 
production and partial backordering and lost sales. European Journal of Operational 
Research 144, 677–686 (2003) 

27. Mukhopadhyay, S., Mukherjee, R.N., Chaudhuri, K.S.: Joint pricing and ordering policy 
for a deteriorating inventory. Computers and Industrial Engineering 47, 339–349 (2004) 

28. Mukhopadhyay, S., Mukherjee, R.N., Chaudhuri, K.S.: An EOQ model with two-
parameter Weibull distribution deterioration and price-dependent demand. International 
Journal of Mathematical Education in Science and Technology 36, 25–33 (2005) 

29. Chang, H.H., Teng, J.T., Ouyang, L.Y., Dye, C.Y.: Retailer’s optimal pricing and lot-
sizing policies for deteriorating items with partial backlogging. European Journal of 
Operational Research 168, 51–64 (2006) 

30. Dye, C.Y.: Joint pricing and ordering policy for deteriorating inventory with partial 
backlogging. Omega 35, 184–189 (2007) 



J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part III, LNAI 6423, pp. 354–366, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Hierarchical IP Distribution Mechanism for VANET 

Chiu-Ching Tuan, Jia-Ming Zhang, and Shu-Jun Chao 

Graduate Institute of Computer and Communication Engineering 
National Taipei University of Technology 

Taipei, Taiwan 
cctuan@ntut.edu.tw, homicide522@pchome.com.tw, 

chao@dns.chsh.tpc.edu.tw 

Abstract. Vehicular Ad Hoc Network (VANET) is characterized by high 
speed, unstable routing as well as no power concern, so high efficient 
addressing mechanism is required for vehicles to access to Internet or 
communicate with each other for some practical or emergent information. The 
existing methods of addressing for VANET usually do not cope with instant IP 
address assignment and recycling. This paper proposed an AP-based centralized 
IP distribution system using a hierarchical Dynamic Host Configuration 
Protocol (DHCP) mechanism to tackle efficient addressing and timely IP 
recycling for reuse, and the malfunctioning APs can be detected via hierarchical 
mechanism. The invalid IP addresses for parking vehicles can also be 
immediately recycled through the mechanism of periodical report performed by 
vehicle itself. The simulation results proved that it outperformed the existing 
addressing mechanism. 

Keywords: VANET, IP recycling, hierarchical mechanism. 

1   Introduction 

Different from Mobile Ad Hoc Network (MANET), VANET is characterized by high 
speed, unstable routing and no power concern, the traditional strategies for MANET 
like routing protocol and addressing mechanism [1][2] cannot be directly employed to 
VANET due to the node moving at a high speed. There are still a number of 
similarities between VANET and MANET, each vehicle is equipped with a 
transceiver to transmit and receive information for certain applications, and they can 
exchange useful or emergent information through Access Points (AP) or communicate 
with other vehicles in ad hoc way. Instead of the traditional communication protocol 
of 802.11b referred to as Wi-Fi [3], 802.11p is the standard communication protocol 
employed by VANET, it is also called Dedicated Short Range Communication 
(DSRC) [4], which operates in the spectrum of 5.8 GHz and the communication range 
is up to 1000 m. Same as the vehicle, AP is also equipped with a transceiver for 
communication and connected to a Road Side Unit (RSU), and vehicle itself plays the 
role of On Board Unit (OBU), RSU and OBU are the two fundamental components 
operating in VANET using DSRC as the standard communication protocol. 
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Addressing is a critical issue for wired and wireless communications, DHCP is the 
common mechanism for IP address assignment, it can dynamically assign IP 
addresses to all hosts without the effort for administrator to handle configuration 
manually, and each assigned IP address is endowed with a lease, when the lease 
expires, the host must release its own IP address or send a request ahead of time to 
DHCP for expanding the lease. For VANET, each vehicle moves at a high speed, they 
must obtain IP addresses in time for instant information to execute specified 
behaviors. For instance, vehicle must know the situation of front road ahead of time to 
redirect its heading direction in order to prevent itself from the traffic jam or 
construction, the efficiency of IP assignment will have an indirect impact on the 
instant information retrieval because IP address must be assigned to vehicle prior to 
accessing to critical information. 

This paper proposed a high efficient IP address distribution system using 
hierarchical DHCP mechanism for VANET, each AP is equipped with a DHCP server 
for IP address assignment, and APs are all connected to one central server; the 
duplicate IP addresses can be completely avoided via the assistance of central server. 
The proposed mechanism mainly focuses on IP addresses for IPv4 instead of IPv6 
which comprises a number of difficulties of implementation and has not been utilized 
widely up to now. 

This paper is organized as follows. Section 2 introduces the characteristics of existing 
addressing mechanisms for VNAET, section 3 depicts the proposed mechanism of 
addressing, section 4 demonstrates the simulation results, and the conclusion is in 
section 5. 

2   Related Work 

There are two forms of addressing for VANET, which are distributed and centralized 
mechanisms respectively, the former mainly relies on the vehicle itself to take charge 
of the job of IP address distribution without the assistance of RSU, and the latter is the 
well-known AP-based mechanism making use of AP with a RSU to distribute IP 
addresses. 

The classic type of distributed addressing mechanism for VANET is Vehicular 
Address Configuration (VAC) [5], this paper presented a Leader-based IP distribution 
mechanism. Vehicles are characterized as two types, which are Normal car and 
Leader car respectively; Normal car stands for the normal vehicle without the ability 
to assign IP addresses, and Leader car with an on-board DHCP server takes charge of 
the task of IP address distribution, and its edge of communication range is 
concatenated with that of neighboring Leader cars one hop away to construct a Leader 
chain. Each Leader car has a SCOPE in which Normal car can own a unique IP 
address, and once the Normal car moves out of the SCOPE of the current Leader car, 
its IP address is no longer ensured a unique one and then the Normal car must perform 
the Duplicate Address Detection (DAD), requesting a new IP address from another 
Leader car. The scenario of VAC is depicted in Fig. 1. The length of SCOPE is 
decided according to the number of hops among Leader cars, so the lengths of 
SCOPE of Leader car A and B are both set to 1 considering the neighboring Leader 
cars one hop away. 
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Normal car 2Normal car 1

Leader car A Leader car B

 

Fig. 1. The scenario of Vehicular Address Configuration (VAC) 

In general, the Leader chain is difficult to maintain because of the variant relative 
speed of vehicles, if the distance between any two Leader cars exceeds TH_max, one 
Normal car between the two Leader cars will become a Leader car; on the contrary, if 
this distance shrinks, reaching TH_min, one of the two Leader cars will become normal. 

Considering the aforementioned mechanisms performed by VAC, the IP address of 
Leader car or Normal car must be changed once the role changes due to the variant 
distance between any two Leader cars, which will increase the number of 
configuration. Furthermore, the problem with duplicate IP addresses still exists 
because of the delimited length of SCOPE in which unique IP address can be ensured, 
one Normal car like Normal car C or D exceeding the current SCOPE must be 
reconfigured, increasing the number of configuration as well. Periodical HELLO 
packet broadcasting with an interval of 800 ms performed by Leader cars is utilized to 
synchronize the IP address pools owned by Leader cars in order to ensure the unique 
IP addresses within their own SCOPEs. Normal car must listen to the HELLO packets 
for T_start time and then transmit an IP address request to the nearest Leader car for 
configuration; considering the T_start time, interval of each broadcasted HELLO 
packet and the competition among Normal cars sending requests simultaneously to 
the same Leader car, the consumed time for configuration may be considerable, which 
cannot accomplish instant configuration. 

Another classic type of addressing mechanism for VANET is Centralized Address 
Configuration (CAC) [6], it presented a strategy of employing a centralized DHCP 
server which can provide unique IP addresses to all vehicles in the urban. Each RSU 
is equipped with an AP and connected to the centralized DHCP server to deal with 
configuration requests from vehicles. The mainly function of RSU for CAC is to relay 
configuration messages between vehicles and central DHCP server, all IP addresses 
are supplied by one source namely the central DHCP server, which can ensure that 
vehicles will not be configured with duplicate IP addresses, so the behaviors of DAD 
and reconfiguration in VAC are no longer needed, vehicle can possess an IP address 
for a long time, immune to frequent intermittent access to desired information, and 
vehicle can ask different RSU for extending the lease of IP address. 

The scenario of CAC is depicted in Fig. 2. Although CAC has solved the problems 
with duplicate IP addresses and reconfiguration, the concern of efficiency of IP 
address configuration may still exist. Because of the RSUs deployed near the hot 
spots such as shopping malls or gas stations in the urban, a large number of vehicles 
could send IP address configuration requests to a number of RSUs or even one RSU 
for configuration at the same time, in such situation, a severe competition for IP 
address configuration will occur. 
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Fig. 2. The scenario of Centralized Address Configuration (CAC) 

3   Hierarchical IP Distribution Mechanism 

This paper proposed an addressing mechanism named Hierarchical IP Distribution 
(HID) in order to reach the objectives of unique IP address generation and high 
efficient configuration, and the invalid IP address can be immediately recycled 
without the concern of lease. The fundamental concept is to endow each RSU with the 
ability to directly assign IP addresses, namely on-board DHCP server is employed; 
commonly, AP is combined with an RSU to receive and transmit data, and AP is also 
one type of RSU, the terms “AP” and “RSU” can be used interchangeably, so the term 
“AP” will be used in HID. All APs are connected to one central server named Balance 
Server (BS) of which function is to distribute and synchronize the IP address pools 
managed by APs themselves. Instead of relaying messages performed in CAC, each 
AP in HID can directly deal with DHCP requests, namely AP has its own scheduler to 
configure all vehicles passing through its communication range. The fundamental 
architecture for HID is depicted in Fig. 3. 

There is a hierarchical relationship which is set initially among all APs to assist 
them in assigning and recycling IP addresses and detecting malfunctioning APs 
through specific message-exchanging. The hierarchical relationship among APs in 
Fig. 3 is showed in table 1; current AP transmits periodical messages to higher level 
AP and receives that from lower level AP with an interval of 60 seconds for data-
updating. With this periodical message-exchanging among APs, AP can know 
whether the lower level AP has malfunctioned or not, if so, it can immediately tackle 
the unassigned IP addresses of this malfunctioning AP for fault-tolerance. 
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Fig. 3. The fundamental architecture for Hierarchical IP Distribution (HID) 

Table 1. Hierarchical Relationship 

Current AP Higher Level AP Lower Level AP

AP 1 BS AP 3

AP 2 BS AP 4

AP 3 AP 1 AP 5

AP 4 AP 2 AP 6

AP 5 AP 3 AP 7

AP 6 AP 4 －

AP 7 AP 5 －

 

3.1   The Method of AP Deployment 

Each AP must be moderately deployed in order to perform the IP address 
distribution well, so the real traffic statistics recorded by Traffic Engineering Office 
in Taipei (TEOT) [8] is employed as a reference to deploy APs. There are two types 
of APs in this scenario, which are Border AP (BA) and Inner AP (IA) respectively, 
BA periodically broadcasts specific beacons which vehicles can snoop to decide to 
release its IP address to the current BA; vehicle can ask either BA or IA for 
configuration if it has no IP address when entering this urban. BA is just deployed 
in the entrance like a highway connected to the urban, and IA is deployed near the 
hot spot such as shopping mall or supermarket. The concept for IP deployment is 
showed in Fig. 4. 
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Fig. 4. The concept of AP deployment 

100 small squares of which size is 1000 × 1000 m are combined into an larger area 
referred to as an urban, and each cross stands for an intersection. AP 1, 3, and 5 are 
BAs while AP 2, 4, 6 and 7 are IAs. In order to deploy APs averagely, the urban is 
divided into four sections, an IA and a BA will be deployed in one section except for 
the section without a BA in the third quadrant because there is inevitably a highway 
connected to a section according to TEOT. Each AP has a buffer for recycling IP 
addresses released from vehicles, and the size of buffer is set according to the 
differential traffic statistics for the location of each AP, which is also recorded by 
TEOT. Vehicle can extend the lease of IP address via any APs within this urban. The 
buffer size for BA and IA has to be designed carefully for efficient IP address 
assignment. Fig. 5 is the example of designing buffer size. 

direction A

JingMao 2nd Rd

SanChong Rd

ShingShan Rd

TsungChiu Rd

(entrance)

BA IA

(a) (b)  

Fig. 5. The method of designing the buffer size 

Due to the differential functionality between BA and IA, the calculation in 
designing buffer size must be also different. The responsibility of BA is to recycle the 
IP addresses of leaving vehicles, so the buffer size of BA employed in the entrance to 
the urban is set according to the sum of traffic for three directions which are B, C and 
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D in Fig. 5 (a), while that of IA installed inside the urban is set according to the sum 
of traffic for four directions which are A, B, C and D in Fig. 5 (b). 

3.2   Available IP Address Segment Division 

The private IP address for Class B ranging between 172.16.0.0 and 172.31.255.255 is 
employed as the example for available IP address segment division in this paper, its 
format is depicted in Fig. 6. 

Network bits Host bits

Section 1 Section 2 Section 3 Section 4

NNNNNNNN   .  HHHHHHHH  .   HHHHHHHH  .   HHHHHHHH

 
Fig. 6. The format of IP address for Class B 

Section 1 is constant, and the subsequent three sections can be altered. A is method 
proposed for BS to divide the private IP address for Class B into a number of 
available IP address segments namely the IP address pools to all APs and itself; these 
segments absolutely do not overlap others through the algorithm of available IP 
address division performed by BS initially. Three equations for available IP address 
division are showed as follows. 

1

SOS
SSA

NOA
=

+
                                                                         (1) 

HEAD AN SSA IV= × +                                                           (2) 

( 1)TAIL AN SSA IV= + × +                                                           (3) 

SSA is the size of section 2 for each AP, SOS is the total size of section 2 for Class B, 
NOA is the number of deployed APs plus 1 which means BS itself; HEAD and TAIL 
are the minimum and maximum of section 2 for each AP respectively, AN is AP 
number ranging between 1 and the number of deployed AP, and IV is the initial value 
of section 2 which is 16 for Class B. For instance, 7 APs are deployed, SOS will be 31-
16+1=16, SSA will be 16／(7+1) = 2, HEAD and TAIL for AP 7 will be 7×2+16=30 
and (7+1)×2-1+16=31 respectively; the minimum and maximum of section 3 are 
constantly set to 0 and 255 respectively, while those of section 4 are constantly set to 1 
and 254 respectively, so the available IP segment for AP 7 ranges between 172.30.0.1 
and 172.31.255.254, of which retained IP addresses are eliminated and the first IP 
address 172.30.0.1 will be the IP address of AP 7 itself. With such IP address pool 
division, vehicle moving within the urban can has a unique IP address. 
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3.3   The Detail Operation of HID 

In Fig. 7, Arrow (A) means that AP 1 puts the IP address released by Car 1 to its 
buffer which is designed as a circular queue, arrow (B) means that AP 1 directly 
assigns an available IP address to Car 2, and arrow (C) means that AP 1 takes one IP 
address to assign to Car 3 once it has run out of its available IP addresses. BS 
manages a form named IP Active Time Form (IATF), which keeps track of the status, 
report time and owner of each IP address in this scenario. The IATF is showed in 
table 2. 

BS

AP 1
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Buffer of AP 1
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●
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●

 

Fig. 7. The detail operation of HID 

Table 2. IP Active Time Form 

Address Status Report time Owner

172.16.0.1 available — BS

172.16.0.2 assigned 10：05：31 —

172.16.0.3 assigned 10：01：34 —

172.16.0.4 recycled — AP 4

172.16.0.5 assigned 10：08：00 —

172.30.255.253 assigned 09：59：28 —

172.31.255.254 recycled — AP 2
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After IP addresses are distributed by BS using the method of available IP address 
segment division, the values of status column for all IP addresses are all marked 
“available”, the values of report time column for that are all marked “－”, and the 
values of owner column for that are marked the specific AP or BS itself. 
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The values of status column and owner column are marked “recycled” and the 
recycling AP or BS itself respectively when this IP address has been recycled; the 
values of active time column and status column will be marked a time value and 
“assigned” respectively if this IP address has been assigned to a vehicle. Same as 
VAC, each vehicle periodically broadcasts HELLO packet with an interval of 800 ms. 

With the HELLO packet, vehicle can periodically transmit a life update packet for 
its IP address with an interval of 30 seconds to other ones in proximity in ad hoc way, 
this packet will be eventually relayed by AP to BS for updating the value of report 
time column with the current time value. BS periodically checks the IATF with an 
interval of 300 seconds, if the time value of active time column for an assigned IP 
address has not been updated for more than 60 seconds, it will be recycled by BS 
itself, namely the values of status column, report time column and owner column for 
this IP address will be marked “recycled”, “－” and BS respectively. Through this 
periodical reporting mechanism executed by vehicles, the invalid IP addresses of 
parking vehicles can be immediately recycled for reuse without considering the lease, 
which can tackle the problem with enormous IP address requests more than current 
available IP addresses in the urban at rush hour. 

4   Simulation Results 

The simulation environment is built based on Eclipse 3.4.2 using JAVA to evaluate 
the performance of HID. All simulation parameters are showed in table 3. 

Table 3. Simulation Parameters 

Parameter name Value

Simulation area 10 km × 10 km

Number of deployed RSUs (NDR) 3, 7

Vehicles for each round (VER) 10-20, 20-30, 30-40

Velocity of vehicle (VV) 50, 70, 90, 110, 130 km/hr

Parking rate for vehicle 40 %, 60 %, 80 %

IP category Class B

Maximum sensing area of AP 1 km

Maximum sensing area of vehicle 1 km

MAC protocol IEEE 802.11p

Data rate 54 Mbps

Size of packet 352 bytes

Type of data transmission Constant Bit Rate (CBR)

Movement model Manhattan mobility model

Number of rounds (NR) 5000, 7500, 10000, 12500, 15000
 

Two equations are proposed to evaluate the rate of successful configuration which 
are Highest Traffic Assignment Rate (HTAR) and Average Assignment Rate (AAR) 
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in equation (4) and (5) respectively; the former considers the AP with the highest 
traffic, while the latter considers all APs. Aass is the number of successfully assigned 
IP addresses by the AP with the highest traffic, Aava is the number of all available IP 
addresses for the AP with the highest traffic, and n is the number of deployed APs. 
Total Configuration Time (TCT) and Average Configuration Time (ACT) in equation 
(6) and (7) are used to evaluate the configuration time for total vehicle and single 
vehicle respectively; n is the number of deployed APs, m is the number of configured 
vehicles, Ti,j

conf is the configuration time of vehicle j successfully configured by AP i, 
and Ci is the number of all successfully configured vehicles by AP i. 

100%ass

ava

A
HTAR

A
= ×                                                            (4) 

1

1 in
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i ava
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⎛ ⎞
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∑                                                                     (5) 
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∑
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With a constant velocity of 90 km/hr for each vehicle, Fig. 8 and Fig.9 prove that HID 
outperforms CAC in HTARi and AAR with a high rate of successful configuration. 
With 15,000 rounds executed, Fig. 10 and Fig. 11 shows that curves of HTAR and 
AAR for CAC descends with higher velocity of vehicle, while that of HID remain 
smooth, more stable than CAC. 
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Fig. 8. HTAR with high traffic focused on round (VER = 30-40, VV = 90 km/hr) 
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Fig. 9. AAR with high traffic focused on round (VER = 30-40, VV = 90 km/hr) 

0

40

80

120

160

50 70 90 110 130

H
T

A
R

 (%
)

Velocity (km / hr)

HID-3APs
HID-7APs
CAC-3APs
CAC-7APs

 

Fig. 10. HATR with high traffic focused on velocity (VER = 30-40, NR = 15000) 
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Fig. 11. AAR with high traffic focused on velocity (VER = 30-40, NR = 15000) 
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Fig. 12 and Fig. 13 show the results of TCT with constant velocity of 90 km/hr and 
ACT with constant velocity of 90 km/hr and 15,000 rounds executed respectively, 
which both prove that configuration time for HID is less than that for CAC. 
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Fig. 12. TCT with high traffic focused on round (VER = 30-40, VV = 90 km/hr) 
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Fig. 13. ACT with high traffic (VER = 30-40, VV = 90 km/hr, NR = 15000) 

5   Conclusion 

Each AP endowed with a hierarchical function of DHCP server in HID can directly 
assign and recycle IP addresses, increasing the efficiency of IP assignment and 
decreasing the configuration time. With central BS which takes charge of IATF, the 
invalid IP addresses of parking vehicles can be detected and recycled immediately via 
periodical reporting mechanism. The results proved that HID significantly 
outperformed CAC in terms of IP assignment and configuration time. In the future, 
this system will be further modified for IPv6 and the fault-tolerance of the centralized 
mechanism will be discussed in detail. 
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Abstract. In this paper, we develop a system that provides a new way to 
browse streaming music on mobile device. Our system visualizes music 
information and social interaction history for users. The main design goals of 
our system are twofold. First, we provide a timeline-based way to capture music 
information at a glance. Second, we keep social interaction history and show by 
visualization to release exploration. Finally, we implement our prototype and 
perform evaluation to show the feasibility and effectiveness.  

Keywords: visualization, streaming music, mobile device. 

1   Introduction 

With large amount of streaming music application on mobile device, users get the 
information only by word. There are few system designs with visualization which 
show the social interaction history on the user interface. Thus, it is a challenging task 
to visualize music information on mobile device with limit-size screen. The 
expression way of information and design of user interface may be crucial to 
browsing and listening to music. 

In this paper, we design a visualization system to visualize music information and 
social interaction history for users. The system we design, named VisMusic, is an 
interactive visualization tool that browses an album archive and a song archive on 
mobile device. Our system also provides a streaming service on mobile device, in 
which users could listen to music on the Internet. Users may see the information via 
our visualization that will help user select the music they want. We have three 
distinguishing features of major contribution in this paper. First, the music 
information visualization helps users to comprehend music at a glance. Second, the 
visualization of social interaction history help users to identify which music is the 
most popular. Third, we design it with the gesture control, in which user can use 
fingers or stylus to slide those albums. Thus, it will help users to handle our system 
more easily.  

The rest of the paper is organized as follows. We introduce some related work on 
information visualization in Section 2. In Section 3, we propose our design and 
method of music information visualization. In Section 4, we show the experiment 
results. Finally, we give a conclusion and future work in the Section 5. 
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2   Related Work 

Some research on the information visualization problems currently focus on 
visualizing the content of information and interactive with users. In addition, there are 
fewer applications on mobile device designs with visualization. We show some 
information visualization research and mobile device application as follows. 

Indratmo, Vassileva, and Gutwin design iBlogVis helping people to explore blog’s 
content, which is different from traditional blog viewer [5]. Users get overview of a 
blog via iBlogVis that can quickly browse the key points on content and comments. 
That is the way to save users time and get what users want. However, when there 
have too many entries of blog, which would so difficult to compare with the tag on 
the top. 

Viégas and Smith develop a visualization tool let users know the authors contribute 
to the post over a period [16]. For Newsgroup Crowds, users see the population of 
author in a particular newsgroup. For Authorlines, that is showing the authors activity 
in the newsgroup. Through the past posts of authors, we could know how they can be 
trusted.  

Crampes, Villerd, Emery, and Ranwez design an automatic playlist composition 
tool, which make use of the expertise of DJs and users personalization to generate 
playlist [1]. MBox use music landscape to be visual indexing and use the music 
landscape to show the playlist path. 

Laurier, Sordo and Herrera create a mood visualization tool, named Mood Cloud 
[9][10]. This application is a real-time system which provides automatic music mood 
prediction from audio content and browse music by mood. 

Vincent Castaignet and Frédéric Vavrille create an interactive webradio, named 
Musicovery, which help user searching, finding and playing music [13]. This 
application is a webradio with visualization that user can filter music by mood, year, 
genre, and dance. 

We compare the user interface of KKBOX, ezPeer, Last.fm, Musicovery, and 
Pandora Radio, respectively [3][8][12][13][14]. All of them are mobile device 
applications. They provide an online streaming music service for users. Users can 
express their preference for the music, but they can not get preference rate and hit rate 
from all users. The iTunes user interface is a mobile device music player, which is 
offer an offline service [7]. So, this application does not have social network service. 
Users may rate the song by themselves, but can not know other users behavior. 
However, above-mentioned applications do not have visualization in their user 
interface. We could see they show the information just a listing. In addition, we could 
not get music ID3 tag and social interactive history on the applications. 

Compared to previous work on visualization and mobile device application, our 
object is in different way. First, we would like to create a clean and pure look in our 
interface. Second, we design our system with information visualization for mobile 
device. Third, we show ID3 tag and social interaction history on the user interface. 

3   System Design and Method 

In this section, we describe our system design and method as follows. 
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3.1   Design Goal 

The main design goal of our system is a visualization of music information to help 
user exploring music. Our system design follows the information visualization 
principles,”Overview first, zoom and filter, then detail on demand” [15][17]. Since 
the main platform of VisMusic is target on mobile device. We also apply gesture 
control with finger and stylus in our application. 

For human being, seeing a graphic is more sensitive than reading. For this reason, 
we hope visualization could help user reduce the search time. VisMusic visualize not 
only the information of music, but also the history of user interaction. 

Our system used another user’s history interaction as the way of social 
recommendation. In the end, we use their preference history to be a playlist. 

3.2   The System Architecture 

As shown in Fig. 1, we describe our system architecture in both server-side and 
client-side. The server will describe in Section 3.3, as well as the client GUI in 
Section 3.4. 

3.3   System Design (Server) 

Our system’s music objects are store in the server. In order to listening music online 
with streaming music, we used songs in the format of MP3. There is not much memory 
in the mobile device. We store our analysis of the collection in the XML files. That can 
reduce the memory when we run the system. The PHP file is send and access the data 
between Flash and XML. Because of Flash just can download the XML file, that can 
not save the data to server. Therefore, we used it to connect two parts.  

Our system keeps a user account, listening history and listening preference as user 
profile. We illustrate user profile module as follows. 

User Profile  
Our user profile contains the username, password, listening history, listening preference, 
and playlist. We will keep log as listening history, which remains the song when user 
listening the song and have not to consider the duplicate problem. The listening history 
is access in XML file with song URL. The user profile that we keep listening history log 
is contains username, password, and listening history. We also keep preference log, 
which remains the song when user express personal preference. The log of preference 
will consider the duplicate problem. The listening preference is access in XML file with 
song URL. However, if users dislike that song, they can take off the song log. In the 
end, user can use their log be a playlist that is base on listening preference 

XML: Music Metadata 
Fig. 3 shows the tree structure of XML file with our analysis of the collection. As 
shown in Fig. 3, we store hit rate data and preference rate data in every songs 
separately. The music ID3 tag that store in music and XML is search form internet in 
advance. We put the ID3 tag under the <tag> like the tree structure level 3 and 4 (see 
Fig. 3). The <file> tag of level 3 is store song duration and duration in seconds. 
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Fig. 1. The system architecture of VisMusic 

 

Fig. 2. The system procedure 

3.4   Visualization and Interaction (client) 

We create the visualization module with Adobe Flash. Users have to create an 
account or login first when they want to start the system. Our system display album 
entries according to publish time in chronological order. The VisMusic visual items in 
main frame arrange along timeline (see Fig. 4). The whole frame consists of two parts 
that are separate by timeline. The part above entries timeline visualizes the album 
information that includes tags, and songs line. The tags show album title, artist, and  
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Fig. 3. The tree structure of XML file with music metadata  

publish time. An album cover represents an album entry. The entry is connecting with 
album frames as Fig. 5 shows. The length of a songs line between album entry and 
timeline is representing the number of album songs, which is combining by ellipse.  

The part below timeline visualizes the social interaction history [6] result in an 
album. The length of a line represent hit rate of an album. The dimension of a heart 
displays the preference rate of an album. There are two kind of status here. If the 
preference rate value cast up is positive it will be a pink heart; otherwise, it will be a 
brown broken heart. The left legend panel is a button that illustrates the function and 
how to control. It is a pop panel when user moves cursor over the see-through button. 
Fig. 4 shows the frame without legend panel. 

The VisMusic visual items in album frame was arrange along track-line (see  
Fig. 5). Album frames consists of two parts, which were separate by track-line. The 
part above track-line visualizes the songs information that includes tags, entries and 
duration line. The tags are showing track and title. A song entry is represented by a 
CD shape. The entry is connecting an mp3 player panel (see Fig. 6), which can play 
the song that user select. The duration lines represented the duration of a song, which 
can compare with another songs let user know which one is short or long. 

The part below track-line visualizes the social interaction history result in a song. 
The hit rate line and preference rate heart have similar meanings as main frame. The 
length of a line represent hit rate of a song. The dimension of a heart displays the 
preference rate of a song. The left pop panel is illustrates about album frame. 

The mp3 player panel (see Fig. 6) is a pop panel when users select a song that will 
appear at once. We show the song ID3 tag on the panel. There have album, artist, title, 
publish year, and genre. The panel’s top have two hearts, witch are preference button. 
The red heart represents like and the brown broken heart represents dislike. We will 
keep the log when user presses the button. This operation is influence listening 
preference and playlist. It also influences the social interaction history. 
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Fig. 4. The main frame of VisMusic with legends 

 

Fig. 5. The album frame 

 

Fig. 6. MP3 player panel and Playlist MP3 player panel 
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We design a “My Playlist” button in the main frame. It is a pop panel with mp3 
player (see Fig. 6). Users can listen to all the songs they like at that panel. The playlist 
is base on listening preference.   

Our visualization tool: VisMusic starts from an overview of albums archive (see 
Fig. 4). We show album by album and display all albums entry along the timeline. 
Than user can zoom and filter by album entries. It displays all songs entry along the 
track- line (see Fig. 5). Finally, users can see and listen to song content through mp3 
player panel by clicking on a song entry (see Fig. 6). 

4   Evaluation 

Our system offers a new way to browse music information and social interaction 
history, and there were few music visualization systems for comparison. Therefore, 
we focus on requesting feedback for the visualization design and assessing the 
effectiveness of our approach. The subjective measured is the user satisfaction with 
our system. We show the details of experiments as follow. 

4.1   Participant 

We ask twenty users (ten males and ten females) to use our system. Subject age 
ranges from twenty to thirty years old. There are fifteen participants having computer 
science background and the other five participants have not. 

4.2   Experiment Set-Up 

VisMusic is implemented as a mobile device application with Flash player. The music 
dataset in our system consists of about two hundred songs in the format of mp3. The 
genres of songs include popular, R&B, rock, vocal pop, alternative rock, and jazz. 
The languages of songs are in English and the release year is ranging from 2001 to 
2009. 

4.3   Procedure and Results 

First, we give users a brief introduction and ask them to use our system. Users are 
required to report the familiar time in questionnaire. The familiar time is roughly the 
elapsed time from “starting application” to “listen the first song”. The average time of 
all participants needed is 3.7 minuets. When users finish the evaluation tasks, we ask 
six questions for each user. The score ranges from 1 (Very disappointed) to 5 
(Perfect). 

As summarized in Table 1, most of users give high rating score of six questions. 
Still, there are few users giving us low rating score. In the following, we further ask 
these users the reasons why they do not like our system design.  

As shown in Table 1, users thought our system is easy for use. According to the 
user profile and the results of question 3, we concluded the way of showing the 
“social interaction history” really has influence on users. More than half users select 
the song with highest hit rate and listen to the performance at first time. There is one  
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Table 1. Results of the questionnaire 

No. Questionnaire items \ rating score 1 2 3 4 5 
1. Is our system easy to use? 0 0 6 6 8 

2. 
What do you think for about the look of our 
user interface? 

0 3 3 10 4 

3. 
If the system have music you never listen, 
will you select the music to listen because of 
another user’s recommendation? 

0 1 4 8 7 

4. 
Is our visualization helping you browse 
music more easily and find out the music 
more quickly? 

0 0 7 10 3 

5. 
Is the display way of hit rate easy to 
understand? 

0 1 9 5 5 

6. Is the display way of preference rate easy 
to understand? 

0 1 7 8 4 

user give low rating score of question 3, since the user (user #11) says, “social 
interaction history have a little influence for him,” and the user likes to listening 
music album by album. 

Regarding the question 5 shown in Table 1, there is one user give low rating score, 
since the user like to listening music by following the order of track in album. 
Therefore, the user will not pay attention to the hit rate.  

Regarding the question 6 shown in Table 1, there is one user give low rating score. 
According to the user feedback, the user says, “we show the amount of preference 
value which only indicates summarized results of preference information and the 
summarized result is not enough to realize for her. The user suggested our system 
should have showed both the like value and dislike value on the user interface. 

In summery, we may say our system works properly and fast to understand. Most 
of users express high satisfaction with our system. Thus, we may say our visualization 
is successfully for users. 

5   Conclusion and Future Work 

We discuss the design and implementation of VisMusic, which is an interactive 
visualization application for helping user exploration of music. By the mobile device 
service, we provide an online streaming music service to users. And, users could 
exploration music via VisMusic. From the visualization, besides the album title and 
the publish time of an entry, we figured the length of hit rate and the heart size of 
performance rate on the entry are influence the decision. The usability of our system 
is evaluated using subjective performance measure. The results of our evaluation 
show that users satisfaction is high.  

Some future work is described as follows. We use social interaction history as 
recommendation way that is not enough. We would like to use methods of data 
mining to analysis user profile for designing more recommendation mechanism. Thus, 
our system would learn the user behavior from user profile and automatically generate  
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playlists for users. Moreover, some users would like to manipulate playlists ad hoc. 
Some users would like to show the personal preference. These are guidelines to revise 
and improve the user interface of our system. 
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Abstract. The purpose of this thesis is to study the plagiarism detection method 
aiming at C++ programs. We proposed the corresponding preventive measures 
by summarizing the common types of plagiarism attack through observation and 
statistical analysis. Using text analysis, structure analysis, and variable analysis 
would prevent misjudgment. Finally, we implemented the CPD(C++ Plagiarism 
Detection) system and compare it with other existing systems, and the 
experimental result shows us that our system can detect more kinds of plagiarism 
attacks than other existing systems. 

Keywords: Programming Language, Plagiarism. 

1   Introduction 

In the era of electronic information, we can get a lot of information through the internet. 
In the internet, we often find similar documents. Therefore, students can search 
information throughout the Internet in order to hand out assignments. In this way, there 
would be similar parts in students’ assignments. To avoid these issues, we have to 
compare the student’s assignment and find out these similar parts. It would be a hard 
work for human eye. 

There are number of researches [7][8][9] which focused on detecting plagiarism, 
using different methods to search the plagiarized part, and the accuracy should be the 
same as manual detection, which would be our direction of research. Some typical 
plagiarism patterns [6] are listed as follows: 

1. Adding or changing comments. 
2. Adding redundant spaces or lines. 
3. Adding useless variables or functions. 
4. Replacing function’s name or variable’s name. 
5. Changing the order of process block’s location. 
6. Replacing control structure. 

The 1, 2, 3, 4 plagiarism attack methods are more common and can be easy to detect. 
The 5, 6 plagiarism attack methods are used by more understanding of the semantics of 
program and can be difficult to detect. According to these problems, we would analyze 
programs by three phases - text, structure and variable. 
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The remainder of this paper is organized as follows. Section 2 briefly introduces the 
methods we used. Section 3 describes the system architecture and implementation of 
the CPD (C++ Plagiarism Detection) system. In the case Study, compare it with manual 
computing method, JPlag and Sid. The final Section is our conclusion. 

2   Plagiarism Detection Methods 

2.1   Text Analysis 

Our approach applied Winnowing algorithm [4] for text analysis. There have four 
important variables in this algorithm. t means length of string. k means length of gram. 
w means the size of window. g means the distance between grams. The gram is to cut 
the string by block, and each gram differs by g length. k-gram means every continuing 
k characters in the string is a block. After cutting the program string into grams, all 
grams are processed into a sequence of hash value as its fingerprint. Dividing the 
sequence of windows by the number of hash values in one window is defined by user. 

The restriction of algorithm’s variable: (1) the length of gram (k) should be greater 
than zero and smaller than length of string. If the value of k is too smaller, the similarity 
will be too high, and it will lose its meaning. (2) The number of characters (g) between 
grams should greater than zero and smaller than k+1. The value of g will be 1 in 
general. But it might possibly increase the number of characters between grams in order 
to decrease computing time for analysis longer string. If value of g is greater than k, it 
will cause some information lost. (3) The length of window (w) should greater than k-1 
and smaller than k+1. User can set the value depending on the size of document. 
Algorithm flow chart is in Fig. 1. 

Divide the string into k-grams of length k

Store the hashed k-gram values 

Divide the hashed values based on window length W

String Entry 

Retrieve Fingerprints 

 

Fig. 1. Converting string to fingerprint flow chart 

1. String processing: Remove punctuation or space and change capital letters to 
lowercase letters. 

2. String dividing: Divide the program string into grams by user defined k. 
3. Hash computing: Apply a hash function to a sequence of grams to produce a 

sequence of hash values. 
4. Producing windows: Put a sequence of hash value into the windows to produce a 

sequence of the windows. 
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5. Producing fingerprints: Take out the smallest value in the window and record its 
position. It convenient to figure out whether it takes out the same fingerprint. 

6. Comparing fingerprints: Compare fingerprints of two document to compute there 
similarity. 

For example, the text: I love Pony Pony love me. Setting variable k = 5, w = 4, g = 1, 
after string processing is iloveponyponyloveme. After divided string is: 

 
ilove lovep ovepo vepon epony  
ponyp onypo nypon ypony ponyl  
onylo nylov ylove lovem oveme 

 
After hash computing are 23  4  7  6  9  20  18  17  2  15  14  21  12  0  19. Producing 

windows are (23, 4, 7, 6) (4, 7, 6, 9) (7, 6, 9, 20) (6, 9, 20, 18) (9, 20, 18, 17) (20, 18, 17, 
2) (18, 17, 2, 15) (17, 2, 15, 14) (2, 15, 14, 21) (15, 14, 21, 12) (14, 21, 12, 0) (21, 12, 0, 
19). Producing fingerprints are [4, 1] [6, 3] [9, 4] [2, 8] [12, 10] [0, 13]. After analyzing 
the document F1 and F2, we get the fp1 and fp2 respectively. Comparing method is 
taking fp1 as the base comparing to fp2. Then take the number of match to divide by 
number of fingerprints in the fp1. After that, fp2 is taken as the base comparing to fp1. 
Applying the equation (10), we will get the text similarity. As Fig. 2 is the matching 
algorithm. 

2

)1fP,2fP(Match),2fP,1fP(Match
)2fP,fp1(Sim =

 
(1)

Match(fP1, fP2){ 
    int match = 0; 
    for(int i = 0 ; i < fP1.size() ; i++)     { 
        for( int j = k ; j < fP2.size() ; j++) 
            if(fP1.value(i) == fP2. value(j)) 

if((fP1. value(i+1) == fP2. value(j+1)) && 
(fP1.position(i+1)- fP1.position(i)== fP1.position(j+1)- 
fP1.position(j))) { 

match++; 
break; 

}
    } 
    return match / fP1.size()*fP2.size(); 
}

 

Fig. 2. Comparing algorithm 

2.2   Variable Analysis 

Donaldson used statistical methods [3] on the program plagiarism detection. But this 
method doesn’t have the concept of layered structure, so it can not show enough 
properties of the structure. Variable Analysis is divided into two phases: the first phase 
is information collection. The second phase is information analysis. 
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2.2.1   Information Collection 
The method records three kind information for each variable: (1) Basic information 
including data type and name. (2) Statistical similarity including the type of control 
structure. (3) The appeared level. 

2.2.2   Information Analysis 
Table 1 and Table 2 are information of two variables. The statistical similarity is 
60.0%, and the formation similarity is 100.0%, so the average similarity is 80.0%. 

Table 1. Count’s information 

Variable 
name 

Data type 
statistical 
similarity 

formation 
similarity 

count int 

Assign(0) ((
for(0) (
dec(1) ((i
for(0) ((
inc(1) (

Table 2. Time’s information 

Variable 
name  

Data type  
statistical 
similarity  

formation 
similarity  

time  double  

Assign(1) ((
for(0) (
dec(1) ((i
for(1) ((
inc(1) (

2.3   Structure Analysis 

2.3.1   DCS Tree 
This study extended our previous work [5] to process the structure analysis. A program 
structure is converted a tree structure by the algebraic expression F(p) as shown  
Table 3. And this expression is used for text comparison to get a similarity. 

Table 3. Symbols and corresponding descriptions 

signal description 
S seq 
F if 
W while 
R r 
X Another algebraic expression 
L λ，denotes null. 
o include 
c continue 
+ Alternative operator 
( Layer( j )+1, denotes a move to child layer 
) Layer( j )–1, denotes a move to parent layer 
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2.3.2   Function Comparison 
Text and structure analysis might cause a misjudgment for just change of the program’s 
block location. The function comparison method can fix this problem. The process is to 
compare all the parameters and to apply text analysis according to the function range. 
Each highest result is taken to compute the average. If the result of the function 
comparison is higher than the text analysis, the text analysis result is replaced with the 
function comparison result. 

2.3.3   Class Comparison 
This method records three types of information for each variable as Fig. 3: (1) the data 
type and name of class attribute. (2) information about class member function. (3) 
information about class inheritance. 

 

Fig. 3. Class information 

3   Case Study 

3.1   Case Description 

Different users have different writing style of program. Changing the variable name, 
function locations would make plagiarism detection misjudge. So this research uses 
three kinds of analysis to prevent the misjudgment. 

Start

Select Directory 

Choice Analyzer 

Set Threshold 

Program Normalization 

Calculate Similarity 

Output Result 

End
 

Fig. 4. System flow chart 
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3.2   System Flow 

Fig. 4 describes our CPD systems flow. First the user must choose the program’s 
document for comparison. Next, choose the analysis method that the user needs, and set 
the analyzer’s threshold. After analyzing, the system would show the result of all 
comparison programs on the user interface. If the user wants to detect other programs, 
he need to repeat the steps above. 

3.3   System Architecture 

GUI 

Lexical 
Analyzer 

token
sequences

programs
Text 

Analyzer 

Variable 
Analyzer 

Structure 
Analyzer 

Similarity 
Measure

Similarity 
Measure

Similarity 
Measure

Winnowing 
Algorithm 

DCS Tree

Text 
Similarity

Variable 
Similarity

Structure 
Similarity

Class
compare 

Function 
compare 

Statistical 
Algorithm 

 

Fig. 5. System architecture 

Fig. 5 is the system architecture. The user sets related parameter through GUI, then the 
system can compare multi programs immediately. The major modules are introduced as 
follows: 

(1) GUI: The user can choose the path of program, choose the analyzer, and set the 
corresponding threshold. 

(2) Lexical analyzer: Normalize the program, derive the program to a sequence of 
tokens, and set some attributes. 

(3) Text Analyzer: For text analysis and comparison. 
(4) Structure Analyzer: For Structure analysis and comparison. 
(5) Variable Analyzer: Variable analysis and comparison. 

3.4   System Implement 

 

Fig. 6. Initial of user interface 
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Fig. 6 is the initial dialog of system. File menu is for choosing the path of the 
program. The user can choose Analyzer for analysis the program. There are three kinds 
of analyzers - text, structure, and variable. The total checkbox represents the text, 
structure, and variable analysis. The user can set the similarity threshold. When 
finished the above steps, the analyzing process is stared by pressing the start button.  

 

Fig. 7. The result of execution 

The result of the analysis is shown in Fig. 7. The first column represents the first 
document of comparison combination. The second column represents the second 
document of comparison combination. The third column is the result of text analysis. 
The fourth column is the result of the text analysis. The fifth column is the result of the 
average. The result of analysis is sorted by average. If the result of analysis does not fit 
the threshold, it would not show on the GUI. 

3.5   Experiment Design 

The purpose of sample design is described as follow: 

1. Change the function location. 
2. Change the variable name. 
3. Add more no use function or variable. 
4. Declare variable in a different way. 
5. Add or change comment. 
6. Normalization program. 

Table 4 is the description of basic sample codes that include the program name and the 
corresponding plagiarism attack. Table 5 is the description of object-oriented property 
sample codes. 
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Table 4. Basic sample codes  

programs contents 
1.cpp the original program. 
2.cpp changes function location according to 1.cpp. 
3.cpp normalizes program according to 1.cpp. 
4.cpp changes variable name according to 1.cpp. 
5.cpp adds more variable according to 1.cpp. 
6.cpp declares variable in different way according to 1.cpp. 
7.cpp adds more no use function according to 1.cpp. 
8.cpp adds or changes comment according to 1.cpp. 
9.cpp adds other useful source codes. 

10.cpp changes code location according to 9.cpp. 

Table 5. Object-oriented sample codes 

programs contents 
1.cpp is a inheritance program. 
2.cpp changes the variable and function’s name, location according to 

1.cpp. 
3.cpp is an abstract class function overriding. 
4.cpp changes name, location according to 3.cpp. 
5.cpp is operator overloading. 
6.cpp changes the variable and function’s name, location according to 

5.cpp. 
7.cpp is a Function template. 
8.cpp is a virtual Inheritance. 
9.cpp is a Member Function override. 

10.cpp is a function overloading. 

3.6   Experimental Results 

The Experiment is separated by two parts. The first part is to compare the result of 
analysis of basic programs between CPD and manual detection. The second part is to 
compare the result of analysis object-oriented programs between CPD and manual 
detections. First, we defined methods of manual computing plagiarism similarity. (1) 
Omits the commands which includes output (printf, cout), comment. (2) Normalization 
program. (3) Calculates similarity. 

 

Fig. 8. Comparison of CPD with manual detection for basic programs 
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Using equation (2) to calculate similarity, Sim(A,B) represents the similarity for base 
program A. The result of Sim(A,B) is the match line. Line(A) represents number of 
program A’s lines. Take the maximum similarity to be the final similarity. 

)
)B(Line

)A,B(Sim
,

)A(Line

)B,A(Sim
(Max (2)

3.6.1   Experiment 1 
As Fig. 8 shown, we compare the result of manual detection with the result of CPD 
system. The CPD system can find 15 pairs of total match. 

3.6.2   Experiment 2 
As Fig. 9 shown, we compare the result of manual detection with the result of CPD 
system, the CPD system can find 15 matches. 

 

Fig. 9. Comparison of CPD with manual detection for object-oriented property programs 

3.7   Related Research Comparison 

The comparison of CPD system, Sid [2], JPlag [1] and manual detection is shown as 
Fig. 10. The results show that CPD system finds 15 pairs. The JPlag only detected 3 
pairs, and Sid didn’t detect anything. 

 

Fig. 10. Comparison of CPD with other detection methods for basic programs 
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Fig. 11 is the result of plagiarism detection for object-oriented property programs. 
The Sid and JPlag cannot find any pair of total match. From the two experiments, the 
CPD system can detect similar programs more accurately. 

 

Fig. 11. Comparison of related research 

Fig. 12 is the condition with the same program code adding comments that would 
make Sid misjudge.  

c = a + b; //addition 
d = a – b;  
e = a / b; //division 
f = a * b; /*mul*/ 

c = a + b;  //add 
d = a – b;  //sub 
e = a / b;  //div 
f = a * b;  //mul 

 

Fig. 12. Case 1 

As Fig. 13 shown, Sid and JPlag cannot detect this kind of program. The left 
program omits the brackets. It will make Sid and JPlag misjudge. 

if(i > j) 
    return i; 
else if( i < j ) 
    return j; 
else 

return i;

if(i > j) { 
    return i; 
}
else if( i < j ) {
    return j; 
}
else { 
    return i; 
}  

Fig. 13. Case 2 

Fig. 14 show the program declares the variable in a different way. For the CPD 
system, variable analyzer categorizes these two programs into the same kind. 

int a = 5; 
int b = 5; 
int c = 5; 
double d = 10; 
double e = 10; 
double f = 10;

int a = 5, b = 5, c = 5;
double d, e, f; 
d = e = f = 5; 

 

Fig. 14. Case 3 
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4   Conclusion 

The proposed CPD system applied text, structure, and variable analysis to detect the 
plagiarism more effectiveness. 
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Abstract. The network coverage for wireless sensor networks is an important 
issue because the information may not be considered useful when the total 
coverage drops below a certain required level. One way to maintain good 
coverage and extend the network lifetime is to schedule some sensor nodes to 
sleep between active cycles, as well as dynamically adjust the sensing ranges of 
active sensors. In this paper, we propose an algorithm to determine if a sensor 
node should sleep based on its residual energy and the size of the overlap area 
between the sensor and its neighbors. For those sensors that remain active, we 
use our algorithm to compute the sensing range of each active sensor such that 
the total coverage is maintained above a user-specified requirement for as long 
as possible. Simulation results show that our proposed scheme achieves a better 
performance in providing the user-required coverage and extending the system 
lifetime than the Coverage-Aware and Random-Sleep methods. 

Keywords: wireless sensor network, sleep scheduling, network coverage, 
dynamic sensing range adjustment. 

1   Introduction 

Due to the fast development of embedded system and wireless communication 
technologies in recent years, wireless sensor network (WSN) has become one of the 
most important research areas. A Sensor network is a network system composed of 
multiple small and inexpensive devices deployed in a region to provide monitoring 
and communication capabilities for commercial and military applications including 
fire detection, asset tracking, habitat monitoring, and security surveillance [1-6]. In 
general, a wireless sensor network consists of a base station and many sensor nodes 
operating on small-sized batteries as shown in figure 1. When a sensor node detects 
an event within its coverage area, it would generate a report and send it in a data 
packet to the base station. The base station is responsible for collecting data from all 
the sensor nodes for further processing and decision making. A WSN may contain 
hundreds or even thousands of sensor nodes and it is desirable to operate these nodes 
as energy efficiently as possible. A sufficient number of sensor nodes must be 
deployed in order to provide a satisfactory performance. 
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Fig. 1. An example of wireless sensor network 

Some sensor nodes will stop functioning due to electronic breakdown or energy 
exhaustion after the network system has operated for a period of time. Dead sensors 
can result in holes in coverage or packet routing, which may lead to serious network 
degradation [7-10]. The system cannot perform its desirable function satisfactorily 
since the base station will not be able to collect sufficient information when the 
coverage is too low. One way to prevent this situation is to try to make the energy 
consumptions of different sensor nodes as even as possible by asking sensors with 
more residual energy to cover larger areas. In addition, sensor nodes in some system 
such as IEEE 802.15.4 ZigBee [11] can switch between active state and sleep state. A 
node that enters the sleep state will stay in an energy-saving mode by not participating 
in most activities. In this paper, we propose a mechanism to try to maintain the 
coverage level of a WSN above the user requirement for as long as possible. We first 
determine the set of the sensors in areas of high density that should enter the sleep 
state to conserve battery energy. For those sensor nodes that remain active, we would 
dynamically adjust their sensing ranges such that the total coverage can be maintained 
at or above the user requirement.  

The rest of this paper is organized as follows: Section two lists the related work. 
We describe our sleep scheduling and sensing range adjustment algorithm in section 
three, while section four shows the experimental results and the performance 
comparisons. The conclusion is given in section five.  

2   Related Work 

Various mechanisms have been proposed to maintain a good coverage level for WSN. 
One approach is to use mobile sensors that are frequently trying to move to new target 
locations based on the virtual force interactions between sensors [12-15]. Each sensor 
is assumed to generate attractive or repulsive force on the other sensors. There will be a 
repulsive force to separate any two sensors if they are too close and an attractive force 
if they are far away. The idea is to constantly keep the sensors spread out in a balanced 
way. Each sensor then calculates its sensing range according to its relative residual 
energy and position to the other sensors in the neighborhood, where a sensor with 
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relatively higher amount of energy should cover a larger area. The major disadvantages 
of this type of approaches are its heavy computation and constant moving, which could 
require significant amount of energy [16]. Another set of approaches try to mover 
sensors to predefined regular positions such that they will be spread out perfectly 
evenly. ISOGRID [17] and CLP [18] both suggest the movement of sensors to the 
vertices of a hexagon such that the system forms a perfect cellular structure. This 
approach requires a minimum number of active sensors to occupy all the hexagon 
vertex positions, which may not be a problem at an early stage of system operation. 
However, there may not be enough active sensors to maintain a perfect structure as 
sensors gradually die out after the system has operated for a period of time. 

Another class of mechanism is to do sleep scheduling [19-23], which is usually 
applied to networks of high density where sensors can alternate between the active 
and sleep modes from time to time to conserve energy. The active nodes in a 
neighborhood can cooperate with one another to maintain a good coverage. In the 
Random Sleep scheme [19], each sensor goes to sleep randomly with a probability set 
by the user. In the Distance-Based Sleep scheme [19], the sleep probability is based 
on the distance between the sensor and the base station, where a sensor node that is 
farther away will be put into the sleep state with higher probability. The Balanced-
Energy Sleep scheme [20] tries to determine the sleep probability such that the 
maximal number of sensor nodes would consume energy at the same rate independent 
of the distance to the base station. In the Coverage-Aware Sleep Scheduling scheme 
[21], each sensor computes the total overlap area between itself and its active 
neighbors during each scheduling cycle. It then goes to sleep in the next cycle with a 
probability proportional to the size of the overlap area. The drawback of this method 
is that the computation may be too time-consuming to fit into the small computational 
power of a sensor when there are a large number of neighbors.  

3   Distributed Sleep-Scheduling and Range Adjustment Algorithm  

We hereby propose a mechanism called Distributed Sleep-scheduling and Range 
Adjustment (DSRA) that periodically determines the set of active nodes and sleep 
nodes for each cycle. Our system consists of a base station and many sensors nodes 
that do not move. We assume that every sensor node knows its own location by GPS 
or any other locationing mechanism. Every sensor node can adjust its own sensing 
range Rs ranging from 0 to Rmax. A sensor is assumed to transmit its packets to the 
base station using multihop transmissions along the path of minimum number of hops 
if such path exists. The sensor is considered disconnected from the base station if 
there is no path between them. The sensors are assumed to be randomly deployed 
initially. A sensor node in sleep does nothing except waking up periodically to 
exchange control information with other neighboring nodes. The user is allowed to  
specify a coverage requirement C ranging from 0 to 100%, and our goal is to prolong 
the time period that the system coverage stays above this requirement for as long as 
possible. The DSRA algorithm consists of the three following stages: 

A. Information Exchange 

At the beginning of each cycle, every active node broadcasts Hello messages to find 
neighbor nodes within its transmission range. The Hello message contains the 
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following information: node coordinate, node id, residual energy, sensing range, type, 
state and S-value. Each active sensor node stores the received Hello messages in the 
neighborhood information table shown in table 1. Assuming its own location as the 
origin, each sensor can then identify the quadrant each of its neighbors resides in 
based on their coordinates. 

Table 1. Neighborhood Information Table 

 

Figure 2 shows an example where node p finds its neighbors a, b, c, d, and e, and 
the quadrant each resides in. A sensor node that has at least one active neighbor in 
each of the four quadrants is called an interior node; otherwise, it is called a boundary 
node. We do not allow a boundary node to sleep by setting its S-value to zero because 
its sleep may result in undesirably large coverage holes. An interior node, g, will 
calculate its S-value using the following formula:  _  total overlap areas in all four quadrants ,          (1)

where α and β are two weight parameters. The formula takes into consideration both 
the sensor’s own residual energy and the sum of the overlap areas between the sensor 
itself and the neighbors in all the quadrants. A sensor with large amount of energy 
should stay active, while a sensor with large coverage overlap between itself and its 
neighbors is a good candidate to sleep. The active sensor nodes will wait for some 
amount of time to account for network delay, and enters the next stage.  

 
Fig. 2. Neighbors around an active sensor 
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B. Sleep Scheduling 

After the calculation of the S-value, each active node will again broadcast its S-value 
to its neighbors for comparison. If a sensor node has the maximum S-value among its 
neighbors, it will broadcast its decision to sleep to its neighbors and switches to sleep. 
Otherwise, the sensor remains active and enters the next stage of sensing range 
adjustment. 
 
C. Sensing Range Adjustment 
 
After the sleep scheduling phase, every active sensor node is fully aware of the 
identities of all its active neighbors. The sensing range calculation is different for 
boundary node and interior node. A boundary node should adopt a larger sensing 
range to maintain good coverage. For each quadrant without any neighbor, a boundary 
node measures its distance to the physical network boundary. Let d be the maximum 
of these distances. Let y = min (Rmax , d). The actual sensing range to use will be C * 
y, where C is the coverage requirement the user specifies. The sensor will then notify 
all the neighbors of its sensing range. The interior nodes will wait until all the 
boundary nodes to finish their calculations and broadcast their sensing ranges. An 
interior node p first computes a temporary sensing range for each quadrant, and 
chooses the maximum of the four values as its final sensing range to use. The 
computation is as follows: If there is no boundary node in a quadrant, the sensing 

range for that quadrant will be set to /√2 , where D is the distance between the 
node and its nearest neighbor in that quadrant. Otherwise, let b be a boundary node in 
that quadrant and Rb be its sensing range. Let Dpb be the distance between the node p 
and b,  and Rp be p’s current sensing range, respectively. If Rb is greater than (Rp + 
Dpb), this means that node p’s sensing area can be fully covered by node b. Therefore, 
node p will go to sleep and notify all the neighbors of its decision. Otherwise, the 

sensing range of p will be set to /√2. After node p has calculated the 
sensing ranges for all the four quadrants, let R denote the maximum of these values. 

The new sensing range of node p will be equal to , where f is the ratio of 
p’s residual energy over the average residual energy of p’s neighborhood. 

4   Simulation Results 

4.1   Simulation Environment 

We built a simulator in MATLAB platform to evaluate the performance of our 
scheme. We randomly deployed 100 sensor nodes in a square area of size 200m×
200m. The initial energy of each sensor is 80J. Each packet is 512K bytes long. We 
use the following formulas to calculate the energy consumption [24]: 
 
- Transmission energy consumption: _  
- Reception energy consumption : 0.25 J per packet 
- Sensing energy consumption :  
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where  and  are both adjustment parameters. H and ec denote the fixed costs of 
transmission and sensing, respectively. Rs and Rc represent the current communication 
range (maximum of 100m) and sensing range (maximum of 50m), respectively. 

4.2   Simulation Results 

In our simulation, we compared our method with two other methods: the Random 
Sleep (RS) [19] and Coverage-Aware (CA) [21] schemes on the metrics of coverage 
percentage, residual energy, the number of active nodes, and the total number of 
packet received by the base station. The RS scheme randomly selects sensors to sleep 
with a user-given probability, while the CA scheme puts sensor nodes to sleep in order 
to maximally reduce the overlap sensing area while trying to maintain 100% 
coverage. Both these two schemes use fixed sensing range, which is set to 20m in our 
experiment. The sleep probability in the RS scheme is set to 0.2 because that value 
produces the best experimental results. Figure 3 shows the comparison of the 
coverage percentages where all three schemes try to maintain a 100％ coverage. We 
can see that the CA scheme does maintain full coverage in the early stage, but its 
lifetime is shorter than the others. Our DSRA can provide a coverage close to 100％ 
with a longer lifetime because we try to make each sensor consume energy at about 
the same rate. The RS scheme also has a good lifetime, but the coverage percentage of 
RS is lower than the others because the sensors to sleep are chosen randomly. Figure 
4 plots the number of active nodes in these three schemes. We can see that our DSRA 
scheme uses fewer active nodes to maintain the system coverage such that more nodes 
can preserve energy by switching to sleep and the system can operate longer. 

 

Fig. 3. Comparison of the coverage percentages 

Figure 5 displays the accumulative number of packets successfully received by the 
base station. Both CA and our DSRA can receive almost all the packets since the 
coverage are about the same. However, the curve for CA flattens out after 200 rounds 
because most sensors are disconnected from the base station, while our DSRA still  
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Fig. 4. Number of active nodes 

 

Fig. 5. Accumulative number of data packets successfully received by the base station 

 
Fig. 6. Comparison of residual energy 
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keeps receiving packets. Figure 6 shows the residual energy in the system. CA 
consumes its energy faster than the others because it uses a larger sensing range and 
has fewer nodes in sleep. Although our DSRA uses fewer active nodes to operate in 
the network, it adjusts the sensing range of each active node effectively to provide a 
good coverage. Both the DSRA and RS consume energy at about the same rate. 

Our DSRA allows the user to specify a minimum coverage requirement C while the 
others do not. Figure 7 plots the actual coverage achieved given different values of C. 
For the case of C = 1, the coverage percentage achieved is in the range of 0.95 to 0.99 
that is a little bit below full coverage, while the system operates at a coverage above 
what the user specifies for all the other cases. In general, our DSRA can maintain the 
system coverage that satisfies the user requirement for as long as possible. 

 

Fig. 7. Coverage percentages under different user requirements 

 

Fig. 8. Number of active nodes under different user requirements 
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Figure 8 shows the number of the active nodes given various values of C. It seems 
that the value of C does not affect the number of nodes in sleep. Figure 9 shows that 
the total number of packets received by the base station closely depends on the 
coverage percentage. When C = 1, the number of packets received by the base station 
is the largest initially, but the total number of packets is fewer than the others because 
the system lifetime is shorter. Figure 10 shows that the energy is consumed faster 
when the coverage requirement is higher. 

 

Fig. 9. Number of packets received under different user requirements 

 

Fig. 10. Total residual energy under different user requirements 
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5   Conclusion 

Wireless sensor network has been widely used in many important applications, and it 
is essential to keep a minimum coverage for the network to function properly. We 
proposed an efficient DSRA method to generate a total coverage at the desirable level 
the user requires. Some of the sensors in an area of high density will be selected to 
sleep to conserve energy. Each of the active sensors then sets its sensing range such 
that the total coverage by all the active sensors is maintained at the required level. The 
network is reconfigured periodically such that the sensors consume their energy at 
roughly the same rate. The simulation results showed that the DSRA scheme could 
achieve the required coverage for a long period of time, and the system lifetime can 
be extended longer than both the RS and CA schemes. 
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Abstract. This paper proposes a new routing algorithm for wireless sensor 
network. The algorithm uses reinforcement learning and pattern tree adjustment 
to select the routing path for data transmission. The former uses Q value of each 
sensor node to reward or punish the node in the transmission path. The factor of 
Q value includes past transmission path, energy consuming, transmission reword 
to make the node intelligent. The latter then uses the Q value to real-time change 
the structure of the pattern tree to increase successful times of data transmission. 
The pattern tree is constructed according to the fusion history transmission data 
and fusion benefit. We use frequent pattern mining to build the fusion benefit 
pattern tree. The experimental results show that the algorithm can improve the 
data transmission rate by dynamic adjustment the transmission path. 

Keywords: Wireless Sensor Networks, reinforcement learning, routing path, 
fusion benefit pattern tree. 

1   Introduction 

Wireless Sensor Networks (WSN) has been widely used in many application domains 
[2,5,8,11]. Peer-to-peer transmission protocol becomes the popular transmission 
method for innovative applications. Each node of the peer-to-peer WSN can only 
communicate with its neighboring nodes [16]. Many dynamic routing algorithms are 
proposed to transmit data for achieving energy savings. These algorithms are usually 
classified into three categories: clustered-based, tree-based, and mining-based 
[2,5,9,11,16]. Generally, the clustered-based method divides the sensor nodes into 
different clusters for data transmission. The cluster head collects data from its 
member nodes in the cluster and sends the aggregated data to the sink node. The 
member node of each cluster can only communicate with its cluster head. The head is 
used as the routers to the sink node. LEACH and HEED are the famous clustering 
energy-efficient algorithms [23]. Tree-based routing algorithm usually constructs a 
hierarchical tree to organize the sensor nodes into a structured topology for effective 
data transmission [8]. The leaf nodes of the structured tree are used to track, collect, 
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and transmit data [14]. It is suitable for mobile nodes of WSN. LFFT and DAB are 
the typical tree-based algorithms.  The mining-based algorithm uses historical data to 
predict moving patterns of objects [8,12,17,21,22]. It uses the data mining algorithm 
to find the routing patterns for path predicting or selection [4,15,24]. STMP-Mine and 
MLOT are the newly algorithms for mining-based approach [16]. However, all of the 
above type of algorithm uses predefined or static structure to select the routing path 
[10]. They didn’t consider the successful or fail transmission in the run-time routing. 
None of them integrate machine learning mechanism or intelligent technologies to 
support the path selection. How to design an intelligent path selection algorithm of 
WSN for run-time routing is an interesting research. Moreover, most routing 
algorithms focus on the energy-efficient data transmission. Seldom of them consider 
the fusion-efficient data transmission capability of each node in the path selection. It 
may influence the performance of data transmission as well as energy consumption in 
WSN. 

This paper proposes an intelligent routing algorithm with reinforcement learning 
and pattern tree adjustment (IRARA) for WSN. It uses pattern mining method to 
construct a fusion benefit pattern tree based on fusion capability from past routing 
information. The routing path is selected from the fusion benefit pattern tree. It then 
uses reinforcement learning to adjust the pattern tree to record the routing path in the 
run-time environment. The Q value is used to reflect the successful or unsuccessful 
path prediction as well as the fusion capability. Q value records the data amount, 
fusion capability, transmission path, transmission success/fail times, and fusion 
capability energy consumption. The experimental results show that the integration of 
reinforcement learning and pattern tree adjustment can provide an excellent path 
selection in WSN.  

The remainder of this paper is organized as follows. Section 2 introduces the 
system architecture. Section 3 is simulation. Section 4 concludes the work. 

2   Proposed Method 

Figure 1 shows the architecture of IRARA algorithm. It contains three main 
components: fusion benefit pattern tree construction, pattern tree adjustment, and path 
selection. Basically, the fusion benefit pattern tree uses frequent pattern mining 
algorithm [1,3,6,7,15,20] to discover the fusion benefit patterns from the past 
transmission information [13,19]. The fusion benefit is used as the support value for 
the pattern mining. It computes the data fusion benefit (FBnm) of the path (n→m) in 
the cluster from the past transmission information.  

nmnmnmnm FCSFB **=                             (1) 

where S, C, and F are the stability of data transmission, fusion capability, and pattern 
frequency from the node n to m [18]. The longest fusion pattern is selected from 
pattern set. The fusion benefit pattern tree uses the longest fusion pattern from the 
pattern set as the backbone. The second longest pattern is then added to the fusion 
benefit pattern tree iteratively until no pattern is selected. Notably, the cyclic patterns 
will not be added to the fusion benefit pattern tree. Figure 2 shows the example of the 
fusion benefit pattern tree.  



400 C.-Y. Fan, C.-C. Hsu

Fusion bene
pattern tree
constructio

Routing 
history 
& node 
requests

F

Fig. 2

The pattern tree adjustm
structure of pattern tree fo
reflect the successful or fail

where n, τ, γ, success, fai
trajectory, transmission rew
transmission times, fusion 
will be updated according

trajectory ( ) computes the 

where Dn, Dm, and  are the

transmission, and energy co
or penalty if transmission is

u, and W.-Y. Wang 

efit 
e 

on

Pattern tree 
adjustment

Path 
selection

Fusion benefit 
pattern tree

Routing 
path

Fig. 1. System architecture 

 

2. Example of fusion benefit pattern tree 
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⁄                      (5) 
 

where , level, height, and frequency are the success (+) or fail (-) transmission, node 
level, height of the pattern tree, and frequency of success transmission. The frequent 
pattern tree uses max heap tree rule to adjust the pattern tree based on the Q value. It 
means the Q value of the parent node is greater than the child node. If the parent node 
violates the rule, it will replace by its maximum child. If the Q value of node is less 
than or equal to zero, it marks as the failure node. The cluster head node will ask a 
best pattern from the pattern set to replace the failure node pattern in the fusion 
benefit tree. The best pattern means the maximum fusion benefit pattern without 
failure node in the path. The best pattern is retrieved by the sink node. If none of the 
pattern is found, it will delete the failure leaf node directly. If the failure node is not a 
leaf node, the Q value of the failure node is reset to zero.  

Path selection selects a routing path from fusion benefit pattern tree. When a 
sensing request is received, it will traverses the fusion benefit pattern tree from root to 
the requested node for finding the maximum Q value path. The nodes in the path will 
be awaked during the requested time interval. The path selection process may fail if it 
cannot find the routing path or the transmission time window expired.  

3   Simulations 

We use NS2 to simulate 1000*1000 square meters network environment and deploy 
100 nodes randomly. The initial energy and energy threshold of each node are 1 joule 
and 0.1 joule. The average energy consumption of data receiving and transmission are 
0.003 joule and 0.0002 joule. The algorithm will work properly when the percentage 
of effective node number greater than 80%. Table 1 lists the related node information. 
The fusion benefit pattern tree construction uses frequent pattern mining algorithm to 
find the pattern set. The length of the longest pattern of each cluster is 3. So the depth 
of a cluster in the pattern tree is the same as the length of the longest pattern. Fig. 3 
shows the partial display of the constructed fusion benefit pattern tree. 

Table 1. Simulation of node information 

Node# Cluster# Q value Node# Cluster# Q value Node# Cluster# Q value 
0 1 0.8451 32 2 0.7546 89 3 0.4582 

71 1 0.3222 46 2 0.5631 27 3 0.3677 
10 1 0.2735 23 2 0.3838 93 3 0.4250 
57 1 0.3723 65 2 0.4380 72 3 0.2820 
15 1 0.2633 49 2 0.4649 39 3 0.3016 
8 1 0.2552 80 2 0.4237 91 3 0.2520 

61 1 0.3035 42 2 0.3053 7 3 0.2331 
85 1 0.6075 13 2 0.3190 59 3 0.0106 

 
The pattern tree adjustment then calculates the Q value of each node. Figure 4 

shows the example of Q values computation of node #85. Notably, the awaked times  
 



402 C.-Y. Fan, C.-C. Hsu, and W.-Y. Wang 

 

Fig. 3. Partial display of the fusion benefit pattern tree 

 

Fig. 4. Example of node #85 Q value computation 

 

Fig. 5. Path pattern replacement of node #85 

and Q value of node #85 are 7 and 0.6075. The Q value of node #85 is less than 0 and 
it marks as the failure node. Furthermore, the cluster head node #0 retrieves a path 
pattern from the pattern set, named node #61→node #89, to replace the node 

– 0.0032) +2.2746 2.2771
– 0.3774 2.2746= ( 1) × 13 9 × 0.7 2.12.110 = 0.21

Q7 Q6 + 2.2771 × (– 0.21) × 4/7 = 0.1617 + (– 0.2733)

= – 0.1116 0
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#85→node #89 (Fig. 5). The fusion benefit pattern is adjusted according to the max 
heap rules. The path selection then selects the path with maximum Q value as the 
routing path (Fig. 6). Finally, the newly pattern is selected as the routing path: node 
59→node 72→node 89→node 61→node 57→node 0→sink. 

 

Fig. 6. Path selection process 

4   Conclusion 

The paper proposes an intelligent routing algorithm with reinforcement learning and 
pattern tree adjustment. The system uses frequent pattern mining method to construct 
a fusion benefit pattern tree. It uses the past fusion data and routing path to find the 
path patterns. The system uses a tree-based structure to store the frequent patterns. 
The system then uses reinforcement learning to real-time change the structure of the 
fusion benefit pattern tree. The Q value is used to record the data transmission 
trajectory and fusion capability of each node. If the Q vale less than zero, it is marked 
as the failure node. The failure node will be replaced from the discovered pattern set. 
Moreover, the reward and penalty value are used to the success and fail node 
transmission of Q value computation. The system also uses max-heap rule to adjust 
the node in each cluster. Finally, the system selects the path with maximum Q value 
as the transmission pattern for the requested sensor node. It traverses the fusion 
benefit pattern tree from root to the requested node. The node in the selected path will 
be awaked during the requested time window. The experimental results show that the 
system can provide an intelligent and innovative path selection method for conducting 
effective data fusion and energy saving. 
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Abstract. This work presents Particle Swarm Optimization (PSO), a collaborative 
population-based swarm intelligent algorithm for solving the cardinality 
constraints portfolio optimization problem (CCPO problem). To solve the CCPO 
problem, the proposed improved PSO increases exploration in the initial search 
steps and improves convergence speed in the final search steps. Numerical 
solutions are obtained for five analyses of weekly price data for the following 
indices for the period March, 1992 to September, 1997: Hang Seng 31 in Hong 
Kong, DAX 100 in Germany, FTSE 100 in UK, S&P 100 in USA and Nikkei 225 
in Japan. The computational test results indicate that the proposed PSO 
outperformed basic PSO algorithm, genetic algorithm (GA), simulated annealing 
(SA), and tabu search (TS) in most cases.  

Keywords: Particle swarm optimization, cardinality constrained portfolio 
optimization problem, Markowitz mean-variance model, nonlinear mixed 
quadratic programming problem, swarm intelligence. 

1   Introduction 

Portfolio optimization, which is the allocation of wealth among several assets, is an 
essential problem in modern risk management. Expected returns and risks are the most 
important parameters in portfolio optimization problems. Investors generally prefer to 
maximize returns and minimize risk. However, high returns generally involve 
increased risk. 

The Markowitz mean –variance model, which is among the best models for solving 
the portfolio selection problem, can be described in terms of the mean return of the 
assets and the variance of return (risk) between these assets [1]. The basic model 
obtains the “efficient frontier”, which is the portfolio of assets that achieves a 
predetermined level of expected return at minimal risk. For every level of desired mean 
return, this efficiency frontier indicates the best investment strategy.  

From a practical perspective, portfolio selection problem consider many constraints 
of real-world investments, including trading limitations, portfolio size, etc. However, 
the basic Markowitz mean-variance model does not include cardinality constraints to 
ensure the investment in a given number of different assets, nor does it include 
bounding constraints to limit the funds invested in each asset. Although portfolio 
optimization using the standard Markowitz model is NP-hard, the solution to this 
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problem with a sufficiently small number of variables can be solved by using quadratic 
programming. The problem becomes much more difficult if the number of variables is 
increased or if additional constraints such as cardinality constraints are introduced [2]. 
Such constraints formed nonlinear mixed integer programming problems, which are 
considerably more difficult to solve than the original problem.  Exact solution methods 
are inadequate. Therefore, proposed heuristic solutions for the portfolio selection 
problem include evolutionary algorithms, tabu search (TS) simulated annealing (SA) 
and neural networks [2-5]. 

Particle swarm optimization (PSO), introduced by Kennedy and Eberhart in 1995, is 
based on a psychosocial model of social influence and social learning and has proven 
effective in many empirical studies [6 ]. This study proposes a novel application of 
PSO, a collaborative population-based meta-heuristic algorithm for the Markowitz 
mean-variance model, which includes cardinality and bounding constraints, to solve 
Cardinality Constrained Portfolio Optimization problems (CCPO problems). Due to 
the many variations of the original PSO, this study first investigated the performance of 
basic PSO in solving CCPO problems. The results showed that the constraints cause 
PSO to stagnate to the local optimum. Therefore, remedies are proposed to avoid 
stagnation in CCPO problems. The reflection strategy is to keep desired assets in 
portfolio in the search process. The replacement minimum hold strategy randomly adds 
assets with the minimum hold weight when assets needed to obtain a new solution are 
insufficient. The mutation strategy increases the search space. 

The performance of the proposed PSO was compared with basic PSO and heuristic 
algorithms, including genetic algorithm (GA), simulated annealing (SA), and tabu 
search (TS).  Performance was compared using five problems, involving 31-255 
dimensions corresponding to weekly data for March, 1992 to September, 1997. The test 
data were obtained from the following indices: Hang Seng 31 in Hong Kong, DAX 100 
in Germany, FTSE 100 in UK, S&P 100 in USA and Nikkei 225 in Japan. Results show 
that the proposed PSO is much more robust and effective than basic PSO algorithms in 
terms of tracing out the efficient frontier accurately. Compared to other heuristic 
algorithms, the proposed PSO obtained better solutions in most test problems.  

Following this introduction, Section 2 presents the model formulation for the 
Cardinality constrained portfolio optimization problems, and Section 3 describes the 
application of PSO for solving this problem. The computational experiment in Section 
4 evaluates the PSO model and experimental results. Section 5 presents conclusions 
and proposes future works. 

2   Portfolio Optimization Problems and Particle Swarm 
Optimization 

This section presents the standard Markowitz portfolio model and demonstrates an 
efficient frontier calculation. The cardinality constraints are then given for the 
Markowitz mean-variance model to be solved.  

2.1   Portfolio Optimization Problems 

The notation used in this analysis is based on Markowitz mean-variance model for 
solving the portfolio selection problem. Let N be the number of different assets, ui be 
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the expected return of asset i (i=1,… ,N), σi,j be the covariance between assets i and j 
(i=1,… , N;  j=1, …, N), The decision variables xi represent the proportion (0≦xi ≦1) 
of the portfolio invested in asset i (i=1,… , N) and a weighting parameter λ. Using this 
notation, the standard Markowitz mean-variance model for the portfolio selection 
problem can be presented as  

( )
=1 =1 =1

=1

               - 1-                                       

             subject to 

                         =1                                    
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N N N
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where λ ∈  [0,1] is the risk aversion parameter. The case λ=0 represents the maximum 
expected return for the portfolio (disregarding risk), and the optimal portfolio is the 
single asset with the highest return. The case λ=1 represents the minimal total risk for 
the selected portfolio (disregarding return), and the optimal portfolio includes 
numerous assets. The two extremes λ=0 and λ=1, λ represent the tradeoff between risk 
and return. Equation (2) ensures that the sum of the proportions is 1. The equation 

=1 =1
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Fig. 1. Standard efficient frontier for Hang Seng 31 dateset 

The portfolio selection problem is a multi-objective optimization problem, and all 
non-dominated solutions can be used to produce the efficient frontier. Figure 1 shows 
the efficient frontier as plotted by varying value λ corresponding to the benchmark 
Hang Seng 31. To calculate cardinality constraints for the Markowitz Optimal Model, 
this study used the model formulation presented in [3, 4]. In addition to the previously 
defined variables, let K be the desired number of assets in the portfolio, let εi be the 
minimum proportion of the portfolio allocated to asset i (i=1, …, N) if any of asset i is 
held, and let δi be the maximum proportion allocated to asset i (i=1,…, N) if any of asset 
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i is held, where 0≦εi≦ δi ≦1 (i=1,… , N). In practice εi represents a “min-buy” or 
“minimum transaction level” for asset i, and δi limits portfolio exposure to asset i. 
Zero-one decision variables are as follows: 

 1    if any of asset  ( =1... ) is held,  
 z

0   otherwisei

i i N⎧
⎨
⎩

       

The cardinality constrained portfolio optimization problem is 
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Equation (5) ensures that the sum of the proportions is 1, and Eq.(6) ensures that 
exactly K assets are held.  Equation (7) ensures that if any of asset i is held (zi =1) its 
proportion wi must lie between εi and δi whilst if no asset i is held (zi =0), its proportion 
wi is zero.  Equation (8) is the integrality constraint. 

2.2   Particle Swarm Optimization  

The PSO is a social population-based search algorithm of social influence that learns 
from its neighborhood. A PSO swarm resembles a population, and a particle resembles 
an individual.  The PSO is initialized with a particle swarm, and each particle position 
represents a possible solution. The particles fly through the multidimensional search 
space by dynamically adjusting velocities according to its own experience and that of 
its neighbors [6, 7]. 

At each iteration t, the position ,
t
i jx

 of the ith particle is updated by a velocity 
1

,
t
i jv +

.  

The position is updated for the next iteration using 

1 1
, , ,
t t t
i j i j i jx x v+ += +                                                   (9)

 

where
,

t
i jx denotes the position of particle i in the dimension j in search space at time 

step t. The position of the particle is changed by adding a velocity 1
,

t
i jv +  to the current 

position. The velocity update rule is calculated as  
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The rule depends on three components: particle current velocity ,
t
i jv

 , the best position 

and global best position. Where ,
t
i jv  is the velocity of particle i in dimension j=1, …,n 
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at time step t. ,i jp  is the best position that the particle i has visited since the first time 

step. The global best position ,g jp  is the best position discovered by all particles found 

since the first time step.  
The r1 and r2 are random values in the range [0, 1], sampled from a uniform 

distribution. These random values introduce a stochastic element to the algorithm. The 
c1 and c2 are positive acceleration coefficients used to scale the contribution of the 
cognitive and social components, respectively, and are also referred to as trust 
parameters, where c1 expresses the confidence of a particle in itself, and c2 expresses the 
confidence of a particle in its neighbors. Particles gain strength by cooperation and are 
most effective when c1 and c2 are well-balanced. Low values result in smooth particle 
trajectories, which allow particles to roam among different regions. High values cause 
particles to move abruptly from one region to another region.  

To improve PSO convergence, [8 9 10] proposed a strategy for incorporating inertial 
weight w as a mechanism for controlling swarm exploitation and exploration by 
weighting the contribution of the previous velocity. The w control how much the 
memory of the previous flight direction influences the new velocity. For w ≧1, 
velocity increase over time, accelerates to maximum velocity, and the swarm diverges. 
Particle fails to change direction to move back towards promising areas. For w ≦1, 
particles decelerate until their velocity is zero. The velocity update with inertia is given 
as 

( ) ( ), ,

1
, , 1 1 , , 2 2

t

g j i j

t t t
i j i j i j i jr r p xv w v c p x c+ −= ⋅ + ⋅ ⋅ − + ⋅ ⋅          (11)

 

The authors in (11) also proposed maximum velocity vmax. The vmax was calculated as a 
fraction δ  (0 < δ  <1) of the distance between the bounds of the search space as follows 

( ), , ,max j max j min jv x xδ= −                                                      (12) 

The PSO with constant inertia w and maximum velocity limitation vmax is referred to 
here as Basic PSO.  

3   PSO for CCPO Problems  

This section describes the proposed PSO approach to CCPO problems. Here, a particle 
position is formulated as a portfolio, and the position of particle i in dimension j is the 
proportion of capital to be invested in the jth asset. 

This study found that PSO quickly stagnates to the local optimum in CCPO 
problems in order to satisfy the constraint on the desired number of assets K in the 
portfolio especially when CCPO problems consider high values for risk aversion 
parameter λ. This study therefore considered possible remedies for constraint 
satisfaction in the PSO to avoid stagnation in early phase.  

3.1   Initialization  

In PSO initialization phase, a size N swarm is randomly generated. The individuals in 
the swarm are randomly valued for each dimension between the bounds. Similarly, the 
velocity is initialized to zero in each dimension. 
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3.2   Constraints Satisfaction 

New positions may leave the search space when updating particle positions in search 
process. In this case, the intuitive solution is setting the value of the new position to the 
boundary value for the asset of the portfolio. This causes rapid stagnation of the PSO to 
the local optimum. To attain better diversity to the search space, the reflection strategy 
suggested in Paterlini and Krink [11] is applied during the initial search phase. That is if 
the value of the new position leaves the domain of the search space, it is reflect back 
into the domain by  

, , , ,2( )t t l t t l
i j i j j i j i j jx x x x if x x= + − <                                      (13) 

, , , ,2( )t t t l t u
i j i j i j j i j jx x x x if x x= − − >                                     (14) 

where 
u
jx  and 

l
jx are the upper and lower bounds of each jth component, respectively. 

This method allows the particle to explore a larger search area and to escape from local 
minima, which improves solution quality. The reflection strategy terminates when no 
improvement is obtained after numerous iterations. Then the boundary value was set by   

, ,, .t l t l
i j j i j jx x if x x= <           , ,

t u t u
i j j i j jx x if x x= > .                  (15) 

For handling the cardinality constraints, K is the desired number of assets in the 
portfolio. Given a set Q of K assets, Let Knew represent the number of assets after 
updating positions in portfolio (the numbers of the proportion wi greater than 0). If  
Knew < K, then some assets must be added to Q; if Knew > K, then some assets must be 
removed from Q until Knew = K.  

Considering the removal of assets in the case Knew > K . This study deletes the 
smallest assets. If Knew < K assets, assets remaining to be added must be identified. This 
study randomly adds an asset i ∉Q and assigns the minimum proportional value εi to 
the new asset. 

According to Eq. (7), the value of xi  must also satisfy 0≦εi≦ xi≦δi ≦1 for i∈Q . 
Let si represent the proportion of the new position belonging to Q. If si  < εi, the 
minimum proportional value of εi replaces asset si. If si  > εi, the proportional share of 
the free portfolio is calculated as follows : 

 
,
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i i

j Q
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j Q s

i
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ε ε
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= + −∑∑                                  (16) 

This minimizes the proportional value of εi for the useless assets i∈  Q so that particles 
converge faster in the search process, especially in CCPO problems involving low 
values for risk aversion parameter λ. 

3.3   Inertia Weight (w) 

The inertia weight w controls how previous velocity affects present velocity. High w 
values emphasize exploration for the global search the optimal solution while low 
values emphasize the local search around the current search area. All population-based 
search techniques rely on global exploration and local exploitation to achieve good 
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performance. Generally, exploration should be most intensive in initial stages when 
the algorithm has very little knowledge about the search space, whereas later stages 
require additional exploitation requiring the algorithm to exploit information it has 
gained so far.  

Since CCPO problems involve complex search space, the parameter w becomes vital 
in PSO algorithms. Therefore, the proposed PSO uses the time variant w for CCPO 
problems introduced by Shi and Eberhart [12]. The w is linearly reduced during the 
search process. Therefore, inertia values are initially large and decrease over time. 
Particles tend to explore in the initial search steps and tend to exploit as time 
increasingly. The w at time step t update is obtained by 

0
( - )

( ) ( ( ) - ( )) + ( )t
t t

t

n t
w t w w n w n

n
=                                   (17) 

where nt  is the maximum number of time steps required to execute the algorithm , w(0) 
is the initial inertia weight, w(nt) is the final inertia weight, and w(t) is the inertia at time 
step t. Usually (0)w  =0.9 and ( )tw n =0.4 [16]. 

3.4   Acceleration Coefficients (c1 and c2) 

If c1 is larger than c2, each particle has a stronger attraction to its own best position, and 
excessive wandering occurs. On the other hand, if c2 exceeds c1, particles are most 
attracted to the global best position, which causes them to rush towards the optima 
prematurely. The ratio between c1 and c2 coefficients is problem-dependent. Most 
applications use c1= c2.  Since c1 and c2 are usually static, their optimized values are 
found empirically. 

To ensure a more global search during initial stages and a more local search during 
the final stages of CCPO problems, the proposed PSO adopts time variants c1 and c2 as 
demonstrated by Ratnaweera et al. [13]. Over time c1 decreases linearly, and c2 

increases linearly. This strategy focuses on exploration in the early stages of 
optimization process by trusting itself, and encourages convergence to a good optimum 
near the end of the optimization process by trusting the best particle. The c1 and c2 at 
time step t update is given as 

( ) ( )

( ) ( )

1 1, 1, 1,

2 2, 2, 2,

= - +

= -  +   

min max max
t

max min min
t

t
c t c c c

n

t
c t c c c

n

                              (18) 

where usually 1,maxc = 2,maxc =2.5 and 1,minc  = 2,minc =0.5 [16]. 

3.5   Mutation 

Similarly, to allow our proposed PSO algorithm to maximize diversity, mutation 
operator was used based on [12]. A similar mutation operator was used in the PSO for 
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multi-modal function optimization. Given a particle, a randomly chosen variable, say 
gk, is mutated as given below: 

'
,( , UB ) 0

( , LB) 1.

k k
k

k k

g t g if flip
g

g t g if flip

⎧ +Δ − =⎪
⎨

+Δ − =⎪⎩
                    (19) 

where flip denotes the random event of returning 0 or 1. The UB denotes the upper limit 
of the variable gk while LB denotes the lower limit. The function ∆ is defined as 

1
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t

tt x x r
⎛ ⎞
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                            (20) 

where r is a random number generated in the range [0, 1], max_t is the maximum 
number of iterations, and t is the iteration number. The parameter b determines the 
dependence of the mutation on the iteration number.  

3.6   Termination  

The algorithm terminates when no improvement occurs over repeated iterations.  

4   Computational Experiments 

To test the performance of the proposed PSO for CCPO problems, the computational 
experiments were performed. The experiment compared the performance of the 
proposed PSO with basic PSO, genetic algorithm (GA), simulated annealing (SA), and 
tabu search(TS) to CCPO problems.  

4.1   Definition of Experiments 

The proposed PSO searches for efficient frontiers by testing 50 different values for the 
risk aversion parameter λ in the cardinality-constrained Markowitz portfolio model. 
The experiment employed the five benchmark datasets used earlier in [3, 4]  These data 
correspond to weekly price data from March, 1992 to September, 1997 for the 
following indices: Hang Seng 31  in Hong Kong, DAX 100 in Germany, FTSE 100 in 
UK, S&P 100 in USA and Nikkei 225 in Japan. The number N of different assets 
considered for each index was 31, 85, 89, 98 and 225, respectively. The sets of mean 
return of each asset, covariance between these assets and efficient frontier 2000 points 
are publicly available at http://people.brunel.ac.uk/mastjjb/jeb/orlib/ portinfo.html. The 
cardinality constraints used the values K =10, εi =0.01 and δi = 1 for problem 
formulation.  

The criteria used to quantify the performance of proposed PSO for CCPO problem 
was accuracy. Accuracy refers to the quality of the solution obtained. This analysis 
used the standard deviation (risk) and return of the best solution for each λ to compare 
standard efficient frontiers and to measure percentage error respectively, and the lower 
value of standard deviation error and mean returns error was used as the percentage 
error associated with a portfolio. For example, let the pair (si ,ri ) represent the standard 



414 G.-F. Deng and W.-T. Lin 

deviation(risk) and mean return of a point obtained by PSO. Additionally, let si
* be the 

standard deviation corresponding to ri according to a linear interpolation in the standard 
efficient frontier. The standard deviation of return error ei for any point (si ,ri )  is 
defined as the value 100 (si

* - si )/ si
*. Similarly, by using the return ri

* corresponding to 
si according to a linear interpolation in the standard efficient frontier, mean return error 
ηi can be defined as the quantity 100(ri - ri

*)/ ri
* .The error measure defined in [3]  was 

calculated by averaging the minimums between the mean return errors ei and the 
standard deviation of return errors ηi.  

Numerous empirical studies show that the PSO is sensitive to control parameter 
choices such as inertia weight, acceleration coefficients and velocity clamping[14]. 
This study applied the following parameters suggested in the literature: For basic PSO, 
the value (w, c1, c2, vmax) set  to (0.7298, 1.49618, 1.49618, 1) as suggested in [14]. In the 
proposed PSO, the value c1,max=c2,max set 2.5, c1,min=c2,min=0.5, the winitial =0.9 linearly 
decreased wfinal =0.4, and b=5 as suggested in [12, 13, 15, 16].The reflection strategy 
terminates when no improvement exceeds 20 iterations. Swarm size is set to 100 for all 
PSOs, and the algorithms terminate when no improvement occurs over 100 iterations. 
The average value of twenty-five trials for each test was recorded. Both PSO 
algorithms presented in this paper were coded in MATLAB language and tested on a 
Pentium M processor with 1.6 GHz CPU speed and 1 GB RAM machine, running 
Windows.  

4.2   Computational Results 

Table 1 shows the minimum mean percentage error of portfolio for the proposed PSO 
and basic PSO. The best minimum mean percentage error for each problem is in 
boldface. Clearly, the proposed PSO generally obtained a lower minimum mean 
percentage error than basic PSO did. To compare the proposed PSO with other 
heuristics, the same data sets were considered in the constrained portfolio problem. 
Table 1 also shows that comparable results were obtained genetic algorithm (GA), 
simulated annealing (SA), and tabu search(TS) for minimum mean percentage error. 
The results on GA, SA, and TS are from [3]. The proposed PSO was run for 1,000 
iterations using 100 particles. The parameter settings were approximately the same 
number of solution searched by the heuristic with which we compare our results. The 
results for the proposed PSO were averaged over 25 trials. The minimum mean 
percentage error for each problem is given in boldface. The proposed PSO almost 
always obtained the best performance in most cases.  

Table 1. Experimental results for CCOP problems 

Problem name assets(N) GA SA TS Basic PSO Proposed 
PSO 

Hang Seng 31 1.0974 1.0957 1.1217 1.1047 1.0953 
DAX100 85 2.5424 2.9297 3.3049 2.9205 2.5417 
FTSE100 89 1.1076 1.4623 1.6080 1.42781 1.0628 
S&P100 98 1.9328 3.0696 3.3092 2.5554 1.6890 
Nikkei 225 0.7961 0.6732 0.8975 0.96459 0.6870 

Average 1.4953 1.8461 2.0483 1.7946 1.4152 
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5   Conclusion 
This work developed an improved PSO for identifying the efficient frontier in portfolio 
optimization problems. The standard Markowitz mean-variance model was generalized 
to include cardinality and bounding constraints. Such constraints convert the portfolio 
selection problem into a mixed quadratic and integer programming problem, for which 
computationally efficient algorithms have not been developed. The proposed PSO was 
tested on CCPO problem set. The test results confirmed that incorporating the improved 
constraint handling increased PSO exploration efficiency in the initial search steps and 
increased convergence speed in the final search steps. Comparisons with basic PSO also 
showed that the proposed PSO is much more robust and effective, especially for low-risk 
investments. Solution comparisons showed that the proposed PSO outperformed genetic 
algorithm (GA), simulated annealing (SA), and tabu search (TS). Further research using 
Ant colony optimization to solve the CCPO problem is currently underway. 
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Abstract. Immune memory can be regarded as an equilibrium state

of immune network system with nonlinear behavior. The rapid response

of immune systems to the second-time antigen is owing to the stable

structure of memory state forming by a closed loop of the idiotypic im-

mune network. A dynamical system is proposed which explains how the

memory state is formed and stabilized in the immune network.

1 Introduction

Immune memory mechanism can be explained through Jerne’s immune network
theory by investigation them as complex adaptive systems [1]. Many researches
have been proceeded according to this Immune network theory [2]. Mathematical
description of this theory is contributed by Perelson [3] and Parisi [4].

It is well-known that the introduction of a given amount of some antigen into
a mammal’s body will stimulate the production of antibodies directed against
that antigen, if the antibody is with a high affinity for that antigen. The immune
system of the animal has thus learned to produce high quantities of the antibody
directed against that very antigen, which is called vaccinated. From the devel-
opment of Jerne’s network theory, we realize the following principles are needed.
First is the need of interaction between various species of antibodies which plays
an important role in immune regulation and memory. Secondly, the immune
system is composed of a number of smaller network systems. Many idiotypic
network models focus on the interactions between antibodies and antigens.

Immune memory mechanism can be modeled from immune network theory
[4]. Once the foreign antigen is removed, the immune system will restore some
information of such antigen by some memory mechanism. The effect of immune
memory can contribute to the rapid response of the same type of antigen, so
called the second immune response. The immune memory can be explained by
the following network view point. Assuming that antibody Ab1 is produced by
modeling the stimulating antigen, the production of Ab1 is increased in the
presence of another type of antibody Ab2. The population of T-helper cell TH1

specified by Ab1 is also increased. In this way, Ab2 can be considered as some

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part III, LNAI 6423, pp. 416–425, 2010.
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“internal image” of this antigen. This image will be remained after the antigen
is removed. The interactions can be a long chain with length greater than 2.

Jerne’s theory implicitly retains the concepts of network stability, which can
be modeled through the nonlinear dynamical systems [5]. Clonal selection the-
ory proposed by Burnet has explained the secretion of an antibody specific to
an antigen. For more mathematical description of immune network theory, see
[6]. However, lots of efforts are trying to faithfully express Jerne’s idea. One
philosphy is to reconsider the real immune system and clarify the roles of the
lymphocyte and the antibody in the regulation through the nonlinear dynamical
systems. Immune memory mechanism will be explained through this nonlinear
dynamical system. On the other hand, Smith et al. [7] suggested that the immune
memory is a member of the family of sparsely distributed memory; it derives as-
sociative and robust properties. The formation of immune memory is related
to concentration levels of various immune cells during the primary immune and
secondary immune responses. This concepts is the major idea throughout this
paper. The existence of the immune memory implies then the stabilizing of the
new steady state. The stability is a requirement of the homeostasis of the bi-
ological system. This study focuses on the immune memory strategy from the
dynamical system’s point of view.

The major goal of this paper is to study the memory mechanism based on
nonlinear dynamical system of idiotypic immune network architecture proposed
by [5]. We consider lymphocyte concentration in addition to antibody concen-
tration for memory mechanism. Antigens bind populations of antibodies, which
control the immune response and produce actions of differentiation and regula-
tion.The arrangement of this paper is as follows. In section 2, some preliminary
knowledge of immune memory is introduced. In section 3, dynamical behavior
of idiotypic immune network is described. Stability analysis of immune network
is given in section 4.

2 Preliminary Knowledge

Modeling an immune system is a major challenge for researchers. According
to experimental findings, some theoretical considerations may help researchers
select suitable set of interactions using mathematical knowledge. Firstly, it is
well-known that immune system, if regarded as a network, is stable or quasi-
stable [2][8]. Therefore, equations describing dynamics of immune network must
have stable solutions. Furthermore, the mathematical simulation of immune be-
havior must predict the ’switching’ among states according to observed data.
Based on Jerne’s immune network theory, lymphocyte cells are communicating
one another. The formation of such immune network systems is based on the fol-
lowing considerations: interactions between B-cells and T-cells (such as T-helper
(TH) cells and T-suppression (TS) cells); interactions between Lymphocyte units
which including antibody’s communications.
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2.1 Lymphocyte Unit

The immune system consists of the antibodies and lymphocytes, which include
T cells and B-cells. The human immune system uses a large number of highly
specific B- and T-cells to recognize antigens. Only B-cells secrete antibodies.
Clonal selection theory explained the details of antibody secretion specific to an
antigen where T-cells help regulating. The binding between antigen and specific
lymphocytes trigger proliferation from immature lymphocytes to mature one and
the secretion of antibodies. Antigen binds to receptors of the specific immature
lymphocyte. The specific immature lymphocyte is selected by some antigen. Such
binding triggers proliferations from both the T-cell and B-cell lymphocytes.

2.2 Idiotypic Immune Network

Idiotypic network theory implies that cells co-stimulate each other in a way that
mimics the presence of the antigen [7]. Antibody and receptor of the lymphocytes
can recognize each other. The epitope of antibody molecule is called idiotope.
An epitope of antigen Ag is recognized by the antibody molecule Ab1 and by
the receptor molecule on the lymphocyte of LU1. The antibody Ab1 and the
receptor of LU1 have the idiotope which is recognized by antibody Ab2 and the
receptor on the lymphocyte of LU2. On the other hand, the antibody Ab1 and
the receptor on the lymphocyte of LU1 also recognize idiotopes on antibody
Abn. Abn constitutes an internal image of the antigen Ag.Network forming by
interactions between lymphocyte interactions. This Abn constitutes an internal
image of the antigen Ag, see Fig. 1. The idiotypic network theory has been
proposed as a central aspect of the associative properties of immune memory
[7][10].

2.3 Immune Memory

Immune system will react rapidly to the same antigens which had invaded hu-
man bodies. This phenomenon implies that immune system can “memorize” the
formations of previously invaded antigens.

Immune memory mechanism is not fully understood so far; a number of mech-
anisms have been proposed. In vaccination, it is empirically known that an im-
mune memory to a viral antigen is sustained more durable than the one to the
non-viral antigen [11]. According to Smith et al. [7], at the end of an immune
response, when the antigen is cleared, the B cell population decreases, leaving
a persistent sub-population of memory cells. The newer view of memory cells is
that they are not intrinsically longer-lived than virgin cells, but that memory
depends instead on the persistence of antigen [12]. On the other hand, some
researches, especially those related to immune network theory, imply that mech-
anisms of immune memory is formed by rather cyclic idiotypic networks than
specific memory cells [5].
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Fig. 1. Schematic diagram of the idiotypic network

3 Immune Memory and Dynamical Behaviors of Idiotypic
Network

One major challenge for idiotypic networks is the modeling of the dynamical
immune behaviors. Immune network theory tries to model network properties
of lymphocytes in the absence of antigens; this is exactly the memory state of
immune systems. We formulate the interactive behaviors among these lympho-
cytes by systems of ordinary differential equations; this investigation is based on
the analysis of idiotypic network and the interactions within LUs.

3.1 BHS Model for Interactions within Lymphocyte Unit

We define the immune network first according to LU and some interaction matrix
M as follows. M can be computed from the chemical structure of the antibodies.

Definition 1. An immune network is defined by 〈{LUi}N
i=1, M〉 , where {LUi}N

i=1

is a directed graph of N lymphocyte units, M is an N × N interaction matrix
with entries mi,j ∈ [0, 1] and satisfies the following conditions:

1. mik > 0 represents Abk triggers the production of Abi;
2. mik < 0,represents Abk suppresses the production of Abi .

In particular, 〈{LUi}N
i=1, M〉 is cyclic, if

– mi+1i �= 0 for all i;
– mij = 0, otherwise.
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Fig. 2. Cyclic Immune Network

In fact, M plays the same role of the synaptic strength of the neural network.
We define several states of the immune response as follows.

Definition 2. Consider the immune system 〈{LUi}N
i=1, M〉. Three different equi-

librium states are defined. H and S represent the concentrations of TH cell and
TS cells, respectively. A dormant state is defined by (0, 0) ∈ H× S. A suppres-
sion state is defined as the equilibrium state with S > 0; a memory state is
defined as the equilibrium state with S > 0 and H > 0.

The existence of suppressed states could account for the immune tolerance. Ac-
cording to Sonoda [5], equations of the interaction of the lymphocytes can be
described as

dH

dt
= aHHHΦ(H, tHH , nHH) − aHSHΦ(S, tHS , nHS)

+ aHAHΦ(A, tHA, nHA) + νHΦ(A, tνH , nνH) − dHH (1)

dS

dt
= aSHSΦ(H, tSH , nSH) − aSSSΦ(S, tSS , nSS)

+ νSΦ(A, tνS , nνS) − dSS (2)

H , S and A are variables representing the concentrations of TH cells, TS cells and
antigens respectively. The coefficients aXY represents the strength of the action
of the Y cell to X cell. νX represents the concentration of immature-X cell.
dX represents the decay rate of X cell. Φ is a nonlinear function. For example,
Φ(x, t, n) = xn

tn+xn . νXΦ(A, tνX , nνX) represent that an immature-lymphocyte is
stimulated by antigens so as to proliferate to mature lymphocytes by the clonal
selection theory. The antibody concentration B satisfies the following equation:

dB

dt
= νBΦ(A, tνB , nνB) − dBB (3)

Equations (1)-(3) are called the BHS model which describes the dynamics within
LUs.
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3.2 Dynamics between Lymphocyte Units: Cyclic Idiotypic Network

BHS model is complex due to the numbers of LUs. However, this model can
be greatly simplified by considering cyclic idiotypic networks, which can con-
tribute to the immune memory mechanism. BHS model has its disadvantages.
For example, it does not consider the interactions between antibodies and B-cells.
Evidences show that idiotypic/anti-idiotypic interactions among antibodies and
B-cells influence on shaping B-cells and T-cells repertoire in the newborn im-
mune system [9].

Farmer et al. [10] introduce the matching coefficient mij to represent the
strength of a matching between an epitope of i-th antibody and an idiotope of
j-th antibody. mij can also be used for a matching between an epitope of i-th
antibody and a paratope of j-th antigen. Now we concentrate on the dynamics
of immune system based on cyclic idiotypic network 〈{LUi}N

i=1, M〉.

3.3 Immune Memory Described by Cyclic Idiotypic Network

The immune memory can be formed and preserved by a cyclic loop within the
idiotypic network (Fig. 3). When an antigen is injected into the immune sys-
tem, antibody stimulation propagates in LUi successively. For all LUs forming
a closed loop in the network, these active states are preserved and a memory
state is asymptotically formed. Memory state is defined as an equilibrium state
for dynamical systems of (1)-(2).

Fig. 3. Formation of the Memory State in the Cyclic Immune network (N = 7). For

example, the arrow from LU1 to LU2 represents m12 �= 0.

For TH cell and TS cell, it is suggested that both the clonal selection term
and the decay term can be neglected [5]. Therefore, (1)-(2) can be deduced to
the following equations for the active state.
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dHi

dt
= [aHHHi − aHSSi + aHAAi−i]Hi (4)

dSi

dt
= (aSHHi − aSSSi)Si (5)

There are three different cases for equilibrium states (besides dormant state):

– One equilibrium state, namely, dormant state.
– Two equilibrium state, one dormant state, the other is the memory state.
– Three equilibrium states, one dormant state, one is suppression state and

the other one is the memory state

4 Analysis of Immune Network Systems

Once the immune regulation fails, the stability of immune system will be de-
stroyed. This leads to multiple diseases. The stability of immune system de-
pends mainly on the regulatory mechanism. Such mechanism in its essence is
a self-regulatory, which can be characterized by immune networks without any
central control mechanism. In details, every antibody has its own idiotypic de-
terminants. Such idiotypic antibody may activate or suppress immune responses
even the invaded antigens have been removed.

4.1 Formation of Immune Memory Based on Antigen Dynamics

Immune memory has been discussed in previous section based on the HS- and
BHS-model. Now we provide another analysis of immune memory mechanism
according to the dynamics of antigens. First we formerly define an active state
of immune network as follows.

Definition 3. The immune network 〈{LUi}N
i=1, M〉 is in an active state, if

Bi, Hi, Si > 0, for all i = 1, 2, . . .N .

When the immune network is in the active state, the B cell concentration re-
mains (asymptotically) constant and the immune system can rapidly respond to
the antigen. If the active state can be preserved for a “reasonable” time, such
preserved state can be considered as a memory state.

According to this simplified model (4)-(5), we can describe the bistable be-
havior of TH (TS) cells, whose concentration can be a function of antigen con-
centration. When the antigen concentration is increasing, TH will switch from a
low active state into a high one. For suitable parameters, active states will act
like Fig. 4. Two states are introduced, namely, low active state and high active
state. When antigen invades, immune system switches from dormant state to
low active state. The latter will switches furthermore to the high active state at
some threshold value of antigen concentration A = Atres. Accordingly, we have
the following proposition for the immune system.

Proposition 1. The immune system can reach high active state by the interac-
tions of lymphocytes alone, without the interactions among antibodies
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Fig. 4. Bistable Behavior of TH cell concentration with respect to the antigen concen-

tration A (Atres ≈ 0.05)

4.2 Dynamics of Antibody

After the antigen has been removed, the behavior of TH cell and the B-cell in
LUi is as follows [5].

Hi ≈ h

N∑
j=1

mijIj + ei (6)

Bi ≈ bi (7)

Where ei = 0 represents LUi is at the low active state, otherwise, high active
state. Accordingly, we have the equation of antibody concentration in the active
state. Now we have the equation of antibody dynamics in the cyclic immune
network 〈{LUi}N

i=1, M〉.:
dIi

dt
= pI2

i−1 + qiIi−1 − rIiIi+1 − rIiIi−1 − sIi, i = 1, . . .N (8)

4.3 Stability of Memory States

We now consider the immune memory mechanism from dynamics of antibody
behavior. According to the first immune response, after the antigen has been
removed, the immune system is under some stable states until the second (same)
antigen stimulation.

The active state of LUi is maintained by the cyclic immune network. The
corresponding antibody Ii has two steady states,, namely, IA

i and ID
i = 0. In

the memory state, concentrations of H and S are approximately constant, and
the antibody concentration is around the active state IA

i �= 0, which shows the
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existence of mature B cells. We will simulate this second immune response later.
Now we theoretically give the following theorem.

Theorem 1. Consider the cyclic idiptypic network 〈{LUi}N
i=1, M〉.

1. If all LUi are in the high active states, then IA
i are stable, for all i.

2. If any LUi is not in the high active state, then ID
i are stable, for all i.

4.4 Simulations

In this section, we simulate the dynamics of (8) with N = 3 where each lympho-
cyte unit is at high active state. For this 3-cycle immune network, this simulation
shows the second immune response of the same antigen is more rapidly than the
first response, as the antibodies Ab2 and Ab3 generated in the second immune
response are around 1.5 and 3 times than those in the first immune response.
These antibodies become stable again soon after the second immune response
ends, see Fig. 5.
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Fig. 5. Second Immune response to Antigen A1 for (8) with N = 3. Memory state is

reached around time=10.

5 Conclusions

We propose several dynamical systems of immune response mechanism based
on the cyclic idiotypic network, namely, HS model, BHS model and Antibody-
Antigen equation. According to the stability of each lymphocyte unit, the forma-
tion of immune memory can be deduced by close loop of the cell’s interactions.
Immune Memory mechanism can be interpreted by these models within active
states.
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Sensor Placement in Water Networks Using a
Population-Based Ant Colony Optimization

Algorithm
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Abstract. Water supply networks are of high economical importance.

Accidental or deliberate contaminations pose a great threat to such net-

works and can have wide-ranging implications. Early warning systems

can monitor the quality of the water-flow in such systems by means

of sensors distributed in the network and report potential contamina-

tions to minimize harm. Sensor placement in water networks usually

addresses several objectives and depends on the specific network. Here

a population-based ant colony optimization algorithm called — WSP-

PACO — for sensor placement in water networks is proposed. The per-

formance of the algorithm was tested on two realistic water networks

under several test conditions. These solutions were compared to solu-

tions of previous studies on these networks. The results suggest that

WSP-PACO is highly suitable for solving the sensor placement problem

in water networks.

Keywords: Water pollution, ant colony optimization, sensor placement,

water networks.

1 Introduction

Industrial urbanisation has led to a need for concentrated high-volume water sup-
ply. Such demands cannot usually be met by natural water supplies such as rivers
and wells but require elaborate artificial municipal water networks (MWNs). The
highest threat to such networks are accidental or intentional contaminations as
they can have a severe effect on human health as well as on the environment and
thus national economies [18]. This has led to an increased focus on the design
of early warning systems (EWS) for water supply networks that can detect and
trace contaminations. Contamination detection is usually achieved by means of
sensors. Therefore one important aspect of EWS is to find a suitable placement
of sensors in the network which maximizes the potential detection and minimizes
the time needed to detect and localize contamination, in order to minimize the
impact to public health [19,3,8].

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part III, LNAI 6423, pp. 426–437, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Detecting contaminations in MWNs is not an easy task. Usually only a limited
amount of sensors are available, which can only cover a small part of the network.
Supply nodes can also be associated with different amounts of consumption and
may require prioritizing in terms of protection. Additionally MWNs are usually
supplied by several independent water resources (i.e., water reservoirs) resulting
in different flow patterns in the network which depend on the reservoirs currently
in use [18]. Depending on how many objectives need to be optimized, sensor
placement in MWNs pose a single or a multi-objective optimization problem.

In the last years several algorithmic approaches have been proposed that
tackle optimization problems related to the sensor placement problem. Among
these problems are to find the minimum number of sensors required to detect
contamination in a given MWN and how a fixed number of sensors should be
distributed in a network in order to guarantee a good detection rate and time [15].
Potential sensor setups for MNWs can either be evaluated dependent on certain
scenarios or independent from specific scenarios. When evaluated independently
of a scenario, the optimization goal is to minimize the overall detection latency
of any possible contamination in a MWN (e.g., [10,12,14]). In contrast scenario-
dependent approaches evaluate sensor topologies according to their detection
performance in specific contamination scenarios (e.g., [4,9,11]).

A wide range of methodologies have been used to solve sensor placement in
MWNs such as predator–prey models [7], integer programming [2], and evolution-
ary computation [1]. Here we present a novel approach for the scenario-dependent
sensor placement problem in MWNs with multiple objectives based on ant colony
optimization. Ant colony optimization (ACO) [5] is a biologically inspired meta-
heuristic that mimics ant foraging behavior. Virtual agents (ants) construct solu-
tions to a given problem by iteratively extending a partial solution. The extension
choice is probabilistic and based on the local heuristics as well as on levels of vir-
tual pheromone. Virtual pheromone is distributed on the elements of a solution
after it has been established, with the level of pheromone depending on the rela-
tive fitness of the solution. In combination with pheromone evaporation this leads
to a stronger concentration of pheromone on the elements of good solutions. As
the optimization process proceeds the pheromone heuristic gains more and more
influence (due to the increase in the amount of pheromone on good solutions)
and will steer agents towards selecting elements that have been part of good so-
lutions in the past. This leads to a convergence towards one single best solution.
ACO is especially suited for discrete problems and has been used in many prob-
lem domains [6]. A population-based ACO (PACO) has also been introduced [13]
to tackle multi-criteria optimization problems. As the sensor placement problem
represents a discrete multi-criteria optimization problem in a discrete domain, the
PACO methodology seems quite suited to tackle this problem.

This article is structured as follows. In Section 2 the scenario dependent mu-
nicipal water networks sensor placement problem is described. A population-
based ant colony optimization algorithm to solve this problem is introduced in
Section 3. Experimental results and comparison to current algorithms are given
in Section 4. Section 5 concludes the article.
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(a) Sample water network with three flow patterns

(b) Over time, contamination spreads in a single flow pattern

Fig. 1. Example of a water network with different flow patterns and contamination

spread after contamination induction

2 Modelling Sensor Placement in MWNs

2.1 Problem Representation

Water networks are usually modelled as graphs, with vertices corresponding to
reservoirs, tanks, and supply nodes and edges constituting pipes and pumps.
The static version of an MWN (i.e., the network without flow patterns) can thus
be represented as a connected undirected graph G = (V, E) consisting of a set of
vertices V and a set of edges E where each edge e ∈ E is of the form e = {vi, vj}
with vi,vj ∈ V , i �= j. A flow pattern F for a water network G = (V, E) assigns
to each edge e = {vi, vj} ∈ E a direction d(e) ∈ {(vi, vj), (vj , vi)} and a value
w(e) > 0 which denotes the time that the water needs to flow along in the as-
signed direction. Thus, if d(e) = (vi, vj) then w(e) denotes the time that water
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needs to flow from vi to vj along e. In the following we consider changes of flow
patterns over time. Thus, we consider sequences F1, F2, . . . , Fk of flows such that
flow pattern Fi is applied to G from time ti to time ti+1 for integer values ti,
t1 = 0 < t1 < . . . < tk+1 = T . Such a sequence of flow patterns together with
the time intervals is called a flow scenario. It is assumed that a flow pattern is
repeated periodically after time T .

For contamination it is assumed that it can be induced at any vertex v ∈
V , and will spread through the water network according to the current flow
pattern (see Figure 1b). A contamination event is a vertex where a contamination
happens together with the time when this happens. A contamination scenario
is a contamination event together wit a flow scenario. Sensors can be placed
on vertices and it is assumed that if a contamination reaches a vertex that is
equipped with a sensor the contamination will always be detected.

2.2 Objective Functions

As pointed out earlier there are different objective functions that can be used to
evaluate a sensor placement in an MWN [15]. How good a placement meets cer-
tain objective is usually evaluated via its performance for a set of contamination
scenarios. This study focuses on two objectives:

– minimizing the detection time of contaminations in MWNs
– minimizing the non-detection rate of contaminations in MWNs

Let C denote a finite set of contamination scenarios for a given MWN G. Fur-
ther let d(C, S) denote the time between contamination and first detection
given a contamination scenario C and a sensor placement S. A contamina-
tion scenario C is detectable if d(C, S) < +∞. The set of detectable scenar-
ios using a sensor placement S over a set of contamination scenarios C is thus
DC

S = {C ∈ C| d(C, S) < +∞}. Let Z1(S, C) denote the minimal contamination
detection time of a sensor placement S on the detectable set of contaminations
DC

S

Z1(S, C) =
1

|DC
S|

∑
C∈DC

S

d(C, S) (1)

The non-detection rate of contaminations in a MWNs is defined accordingly, as

Z2(S, C) = 1 − |DC
S |

|C| (2)

This leads to the following multi-objective function to be minimized by placing
p ∈ N sensors in a given MWN

Z(S) =
(

Z1(S, C)
Z2(S, C)

)
−→ min

S⊆V
|S|=p

! (3)
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3 Population Based ACO for the Sensor Placement
Problem

Multi-criteria optimization problems such as the sensor placement problem in
MWNs do not have a single best solution, due to the trade-off between the
optimization goals. Therefore methods for solving such problems try to find a
set of optimal non-dominated solutions (also called Pareto solutions). Optimal
non-dominated solutions are solutions for whom a fitness improvement of one
objective always leads to the decline of quality for at least one other objective.
The set of all optimal non-dominated solutions is called the Pareto set.

In order to solve multi-criteria optimization problems with the ant colony
optimization meta-heuristic, Guntsch et al. [13] proposed the PACO. As in the
standard ACO a set of ants iteratively constructs solutions for the given problem
taking into account local heuristics as well as pheromone information. However,
rather than remembering only one best solution, all non-dominated solutions
are stored in a set – the population. Pheromone is distributed according to
this population and the population is updated if new found solutions dominate
solutions already in the population.

The PACO has been adapted in this paper for solving the sensor placement
problem in MWNs and is called here WSP-PACO. The algorithm uses m ants,
which have to find sensor placements of p sensors in the network in order to
minimize the objective functions outlined in section 2.2. An ant constructs a
sensor placement for a given network iteratively using both local and pheromone
heuristics. The local heuristic is dynamic, i.e., the location of the kth sensor
depends on the locations of the k − 1 sensors that the ant has already placed.
After each ant has constructed a solution, the population and the pheromone
values are updated.

More formally, given p sensors have to be placed in a water network G =
(V, E), V = {v1, v2, . . . , vn} with under a given flow pattern F . The pheromones
are placed on the vertices. Let τi denote the pheromone value of vertex vi.
Initially set to τi ← τinit. The population which stores the found non-dominated
solutions is denoted by Q and is initially empty (i.e., Q = ∅).

Solution construction. As pointed out above, an ant use the local and
pheromone heuristics when deciding on a new partial solution. In WSP-PACO
an ant iteratively creates a solution by placing a new sensor, taking into account
the sensors it already placed in the network.

Local heuristic. Let ηik denote the heuristic information of vertex vi as the kth
sensor placement

ηik =
T∑

t=1

(
dgt

in(vi)
dgt

out(vi) + ε

) p−k+1
p+1

·
(

min
{

min
s∈Sk

dist(vi, s), Dt

}) k
p+1

(4)

where dgt
in(vi) corresponds to the number of incoming edges of node vi, dgt

out(vi)
denotes its outgoing edges, Sk denotes the set of nodes in the network already
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equipped with a sensor, dist(vi, s) is the time that water needs under the flow
scenario at time t to flow from vertex vi to the vertex where sensor s along a
fastest directed path, 0 < ε ≤ 1 is a small value to prevent division by zero,
and Dt denotes the maximum minimal time that water needs to flow from one
node to another node under the flow scenario at time t. Note that ηik takes each
flow pattern into account (this similar to Kessler et. al. [10]) and dependents on
the sensors that have already been placed. When few sensors are present in the
network a new sensor should be placed on nodes that can detect contamination
from many sources — this is achieved by the first factor in the formula. When
many sensors have already been placed in the network, new sensors should be
more evenly distributed in the network — this is achieved by the second factor.

The two superscripts in formula 4

μ(k) =
p − k + 1

p + 1
, ν(k) =

k

p + 1
. (5)

guide the impact of the respective parts of the equation regarding the number
of sensors that have already been placed k and cause the second factor to gain
influence with increasing k.

Probability of placing a sensor. Given the local heuristic ηik and the pheromone
information τi, the probability that an ant places its kth sensor on node vi is
given by

pik =
[τi]

α [ηik]β∑n
i=1 [τi]

α [ηik]β
. (6)

where α and β are parameters that determine the relative impact of the respec-
tive heuristics.

Population Update. Population Q is updated after each ant has constructed a
new sensor placement for the network G. Let Qnew denote the new solutions that
have been constructed by the ants. Qall = Qnew

⋃
Q thus denotes all possible

members of Q in the next iteration. Further, let Q̃ denote all non-dominated
solutions of Qall. Solutions Si ∈ Qnew which are dominated by > κ × |Q̃| other
solutions are removed from Qall (if κ = 0 only non-dominated solutions will be
kept in Qall). Q is then set to Qall. Having some dominated solutions in Q (i.e.,
κ > 0) can be beneficial for the optimization process as it creates more variation
for the pheromone update. By choosing a small value κ, the dominated solutions
in Q will typically be close to non-domination.

PheromoneUpdate. After the new population has been created the pheromone
values are updated. Similar to Guntsch et al. [13] only K > solutions of pop-
ulation Q are used for the update. As defined earlier, τinit denotes the initial
pheromone level placed on each node vi. Let τmax denote the maximal pheromone
level that can be present on each node, τinit < τmax.

First a random solution Si ∈ Q is selected. Let P denote the set of Si’s
closest neighbors according to some distance criteria with P = Q if k > #Q.
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The pheromone values of all nodes are updated according to τi ← τinit+Δ·|{S ∈
P |vi ∈ S}| where Δ = (τmax − τinit)/K denotes the amount of pheromone that
is added for each solution in the population.

For better understanding an outline of WSP-PACO is given in Algorithm 1.

Algorithm 1. WSP-PACO
1: while stop criterion not met do
2: Constructing solutions
3: for i = 1 : m do
4: Si = ∅
5: for k = 1 : p do
6: for j = 1 : n do
7: calculate ηik according to Eq. 4

8: calculate pjk according to Eq. 6

9: end for
10: choose random vj ∈ V according to pjk

11: Si = Si ⋃{vj}
12: end for
13: end for
14: Changing the population
15: alter population Q

16: update pheromone of solutions removed from the population

17: choose P and update pheromones accordingly

18: end while

4 Experiments

WSP-PACO was implemented and executed using MATLAB. Its performance
was tested on two realistic water networks which have already been used in pre-
vious sensor placement studies [15,16] 1. The solutions presented here constitute
the non-dominated solutions found via WSP-PACO over 20 simulation runs with
a single run lasting 10000 solution construction steps. Unless stated otherwise
the following parameter settings were used: m = 3, K = 5, α = 1 , β = 1,
τinit = 1, τmax = 4, κ = 1, and ε = 0.2.

Test Networks

Network 1 was previously used in [15] and is depicted in Figure 2a. The network
consists of n = 129 vertices and 177 edges. The corresponding flow scenario lasts
for 96 hours (that is the time for one cycle) and consists of a sequence of 207 flow
patterns. As in Ostfeld et al. [15] the algorithm’s performance in this network
is evaluated for two different numbers of sensors p = {5, 20} under three sets
of contamination events. The first two sets contain 500 random contamination
events and the third set contains 37152 contamination events (taken from [15]).
1 Both networks can be obtained at http://www.projects.ex.ac.uk/cws/

http://www.projects.ex.ac.uk/cws/
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Network 2 was previously used in [16] and constitutes the water supply system
of Richmond, Virginia, USA (see Figure 2b). The network contains n = 872
vertices and 957 edges. The flow scenario has a complete flow cycle that lasts
for 24 hours and contains a sequence of 55 flow patterns. The number of sensors
p = 5 was adopted from the previous study [16], and two sets of contamination
events each one containing 2000 random contamination events each were used
for performance evaluation.

(a) Network 1 previously used in [15]

(b) Network 2 previously used in [16]

Fig. 2. Test-networks used to test the algorithms performance. Both networks were

visualized using EpaNet [17].

4.1 Network 1

Figure 3 depicts the fitness regarding objectives Z1 and Z2 of sensor place-
ments found by WSP-PACO for Network 1. In order to get an estimate of the
performance of our algorithm, the plots also contain the fitness of solutions pre-
viously presented in [15]. However, it should be noted that these solutions were
evolved using a different contamination set and optimized for two more objec-
tives, namely minimization of affected population and minimization of water
consumption prior to detection (see [15] for more details).

As can be seen in Figure 3, the increase in the number of sensors p placed
in a network has a strong impact on the objectives as it minimizes the scale of
the non-dominated front (compare Fig. 3a and 3c). Another observation that
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(c) Network 1, p = 20, contamination event

set 1
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(d) Network 1, p = 20, contamination event
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Fig. 3. Network 1: Z1 versus Z2 for p = {5, 20} for two contamination event sets. The

non-dominated solutions found for each event set are also evaluated for the other event

set. Previously found solutions [15] for this network are also evaluated for each event

set.
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(a) Network 1, p = 5, contamination event

set from [15]
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Fig. 4. Network 2: Z1 versus Z2 for p = {5, 20} using the contamination event set from

Ostfeld et al. [15]
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can be made is that solutions which are on the non-dominated front in one
contamination event set are usually very close to the non-dominated front of
solutions found for the other contamination event set (e.g., Fig. 3a and 3b).

The solutions found by WSP-PACO dominate solutions from [15] for both
contamination event sets with random events used here. This is not surprising
due to the reasons outlined above. In order to get a better performance compar-
ison, WSP-PACO was used in the same contamination event set with specific
events used in [15]. Figure 4 depicts the fitness regarding objectives Z1 and
Z2 of sensor placements found by WSP-PACO for Network 1. Again the num-
ber of sensors placed in the water network has a strong effect on the detection
rate and detection time. As can be seen, the contamination event set used does
have an impact, as solutions from [15] are not as strongly dominated as was the
case for the first two contamination event sets. However, the solutions found by
WSP-PACO clearly dominate the other solutions.
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Fig. 5. Network 1: Z1 versus Z2 for p = 5 for two contamination scenario sets. The

non-dominated solutions found for each scenario set are also evaluated for the other

scenario. Previously found solutions [16] for this network are also evaluated for each

scenario set.

4.2 Network 2

Figure 5 depicts the fitness with respect to objectives Z1 and Z2 of sensor place-
ments found by WSP-PACO for Network 2 for p = 5. Again, the non-dominating
front obtained in one contamination event set shows very good performance
when evaluated according to the other contamination event set. The solutions
obtained using WSP-PACO clearly dominate the solutions which are given in
Preis et al. [16] for this network. However, one must be careful when comparing
the solutions as different contamination event sets were used. This can have an
impact on the evolution of solutions, as we have seen before. Unfortunately we
were not able to obtain the contamination scenario sets that were used by Preis
et al. [16] to evolve their solutions 2. Thus a more detailed comparison is not
possible.
2 Via email the authors told us that the specific event data are lost.
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5 Conclusions

In this paper we proposed a population-based ant colony optimization approach
called WSP-PACO to solve the sensor placement problem in water networks.
Water networks are large scale networks that exhibit several time-dependent
flow patterns and the identification of contamination in such systems is of high
sanitary and economic importance. Sensor placement in water networks thus
constitutes a challenging real-world optimization problem of high complexity.
The approach presented here was designed to tackle two potential objectives of
sensor placement in such networks, namely minimizing the time taken to detect
contamination and minimizing the non-detection rate in a water network. WSP-
PACO was tested on two realistic water network models under different sensor
and contamination scenario settings. The algorithm showed good performance
and is competitive regarding its optimization objectives in comparison to the
two other studies compared here. Overall, this suggests that the ant colony
optimization methodology is highly suitable for this problem domain.
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Abstract. The vector quantization (VQ) was a powerful technique in the 
applications of digital image compression. The traditionally widely used 
method such as the Linde-Buzo-Gray (LBG) algorithm always generated local 
optimal codebook. This paper proposed a new method based on the firefly 
algorithm to construct the codebook of vector quantization. The proposed 
method uses LBG method as the initial of firefly algorithm to develop the VQ 
algorithm. This method is called FF-LBG algorithm. The FF-LBG algorithm is 
compared with the other three methods that are LBG, PSO-LBG and HBMO-
LBG algorithms. Experimental results showed that the computation of this 
proposed FF-LBG algorithm is faster than the PSO-LBG, and the HBMO-LBG 
algorithms. Furthermore, the reconstructured images get higher quality than 
those generated from the LBG and PSO-LBG algorithms, but there are not 
significantly different to the HBMO-LBG algorithm.  

Keywords: Vector Quantization, LBG algorithm, Firefly algorithm, Particle 
warm optimization, Honey bee mating optimization. 

1   Introduction 

The codebook design of vector quantization (VQ) algorithms had been performed by 
many researchers; new algorithms continue to appear. A well-known method is the 
LBG algorithm [1]; however, the LBG algorithm is a local search procedure. It suffers 
from the serious drawback that its performance depends heavily on the initial starting 
conditions. Recently, the evolutionary optimization algorithms had been developed to 
design the codebook for improving the results of LGB algorithm. Chen et al [2] 
proposed an improvement based on the particle swarm optimization (PSO). The result 
of LBG algorithm is used to initialize global best particle by which it can speed the 
convergence of PSO. Feng et al [3] developed an evolutionary particle swarm 
optimization vector quantization learning scheme for vector quantization. Horng [4] 
and Jiang [10] applied the honey bee mating optimization to develop a new algorithm 
for vector quantization.  

The firefly algorithm may also be considered as a typical swarm-based approach 
for optimization, in which the search algorithm is inspired by social behavior of 
fireflies and the phenomenon of bioluminescent communication. There are two 
important issues in the firefly algorithm that are the variation of light intensity and 
formulation of attractiveness. Yang [5] simplifies the attractiveness of a firefly is 



 The Codebook Design of Image Vector Quantization Based on the Firefly Algorithm 439 

determined by its brightness which in turn is associated with the encoded objective 
function. The attractiveness is proportional to their brightness. Furthermore, every 
member of the firefly swarm is characterized by its bright that can be directly 
expressed as an inverse of a cost function for a minimization problem. Lukasik and 
Zak [6] applied the firefly algorithm for continuous constrained optimization. Yang 
[7] compared the firefly algorithm with the other meta-heuristic algorithms such as 
genetic and particle swarm optimization algorithms in the multimodal optimization. 
These two works had the same conclusions that the algorithm applied the proposed 
firefly algorithm is superior to the two existing meta-heuristic algorithms.  

In this paper, we apply the firefly algorithm to the vector quantization. The method 
is called the FF-LBG algorithm. This paper compares the results of FF-LBG 
algorithm with the ones of other algorithms those are LBG, PSO-LBG and HBMO-
LBG algorithms. The rest of this paper is organized as follows. Section 2 introduces 
the vector quantization and LBG algorithm. Section 3 presents the PSO-LBG 
algorithm for designing the codebook of the vector quantization. Section 4 introduces 
the HBMO-LBG algorithm. Section 5 presents the proposed method which searches 
for the optimal codebook using the FF-LBG algorithm. Performance evaluation is 
discussed in detail in Section 6. Conclusions are presented in Section 7.  

2   LBG and PSO-LBG Algorithm  

Vector quantization (VQ) is a lossy data compression technique in block coding. The 
generation of codebook is known as the most important process of VQ. Let the size of 
original image { }ijyY =  be MM × pixels that divided into several blocks with size of 

nn×  pixels. In other words, there are 
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vector is represented by a row vector ),....,,( 21 iLiii xxxx = and each codeword of the 

codebook is denoted as ),...,,( 21 jLjjj cccc = . The VQ techniques assign each input 

vector to a related codeword, and the codeword will replace the associated input 
vectors finally to obtain the aim of compression. The optimization of C in terms of 
mean square error (MSE) can be formulated by minimizing the distortion f unction D. 
In general, the lower the value of D is, the better the quality of C.  
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where kL is the minimum of the kth component in the all training vectors, and kU is 

the maximum of the kth component in all input vectors. The cx −  is the Euclidean 

distance between the vector x and codeword c.                                                   
An algorithm for a scalar quantizer was proposed by Lloyd [8]. This algorithm is 

known as LBG or generalized Lloyd algorithm (GLA). The LBG algorithm gives 
input vectors, ix , bNi ,..,2 ,1= , distance function d, and an initial codewords 

)0(jc , cNj ,...,1= . The LBG iteratively applies the two conditions: (a) partition the 

input vectors into several groups using the minimum distance rule and (b) determine 
the centroids ijμ  of each partition. to produce optimal codebook. 

The particle swarm optimization (PSO) is a new branch of evolutionary 
computation technique. In the multi-dimensional space, each particle represents a 
potential solution to a problem. There exists a fitness evaluation function that assigns 
a fitness values to this potential solution for designing the codebook C based on the 
Eq. (5).  
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Two positions are recorded by every particle. One is named global best (gbest) 
position, which has the highest fitness value in the whole population. The other is 
called personal best (pbest) position, which has the highest fitness value of itself at 
present.  The population of particles is flying in the search space and every particle 
changes his position according the gbest and the pbest with the Eqs. (6) and (7). 
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where k is the number of dimensions (k=1,2,…,L) and i represents a particle of the 
population (i=1,2,…,s). X means the position of particle in the search space; v is the 
velocity vector for the particle to change its position. Parameter 1c and 2c are the 

cognitive and social learning rates respectively. 1r  and 2r are two random numbers 

that belongs to [0, 1]. The algorithm of PSO-LBG sets the result of LBG algorithm 
into an initial particle. Followings are the detail algorithm.  

1. Run the LBG algorithm once. 
2. Assign the result of LBG algorithm to one particle and initialize positions of rest 

particles and associated velocity of all particles randomly.  
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3. Calculate the fitness value of each particle according to based on the Eq. (5). 
4. Compare each particle’s fitness value with the previous particle’s personal best 

value. If better, it updates pbest and takes record current position as the particle’s 
personal best position.  

5. Find the highest fitness value of the whole particles. If the value is better than 
gbest, replace gbest with this fitness value, and take record the global best position. 

6. Change velocities and positions according to Eqs. (6) and (7) for each particle.  
7. Repeat 3 to 7 until stop criteria are satisfied.   

3   HBMO-LBG Vector Quantization Algorithm 

A honeybee colony typically consists of a single egg-laying long-lived queen, 
anywhere from zero to several thousands drones and usually 10,000-60,000 workers 
[9]. A mating flight starts with a dance performed by the queen who then starts a 
mating flight during which the drones follow the queen and mate with her in the air. 
In order to develop the algorithm, the capability of workers is restrained in brood care 
and thus each worker may be regarded as a heuristic that acts to improve and/or take 
care of a set of broods. An annealing function is used to describe the probability of a 
drone (D) that successfully mates with the queen (Q) shown in Eq. (8).  

)](/)(exp[),( tSfDQP Δ−=  (8) 

where )( fΔ is the absolute difference of the fitness of D and the fitness of Q, and the 
)(tS is the speed of queen at time t. After each transition of mating, the queen’s speed 

and energy are decayed according to the following equation: 

)()1( tStS ×=+ α  (9) 

where α is the decreasing factor ( ]1 ,0[∈α ). Workers adopt some heuristic 
mechanisms such as crossover or mutation to improve the brood’s genotype. The 
fitness of the resulting genotype is determined by evaluating the value of the objective 
function of the brood genotype. In the HBMO-LBG algorithm, the solutions include 
the best solution; candidate solution and the trivial solution are represented in the 
form of codebook. The fitness function used also defined in Eq. (5). The details of 
HBMO-LBG algorithm can be found in [4].  

4   FF-LBG Vector Quantization Algorithm 

In the firefly algorithm, there are three idealized rules: (1) all fireflies are unisex so 
that one firefly will be attracted to other fireflies regardless of their sex; (2) 
Attractiveness is proportional to their brightness, thus for any two flashing fireflies, 
the less brighter one will move towards the brighter one. If there is no brighter than a 
particular firefly, it will move randomly. As firefly attractiveness one should select 
any monotonically decreasing function of the distance ),(, ijji xxdr = to the chosen jth 

firefly, e.g. the exponential function. 

     jiji xxr −=,    
(10) 
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    jire ,
0

γββ −←   (11) 

where the 0β is the attractiveness at 0, =jir  and γ is the light absorption coefficient at 

the source. The movement of a firefly i is attracted to another more attractive firefly j 
is determined by 

                kikjkiki uxxx ,,,, )1( ++−← ββ  (12) 

          )
2

1
1(, −= randu ki α     

(13) 

If there is no brighter than a particular firefly ix  with maximum fitness, it will move 

randomly according to the following equation. 

kikiki uxx
,,, maxmaxmax +← ,   for k=1,2,…,Nc.    (14) 

               )
2

1
2(,max −= randu ki α  

(15) 

when )1 ,0(1 Urand ≈ )1 ,0(2 Urand ≈ are random numbers obtained from the uniform 
distribution; (3). The brightness of a firefly is affected or determined by the landscape 
of the fitness function )(•φ . For maximization problem, the brightness I of a firefly at 
a particular location x can be chosen as I(x) that is proportional to the value of the 
fitness function )(xφ .  

In the FF-LBG algorithm, the solutions (fireflies) are represented in the form of 
codebook shown as Figure 1. The fitness function used also defined in Eq. (9). The 
key point to generate a high quality solution Q is to find the perfect codebook which 
maximizes the fitness function for all input vectors. The details of FF-LBG algorithm 
show as follows: 
 

 
Fig. 1. The structure of solutions (codebook) of FF-LBG algorithm, the jix , is the j-th codeword 

of the codebook ix  
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Step 1. (Generate the initial solutions and given parameters) 
In this step, the codebook of LBG algorithm is set to one of initial solution, and then 
the set of initial trivial solutions, ix , ( )1,...,2,1 −= mi  are randomly generated. Each 

solution is the codebook with cn  codeword. Furthermore, the step gives the 

parameters of theα , 0β , the maximum cycle number L and γ . Set l=0.  
 

Step 2. (The best solution will randomly move to the different position) 

Step 2 selects the best one from the all solutions and define as the max
ix , that is,  

  
);(maxarg

);(maxarg
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=

=
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Step 3. (The movement of a firefly jx  is attracted to another more attractive firefly ix ) 

In step 3, each solution jx computes its fitness value as the corresponding the 

brightness of firefly. For each solution jx , this step selects other solution ix  with the 

more bright and then moves to it following the following equations.  
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where the )1,0(~, Uul
ki is a randomly number.  

 
Step 4. (The best solution randomly move its position) 

The best solution max
ix will randomly move its position based the following equation.  

             l
ki

l
ki

l
ki

uxx
,,, maxmaxmax +← , k=1,2,…, cN ., l=1,….,L                  (20) 

where the )1,0(~, Uul
ki is a randomly number.  

 

Step 5. (Check the termination criterion) 
If the cycle is equal to the maximum cycle number l then the algorithm is finished and 

output the best solution max
ix ; otherwise l increases by one and go to Step 2.   

5   Experimental Results and Discussion 

The typical experiments for evaluating the methods used for codebook design are the 
grayscale image coding. Three 512512×  still images named “LENA”, “PEPPER”, 
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and “LAKE” with pixel amplitude resolution of 8 bits are shown in Fig. 2. In coding 
an image, the image is completely divided into immediate and non-overlapping 
blocks with 44×  pixels. Each block is treated as a pattern input vector with 16 
dimensions. Therefore, there exist a total of 16384 vectors to be encoded in an image. 
In experiments, four different codebook sizes that are 64, 128, 256 and 512 are 
implemented. We compare the FF-LBG method with four different algorithms, 
including the traditional LBG, the particle swarm optimization (PSO)-based LBG and 
the honey bee mating optimization (HBMO)-based LBG. The programs of the five 
algorithms are designed in language of Visual C++ 6.0 on a personal computer with 
2.4GHz CPU, 1G RAM running window XP system. All experiments were conducted 
for 10 =β , 01.0=α  and fixed 0.1=γ of FF-LBG algorithm. The setup of parameters of 

PSO-LBG and HBMO-LBG are referred to the work of Jiang [10]. The size of initial 
solutions (fireflies) is assigned to be 50 and the maximum iteration number l=200. 
The bit rate is defined in Eq. (21). 

       
K

N
ratebit c2log

_ =         (21) 

   
(a). LENA (b). PEPPER (c ). LAKE 

Fig. 2. The test images: (a) LENA, (b) PEPPER, and (c) LAKE 

The CN represents the size of designed codebook and the K is the pixel number of 

block. Furthermore, the quality of encoded image was evaluated using the peak 
signal-to-noise ratio (PSNR). The PSNR is defined as 

    )(log10
2

10 MSE

A
PSNR ×= (dB)               (22) 

That A is the maximum of gray level and MSE is the mean square error between the 
original image and the decompressed image.  
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where MM ×  is the image size, ijy  and ijy denote the pixel value at the location (i, j) 

of original and reconstructed images, respectively.   
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Table 1. The PSNR values of the test images by using the five algorithms under different bit 
rates 

PSNR (dB) Image 
(512×512) Bit Rate 

LBG PSO-LBG HBMO-LBG FF-LBG 

LENA 25.657 25.617 26.830 26.725 

PEPPER 25.891 27.101 27.206 27.206 

LAKE 

0.375 

26.473 27.146 27.237 27.316 

LENA 25.740 27.058 27.562 27.562 

PEPPER 25.976 27.791 27.814 27.653 

LAKE 

0.4375 

26.557 27.989 28.062 28.114 

LENA 25.750 28.169 28.337 28.337 

PEPPER 25.998 28.861 28.851 28.954 

LAKE 

0.5 

26.593 28.615 28.745 28.825 

LENA 25.786 28.994 29.198 29.148 

PEPPER 26.006 29.661 27.729 29.893 

LAKE 

0.5625 

26.599 29.434 29.522 29.547 

Table 2. The computation times of the test images by using the five algorithms under different 
bit rates 

Computation times (sec) Image 
(512×512) Bit Rate 

LBG PSO-LBG HBMO-LBG FF-LBG 

LENA 15.43 83.45 98.65 76.82 

PEPPER 16.45 87.89 94.25 73.55 

LAKE 

0.375 

17.54 78.56 91.65 74.65 

LENA 63.23 321.42 352.25 289.34 

PEPPER 65.45 335.57 356.29 297.54 

LAKE 

0.4375 

63.87 342.87 359.34 292.98 

LENA 184.45 976.87 968.25 834.65 

PEPPER 193.49 1013.72 982.63 816.52 

LAKE 

0.5 

175.67 981.93 986.32 832.19 

LENA 425.87 3567.64 3525.65 3151.98 

PEPPER 445.76 3498.19 3465.25 3168.34 

LAKE 

0.5625 

442.26 3467.65 3512.33 3205.71 



446 M.-H. Horng and T.-W. Jiang 

Table 1 shows the PSNR values of test images by using the four different vector 
quantization algorithms. Obviously, the usages of the FF-LAB algorithm have higher 
PSNR value compared with original LBG and PSO-LBG algorithms. More precisely, 
the PSNR of LBG algorithm is the worst and the other three algorithms can 
significantly improve the results of LBG algorithm. Furthermore, the PSNR values of 
the FF-LBG and HBMO-LBG reveal that the two algorithms have no significant 
difference in the quality measure of compression. Table 2 shows the computation time 
of the four different vector quantization methods with different bit rates. Form this 
table, we find that the need of the computation time by using the original LBG 
algorithm is the least; however it has the smallest PSNR value. The computation time 
of using the FF-LBG is less than the ones of using the other four vector quantization.  
It is valuable to improve the efficiency in terms of the parallel fashion in the 
implementation of FF-LBG algorithm in further study.  

6   Conclusion  

This paper gives a detailed description of how the firefly algorithm is used to 
implement the vector quantization and enhance the performance of LBG method. All 
of our experimental results showed that the FF-LBG algorithm can increase the 
quality of reconstructive images with respect to other three methods such as the 
traditional LBG, the PSO-LBG and HBMO-LBG algorithm. The proposed FF-LBG 
algorithm can provide a better codebook with smallest distortion and the least 
computation time. 
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Abstract. Polymerase chain reaction with confronting two-pair primers (PCR-
CTPP) is a novel PCR technique had been applied to many SNPs (Single 
Nucleotide Polymorphisms) genotyping experiments successfully in the recent 
years. The advantages of simplicity make it is a time- and cost-effective SNP 
genotyping method. However, computation of feasible CTPP primers is still 
challenging. In this study, a particle swarm optimization (PSO)-based method is 
proposed to design a feasible CTPP primer set. Overall, two hundred and 
eighty-eight SNPs in SLC6A4 gene were tested in silicon by the proposed 
method. The result indicates that the proposed method provide feasible CTPP 
primers effectively than the genetic algorithm (GA) in the literature. It can 
assist the biologists and researchers to obtain a feasible CTTP primer set.  

Keywords: PCR-CTPP, primer design, PSO, SNP. 

1   Introduction 

SNPs (Single Nucleotide Polymorphisms) are important genetic variations used in 
association studies of diseases and cancers. Many high-throughput platforms of SNP 
genotyping such as real-time PCR [1] and SNP array [2] have been introduced, but 
PCR-restriction fragment length polymorphism (RFLP) genotyping [3-5] is still used 
to validate SNPs or novel mutations by most laboratories due to its inexpensive for 
the small-scale genotyping. However, the major shortcoming of PCR-RFLP is usually 
long digestion time in 2-3 hours for restriction enzymes [6, 7]. 

Recently, PCR with confronting two-pair primers (PCR-CTPP) was developed a 
restriction enzyme-free SNP genotyping technique [8, 9]. Many SNPs has been 
genotyped successfully using this technique [10, 11]. PCR-CTPP considerably lowers 
needs to consume restriction enzymes. However, the effective computation methods 
are still challenging to develop. 

In the past, we introduced a genetic algorithm to design CTPP primer sets [12]. 
However, the computational result is not good (i.e., especially the most factor Tm 
difference) for most cases; thus the particle swarm optimization (PSO) [13] is 
proposed to apply to the problem. 
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2   Method 

PSO is a population-based stochastic optimization technique developed by Kennedy 
and Eberhart in 1995 [13]. It simulates the social behavior of organisms, such as birds 
in a flock or fish in a school, and describes an automatically evolving system. In PSO, 
each single candidate solution can be considered "an individual bird of the flock", that 
is, a particle in the search space. Each particle makes use of its own memory as well 
as knowledge gained by the swarm as a whole to find the best (optimal) solution. All 
of the particles have fitness values, which are evaluated by an optimized fitness 
function. They also have velocities, which direct the movement of the particles. 
During movement, each particle adjusts its position according to its own experience, 
and according to the experience of a neighbouring particle, thus making use of the 
best position encountered by itself and its neighbour. PSO has been successfully 
applied in many areas, e.g., function optimization, artificial neural network training, 
fuzzy system control, and other application problems. A comprehensive survey of 
PSO algorithms and their applications can be found in Kennedy et al. [14]. 

2.1   Problem Formulation 

The CTPP primer design problem can be described as follows. Let TD be the DNA 
template sequence, which is composed of nucleotide codes with an identified SNP. TD 
is defined by: 

SNP} of code IUPAC!  ,  1          

 sequence,DNA  ofindex   theis  |{

∈∃≤≤
=

i

iD

Bi

iBT

ι
 (1) 

where Bi is the regular nucleotide code (‘A’, ‘T’, ‘C’, or ‘G’) mixed with a single 
IUPAC code of SNP (‘M’, ‘R’, ‘W’, ‘S’, ‘Y’, ‘K’, ‘V’, ‘H’, ‘D’, ‘B’ or ‘N’) ( ! ∃  is the 
existence and uniqueness). For the target SNP, we focused only on true SNPs 
described in dbSNP [15] of NCBI, i.e., deletion/insertion polymorphism (DIP) and 
multi-nucleotide polymorphism (MNP) are not included. 
 

 

Fig. 1. Parameters of the DNA template and the CTPP primer set. Symbols indicate: F: 
Forward primer; R: Reverse primer; s: Start nucleotide position; e: End nucleotide position; P: 
Length of PCR product using a primer set (F/R); l: Length of primer or product;ι: Length of 
DNA template; δ1: Length from the Rs1 end to downstream of DNA template; δ2: Length from 
Fs2 to the downstream end of DNA template. 
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The CTPP primer design requires two pairs of short sequences which are 
constraining TD based on a defined SNP site as illustrated (Fig. 1). The forward 
primer 1 (Pf1) is a short sense sequence in the upstream (5’ end) of a defined SNP site 
for some distances, the reverse primer 1 (Pr1) is a short antisense sequence which 
contains a nucleotide (the minor allele of the defined SNP site) located at its 3’ end, 
the forward primer 2 (Pf2) is a short sense sequence which contains a nucleotide (the 
major allele of the defined SNP site) located at its 3’ end, and the reverse primer 2 
(Pr2) is the antisense sequence in the upstream of a defined SNP site for some 
distances. These four primers are defined as follows: 

}      ,  ofindex   theis |{ e111 FiFTiBP sDif ≤≤=  (2) 

}    , ofindex   theis |{ e111 RiRTiBP sDir ≤≤=  (3) 

}    , ofindex   theis |{ e222 FiFTiBP sDif ≤≤=  (4) 

}    , ofindex   theis |{ e222 RiRTiBP sDir ≤≤=  (5) 

where both Pf1/Pr1 and Pf2/Pr2 are two sets of primer pairs. Fs1 vs. Fe1 and Rs1 vs. Re1 
indicate the start index vs. the end index of Pf1 and Pr1 in TD, respectively. Fs2 vs. Fe2 
and Rs2 vs. Re2 indicate the start index vs. the end index of Pf2 and Pr2 in TD, 

respectively. iB  is the complementary nucleotide of Bi, which is described in formula 

(1). For example, if Bi = ‘A’, then iB  = ‘T’; if Bi = ‘C’, then iB  = ‘G’, and vice versa. 
The SNP site is defined at the 3’ end positions of Pf2 and Pr1, which are indicated 

by the symbols Fe2 and Rs1, respectively. As described in Fig. 1, a vector (v) with Fl1, 
Pl1, Rl1, Fl2, Pl2 and Rl2 is essential to design the CTPP primer sets. This vector is 
defined as follows: 

Pv = (Fl1, Pl1, Rl1, Fl2, Pl2, Rl2) (6) 

Fl1, Pl1, Rl1, Fl2, Pl2 and Rl2 represent the number of nucleotides of the forward primer 
1, product length between Pf1 and Pr1, reverse primer 1, forward primer 2, product 
length between Pf2 and Pr2 and reverse primer 2, respectively. Consequently, the 
forward and the reverse primers can be acquired from Pv which is the prototype of a 
particle in PSO and is used to perform evolutionary computations as described in the 
following sections.  

2.2   CTPP Design Method 

The flowchart of the proposed method is shown as Fig. 2. The proposed method 
consists of six processes: (1) particle swarm initialization, (2) fitness evaluation, (3) 
pbest and gbest finding (4) particle updating, and (5) judgment on termination 
conditions, are described below. 
 

(1) Particle swarm initialization. To start the algorithm, particles Pv = (Fl1, Pl1, Rl1, 
Fl2, Pl2, Rl2) of particular number are randomly generated for an initial population 
without duplicates. Fl1, Rl1, Fl2 and Rl2 are randomly generated between the minimum 
and the maximum length of the primer length constraint. The minimum and maximum 
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primer length constraints are set to between 16 bp and 28 bp, respectively. The PCR 
product lengths, Pl1 and Pl2 are randomly generated between 100 bp and δ1, and 
between 100 bp and δ2, respectively. (δ1 and δ2 are maximum tolerant PCR product 
length of Pl1 and Pl2 shown in Fig.1) 
 

(2) Fitness evaluation. The fitness value in the fitness function is used to individually 
ascertain that a particle (i.e., solution) is either good or bad. We use formula (7) [12] to 
evaluate the fitness values of all particles in the population for related operations later. 
 

Fitness(Pv) = 3 * (Lendiff(Pv) + GCproportion(Pv) + GCclamp(Pv)) 
+ 10 * (dimer(Pv)+ hairpin(Pv) + specificity(Pv)) 
+ 50 * (Tm(Pv) + Tmdiff(Pv)) + 100 * Avg_Tmdiff(Pv) 
+ 60 * PCRlenratio(Pv) 

(7) 

 

The weights (3, 10, 50, 60 and 100) of the fitness function are applied to estimate the 
importance of the primer constraints. These weights are set according to the 
experiential conditions for PCR-CTPP. They also accept adjustment based on the 
experimental requirements. 

 

Fig. 2. Flowchart of the PSO-based CTPP primer design. At first, the velocities and positions of 
a specific number of particles are generated randomly. And then all fitness values of all 
particles are calculated by the fitness function. A judgment on termination conditions is carried 
out, and if the termination conditions are reached then the algorithm will be finished, else the 
algorithm proceeds with the following processes. Find out the pbest from each particle and find 
out gbest from all particles and then update velocities and positions for all particles according 
to the updating formulas. Repeat related steps shown as the figure until the best solution is 
found or the preset generation number is reached. 
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Primer length 
A feasible primer length for a PCR experiment is set between 16 bp and 28 bp. Since 
the random values of Fl1, Rl1, Fl2 and Rl2 have been limited by the constraint 
condition, the primer length estimation does not be considered to join to the fitness 
function. A length difference (Lendiff) less than or equal to 3 bp between the Fl1/Rl1, 
Fl2/Rl2, and Fl1/Rl2 primer sets is considered optimal. The Lendiff(Pv) function is used to 
judge the constraint. 
 
GC content 
In general primer design, the typical GC proportion constraint is set between 40% and 
60%. However, the designed CTPP primers contain the target SNP limiting the range 
of the GC proportion. To relax this constraint, the constraint of GC proportion in a 
primer is adjusted to between 20% and 80%. The GCproportion(Pv) function is proposed 
to lead the GC proportion of CTPP primers corresponding this constraint. 
 
GC Clamp 
To meet the presence of ‘G’ or ‘C’ at the 3’ terminal of a primer to ensure a tight 
localized hybridization bond, the GCclamp(Pv) function is proposed to meet the 
criterion. 
 
Melting temperature 
The melting temperature (Tm) for each CTPP primer must be considered carefully for 
PCR experiment. The Tm calculation formula for a primer is described as follows: 
 

TmBM(P) = 81.5 + 16.6 * (log10[Na+]) + 0.41 * (GC%) – 675 / | P | (8) 

where P represents a primer and | P | represents the length of primer P; Na+ is the 
molar salt concentration. The suffix BM represents the formula which was proposed 
by Bolton and McCarthy [16]. 

The Tm(Pv) function is proposed to confined a CTPP primer set ranging from 45oC 
to 62oC. Similar Tm between a primer pair is important to experiment in a tube. The 
Tmdiff(Pv) function is proposed to guide the difference of the melting temperatures to 
less than or equal to 1oC. In order to balance the Tm values among a CTPP primers, 
the Avg_Tmdiff(Pv) function is proposed to calculate the average Tm difference. 
 
Dimer and hairpin 
Primer dimers (annealing of two primers), such as cross-dimers (a forward primer and 
a reverse primer) and self-dimers (two forward primers or two reverse primers) must 
also be avoided. To check for the occurrence of primer dimers, the function dimer(Pv) 
is proposed. In addition, the hairpin check is also implemented to avoid annealing to 
itself. To check for the presence of a hairpin structure in CTPP primers, the 
hairpin(Pv) function is proposed. 
 
Specificity 
Subsequently, the function specificity(Pv) is proposed to check for each CTPP primer 
if reappearance in the template DNA sequence to ensure its specificity. The PCR 
experiment may fail when a designed primer is not sequence-specific (i.e., it appears 
more than once in the DNA template). 
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PCR product length 
Finally, the PCRlenratio(Pv) function is proposed to calculate the appropriate PCR 
product length. Three ratios, i.e., ratio1, ratio2 and ratio3, are introduced to the 
function PCRlenratio(Pv) representing Pl1, Pl2 and Pl3, respectively. The minimum PCR 
product length needs to be greater than 100 bp. 
 
(3) pbest and gbest finding. One of the characteristics of PSO is that each particle has 
a memory of its own best experience. Each particle finds its personal best position and 
velocity (called pbest) and the global best position and velocity (called gbest) when 
moving. If the fitness of a particle Pv is better than the fitness of pbest in the previous 
generation, pbest will be updated to Pv in the current generation. If the fitness of a 
particle Pv is better than gbest in the previous generation and is the best one in the 
current generation, gbest will be updated to Pv. Each particle adjusts its direction 
based on pbest and gbest in the next generation. 
 
(4) Particle updating. In each generation, the particles will change their position and 
velocity. Equations (9) and (10) give the updating formulas for each particle. 
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In equations (9) and (10), next
iv  is the updated velocity of the ith particle; current

iv  is the 

current velocity of the ith particle; c1 and c2 are the acceleration constants; w is the 
inertia weight; r1 and r2 are a number which is randomly generated within 0~1; p

is  is 

the personal best position of the ith particle; gs  is the global best position of the 
particles; current

is  is the current position of the ith particle; next
is  is the updated position 

of the ith particle. In order to prevent a particle from overshooting the limits of Fs, Fl, 
Pl and Rl during the update process, we randomly reset the particle according to the 
primer constraints. 
 

(5) Judgment on termination conditions. The algorithm is terminated when gbest has 
achieved the best position, i.e., its fitness value is 0, or when a maximum number of 
generations have been reached. 

3   Results and Discussion 

3.1   Template Sequence 

A point mutation in the SLC6A4 gene was recently identified and shown to be 
associated with psychosis [17], and bipolar [18] patients. Overall, two hundred and 
eighty-eight SNPs which exclude the deletion/insertion polymorphism (DIP) and 
multi-nucleotide polymorphism (MNP) in SLC6A4 gene were used to estimate the 
efficiency of the proposed method. All SNPs were retrieved with 500 bp flanking 
length (at both sides of SNP) from SNP-Flankplus (http://bio.kuas.edu.tw/snp-
flankplus/) [19] as template sequences. 
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3.2   Parameter Settings 

Four main parameters are set for the proposed method, i.e., the number of iterations 
(generations), the number of particles, the inertia weight w, and the acceleration 
constants c1 and c2. Their values were set to 50, 10, 0.8, 2 and 2, respectively. For 
GA-based method, the number of iterations (generations), the population size, the 
probability of crossover and the probability of mutation were respective 1000, 50, 0.6 
and 0.001; the values are based on DeJong and Spears’ parameter settings [20]. 

3.3   Results for the PSO-Based and GA-Based CTPP Primer Design Methods 

The statistics of the entire CTPP primers based on the common constraints are shown 
in Table 1. For the 288 SNPs, the primer lengths are all between 16 bp and 28 bp. For 
PSO, 82.87% designed primers satisfy the length difference criterion. Most of the 
primer length differences were between 0 and 5 bp (data not shown). For GC%, 
96.61% primers satisfy the criterion; only 15 primers were less than 20%, 28 primers 
were more than 80% (data not shown). There are 57.73% primers satisfy the GC 
clamp criterion. Most of the designed primers also had the satisfied Tm (95.40%); 
more than half of the primer pairs are satisfied with the Tm difference criteria 
(58.80%). The criterion for product length was satisfied in 57.06% of the designed 
primer pairs. For the criteria for primer dimer, hairpin and specificity, only few 
primers were problematic (3.85%, 13.37% and 1.91%, respectively). 

For GA, the parameter settings are based on DeJong and Spears, 75.12% designed 
primers satisfy the length difference criterion. Most of the primer length differences 
were between 0 and 5 bp (data not shown). For GC%, 96.09% primers satisfy the 
criterion; only 30 primers were less than 20%, 25 primers were more than 80% (data 
not shown). There are 55.99% primers satisfy the GC clamp criterion. Most of the 
designed primers also had the satisfied Tm (86.63%); however, only a few the primer 
pairs are satisfied with the Tm difference criteria (23.61%). The criterion for product 
length was satisfied in 71.18% of the designed primer pairs. For the criteria for primer 
dimer, hairpin and specificity, only few primers were problematic (4.44%, 14.06% 
and 3.04%, respectively). 

Table 1. The statistics of the designed CTPP primers showing the accuracy (%) for primers 
satisfied the common constraints for SNPs of the SLC6A4 gene based on GA and PSO method 

Method 
primer 
length 

difference 
GC% 

GC 
clamp 

Tm 
Tm 

difference
product 
length 

dimer hairpin specificity 

PSO 82.87 96.61 57.73 95.40 58.80 57.06 96.15 86.63 98.09 
GA 75.12 96.09 55.99 86.63 23.61 71.18 95.56 85.94 96.96 

3.4   Compare the Results of PSO-Based with GA-Based CTPP Methods 

From Table 1, almost all satisfied accuracy of the primer constraints using PSO-based 
method is better than GA-based method, only the product length criterion is not. The 
satisfied primer length difference of PSO-based method is higher 7.75% than GA-
based method. The satisfied GC% of PSO-based method is lightly lower 0.52% than 
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GA-based method. The satisfied GC clamp of PSO-based method is higher 1.74% 
than GA-based method. The satisfied Tm of PSO-based method is lightly higher 
8.77%, and the satisfied Tm difference of PSO-based method is greatly higher 35.19% 
than GA-based method. The satisfied dimer, hairpin and specificity of PSO-based 
method are lightly higher 0.59%, 0.69%, and 1.13% than GA-based method. 
However, the satisfied product length of PSO-based method is lower 14.12% than 
GA-based method. Those shows PSO-based method is superior to GA-based method. 
In addition, the most factor (i.e., Tm difference) is 35.19% improved. 

4   Conclusions 

In PCR-CTPP, the melting temperature is the most factor to affect the successful rate 
of genotyping experiment. The PSO-based CTPP primer design method has provided 
better melting temperature and common primer constraints estimation. It can assist 
the biologists and researchers to obtain a more feasible CTTP primer set than GA-
based method. The experimental flexibility of the PSO-based designed PCR-CTPP 
primers for 288 polymorphisms has been confirmed by in silicon simulations. Due to 
the lower costs and shorter genotyping times, PCR-CTPP may replace PCR-RFLP in 
the future [21]. Recently, we have been enthusiastic at the development of PCR-CTPP 
primer design methods to facilitate PCR-CTPP for validating SNPs or novel 
mutations. In conclusion, the proposed PSO-based method is a useful tool to design 
feasible CTPP primers since it conforms to the most of the PCR-CTPP constraints. 
The in silicon simulation results indicate that PSOs applied to the design of CTPP 
primer sets outperform GAs. 
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Abstract. To facilitate communication and the exchange of information  
between patients, nurses, lab technicians, health insurers, physicians, policy 
makers, and existing knowledge-based systems, a set of shared standard  
terminologies and controlled vocabularies are necessary. In modern health in-
formation management systems, these vocabularies are defined within formal 
representations called ontologies, where terminologies are only meaningful 
once linked to a descriptive dataset. When the datasets and their conveyed 
knowledge are changed, the ontological structure is altered accordingly. Despite 
the importance of this topic, the problem of managing evolving ontological 
structures is inadequately addressed by available tools and algorithms, partly 
because handling ontological change is not a purely computational affair. In this 
paper, we propose a framework inspired by a social activity, birdwatching.  
Using this model, the evolving ontological structures can be monitored and ana-
lyzed based on their state at a given time. Moreover, patterns of changes can be 
derived and used to predict and approximate a system’s behavior based on po-
tential future changes.  

Keywords: Change management, Biomedical ontologies, Multi-agent system, 
Health information management. 

1   Introduction  

“When you know what the habitat and the habits of birds 
are watching them is so much more interesting.” 

The Beginners Guide to Bird Watching1  
 
Strategic information systems (SIS) are widely used in the healthcare industry to 
support real-time decision making and consistent maintenance of various changes in 
strategic vision. Many strategic information systems have employed various con-
trolled vocabularies, ontologies, and knowledge bases as their conceptual backbone to 
standardize and facilitate human-human, human-agent, and agent-agent interactions 
and communications (Figure 1).  
                                                           
1  http://birdwatchingforbeginners.info/ 
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Using biological classification and clinical vocabularies/lexicons has a long history 
in medicine and life science dating back to Aristotle's scala naturae [1] (scale of na-
ture), which was a very simple method of dividing organisms into groups, ranging 
from the simple species to more complex ones, based on their appearance. In the 17th 
century, Carl Linnaeus, who is often referred as the father of modern taxonomy, de-
veloped his classification system for the naming and classification of all organisms. 
Linnaeus represented his classification method based on binomial nomenclature (e.g., 
humans are identified by the binomial Homo sapiens). Later, as the understanding of 
the relationships between organisms changed, taxonomists converted the five ranks 
into the seven-rank hierarchy by adding the two ranks of “Phylum” (between King-
dom and Class) and “Family” (between Order and Genus).  

 

Fig. 1. An abstract representation of the interactions in a typical knowledge-based Health Stra-
tegic Information System (SIS) 

Change in the taxonomic ranks is still an ongoing process. Due to advances in 
knowledge and the influence of evolutionary techniques as the mechanism of biologi-
cal diversity and species formation, taxonomists needed a new classification scheme 
to reflect the phylogeny of organisms. Also, recruitment of new criteria, besides struc-
tural similarities, such as genetic codes and molecular features, and advances in tools 
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and techniques resulted in the discovery of various organisms, altering the older struc-
tures and forming new kingdoms with new branches and terminologies [2]. The bio-
medical classifications and terminologies have been organized in several models [3] 
as Controlled Vocabularies, Thesauri, Taxonomies, and Ontologies. 

A relatively new trend is emerging to use ontology, as defined by Gruber [4] (“spe-
cification of conceptualization”), to provide an underlying discipline of sharing know-
ledge and modeling biomedical applications by defining concepts, properties and 
axioms. Modifying and adjusting ontologies in response to changing data or require-
ments are significant barriers to the implementation of efficient biomedical ontologies 
in real clinical environments. Depending on the size and complexity of the ontological 
structures, their maintenance can be very expensive and time consuming. In this pa-
per, we introduce the sociotechnical aspects of our agent-based framework, which 
aims to assist and guide ontology engineers through the change management process 
in evolving biomedical ontologies [5] with minimal human intervention.  

2   The Birdwatching: A Nature Inspired Approach  

Since the existing biomedical knowledge bases are being used in various organiza-
tional and geographical levels (i.e. institutional, local, regional, national and interna-
tional), any change management framework should be able to address this decentrali-
zation and distribution nature. One of the critical tasks in any change management 
framework is traceability, which provides transparent access to different versions of 
an evolving system. It also aids in understanding the impact of a change, recognizing 
a change and alerting upon occurrence, improving the visibility, reliability, auditabil-
ity, and verifiability of the system, propagating a change [6], and reproducing results 
for (or undoing effects of) a particular type of change. Advances in impact analysis 
gained by traceability facilitate predictability in the post-change analysis stage in an 
ontology maintenance framework.  

To explain our method for change management more intuitively we use a concep-
tual metaphor based on Birdwatching activity. Birdwatching as a recreational and 
social activity is the process of observation and study of birds through a particular 
time frame using different auditory devices. Figure 2 shows a sequence2 of typical 
activities recommended for Birdwatching. 

 

Fig. 2. A series of activities in Birdwatching 

                                                           
2 Bird Watching Tips for Beginners: 
http://animals.about.com/od/birding/tp/birdidtips.htm 
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Looking at the list of activities presented in Figure 2 one can discover that the cen-
tral idea of Birdwatching, which is tracking the position of the birds at different time 
points and predicting their path by deriving a flight pattern based on recorded ob-
served information, is quite close in spirit to monitoring any dynamic spatial-temporal 
system. Inspired by this metaphor we have designed a multi-agents framework called 
RLR [7], which aims for Representation, Legitimation and Reproduction of changes 
in ontological structures. Using intelligent agents reduces several issues related to 
human intervention in dynamic e-health systems [8].  

 

 

Fig. 3. The RLR framework with a service ontology providing consensus between agents. To 
reach an agreement among the agents and provide a common understanding, the service ontol-
ogy is needed, so that updating this ontology generates a new understanding for the software 
agents, which can then update and adjust their beliefs based on new knowledge. 

As part of RLR, we have defined a set of change capture agents, learning agents, 
negotiation agents, and reasoning agents within an argumentation-based framework 
(Figure 3) that enables agents with conflicting interests to cooperate. To reach an 
agreement among the agents and provide a common understanding between them, a 
service ontology, as shown in Figure 3, is needed so that updating this ontology gen-
erates a new understanding for the software agents, which can then update and adjust 
their beliefs based on new knowledge. Employing service ontologies to automatically 
provide a service profile to describe the supported services and the related communi-
cative transactions and invoke the services for service-seeking agents is currently 
being considered as a solution to overcome some of the issues related to overreliance 
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Fig. 4. The cooperation between the change capture agents 

 

Fig. 5. A generic transition system in a multi-agent system. A system changes its state from St1 
to St2 via a transition unit and a rigorous argumentation process between the agents to choose 
proper patterns from the change pattern repository for implementing a certain type of change. 

on human intervention. However, these ontologies will not remain static and un-
changed throughout their life cycle, and managing their dynamic structure would be 
part of the whole problem itself. 

In the RLR framework the change capture Agents (Figure 4) are responsible for 
Tasks 1 and 2, represented in Figure 2. The changes logs store the information about 
the changes (Task 4). The learning agents start with limited knowledge (Task 5 and 6) 
and improve themselves by gaining inferred knowledge (Tasks 8 and 9) based on the 
semantics provided by the ontological backbone. Moreover, the learning agents along 
with negotiation agents (which manage the negotiation process to find a proper way to 
implement a change) and reasoning agents (which check for inconsistencies and  
perform final validations) can derive a pattern of change using the information stored 
in the change logs and the background and derived knowledge (Task 7). Using this 
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pattern one can achieve a practical estimate for expected changes (Task 3). Finally the 
result of the observation will be stored to be used for future inferencings (Task 10), 
and to choose an appropriate pattern (Task 7) in the reproduction phase.  

The final outcome, which has been generated through a rigorous argumentation 
process over generally accepted arguments, has an implicit link to the archived his-
torical processes that can be reused to choose a proper pattern (Task 7) in the repro-
duction phase (Figure 5).     

3   Formalization of the Framework 

Looking at the different tasks in Birdwatching one can discover that the central idea 
of Birdwatching is quite close in spirit to monitoring any dynamic spatial-temporal 
system. The Galileo's dialogue [24] for explaining motion for the first time stated that 
for capturing and tracking a moving object one needs to record the position of that 
object in each instance of time.  

3.1   Categorical Representation  

Here we use category theory [9], as an algebraic notation independent of any imple-
mentation language, to study the ontological dynamism by mapping from a category 
of times to a category of states or back to our Birdwatching metaphor, the bird’s flight 
(motion) can be represented by mapping from a category of times to a category of 
spaces (Figure 6). The role of time is not usually taken into account in current ontol-
ogy evolution studies. Considering time in ontologies can increase the complexity and 
needs a very expressive ontology language to represent it. In our approach we repre-
sent conceptualization of things indexed by times and we use categorical constructors 
for capturing the states of ontologies at different time points. 

 

Fig. 6. A map from category of time points to category of positions in space for describing a 
bird’s flight categorical perspective [25] 

Similarly, the behavior of an individual ontological element (state) can be moni-
tored by function g, which maps the time points to the set of positions for the element 
in the ontology.      
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                                OntologyTime _': ⎯⎯⎯⎯⎯⎯ →⎯ behaviorselementg
 

Moreover an ontology has different states and behaves in a distributed semantic 
web environment.  

 WebSemanticOntology  State :_: ⎯⎯⎯ →⎯⎯⎯⎯ ⎯← behavieshstatehasi

 

Composing these diagrams one can see that a behavior of an individual ontological 
element should be studied in close relations with time, the state and the behavior of 
the whole ontological structure in a semantic web environment (Figure 7). 

 

Fig. 7. A temporal diagram for studying the behavior of ontologies 

Using category theory enables us to formally represent and track the evolving onto-
logical structure and the argumentation network. It also provides a formal basis to be 
used by the RLR system for recommendations and conflict resolution. We have also 
employed the category theoretical distributed graph transformation techniques [10] to 
analyze the model transition and transformation using certain conditions, which are 
specified via transformation rules. As an example, in Figure 8, consider two taxono-
mies related to ontologies O1 (source ontology) and O2 (target ontology), where each 
node represents a concept, which is identified with a label along with a set of corre-
sponding attributes. After discovering similarities and differences between these two 
taxonomies, we need to find a proper transformation that has been transformed O1 to 
O2. To start this procedure, the two taxonomies need to be aligned and brought into a 
mutual agreement, based on the matching concepts (the ones that affected less in the 
transformation) within the ontologies. The matching will be computed based on the 
degree of similarities between two concepts. From the categorical point of view, the 
problem of comparing two hierarchical structures can be studied by exploring iso-
morphisms in their structures. 

 

 

Fig. 8. The alignments between some concepts in two ontologies O1 and O2 
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The use of graph transformations helps us discover the set of operations that trans-
forms the hierarchy indicating the old version of an ontology into the hierarchy indi-
cating the new one. 

3.2   The RLR Dialectic Change Management  

In debates on distinguishing between “Dependent” and “Independent” entities in the 
real world, the two concepts of Ontological Philosophy and Dialectic Change at-
tracted our attention. The concept of Ontological Philosophy [11] focuses on the 
wholeness and unity of the world and considers change as an aspect of substances in 
the real world. From the other side, the concept of Dialectical Change [12] tries to 
represent a change as new forms built upon the old and by combining the new and the 
old without total replacement, implying both newness and continuity. In this theory, 
any change needs a cause and can be placed through a process. Holsti [12] used the 
Marxist idiom, the synthesis, as a metaphor for this processes. 

Using the concept of “Dialectic Change” as a metaphor, we can introduce our for-
mal agent-based argumentative framework, where “synthesis” takes place, for study-
ing ontology evolution and shifting as model transformation. This transformation 
results from quantitative changes accumulated over a period of time and generates a 
new form out of old patterns (“coexistence of both old and new”) [12]. In fact, most 
of the changes that occur in an ontological structure, which lead to a new state, 
emerge from the preceding states3. In other words, the change lies within the system 
[13]. Therefore, “learning” about different actions in different states of a system 
seems to be a key factor for starting a successful change management mechanism.  

3.3   Models of Learning 

By determining the tradeoffs between losses and benefits that can result from agents’ 
actions, we will be able to have a mathematical model to foresee the agents’ (soft-
ware or human) behavior. A state of “Nash equilibrium” [14] is one of the popular 
approaches in evolutionary game theory for modeling the most beneficial (or least 
harmful) set of actions for a set of intelligent agents. For the sake of prediction, Nash 
equilibrium can be understood as “a potential stable point of a dynamic adjustment 
process in which individuals adjust their behavior to that of the other players in the 
game, searching for strategy choices that will give them better results” [15]. In our 
framework the intelligent agents decide on the proper actions and able to change and 
improve their decisions based on what they learn. Here, following the approach 
given by [23], for each learning agent, we define an internal state; a function that 
shows how an agent decides and chooses actions based on its internal state (decision-
making); the functions showing the payoff dominance (loss/benefit); and a state 
update function, specifying how an agent updates its state based on the payoff re-
ceived from previous iterations. The state of each agent depends on the probability 
distribution over all the possible situations [23], and the one with the highest prob-
ability can specify the final decision. Another technique for automating the learning 
process is through inductive bias. The inductive bias of learning [16] in neural net-
                                                           
3

  A “state” in this manuscript is being used to express a situation describing a part of the real 
(dynamic) world in a specific instance of time. 
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works is a set of assumptions, given as input, that the learner uses to predict and 
approximate the target outputs (even for unseen situations) through a series of train-
ing instances and their generalization.  

3.4   Anomaly Pattern Analysis 

Intelligent agents in RLR also detect and generate patterns of anomalies, either syn-
tactic or semantic, by assessing and analyzing consistent common errors that occur 
through different revisions. After the anomalies have been flagged by change capture 
agents, the learner agent can then be taught the proper route for performing the revi-
sions through a set of pattern mining algorithms (see [17] as an example of techniques 
for mining dynamic patterns). This task is crucial in a wide variety of applications, 
such as biosurveillance for disease outbreak detection [18] and cancer diagnosis. The 
learner agents not only enable the RLR framework to manage potential, expected, and 
prescheduled changes, but also prepare it for dealing with random and unexpected 
alterations. However, human supervision and participation will be anticipated for the 
former case.   

3.5   The Change Analysis Model in RLR 

Our change analysis model is composed of a set of states that are linked to their pre-
decessors and successors through some defined relationships. This allows us to check 
backward and forward compatibilities for one specific ontological structure from a 
given state. This is determined by defining various conditions and constraints for an 
event. The conditions can later be used to restore the previous state based on the in-
sights gained for each event. Somehow it means a revision or review of the past, or an 
attempt to define an alternate (parallel) past [19]. Since ontological assertions are 
based on open world assumptions, neither past nor future knowledge about the world 
is complete. One can always ask questions (e.g., “Could a specific mutation, under 
certain circumstances, lead to the species X or Y?”) and draw a different path from 
the previous states to the subsequent states. This iterative process of switching be-
tween the future, current, and revised past states has been regarded in [19] as the 
process of “rolling back to some previous state and then reasoning forward” in the 
form of queries such as, “Is there some future time in which p is true?” [19]. 

To deal with forward and backward compatibility, in our research we have em-
ployed graph transformation techniques, which enable us to analyze different states of 
the graphs based on the given initial states and the transformation rules. Indeed, graph 
transformation offers many benefits, but lacks sufficient expressivity and semantics to 
deal with all aspects of ontology change management. Our approach for this issue can 
be improved by recruiting a formal mathematical representation such as category 
theory. The enhancement can be done in two aspects: 1) the transformation rules can 
impose restrictions on ontology transformation in the way that, for example, some 
alteration can be prohibited, or some changes, which have less impact on ontological 
elements, can be excluded in the related change analysis (e.g., the transition of a fun-
gus from one genus to another does not affect its physical appearance); 2) the changes 
in states can be scheduled to occur simultaneously, sequentially, or in parallel. 
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3.6   Identity Preservation in RLR 

The identity of a concept can be determined by those properties and facts that remain 
stable through time, even during multiple ontological changes. If ontologies are able 
to maintain their conceptual stability, they can better preserve their intended truth. 
To this end, the RLR framework employs a defensive mechanism to prevent harmful 
changes and reduce the risk of potentially dangerous actions by incrementally adapt-
ing to the changes at different levels. If a destructive change is about to happen in the 
ontology (e.g., deleting a concept, such as “fungi”, when other dependent concepts, 
such as “fungal infection”, exist), a warning signal will be sent to the agents based 
on the knowledge within the ontology (e.g., “fungi are the cause of fungal infec-
tions”) to infer the potential threat and prepare them to plan for a proper action. This 
mechanism works much like the self-awareness system inside rational animals, 
which helps them avoid possible dangers without actually experiencing their life 
threatening influences. For example, as pointed out in [20], a person who is con-
fronted with fire does not have to experience the burning sensation and can run away 
as a counteraction, since the person has been taught that smoke indicates fire and that 
fire can kill humans.  

4   Discussion and Future Works 

To avoid the fatal errors caused by uncontrolled changes in biomedical knowledge-
based systems, a consistent change management process with minimum human in-
tervention is vital. In this paper, we have described a method based on a metaphor 
taken from a recreational activity, birdwatching, to highlight the temporal aspects of 
ontologies by representing the conceptualization of things indexed by times, which 
enables one to control forward and backward compatibilities for taxonomic revi-
sions. In fact, our introduced approach, based on the insights from category theory, 
can be employed to develop algorithms and tools to assist ontology change manage-
ment. In our recent experiments, we have applied the introduced agent-based 
method, formalized with category theory, in several biomedical applications, includ-
ing the management of requirement volatility in e-health systems [21] and analyzing 
the evolutionary relationships between fungal species [22]. Currently, we are work-
ing to improve our rule-based graph transformation method and extend it to cover 
hierarchical distributed graphs, which support nested hierarchies in different levels 
of abstraction.  
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